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Preface

The annual International Conference on Text, Speech and Dialogue (TSD), which
emerged in 1997, constitutes a recognized platform for the presentation and discussion
of state-of-the-art technology and recent achievements in computer processing of
natural language. It has become a broad interdisciplinary forum, interweaving the
topics of speech technology and language processing. The conference attracts
researchers not only from Central and Eastern Europe but also from other parts of the
world. Indeed, one of its goals has always been bringing together NLP researchers with
various interests from different parts of the world to promote their mutual cooperation.
One of the ambitions of the conference is, as its name suggests, not only to deal with
dialogue systems but also to improve dialogue among researchers in areas of NLP, i.e.,
among the “text” and the “speech” and the “dialogue” people.

Moreover, the TSD 2017 Conference celebrated its 20-year anniversary. There was
a lot to celebrate: The two teams taking turns in organizing the conference – the team
from the Faculty of Applied Sciences of the University of West Bohemia in Plzeň and
the team from the Faculty of Informatics of the Masaryk University in Brno – have
endured and kept the wheel spinning over the last 20 years even though the situation
was sometimes rather complicated, especially because of the economic crisis of 2007–
2008. Not only has the conference always been vital, it has evolved from its humble
beginnings into a renowned event registered in respected and widely monitored lists of
conferences in the field of NLP.

We wanted to make the 20th year somehow special and therefore decided to move
the conference for this year from its traditional venues in Plzeň (and surroundings) and
Brno to the capital city. It is symbolic in several ways: Prague lies between Plzeň and
Brno, it is the largest and the most important city of the country, there is a very
important scientific and research partner facility of both organizing institutions, the
Institute of Formal and Applied Linguistics, and other prominent research facilities and
by this the symbolic value of Prague as the TSD venue is far from exhausted.

The TSD 2017 conference was held on the campus of the co-organizing institution,
the Faculty of Mathematics and Physics of the Charles University, called the “House of
Professed,” during August 27–31, 2017. The conference schedule and the keynote
topic were again co-ordinated with the Interspeech conference and TSD 2017 was
listed as an Interspeech 2017 satellite event. Like its predecessors, TSD 2017 high-
lighted the importance of language and speech processing to both the academic and
scientific world and their most recent breakthroughs in current applications. Both
experienced researchers and professionals, as well as newcomers in the field, found in
the TSD conference a forum to communicate with people sharing similar interests.

This volume contains a collection of submitted papers presented at the conference.
Each of them was thoroughly reviewed by three members of the conference reviewing
team consisting of more than 60 top specialists in the conference topic areas. A total of
56 accepted papers out of 117 submitted, altogether contributed by 141 authors and



co-authors, were selected by the Programme Committee for presentation at the
conference and for publication in this book. Theoretical and more general contributions
were presented in common (plenary) sessions. Problem-oriented sessions as well as
panel discussions then brought together specialists in narrower problem areas with the
aim of exchanging knowledge and skills resulting from research projects of all kinds.

Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and the Program
Committee for their careful reviews and paper selection, and to the editors for their hard
work preparing this volume. Special thanks go to the members of both Local Orga-
nizing Committees for their tireless effort and enthusiasm during the conference
organization. We hope that you benefit from the event and that you these proceedings.

August 2017 Kamil Ekštein
Miloslav Konopík
Václav Matoušek
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About the Venue – Prague (Praha)

The capital and the largest city of the Czech Republic Praha (Prague in English) is also
called The City of a Hundred Spires or The Heart of Europe. It is situated in the very
centre of the historic region Bohemia on the banks of the river Vltava (German
Moldau). There live more than 1.2 million inhabitants. Thus, Praha is naturally
considered the centre of science, higher education, culture, economy and authorities.
The city has a rich history of more than 1,000 years which is projected into its multiple
architectural and cultural treasures.

The city is divided into ten districts. Each of them offers its own charming
atmosphere predicated upon it’s rich history. A good example can be the Jewish
Quarter (Josefov) known especially for the legend of Golem and famous writer Franz
Kafka. Then, walking the Pařížská street (said to be the most luxurious street in the
city), there is the Old Town Square. One of the most important squares of the city
renowned for the rare Prague Astronomical Clock (Orloj), number of galleries,
Bethlehem Chapel and a monument of religious reformer Jan Hus.

The next place of interest can be found in the area of the New Town. The
Wenceslas square with the monument of St. Wenceslas, the patron saint of the Czech
state, is the longest square of the republic. Its capacity is fully used by various shops,
restaurants, clubs and street artists. Also the renaissance revival-styled building of
National Museum, which is now under reconstruction, is situated on the upper end
of the square.

Modern art and architecture together with technical mastery demonstration are
represented by the Žižkov Television Tower, the Dancing House (Fred and Ginger
Building) or the Štefánik’s Observatory on the Petřín hill located in the neighbourhood
of the quarter Hradčany. Also Křižík’s light fountain or Industrial Palace in the area
of the Holešovice Showground are worth seeing.

However, the dominant feature of the skyline is still created by the Prague Castle
and the gothic St. Vitus Cathedral spires. The Golden Lane heading down to the Lesser
Town shows the tiny and colorful medieval houses.

There are many bridges connecting the banks of the Vltava River. However, only
one of them is well known in the whole world – the Charles bridge. Czech King and
Holy Roman Emperor Charles IV promoted its construction in the 14th century. The
bridge is 520 metres long and stands for a connection between the Lesser Town and the
Old Town. It was built in the gothic style as well as the St. Vitus Cathedral.

Charles IV was also the founder of the University, which now proudly bears his
name – The Charles University. It is one the world’s oldest universities and with 17
faculties, 3 institutes, 6 centres of teaching, research and development it is also the
largest and best rated university in the Czech Republic. The students can choose some
of the 642 courses within 300 of accredited degree programmes in the field of
medicine, law, theology, pharmacy, arts, science, mathematics and physics, education,
social sciences, physical education and sports, and humanities.

We are justifiably very proud of the fact that the campus of the Charles University
hosted the TSD 2017 conference.
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A Glimpse Under the Surface: Language
Understanding May Need Deep

Syntactic Structure

Eva Hajičová

Faculty of Mathematics and Physics, Institute of Formal and Applied Linguistics,
Charles University in Prague, Malostranské nám. 25,

11800 Prague 1, Czech Republic
hajicova@ufal.mff.cuni.cz

Abstract. Language understanding is one of the crucial issues both for the
theoretical study of language as well as for applications developed in the domain
of natural language processing. As Katz (1966, p.100) puts it “to understand the
ability of natural languages to serve as instrument to the communication of
thoughts and ideas we must understand what it is that permits those who speak
them consistently to connect the right sounds with the right meanings.” The
proper task of linguistics consists then in the description (and) explanation of the
relation between the set of the semantic representations and that of the phonetic
forms of utterances; at the same time, among the principal difficulties there
belongs “a specification of the set of semantic representations” (Sgall and
Hajičová 1970, p.5). In our contribution, we present arguments for the approach
that follows the tradition of European structuralism which attempted at an
account of linguistic meaning the elements of which are understood as “points of
intersection” of conceptual contents (as a reflection of reality) and the organizing
principle of the grammar of the individual language (Dokulil and Daneš 1958).
In other words, we examine how “deep” the sematic representations have to be
in order (i) to give an appropriate account of synonymy, and (ii) to help to
distinguish semantic differences in cases of ambiguity (homonymy).



Towards Building Intelligent Machines
That We Can Communicate With

Tomáš Mikolov

Facebook Research, AI Research Group
http://research.fb.com/

tmikolov@gmail.com

Abstract. In the recent years, there has been growing interest in development of
general artificial intelligence systems. I will describe some of our recent attempts
to build such intelligent system, starting by specifying the end goal: A machine
that accomplishes tasks via natural language. Further, I will discuss several
simplifications we are considering to make this research project more man-
ageable: Teaching the AI to communicate at first in simulated environments, and
early focus on incremental learning to efficiently use small number of training
examples. I will present a dataset that we recently published to help the research
community in achieving these goals.



Neural Machine Translation – What’s
Linguistics Got to Do with It?

Rico Sennrich

University of Edinburgh, School of Informatics, Institute for Language,
Cognition and Computation, 10 Crichton Street, Edinburgh, EH8 9AB, UK

rico.sennrich@ed.ac.uk

Abstract. Neural machine translation has obtained impressive results in the last
few years, establishing itself as the new state of the art. This has been achieved
by learning from raw text, without explicit linguistic knowledge. In this talk, I
will discuss the capability of sequence-to-sequence models to learn linguistic
phenomena from text, and will present recent research on incorporating explicit
linguistic structure into the models.



A Picture Is Worth a Thousand Words:
Towards Multimodal, Multilingual

Context Models

Lucia Specia

University of Sheffield, Department of Computer Science, NLP Research Group
Regent Court, 211 Portobello, Sheffield, S1 4DP, UK

l.specia@sheffield.ac.uk

Abstract. In Computational Linguistics, work towards understanding or gen-
erating language has been primarily based solely on textual information.
However, when we humans process a text, be it written or spoken, we also take
into account cues from the context in which such a text appears, in addition to
our background and common sense knowledge. This is also the case when we
translate text. For example, a news article will often contain images and may
also contain a short video and/or audio clip. Users of social media often post
photos and videos accompanied by short textual descriptions. The additional
information can help minimise ambiguities and elicit unknown words. In this
talk I will introduce a recent area of research that addresses the automatic
translation of texts from rich context models that incorporate multimodal
information, focusing on visual cues from images. I will cover some of our
recent work analysing how humans perform translation in the presence/absence
of visual cues and then move on to datasets and computational models proposed
for this problem.
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Abstract. Language understanding is one of the crucial issues both for
the theoretical study of language as well as for applications developed in
the domain of natural language processing. As Katz (1969, p. 100) puts
it “to understand the ability of natural languages to serve as instrument
to the communication of thoughts and ideas we must understand what
it is that permits those who speak them consistently to connect the
right sounds with the right meanings.” The proper task of linguistics
consists then in the description (and) explanation of the relation between
the set of the semantic representations and that of the phonetic forms
of utterances; at the same time, among the principal difficulties there
belongs “a specification of the set of semantic representations” (Sgall
and Hajičová 1970, p. 5). In our contribution, we present arguments for
the approach that follows the tradition of European structuralism which
attempted at an account of linguistic meaning the elements of which
are understood as “points of intersection” of conceptual contents (as
a reflection of reality) and the organizing principle of the grammar of
the individual language (Dokulil and Daneš 1958). In other words, we
examine how “deep” the sematic representations have to be in order (i) to
give an appropriate account of synonymy, and (ii) to help to distinguish
semantic differences in cases of ambiguity (homonymy).

Synonymy can be understood as a relation between two sentences differing in a
given opposition but having the same truth conditions, i.e. there does not exist a
situation when one sentence would be true while the other sentence would not be
true. A proof of non-existence, of course, is not possible, so that the statement of
synonymy has always a nature of a hypothesis; this criterion helps us to decide
for two suspicious sentences whether they are synonymous or not. Thus e.g.
the sentences Pavel sold Jirka a car. – Jirka bought a car from Pavel. are not
synonymous because if they are used in the context . . .with enthusiasm, their
meanings differ (in the first of them, the enthusiasm is on the side of Pavel, the
seller, in the other on the side of Jirka, the buyer). Similar considerations hold for
such pairs as Cz. Jan si vzal Marii (Jan married Mary) and Jana si vzala Marie
(E. Jan-Acc married Mary-Nom.), if inserted into the context . . . for money, or
c© Springer International Publishing AG 2017
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for the non-synonymous sentences I have read a letter about a quarrel of parents
and I have read a letter about quarrelling parents. because the continuation “. . .
but about their quarrel there was no mention in the letter” is possible only with
the second sentence. On the other hand, the pairs such as He promised to do it in
time and He promised he would do it in time are considered to be synonymous:
a context in which they would have different truth conditions has not yet been
found (Panevová 1980).

Ambiguity is a notorious problem for both theoreticians and NLP
researchers. The sources for ambiguity may be either lexical or they may lie
in morphemics (e.g. the ambiguity between Nominative and Accusative in Cz:
Slepice hońı kuřata ‘Hens chase chicken’ where slepice and kuřata may be either
Nom. or Acc. and the order is not decisive (who runs after whom?)), or in syn-
tax (the well-known example the criticism of the Polish delegate: who criticized
whom, or the warning of the driver – who warns?). The sources of amibiguities
may accumulate in a single sentence – Cz. Lov́ı tlouště na vǐsni ‘Catch(es) fish
on morello/morello-tree’: lov́ı “catch” he-she-it-they, tloušť “(kind of) fish/” Acc
sg/pl., vǐsni : Loc. of vǐseň “morello” (fruit) or “morello-tree”; from the syntactic
point of view there are several possible structural interpretations: Subj – Verb
– Object – Loc: Subj is in the Location? Object is in the Location? (multiplied
by the lexical ambiguity), or: Subj – Verb – Object – Instrument (?Manner)
(= Morello as a bait put on a hook to catch fish).

A special attention in the paper will be paid to the case of syn-
onymy/ambiguity/semantic differences related to the information structure
of sentences. Among the examples discussed there are pairs of sentences such
as Everybody in this room knows at least two languages vs. At least two lan-
guages are known by everybody in this room, or Russian is spoken in Siberia vs.
In Siberia one speaks Russian, or Tom only introduced Mary to Jane vs. Tom
introduced Mary only to Jane, or Dogs must be CARRIED (with the normal
placement of intonation center at the end of the sentence, as denoted by the
capitals) vs. DOGS must be carried (with the intonation center on DOGS) vs.
Carry dogs (CARRY dogs vs. Carry DOGS). Examples such as those document
that if one wants to account in a consistent way for the semantic differences
between sentences that on the surface look the same, it is necessary to postulate
some kind of underlying structure (for a more detailed discussion of a formal
account of information structure, see e.g. Hajičová et al. 1998).

Another support for this claim is the phenomenon of surface deletions
(see Hajič et al. 2015; Hajičová et al. 2015). There belongs e.g. the phenom-
enon known recently in theoretical linguistics as a pro-drop parameter (called
sometimes zero subject or null-subject). Czech belongs to the pro-drop type of
language: the subject is often deducible from the morphology of the verb (Přǐsel -
Masc. dom̊u ‘He came home’ vs. Přǐsla-Fem. dom̊u ‘She came home’) but due
to the ambiguity of some verb endings this is not always the case (see above the
sentence Lov́ı tlouště na vǐsni ‘He-she-it-they catch(es) fish on morello-tree’).
Other examples of surface deletions are infinitival constructions of the type:
John decided to leave Prague (synonymous with John decided that he would
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leave Prague) vs. John recommended his friend to move to a better flat (synony-
mous with John recommended his friend that (he/she) moves to a better flat),
structures with comparison (Paul knows a better lawyer than John: meaning
either . . . a better lawyer than John (is a lawyer), or . . . a better lawyer than
John knows (a lawyer), or structures with the word ‘kromě’ (besides): Kromě
Jany pozveme celou rodinu (Besides Jane we will invite the whole family) which
may mean either an addition (Jane will be invited (too)), or an exclusion (Jane
will not be invited). Special problems are connected with deletions in structures
with coordination (see Popel et al. 2013): it is not always clear which sentence
elements are coordinated/deleted (cf. examples red and white wine vs. Polish
flag is white and red, or Romulus and Remus founded Rome vs. Michelangelo
and Dante celebrated Rome, or the ambiguity of the structure sick and old peo-
ple: sick people [need not be old] and old people [need not be sick] vs. (both:
sick and old) people.

The inclusion of an underlying (deep) level into the theoretical description of
a language has led the research team of Prague theoretical and computational
linguists to the postulation of a multilevel scheme in the theory of Functional
Generative Description as proposed by Petr Sgall in the late sixties and
developed since then by him and his pupils (for a most comprehensive treat-
ment, cf. Sgall et al. 1986). This approach is also reflected in the proposal and
build-up of the so-called Prague Dependency Treebank (PDT) for Czech,
and the same scenario for the parallel annotation of the Prague Czech-English
Dependency Treebank (PCEDT, with a two-level annotation of Czech and Eng-
lish; the original English texts are taken from the Penn Treebank, translated
to Czech, see Hajič et al. 2011). The work on PDT started as soon as in the
mid-nineties and the overall scheme was published already in 1998 (see e.g.
Hajič 1998; for a detailed study on the treatment of some particular linguis-
tic issues in PDT see Hajič et al. 2016). The basic idea was to build a corpus
annotated not only with respect to the part-of-speech tags and some kind of
(surface) sentence structure but capturing also the syntactico-semantic, under-
lying structure of sentences. The annotation is manual, and the “deep” syntactic
dependency structure (with several semantically-oriented features, called “tec-
togrammatical” level of annotation) has been conceptually and physically sepa-
rated from the surface dependency structure and its annotation, with full align-
ment between the elements (tree nodes) of both annotation levels being kept.
The Prague Dependency Treebank consists of continuous Czech texts mostly
of the journalistic style analyzed on three levels of annotation (morphologi-
cal, surface syntactic and deep syntactic structure, including the annotation
of the information structure of sentences, see Hajičová 2012). At present, the
total number of documents annotated on all the three levels is 3,168, amount-
ing to 49,442 sentences and 833,357 (occurrences of) nodes. The PDT version
1.0 (with the annotation of only morphology and the surface dependencies) is
available from the Linguistic Data Consortium, as is the PDT version. Pronom-
inal coreference is also annotated. Other additions (such as discourse annota-
tion) appeared in PDT 2.5 and in PDT 3.0, which are both available from the
LINDAT/CLARIN repository (Bejček et al. 2013).
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The annotated corpus has a multifold exploitation. It is an indispensable
resource for the study of particular linguistic phenomena in the given language,
and, when a parallel corpus is available, also in comparison with other languages.
The annotated material may serve as a basis for the compilation of lexicons (e.g.
the VALLEX lexicon of Czech verbs with added information on valency of verbs,
Lopatková et al. 2016 and the PDT-based lexicon of Czech verbs, Urešová 2011)
and for the build-up of grammars (cf. Panevová et al. 2014). The annotation on
the underlying, tectogrammatical level has also served as invaluable inspiration
and data support for the build-up of some NLP applications (e.g. the Tecto-MT
system, or the project Companions).

In our contribution, we will document that one of the basic features of this
resource is its importance not only for the representation of the surface shape of
the sentence but even more for the underlying sentence structure: it elucidates
phenomena hidden on the surface but unavoidable for the representation of the
meaning and functioning of the sentence.

Acknowledgement. This work has been supported by the LINDAT/CLARIN project
of the Ministry of Education, Youth and Sports of the Czech Republic (project
LM2015071) and by the project No. GA17-07313S of the Grant Agency of the Czech
Republic.
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semantic, grammatical structure of the sentence]. In: O vědeckém poznáńı soudobých
jazyk̊u, Praha: Nakladatelstv́ı Československé akademie věd, pp. 231–246 (1958)
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In: Hajičová, E. (ed.) Issues of Valency and Meaning. Studies in Honour of Jarmila
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Abstract. Speech intelligibility for voice rehabilitation has been suc-
cessfully evaluated by automatic prosodic analysis. In this paper, the
influence of reading errors and the selection of certain words for the
computation of prosodic features (nouns only, nouns and verbs, begin-
ning of each sentence, beginnings of sentences and subclauses) are exam-
ined. 73 hoarse patients (48.3 ± 16.8 years) read the German version of
the text “The North Wind and the Sun”. Their intelligibility was eval-
uated perceptually by 5 trained experts according to a 5-point scale.
Eight prosodic features showed human-machine correlations of r ≥ 0.4.
The normalized energy in a word-pause-word interval, computed from
all words (r = 0.69 for the full speaker set), the mean of jitter in nouns
and verbs (r = 0.67), and the pause duration before a word (r = 0.66)
were the most robust features. However, reading errors can significantly
influence these results.

Keywords: Intelligibility · Automatic assessment · Prosody · Reading
errors

1 Introduction

In speech therapy and rehabilitation, a patient’s voice is usually evaluated by the
therapist. Automatically computed, objective measures can support this task.
However, established methods for objective evaluation, that analyze only sus-
tained vowels, cannot evaluate speech criteria, like intelligibility. For this study,
the test persons read a given standard text that underwent prosodic analysis
afterwards. Earlier studies showed the suitability of this approach [3–5]. How-
ever, each prosodic feature was averaged over all words in the text and then
used for further computation. Hence, content and function words, long and short
words, and words at different positions in sentences, were all put together with
the risk of losing information. Additionally, the influence of errors made during
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 11–19, 2017.
DOI: 10.1007/978-3-319-64206-2 2
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reading has not been analyzed in detail. When the automatic system expects
the exact reproduction of a given text, then repetitions or out-of-vocabulary
words have to be mapped to the pre-defined word sequence. As a consequence,
the word identities and boundaries assigned by the speech recognizer are wrong.
Using them for the word-based prosodic analysis leads to erroneous prosodic
feature values. This problem could be solved by replacing the text reference by
a transliteration of the respective speech sample. However, this method is not
applicable in clinical practice. It was shown that the influence of reading errors
is negligible for the average patient [5], but for smaller patient groups, the effects
are unclear. Two main questions are addressed in this paper:

– How does the position and type of words that are selected from a read-out
text influence the reliability of the automatic analysis of intelligibility?

– In what way is the automatic analysis influenced by the number of reading
errors?

This work is organized as follows: Sect. 2 introduces the test data and the
perceptual evaluation reference. The computation of the prosodic features is
described in Sect. 3. The results of the experiments (Sect. 4) will be discussed in
Sect. 5.

2 Test Data and Subjective Evaluation

73 German subjects with different severity of chronic hoarseness participated
in this study (Table 1). Patients suffering from cancer were excluded. Each per-
son read the text “Der Nordwind und die Sonne” (“The North Wind and the
Sun”, [7]), a phonetically rich standard text which is frequently used in clinical
speech evaluation in German-speaking countries. It contains 108 words (71 dis-
tinct) with 172 syllables. The data were recorded with a sampling frequency of
16 kHz and 16 bit amplitude resolution using an AKG C 420 microphone (AKG
Acoustics, Vienna, Austria). They were recorded in a quiet room at our univer-
sity and digitally stored on a server by a client/server-based system [11, Chap. 4].
The study respected the principles of the World Medical Association (WMA)
Declaration of Helsinki on ethical principles for medical research involving human
subjects and has been approved by the ethics committee of our clinics.

Five voice professionals (one ear-nose-throat doctor, four speech therapists)
evaluated the intelligibility of each original recording perceptually. The samples
were played to the experts once via loudspeakers in a quiet seminar room without
disturbing noise or echoes. Rating was performed on a five-point Likert scale.
For computation of average scores for each patient, the grades were converted
to integer values (1 = ‘very high’, 2 = ‘rather high’, 3 = ‘medium’, 4 = ‘rather
low’, 5 = ‘very low’). For each patient, an intelligibility mark, expressed as a
floating point value, was calculated as the arithmetic mean of the single scores.
These marks served as ground truth in our experiments.

Due to reading errors, repetitions, and additional remarks, such as “read
now?”, the recordings did not only contain words appearing in the text refer-
ence but also additional words and word fragments. The topic of this paper is
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Table 1. The test speakers (entire set, group with few and group with many reading
errors)

Group Persons Age Reading errors

All Men Women μ σ Min Max μ σ Min Max

Overall 73 24 49 48.3 16.8 19 85 3.10 3.50 0 17

Low-error 32 9 23 48.5 13.7 26 76 0.34 0.47 0 1

High-error 41 15 26 48.1 18.9 19 85 5.24 3.34 2 17

not a full linguistic analysis of the reading errors, since the automatic analy-
sis of intelligibility used here does not work on the linguistic level of speech. In
order to describe the errors, a manual word-based counting of errors was adopted
instead [5]. The three basic error classes are substitutions, deletions, and inser-
tions. We also distinguished between substitutions of a word by another word or
a word fragment, and between insertions of a full word or word fragment, respec-
tively (Tables 1 and 2). We consider this word-based method sufficient since most
of the errors affect one word only: the rate of single-word errors on newspaper
and magazine articles among healthy speakers has been reported to be almost
70% [8].

The problem of reading errors has been addressed in two ways. In order to
study the effect of errors on the evaluation on subsets of reasonable size, the
overall data set was divided into an age-matched ‘low-error’ group with at most
one reading error per speaker and a ‘high-error’ group with 2 to 17 errors per
speaker (Tables 1 and 3). In order to determine the influence of errors within
one particular data subset, a second version of the audio files was created by
removing the speech parts containing additional words and fragments. Deletions,

Table 2. Number of reading errors (in parentheses: percental per speaker)

All files Low-error reading High-error reading

Orig. files Error-treat Orig. files Error-treat Orig. files Error-treat.

All 226 (3.10) 149 (2.04) 11 (0.34) 9 (0.28) 215 (5.24) 140 (3.41)

Substitutions 80 (1.09) 77 (1.05) 8 (0.25) 8 (0.25) 72 (1.76) 69 (1.68)

Deletions 7 (0.09) 7 (0.09) 0 (0.00) 0 (0.00) 7 (0.17) 7 (0.17)

Inserted words 55 (0.78) 3 (0.04) 2 (0.06) 0 (0.00) 53 (1.29) 3 (0.07)

Fragments 64 (0.88) 62 (0.84) 1 (0.03) 1 (0.03) 63 (1.54) 61 (1.49)

Inserted fragments 20 (0.27) 0 (0.00) 0 (0.00) 0 (0.00) 20 (0.49) 0 (0.00)

Table 3. Number of recordings with a certain number of reading errors

Errors 0 1 2 3 4 5 6 7 8 11 15 17

Original files 21 11 8 6 6 8 3 3 3 2 1 1

Error-treated files 29 13 11 3 7 3 2 2 1 1 0 1
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however, cannot be repaired as the correct word was not spoken in the sample.
For substitutions, the situation is similar. The text flow was supposed to be
preserved, so misread single words without corrections were not removed. For
instance, the repetition “einst stri- einst stritten” was reduced to the correct
“einst stritten” while the word “Nordwand” instead of “Nordwind” without
correction was left unchanged. The data set created in this way will further be
denoted as ‘error-treated’.

3 Prosodic Features

The speech recognition system used for the experiments [3] is based on semi-
continuous Hidden Markov Models (HMM). For each 16 ms frame, a 24-
dimensional feature vector is computed. It contains short-time energy, 11 Mel-
frequency cepstral coefficients, and the first-order derivatives of these 12 static fea-
tures. The recognition vocabulary of the recognizer was changed to the 71 words
of the standard text. Only a unigram language model was used so that the results
mainly depend on the acoustic models.

In order to find counterparts for intelligibility, a ‘prosody module’ was used
to compute features based upon frequency, duration, and speech energy (inten-
sity) measures. This is common in automatic speech analysis on normal voices
[12–14]. The module processes the output of the word recognition module and
the speech signal itself.

‘Local’ prosodic features are computed for each word position. Originally,
there were 95 of them. After several studies on voice and speech assessment, how-
ever, a relevant core set of 33 features has been defined for further processing [6].
The components of their abbreviated names are given in parentheses:

– Length of pauses (Pause): length of silent pause before (–before) and after
(–after), and filled pause before (Fill-before) and after (Fill-after) the respective
word

– Energy features (En): regression coefficient (RegCoeff) and the mean square
error (MseReg) of the energy curve with respect to the regression curve; mean
(Mean) and maximum energy (Max) with its position on the time axis (MaxPos);
absolute (Abs) and normalized (Norm) energy values

– Duration features (Dur): absolute (Abs) and normalized (Norm) duration
– F0 features (F0): regression coefficient (RegCoeff) and mean square error

(MseReg) of the F0 curve with respect to its regression curve; mean (Mean),
maximum (Max), minimum (Min), voice onset (On), and offset (Off) values
as well as the position of Max (MaxPos), Min (MinPos), On (OnPos), and Off

(OffPos) on the time axis; all F0 values are normalized.

The last part of the feature name denotes the context size, i.e. the interval of
words on which the features are computed (see Table 4). They can be computed
on the current word (W) or in the interval that contains the second and first word
before the current word and the pause between them (WPW). A full description of
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Table 4. Local prosodic features; the context size denotes the interval of words on
which the features are computed (W: one word, WPW: word-pause-word interval).

Features Context size

WPW W

Pause: before, Fill-before, after, Fill-after •
En: RegCoeff, MseReg, Abs, Norm, Mean • •
En: Max, MaxPos •
Dur: Abs, Norm • •
F0: RegCoeff, MseReg • •
F0: Mean, Max, MaxPos, Min, MinPos, Off, OffPos, On, OnPos •

the features used is beyond the scope of this paper; details and further references
are given in [1,3].

Besides the 33 local features, 15 ‘global’ features were computed for inter-
vals of 15 words length each. They were derived from jitter, shimmer, and the
number of detected voiced and unvoiced sections in the speech signal [1]. They
covered the means and standard deviations of jitter and shimmer, the number,
length, and maximum length of voiced and unvoiced sections, the ratio of the
numbers of voiced and unvoiced sections, the ratio of the length of the voiced
sections to the length of the signal, and the same for unvoiced sections. The last
feature was the standard deviation of the F0.

The human listeners gave ratings for the entire text. In order to receive
also one single value for each feature that could be compared to the human
ratings, the average of each prosodic feature over all selected words served as
final feature value. Pearson’s correlation coefficient was computed between the
respective values of all speakers and the according average human intelligibility
ratings.

4 Experiments

Earlier experiments averaged each prosodic feature over the entire read-out text.
For this study, we examined whether the restriction to certain subsets might be
beneficial:

– averaging over all words (108 words; as in earlier studies, i.e. the reference)
– nouns only (24 words)
– nouns and verbs (44 words)
– beginnings of sentences, i.e. the first 3 words of each of the 6 sentences

(18 words)
– beginnings of sentences and subclauses, i.e. the first 3 words of each of the 6

sentences and 10 subclauses (48 words)
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Nouns and verbs were chosen because content words generally show less pre-
dictability and hence intelligibility than function words, such as articles, preposi-
tions, and conjunctions [15]. The beginnings of sentences and subclauses, without
the regard of the word classes, were chosen with respect to the medical appli-
cation. Many voice and speech patients show higher speaking effort and shorter
phonation time, so they will have to pause more often and fragment the para-
graph to be read into shorter sections. These breaks usually occur at syntactic
boundaries.

5 Results

Table 5 shows the features that for at least one of the experiments reached a
human-machine correlation of r ≥ 0.4.

The pause duration before a word (Pause–before) is only a robust indicator
when it is measured before nouns. Although other scenarios, except for the begin-
ning of sentences, also show correlations up to r = 0.70, the results for low-error
reading are rather poor. This is supported by the correlations on error-treated
files, which drop slightly when the additional utterances are removed.

The regression coefficient of the energy in a word-pause-word interval (EnReg-

CoeffWPW) works best when it is measured at the beginning of sentences and
subunits. On the average, its human-machine correlation is r = 0.59, in low-error
reading it decreases to r = 0.48; in high-error reading, r = 0.62 was achieved. The
difference to the values on the error-treated files is not significant.

The normalized energy in a word-pause-word interval (EnNormWPW) has been
reported to be a good indicator for intelligibility [3,5]. The results in this study
confirm this with r = 0.59 on low-error reading, r = 0.70 on high-error reading,
and r = 0.69 for the entire database, computed on the full text (Fig. 1, left).
Especially for low-error reading, a selection of words from the text lowers the
correlation to the perceptual scores.

The normalized duration of a word-pause-word interval (DurNormWPW) has
also been a good indicator for intelligibility in earlier studies and could on the
average mostly replace the energy EnNormWPW [5]. Here, it shows about the
same results as the energy, but the drop for the low-error reading is much more
remarkable. Only for the nouns+verbs scenario, the correlation exceeds r = 0.40.
Both DurNormWPW and Pause–before reveal the overall speaking rate.

MeanJitter shows the highest correlation of all in this study, namely r = 0.73
for low-error reading and computation on nouns and verbs (Fig. 1, right). The
other computation scenarios in this case are by Δr ≈ 0.15 lower; for high-error
reading, the correlation is stable at r ≈ 0.63. In the error-treated files, only one
single significant drop of correlation appears when the prosodic features are
computed on the beginnings of sentences. StandDevJitter shows the same trend
as MeanJitter, but with lower correlations.

The durations of the unvoiced sections in the recording (Dur–Voiced) and
the longest unvoiced section (DurMax–Voiced), that contain information about
the voice quality, exceed r = 0.40 in a few cases, but, in general, they are too
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Table 5. Human-machine correlation r for single prosodic features (r ≥ 0.4), depending
on the words used for computation: all, nouns only, nouns and verbs (n+v), beginnings
of sentences (sent i) or of sentences and subclauses (s+s i); bold-face: best results of
each line

Type Feature name all nouns n+v sent i s+s i all nouns n+v sent i s+s i

all original files all error-treated files

Local Pause–before 0.64 0.65 0.66 0.35 0.51 0.62 0.64 0.65 0.32 0.47

Local EnRegCoeffWPW 0.51 0.37 0.52 0.45 0.59 0.48 0.31 0.49 0.46 0.58

Local EnNormWPW 0.69 0.64 0.59 0.59 0.66 0.68 0.62 0.59 0.59 0.65

Local DurNormWPW 0.65 0.66 0.63 0.43 0.56 0.64 0.65 0.62 0.43 0.55

Global MeanJitter 0.63 0.65 0.67 0.61 0.63 0.61 0.64 0.66 0.54 0.60

Global StandDevJitter 0.55 0.58 0.60 0.48 0.53 0.52 0.57 0.59 0.43 0.49

Global Dur–Voiced 0.31 0.18 0.21 0.36 0.41 0.34 0.20 0.21 0.34 0.44

Global DurMax–Voiced 0.36 0.21 0.24 0.32 0.42 0.38 0.21 0.23 0.30 0.46

Original low-error files Error-treated low-error files

Local Pause–before 0.36 0.62 0.36 0.16 0.20 0.35 0.61 0.33 0.14 0.19

Local EnRegCoeffWPW 0.38 0.44 0.44 0.36 0.48 0.36 0.38 0.40 0.36 0.48

Local EnNormWPW 0.59 0.43 0.48 0.48 0.52 0.57 0.44 0.47 0.46 0.50

Local DurNormWPW 0.39 0.38 0.43 0.30 0.32 0.37 0.39 0.43 0.28 0.31

Global MeanJitter 0.60 0.61 0.73 0.57 0.57 0.60 0.61 0.73 0.57 0.57

Global StandDevJitter 0.50 0.53 0.64 0.46 0.46 0.50 0.53 0.63 0.44 0.46

Global Dur–Voiced 0.41 0.42 0.39 0.31 0.38 0.41 0.43 0.39 0.26 0.37

Global DurMax–Voiced 0.41 0.43 0.38 0.31 0.37 0.42 0.44 0.38 0.27 0.36

Original high-error files Error-treated high-error files

Local Pause–before 0.69 0.66 0.70 0.44 0.60 0.69 0.65 0.71 0.46 0.57

Local EnRegCoeffWPW 0.51 0.30 0.51 0.46 0.62 0.48 0.24 0.49 0.46 0.61

Local EnNormWPW 0.70 0.70 0.63 0.60 0.68 0.70 0.67 0.63 0.61 0.67

Local DurNormWPW 0.70 0.71 0.66 0.50 0.62 0.70 0.70 0.65 0.52 0.62

Global MeanJitter 0.62 0.62 0.63 0.62 0.63 0.60 0.62 0.60 0.51 0.59

Global StandDevJitter 0.58 0.58 0.57 0.50 0.55 0.54 0.56 0.55 0.42 0.50

Global Dur–Voiced 0.30 0.09 0.14 0.41 0.47 0.35 0.12 0.17 0.39 0.53

Global DurMax–Voiced 0.36 0.13 0.21 0.36 0.47 0.40 0.14 0.21 0.34 0.55

unreliable to be recommended for the evaluation of intelligibility. There is a large
variation among the computation scenarios: for nouns in high-error reading, only
r = 0.09 was reached for Dur–Voiced.

We are aware of the problem arising when standard texts are used for mea-
suring intelligibility. However, our listeners were well-trained speech therapists
who were instructed to evaluate intelligibility and not voice quality. It is obvious
that spontaneous speech would be the best choice for this task, and the kind of
stimulus presented to the listener has an influence on the perceptual results [9].
However, spontaneous speech causes other problems. There may be a mismatch
in the vocabulary of speaker and listener, the sentence structure and distribution
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Fig. 1. Human-machine agreement: left side: for the normalized energy in a word-
pause-word interval, computed on all words; right side: for the mean jitter, computed
on nouns and verbs

of vowels and consonants may vary among the speakers, etc. [2]. This affects also
the speech recognizer underlying the prosodic analysis. Furthermore, the prosodic
evaluation of different persons is not comparable any more due to different word
lengths, ratios of voiced and unvoiced sections, etc. This complexity cannot be
handled properly at the moment. On the other hand, it has been shown that the
text-based evaluation performed by trained listeners is as reliable as an inverse
intelligibility test, where näıve raters write down a previously unknown sequence
of words that was read by the test person [4]. Nevertheless, independence of a given
text is a long-term goal of our work. For instance, an existing German sentence
test for speech intelligibility assessment [10] contains different sentence lists which
introduce more variety and complexity and represent every-day communication
better.

In summary, EnNormWPW computed from all words of the text, MeanJitter

of nouns and verbs, and Pause–before computed from nouns as an indicator of
speaking rate, are the most robust single features for evaluation of intelligibil-
ity in this study, i.e. they show the least variability among data with different
numbers of reading errors. The combination of all features and computation sce-
narios may reveal some more beneficial interrelations. This has been shown for
features, that were averaged over the entire text, and for the average patient
without regarding the reading errors. There is also room for improvement con-
cerning the regression method, etc. This is part of future work. With additional
preprocessing steps of out-of-vocabulary detection and word class identification,
the automatic prosodic analysis will gain even more reliability.
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5. Haderlein, T., Nöth, E., Maier, A., Schuster, M., Rosanowski, F.: Influence of
reading errors on the text-based automatic evaluation of pathologic voices. In:
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Abstract. This paper addresses the issue of how Big Five personality
traits may influence the content selection task in Referring Expression
generation (REG.) To this end, we build a corpus of referring expressions
annotated with personality information, and then use it as the input to
a machine learning approach to REG that takes the personality of the
target speakers into account. Results show that personality-dependent
REG outperforms standard REG algorithms, and that it may be a viable
alternative to speaker-dependent approaches that require examples of
descriptions produced by every individual under consideration.

Keywords: Text generation · Referring expressions · Big five personal-
ity traits

1 Introduction

In Natural Language Generation (NLG) systems, Referring Expression Genera-
tion (REG) is concerned with the production of uniquely identifying descriptions
of a given target object such that the generated descriptions resemble those pro-
duced by human speakers. For instance, given the goal of describing the target
highlighted in the top-left corner of Fig. 11, we may produce descriptions such
as ‘the guy with short hair, on the left’, ‘the one who is frowning’, etc.

Given an input context of this kind, most existing approaches to REG would
produce a fixed output description, that is, subsequent executions based on the
same input scene would generally produce the same output. Descriptions pro-
duced by human speakers, by contrast, show much greater variation: under iden-
tical circumstances (i.e., given the same input context), different speakers will
often produce different descriptions. In the above example, these may include,
for instance, ‘the Asian guy who looks upset’, ‘the man with thick eyebrows’,
‘the only guy who is not smiling’, etc.

Human variation plays a central role in language production and, accord-
ingly, has received a considerable amount of attention in REG and related fields.

1 Stimulus images courtesy of Michael J. Tarr, Center for the Neural Basis of Cognition
and Department of Psychology, Carnegie Mellon Univ. Funding provided by NSF
award 0339122.
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Fig. 1. An example of referential context built from Face Place images [1].

This is particularly the case when the goal of the system is to produce descrip-
tions that are plausible or human-like. In systems of this kind, speaker-dependent
information is generally modelled as a tailor-made list of preferred attributes for
each individual speaker [2,3] and, in some cases, speaker’s identifiers [4,5].

Speaker-dependent REG has been consistently shown to outperform standard
REG algorithms that produce the same, fixed output for a given input. This
method however relies on training data in the form of examples of how every
individual may produce language (e.g., available from an annotated corpus of
referring expressions and input contexts), and resources of this kind are known
to be costly and generally unavailable for practical REG.

As an alternative to speaker-dependent REG, we may consider the generation
of descriptions according to a more general speaker profile model, that is, by
grouping together individuals with similar referential behaviour. This strategy
may not be able to outperform algorithms that generate tailor-made descriptions
for every individual but, if speaker profiles are sufficiently easy to obtain (i.e.,
if the need to collect examples of referring expressions can be avoided), this
alternative may be worth of further investigation.

One possible way of implementing a more general REG strategy that still pays
regard to differences across speakers, and which will be the basis of the present
work, is by assuming that these differences are at least partially influenced by
personality traits. Knowing the personality traits of a target speaker, we may
be able to generate descriptions that resemble those produced by other speakers
with similar personality and, in doing so, we may be able to outperform at
least standard REG algorithms that produce a fixed output without the costs
of collecting linguistic examples from every target speaker under consideration.

Based on these observations, this paper introduces a study on personality-
dependent REG that we believe to be the first of its kind. We build a corpus for
REG that is further annotated with personality information, and then use this
dataset as the input to a machine learning approach that takes not only context
features into account, but also the personality traits of the target speaker. Results
show that personality-dependent REG outperforms standard REG algorithms,
and that this may be a viable alternative to speaker-dependent approaches that
rely on pre-recorded linguistic examples.
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2 Background

2.1 Referring Expression Generation

The content selection task for REG takes as an input a target object r to be
distinguished from a set of distractors within a given context C. Objects are
generally modelled as sets of atomic or relational properties [6] represented as
(attribute-value) pairs, as in (gender-male.) The goal is to produce a set L of
properties of r such that L distinguishes r from every distractor in C [7]. The
output description L may be subsequently realised as a definite or indefinite
description. For instance, an output description L = {gender-male, emotion-
upset} could be realised as ‘the guy who looks upset’.

One of the best-known approaches to REG is the Incremental algorithm in [8].
In this approach, attributes are considered for selection according to a domain-
dependent list of preferences P , and provided that they are discriminatory. When
an attribute a is selected, the corresponding distractors are removed from C.
For instance, selecting a property (gender-male) rules out all distractors whose
gender is female. The algorithm terminates when C becomes empty, or when all
attributes in P have been attempted.

The Incremental approach and many of its successors are generally concerned
with the generation of a single, fixed description for the given input. By contrast,
more recent approaches as in [4,5] have considered the issue of human variation as
well. These methods, however, rely on a set of pre-recorded examples of referring
expression produced by every speaker under consideration, and are of limited use
when suitable (linguistic) training data is unavailable.

2.2 Personality and Language Generation

As an alternative to speaker-dependent REG, in this work we consider the use
of information about the personality of the target speaker. The computational
treatment of human personality has become widespread in Computer science and
many of its fields, and it is particularly linked to the growing popularity of the Big
Five model of personality [9]. Big Five personality traits - Extraversion, Agree-
ableness, Conscientiousness, Neuroticism, and Openness to experience - are suffi-
ciently straightforward to compute using a wide range of methods. These include
the use of short self-report inventories and a number of less intrusive, automatic
techniques (e.g., by analysing the speaker’s publications on blogs etc. [10].)

Big Five personality traits have also been considered in a few NLG projects,
most notably in personalised text generation as in the PERSONAGE system
[11]. Systems of this kind make a large number of low- and high-level generation
decisions based on personality information but, to the best of our knowledge,
have not addressed the issue of using personality information in REG content
selection directly.
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3 Data Collection

In order to investigate possible relations between referential behaviour and per-
sonality, we built a corpus of referring expressions annotated with Big Five scores
obtained from self-report inventories of every speaker. The corpus was produced
by 152 speakers (86 or 56.6% female) on average 25.8 years old (min 18 and max
59). All subjects were native speakers of Brazilian Portuguese and had normal
or corrected vision.

Referring expressions were elicited from a set of 12 stimulus images built
from the Face Place image database [1] as in the previous Fig. 1. For each image,
participants were requested to uniquely identify a particular target within the
given visual context by completing a sentence in the form ‘The person highlighted
in red is the...’. This procedure is similar to [12–14] and other data collection
tasks for REG.

Each context image contained six human faces displaying different physical and
emotional features. The situations of reference under consideration involve con-
texts with different degrees of ambiguity (i.e., requiring shorter or longer descrip-
tions) and physical and affective properties with different degrees of salience (e.g.,
a scene containing only one smiling person, or a single woman, etc.)

A dataset comprising 1810 descriptions was collected. Both images and
descriptions were annotated by two judges with 27 attributes representing the
most frequent information observed in the elicited data. For certain attributes,
the corresponding values were obtained directly from the image annotations
available from Face Place [1]. These include some of the most frequent attributes
in the domain, such as gender, race and emotion. For others, annotation was also
relatively straightforward (e.g., deciding which characters were smiling or not.)
For more subjective cases (e.g., deciding which characters had short or long
hair in a particular context), the value chosen by the majority of speakers was
selected.

Table 1 summarises the seven most frequent attributes in the corpus. These
correspond to 74% of all referential attributes in this domain.

Table 1. Most frequent referential attributes found in the corpus descriptions.

Attribute Possible values Instances %

gender {male, female} 1707 23.7%

race {asian, black, caucasian} 794 11.0%

smile {yes, no} 784 10.9%

isyoung {yes} 705 9.8%

hair.colour {dark, blonde} 633 8.8%

hair.length {short, long } 434 6.0%

emotion {positive, negative, neutral} 266 3.7%
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In the present annotation scheme, we notice that some attributes such as
isyoung are assigned the same value (e.g., ‘yes’) for all objects in the domain (e.g.,
because all stimuli images depicted reasonably young people.) Thus, attributes of
this kind do not have any discriminatory power, although we would still expect
our REG algorithms to handle them appropriately. Moreover, we notice that
target objects in this domain are in principle identifiable by making use of fairly
short descriptions (from one to three properties each.) In practice, however,
the elicited descriptions are slightly longer, with an average of four properties
each. This means that referential overspecification plays a significant role in this
domain, an issue that will influence the design of our REG algorithms in Sect. 4.

4 Personality-Dependent REG

Since target objects in the current domain are easily described by making use
of short descriptions conveying highly discriminatory properties, as in ‘the smil-
ing guy’, the main differences across speakers (and which may or may not be
determined by personality) are to be found in referential overspecification, that
is, in the kinds of information that a speaker may add beyond what is strictly
necessary for disambiguation [15]. Thus, in our work we will focus on the effects
of personality on the use of such additional information. More specifically, we
will take as a starting point a basic, uniquely identifying description, and we
will attempt to overspecify it (up to a certain limit, as discussed below) using
personality-related information or not.

Our approach consists of two stages: first, a uniquely identifying descriptions
is produced by a standard implementation of the Incremental algorithm [8].
Next, additional (i.e., overspecified) properties may be added by considering
two competing strategies: a baseline model called DT-scene, and our proposed
DT-b5 model.

In both DT-scene and DT-b5 models, we follow [16] and others and imple-
ment attribute selection as a classification task, namely, by making use a set
of decision-tree binary classifiers Class[] for each attribute under consideration.
Thus, for instance, we define a binary classifier to decide whether to select the
gender attribute or not, a binary classifier for race, and so on.

The DT-scene model is intended to select additional properties as in standard
REG, that is, by taking only scene (i.e., contextual) features into account. These
features represent frequency estimates and discriminatory power of the most
frequent attributes (cf. Table 1) found in a set of training descriptions. The
DT-b5 classifier, by contrast, selects additional properties by considering both
scene2 and personality-related features as scalar values representing the Big Five

2 The use of frequency estimates in DT-b5 may in principle defeat the purpose of
not relying on pre-recorded examples of referring expressions. In the current DT-b5
implementation, however, these features were included only as a means to provide a
meaningful comparison with DT-scene, and could in principle be replaced by a more
realistic account of salience.
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personality scores of each speaker. These five personality-related features are the
only difference between DT-scene and DT-b5.

The input to the algorithm is the target object r, the context scene C, the
list P of most frequently referred attributes for the context C, the predictions
made by the appropriate (scene or b5) set of classifiers Class[], and the average
description length found in the training data (which in the current domain is
set to 4, and which will prevent the generation of overly long descriptions.) The
output of the algorithm is a list L of properties that are true of r, and which
could be subsequently realised as a definite description. The general approach is
presented in Algorithm 1.

1 Algorithm describe(r, C, P , Class[], length)
2 L ← MakeReferringExpression(r, C, P )
3 for Ai ∈ P do
4 if |L| <= length then
5 if Class[Ai] == true then
6 v ← 〈Ai, value(r,Ai)〉
7 if 〈Ai, v〉 /∈ L then
8 L ← L ∪ 〈Ai, v〉
9 end

10 end

11 end

12 end
13 return L

Algorithm 1. Referential overspecification strategy

Before the main overspecification procedure in lines 03..13, a standard imple-
mentation of the Incremental algorithm [8] is invoked (line 02) to produce a
uniquely identifying description L of the target r. This description may then
be modified by adding (hence overspecified) attributes as predicted by the rel-
evant set of classifiers Class[]. As discussed above, recall that DT-scene makes
predictions based on scene information alone, whereas DT-b5 takes personality
information into account as well.

Overspecification is performed by considering every attribute a (line 03)
within the given length limit (04). Provided that a is predicted by the corre-
sponding classifier (05) and that it has not been previously selected (07), a is
added to the output L regardless of being discriminatory or not (08). This pro-
cedure is repeated until the output description reaches the maximal description
length.

5 Evaluation

In this section we describe the evaluation work of our two main REG strategies
described in the previous section - DT-scene and DT-b5 - and baseline systems
using training and test portions of the corpus described in Sect. 3.
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DT-scene and DT-b5 are to be evaluated alongside two baseline strategies:
the Greedy approach in [17] and the Incremental algorithm [8]. Greedy selects
the referential attributes of highest discriminatory power, leading to very short
descriptions (in the current domain, usually one- or two-properties long.) The
Incremental baseline follows the list of preferred attributes ordered by frequency
in each context as seen in the training data, and produces descriptions that are
slightly longer than those produced by Greedy (but, in our corpus, never longer
than three properties).

In the present evaluation, both Greedy and Incremental are solely intended
to provide a lower boundary for the task, and are not expected to outperform
the DT strategies since these baselines have access to more limited information.
Moreover, unlike the DT models, these algorithms do not explicitly attempt to
produce overspecified descriptions of the kind found in the corpus. Thus, the
main focus of the evaluation work is the comparison between DT-b5 and DT-
scene, that is, between REG models with and without access to personality
information.

Evaluation was carried out as follows. Corpus descriptions were randomly
split into training (1400 instances) and test (410 instances) sets. From the train-
ing portion of the data, we obtained frequency estimates for the Incremental
baseline and for both DT strategies. Next, the test dataset was taken as the
input to each of the four systems (Greedy, Incremental, DT-scene and DT-b5)
while computing overall Accuracy (Acc), Dice and MASI scores obtained by each
strategy.

Results from the baseline methods and the two DT strategies are summarised
in Table 2. We notice that DT-b5 outperforms all alternatives - including its
counterpart without personality information, DT-scene - as measured by Accu-
racy, Dice and MASI scores alike. A Wilcoxon’s signed rank test shows that the
differences between DT-b5 and the second best alternative (i.e., DT-scene) are
significant both in terms of Dice (W = −9959,n = 263,Z = −4.03,p = 0.0001)
and MASI scores (W = −6491,n = 261,Z = −2.66,p = 0.0078.) Taking per-
sonality information into account allows the generation of descriptions that are
closer to those produced by human speakers. This outcome provides support to
our main research hypothesis.

Table 2. REG results.

Strategy Acc. Dice MASI

Greedy 0.05 0.30 0.15

Incremental 0.16 0.59 0.34

DT-scene 0.17 0.62 0.36

DT-b5 0.19 0.66 0.38

Further analysis of the output descriptions produced by each strategy under
consideration showed that, generally speaking, the DT strategies make more
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accurate attribute selection decisions than Greedy and Incremental. This out-
come was to be expected since machine-learning REG is known to outperform
standard algorithmic approaches when sufficient training data is available [16].

As for the main comparison between DT-scene and DT-b5, that is, the ques-
tion of whether to use personality information or not, we notice that the dif-
ference between the two strategies becomes more evident in the case of non-
discriminatory attribute usage. Non-discriminatory attributes such as isyoung,
although ubiquitous in our data, are rarely selected by DT-scene, but are much
more common in DT-b5 descriptions. The ability to use personality information
to select less discriminatory attributes when a standard context model would not
predict them is precisely why DT-b5 outperforms DT-scene in our experiments.

6 Final Remarks

This paper presented the initial results of an investigation on personality-
dependent REG. We collected a corpus of referring expressions elicited from
photographic face images conveying both physical and affective referential
attributes, and presented a REG algorithm that implements attribute selec-
tion as a classification task based on contextual and personality features alike.
Results suggest that taking personality information into account outperforms
both standard REG algorithms and a similar classification method based on
contextual features alone.

The present work leaves a number of opportunities for improvement. First, we
notice that our study was limited to the use of the most frequent attributes found
in the corpus, and that these attributes represent, to a large extent, discrimi-
natory physical features (e.g., gender, race, etc.) Focusing on the most frequent
attributes allowed us to meaningfully compare our results to well-known algo-
rithms in which attribute selection is mainly driven by discriminatory power.
However, we notice that attributes of this kind may be arguably less influenced
by differences in personality than others (e.g., facial expressions), and that more
significant results may be considered by focusing on more emotionally-charged or
affective attributes, which were presently disregarded due to their low frequency
in the corpus.

Finally, we notice that affective attributes may provide useful correlations
with personality traits but, in order to observe their full effect on personality-
dependent REG, it may be necessary to consider polarity as well. This means
that content selection may need to consider using properties (i.e., attribute-
value pairs, as in emotion-happy), and not simply attributes. Implementing fine-
grained decisions of this kind in a personality-dependent REG algorithm is also
left as future work.
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Abstract. This paper investigates which Big Five personality traits are
best predicted by different text genres, and how much text is actually
needed for the task. To this end, we compare the use of ‘free’ Facebook
text with controlled text elicited from visual stimuli in descriptive and
referential tasks. Preliminary results suggest that certain text genres may
be more revealing of personality traits than others, and that some traits
are recognisable even from short pieces of text. These insights may aid
the future design of more accurate models of personality based on highly
focused tasks for both language production and interpretation.

Keywords: Big Five · Personality recognition

1 Introduction

Knowing the personality traits of an individual (e.g., a social network user)
enables a broad range of content personalisation strategies, such as presenting
customised results in a search engine, or generating more effective advertise-
ment. Accordingly, computational models of personality recognition have been
the focus of a number of NLP studies in recent years [1], and are also the focus
of the present work.

Essential personality traits are observable in many instances of human behav-
iour and, of particular interest for NLP, in language use. This observation has
led to a framework that is now a standard in Psychology and related fields - the
Big Five model - comprising five dimensions of human personality: Extraversion,
Neuroticism, Agreeableness, Conscientiousness and Openness to experience.

The recognition of Big Five traits from text is now an established compu-
tational task [1], and its results tend to vary according to both the text genre
under consideration (e.g., some personality traits are more evident in certain
text genres than others), and according to the amount of text made available for
the task (e.g., a system that attempts to recognise personality from Facebook
text may be unhelpful if the intended individual is not a very active Facebook
user.) Despite these variations, however, best-known approaches to personality
recognition are usually based on free (or non-topic specific) text obtained from
essays [2,3], personal blogs [4–6], Facebook [7,8] or Twitter [9,10].
c© Springer International Publishing AG 2017
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The use of free text for personality recognition is arguably well motivated
both in psychological and computational terms. Free text may however be inad-
equate for the task when more fine-grained mappings from linguistic forms to
personality traits are needed (e.g., in order to build personality-dependent mod-
els of language production, cf. [3]), or simply when such text sources are not
available. Situations of this kind give rise to the question of which text genres
are more suitable for the recognition of each personality trait, and how much
text is actually needed.

As a means to investigate possible alternatives to free text, this work com-
pares supervised models of personality recognition built from Facebook text
with models built from controlled text elicited in a descriptive and in a referen-
tial task. Preliminary results suggest that some text genres are more revealing of
certain personality traits than others, and that some traits may be recognisable
even from short pieces of text. These insights may aid the future design of more
accurate models of personality based on highly focused tasks for both language
production and interpretation.

2 Related Work

Big Five personality recognition from text has become a popular research topic in
recent years [1]. Existing work usually makes use of machine learning methods to
model the problem as a classification task (e.g., to decide whether an individual
is an extrovert or not), regression (e.g., to determine the scalar value of the Big
Five Extraversion class) or ranking (e.g., in order to rank individuals based on
their degree of Extraversion) [3]. In what follows we briefly discuss some of these
alternatives.

One of the first studies on Big Five personality recognition from text is
the work in [2]. The study presented an experiment focused on the English
language involving 2263 essays written by 1200 students who had responded a
Big Five inventory. The experiment was limited to the extreme of the scale for
Extraversion and Neuroticism. Words were clustered in four categories: function,
conjunctive, modality and appraisal words. Individual texts were represented
by the relative frequency of each category, and the binary classes representing
Extraversion and Neuroticism were estimated using SVMs. Results show overall
accuracy of up to 58%.

The work in [3] addresses the issue of personality recognition by making
use of 88 LIWC [11] word categories and additional knowledge sources (e.g.,
psycholinguistic attributes such as concreteness, age of acquisition of words etc.)
in order to recognise Big Five personality traits from an expanded version of
the set of essays considered in [2], and also from a speech corpus. Personality
recognition is modelled as classification, regression and ranking tasks for all Big
Five dimensions, with accuracy ranging from 50% to 62% when using SVM
models.

Studies as in [2,3] make use of lexical knowledge to estimate personality
traits, usually provided by the LIWC dictionary or similar resources. By contrast,
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studies as in [4,6] make use of n-gram statistics. The goal in [4,6] is to classify
individuals of extreme personality scores for four of the Big Five traits (the
exception is Openness, which was disregarded.) The classification task makes use
of both Naive-Bayes and SVM models. The work in [4] makes use of 71 personal
blogs and achieves accuracy from 45% (random baseline) to 100% (depending
on the n-gram model under consideration and on how the classes are defined).
In [6] this procedure is repeated by using a much larger data set (1672 blogs)
with maximum accuracy of 65%.

In addition to the above early approaches, a large number of recent studies of
personality recognition from Twitter, based on a shorter (10-questions) version
of the Big Five inventory, have been discussed in the light of the CLEF author
profiling shared task in [1]. These include the work in [12], which combines second
order representation with latent semantic analysis, the work in [13], which makes
use of char and POS n-grams, and the work in [14], which makes use of TF-IDF
n-grams and stylistic features.

3 Current Work

Existing work in personality recognition from text as discussed in the previous
section usually makes use of free (non-topic specific) text such as essays [2,3],
personal blogs [4–6], Facebook [7,8] or Twitter [1,9,10]. However, when this kind
of text source is not available, or when more fine-grained mappings from text
features to personality traits are required (e.g., to build language production
models), it may be necessary to consider the use of controlled text instead.
To investigate this, we designed an experiment to recognise Big Five personality
traits from a number of alternative text genres. This involved collecting data (Big
Five personality inventories and text in different genres) from human subjects,
and then building a series of computational models of personality recognition
from each text genre.

3.1 Data Collection

Data collection involved requesting Facebook users to respond a standard 44-
item self-report Big Five inventory [15] in Portuguese, and then collecting two
kinds of text: free text published by the subjects on Facebook, and controlled
text obtained from descriptive and referential language production tasks in a
closed domain.

Big Five personality inventories and Facebook text were produced by 110
subjects who acted as volunteers, and who gave us explicit consent for the use of
their data. Subjects were on average 25.4 years-old and nearly half (58, or 52.7%)
were female. All participants were native speakers of Brazilian Portuguese. The
distribution of personality traits among the 110 subjects is illustrated in Fig. 1.

Both personality inventories and free text were obtained from Facebook with
the aid of a purpose-built application intended to present the 44-item Big Five
Inventory, and to save the participant’s status updates (up to 1,000 per user) to a
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Fig. 1. Personality distribution (110 subjects).

text database. Controlled texts in both descriptive and referential tasks were col-
lected through in-person experiments involving the same group of participants.
The scene description task made use of 10 emotionally-charged images (which
are arguably more likely to reveal possible differences across personality types)
obtained from the GAPED image database [16]. Figure 2 shows an example of
stimulus image for this task.

Fig. 2. A stimulus image for the description task, taken from [16].

Stimulus images ranged from 3 to 54◦ of valence selected at regular intervals.
Subjects were requested to describe each scene as if they were talking to a
hypothetical visually-impaired colleague. As a means to compare the use of long
and short texts in a same, closed domain, the task required the scenes to be
described in two ways: first by providing as much detail as possible to produce a
multisentential text description, and then by summarising it as a single sentence
(as if producing a picture caption.)

In addition to the descriptive task, subjects were also requested to perform
a referential task to uniquely identify a certain target object within a context
containing a number of distractor objects, as in standard data collection tasks
for, e.g., corpus-based referring expression generation [17–19].

The task made use of scenes displaying photographic human faces obtained
from the Face Place image database [20] interleaved with scenes displaying
abstract Greeble entities1. Figure 3 shows examples of the two kinds of stim-
ulus images.
1 Face Place and Greeble images are courtesy of Michael J. Tarr, Center for the Neural

Basis of Cognition and Department of Psychology, Carnegie Mellon University.



Personality Recognition from Multiple Text Genres 33

Fig. 3. Stimulus images for human face (left) and Greeble (right) referential tasks.
(Color figure online)

Human faces were selected so as to depict positive and negative emotions,
and showing multiple ethnic or racial features. Greebles, on the other hand,
are abstract objects studied in face recognition, and are notoriously difficult
to describe (let alone unambiguously, as required in the present task.) In both
cases, subjects were shown stimulus images representing a referential context
with the target highlighted in a red frame and one or more distractor objects,
and were requested to inform which person (or object) was highlighted. Examples
of possible responses include “the blonde girl who is not smiling” and ‘the red
thing with pointy beaks’, among many others.

Table 1 provides descriptive statistics for the five genres of collected data -
free text, descriptive (multi- and monosentential) and referential (human faces
and Greebles).

Table 1. Text genre descriptive statistics

Text genre Sentences Words

Free text (Facebook posts) 21,392 241,522

Descriptive (monosentential) 9,898 160,084

Descriptive (multisentential) 13,637 255,195

Referential (human faces) 12,537 194,261

Referential (Greebles) 11,218 182,266

3.2 Personality Recognition

Using the five text genres and accompanying Big Five scores obtained from
the personality inventories described in the previous section, we would like to
investigate which text genres are more revealing of each Big Five personality
trait. More specifically, we would like to shed light on the following questions:

q1 Whether free (Facebook) text outperforms controlled text.
q2 Whether multisentential descriptive text outperforms monosentential text.
q3 Whether descriptive text outperforms referential text.
q4 Whether Greeble reference outperforms face reference.
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Question q1 is motivated by existing work on personality recognition, which
generally make use of free text from blogs, social networks, etc. In particular,
we would like to determine what alternatives to free text may be useful for the
task.

Question q2 is motivated by our interest in determining how much text is
actually needed for personality recognition. Although making use of a larger
amount of text is likely to improve results, we would like to know whether it
may be still possible to obtain comparable results from shorter pieces of text as
well.

Questions q3 and q4 are motivated by our interest in finding ideal text sources
for personality recognition. Question q3 is based on the assumption that the
greater variety of visual elements to be considered in the picture description task
(cf. previous Fig. 2) should be more revealing of personality than the somewhat
simpler referential task (cf. previous Fig. 3). Moreover, question q4 hypothesises
that abstract Greeble objects are in principle more difficult to describe and, as
a result, may be more revealing of differences of personality than standard face
descriptions.

In order to investigate these questions, we built supervised models of person-
ality recognition from each individual text genre. We notice however that these
models are not intended to provide state-of-art results for the task (which in any
case would not be available for our target language - Brazilian Portuguese), and
that the present work is solely focused on the comparison between alternative
text genres based on their surface form, and not on semantics [21].

A set of 155 learning features was considered, including both standard feature
definitions found in the literature and additional definitions motivated by the
particular language style of Facebook status updates. These comprise 31 features
computed during text normalisation, 64 LIWC features [11] and 60 features
obtained from a lexicon (e.g., word classes, gender, number and tense information
etc.) All features were computed as word counts and normalised by document
size.

Taking the 155-feature set as an input, personality recognition is presently
modelled as a binary classification task to determine whether an individual
speaker shows positive or negative tendency towards each trait. To this end,
we assigned positive/negative class labels based on the average score for each
trait, namely, individuals with above-average score for a personality trait t make
positive instances of t, and the other individuals make negative instances.

4 Results

We built recognition models for each of the five personality traits and for each of
the five text genres. As a means to compare free and controlled text in general,
further five models (one for each trait) were built from the combination of all
sources of controlled text as well. This makes 30 models (5 personality dimensions
∗ 6 text sources) in total.

All models use decision-tree induction with 10-fold cross-validation over the
entire dataset. Resulting F1 scores are summarised in Table 2. Since all classes
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Table 2. F1 score results. Highest scores for each personality trait are highlighted.

Model Extrav. Agreeabl. Conscient. Neurot. Openness

1. Free text (Facebook posts) 0.64 0.50 0.45 0.45 0.54

2. Descriptive (monosentential) 0.59 0.45 0.43 0.45 0.48

3. Descriptive (multisentential) 0.54 0.47 0.49 0.42 0.43

4. Referential (faces) 0.55 0.50 0.63 0.47 0.54

5. Referential (Greebles) 0.53 0.59 0.46 0.51 0.53

6. All controlled text (2..5) 0.56 0.44 0.40 0.45 0.46

are reasonably well-balanced, we notice that simply selecting the majority class
would obtain considerable lower F1 scores than any of the current classifiers.

From these results the following observations are warranted. First, we notice
that different personality traits are best predicted by different text genres. In
particular, Extraversion and Openness were best predicted by models built from
Facebook texts (#1), although in the latter case there is a tie with #3 (refer-
ence to faces.) For the other traits, best results were obtained by models built
from face referring expressions (#4 and #5). Interestingly, models built from
descriptive text (#2 and #3) never produced top results.

Regarding our research question q1 (the use of free versus controlled text), we
notice that models built from Facebook text (#1) outperform those built from
controlled text (#6) in the recognition of all traits but Neuroticism, in which
case there is a tie.

Regarding q2 (the use of mono- versus multisentential descriptive text)
we notice that despite the larger amount of text available from multisenten-
tial descriptions (#3), these models were actually outperformed by the use of
monosentential descriptions (#2) in the recognition of Extraversion, Neuroticism
and Openness.

For q3 (the use of descriptive versus referential text) we consider the mean
results (not shown) for descriptive text #2 and #3 compared to the mean results
(not shown) for referential text #4 and #5. Referential text outperforms descrip-
tive text in all cases except for Extraversion (with top results divided between
face and Greeble genres).

Finally, for q4 (reference to faces versus Greebles) we notice that Greebles
(#5) outperform face descriptions (#4) in the recognition of Agreeableness and
Neuroticism only, and that face descriptions provide better predictions for the
other traits.

5 Discussion

This paper has presented an investigation of Big Five personality recognition
from multiple text genres, focusing on four main questions: the use of free versus
controlled text, monosentential versus multisentential description, descriptive
versus referential text, and human face versus Greebles reference.
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Some of our current results confirm findings from previous work. In particu-
lar, the use of free (Facebook) text in the personality recognition task generally
outperforms the controlled text alternatives under consideration. The difference
is however relatively small, and in some cases best results were observed when
using controlled text. This was particularly the case when using face and/or
Greeble referring expressions. As future work, we intend to refine these experi-
ments and investigate which particular aspects of referential behaviour may help
predict personality.

An interesting outcome of our experiments is the overall positive results
obtained by the use of referring expressions as a text source for personality
recognition. Descriptions of both human faces and Greebles were reasonably
good predictors of Agreeableness and Conscientiousness, which were precisely
the two weakest results obtained from Facebook text. This may be explained by
the fact that our stimuli for this task was emotionally-charged in a consistent
fashion, whereas Facebook text combines many kinds of emotionally-charged and
neutral contents. A study on automatic personality recognition based on short
text elicited in highly focused tasks is left as future work.

Other results, on the other hand, may seem less expected given the literature
on personality recognition. This is the case of the model based on monosenten-
tial text, which turned out to outperform the model based on multisentential
text for the same (descriptive) genre. The use of larger text seems to add con-
siderable noise to the model, an observation that is also partially supported by
the comparison between descriptive and referential text. Since text sizes in both
genres were approximately equal, the fact that referential text always outper-
forms descriptive text should be explained by differences in content. Further
investigation on this issue is also left as future work.
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Abstract. The paper describes an experiment with automatic classifi-
cation of the basic types of artefacts in the synthetic speech produced
by the Czech text-to-speech system using the unit selection synthesis
method. The developed classifier based on the Gaussian mixture mod-
els (GMM) is solved finally as the open-set classification task due to
a limited database of speech artefacts resulting from incorrectly chosen
or exchanged speech units during the synthesis process. The realized
experiments prove principal impact of the accuracy of determination of
the speech artefact section on the final precision of the artefact type
classification. From the auxiliary investigations follows a relatively great
influence of the number of mixtures and the type of a covariance matrix
on the output artefact classification error rate as well as on the compu-
tational complexity.

Keywords: Quality of synthetic speech · Text-to-speech system · GMM
classification · Statistical analysis

1 Introduction

At present, various methods of speech synthesis are implemented in the text-
to-speech (TTS) systems. In each of them, the aim is to obtain the maximum
quality, comprehensibility, intelligibility, and naturalness of the synthetic speech
as much as possible. But during the synthesis process artefacts of different origin
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can occur in the finally generated speech. In the often used concatenative syn-
thesis of the output speech production [1], any concatenation point is a potential
source of an audible artefact. Such artefacts may be caused by the wrong anno-
tation and/or segmentation of the built speech corpus of the natural speech and
are related mainly to the fundamental frequency (F0) and the energy disconti-
nuities [2].

The artefact detection, localization, and classification is usually performed
by the manual determination of the artefact type, and visual identification of
the beginning and ending frames of the artefact, and by comparing the clean
original speech signal and the same sentence with the artefact to determine the
type and the localization of the artefact. In this way obtained results must be
subsequently confirmed by several independent annotators using the listening
tests. This technique is very challenging and time consuming, and in addition,
it is heavily affected by the human subjectivity during the evaluation process.
Therefore, we try to develop an automatic method using the objective criterion
that works with good accuracy and without any human interaction. Among the
objective methods, the automatic speech recognition system yielding the final
evaluation in the form of the recognition score can be used [3]. These systems
are often used for speaker recognition or identification, and are usually based
on hidden Markov models [4], support vector machines (SVM) [5], or Gaussian
mixture models (GMM) [6,7].

The experiments described in this paper are, first of all, performed to verify
functionality of the proposed automatic GMM-based classifier for artefact type
determination in the synthetic speech produced by the unit selection (USEL)
method [8]. Next, the correctness of selection of a region of interest (ROI) with
the artefact inside the tested sentence was checked for its influence on accuracy
and stability of the classification results. In addition, the dependence of error
rate of artefact classification (ERAC) on the number of used GMM mixture
components and the method of the covariance matrix calculation was analysed.
Finally, the computational complexity (CPU processing time) was evaluated and
compared.

2 Method

The process of analysis of the input sentence starts with determination of speech
spectral and prosodic features (see the block diagram in Fig. 1) which are sub-
sequently used for the first-step ANOVA-based detection whether there is any
speech artefact. In the next step, if the sentence is marked as an artefacted one,
the second type of speech features analysis is performed yielding another types
of spectral and prosodic parameters. These features are then used for artefact
localization with the help of the trained GMM models of the starting/ending
parts and the bodies of the artefacts. After localization of the artefact position,
the nearest ROI is determined for further processing. In the third step, the united
GMM models of the starting, ending, and body parts are used for final classifi-
cation of the artefact type which is processed only inside the selected ROI of the



40 J. Přibil et al.

input tested sentence. The artefact detection as well as the artefact localization
problem was successfully solved in [9,10], so the present work is focused on the
last phase – the artefact type classification.

Our previous experience has shown that the TTS system based on the USEL
synthesis method can principally generate up to six types of speech artefacts:

1. local increase of the signal RMS (energy) – ArtfC1,
2. local decrease of the signal RMS – ArtfC2,
3. local increase of F0 – ArtfC3,
4. local decrease of F0 – ArtfC4,
5. superposition of the local energy and F0 increase/declination – ArtfC5,
6. incorrectly chosen or exchanged speech units from the database – ArtfC6.

Fig. 1. Block diagram of the whole system for artefact detection, localization, and
classification.

While the artefact classes 1–5 occur relatively often, the corresponding
change in prosodic and spectral parameters is well defined and consequently
the classification can be carried out with a relatively high precision, in the last
class the principal problem of a different context of the artefact each time results
in insufficient amount of reference data for GMM model creation and training,
etc. Therefore, it was necessary to create of the GMM-based classifier in the open
set with the last 6th class containing all artefacts that had not been classified as
the types 1–5. The modified structure of the GMM classifier is depicted in Fig. 2.

Principally, the GMMs represent a linear combination of multiple Gaussian
probability distribution functions of the input data vector. The covariance matrix
and the vector of means together with the weighting parameters must be deter-
mined from the input training data [11]. In general, covariance matrices of three
types may be used: spherical, diagonal, and full. For correlated elements of the
feature vectors there is necessity for a relatively high number of components and
a sufficient approximation can be achieved only with the full covariance matrix.
However, the lower computational complexity of the diagonal covariance matrix
justifies its usage in the speaker identification.

In our experiment, the united GMM models are trained on the speech signal
consisting of the starting part, the body of the artefact, and the ending part
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including also ±i frames in the left/right vicinity of the ROI part. During the
expectation-maximization iteration process, the maximum likelihood function of
GMM is found for every artefact type and voice (male/female). This process is
controlled by the number of used mixtures (NMIX) and the number of itera-
tion steps. In the classification phase, the input feature vectors from the tested
sentence are compared in parallel with the three trained GMM models, so we
obtain three output vectors of the normalized score. These output scores are
next analysed to determine the maximum overall probability in the discrimi-
nator block performing basic classification to M output classes. One of them
is assigned to each of the processed speech feature vectors, then the class dis-
tribution based on histograms is constructed, and the maximum occurrence is
determined as shown in Fig. 3. The final classification block works with M + 1
output classes – the virtual class “Exchange” is added to the basic closed set
of M artefact types to create the open-set speaker identifier. The classification
strategy is based on the consideration that when the class distribution is rela-
tively flat (without a dominant class), the final classification of the whole tested
sentence is set to the “Exchange” class – see an example in Fig. 3b. Practically,
the maximum occurrence is compared with the threshold Tresh0 given as a ratio
between the number of the currently processed frames (length of ROI) and the
number of basic classes (M ).

Fig. 2. Block diagram of the proposed GMM-based open-set classifier for identification
of the artefact type after its detection and localization.

In speaker recognition tasks the use of spectral features like mel-frequency
cepstral coefficients (MFCC) together with prosodic parameters is the most com-
mon [3,5–7,11]. In this experiment, first, the fundamental frequency and the
speech signal energy are determined in each segment of the input sentence and
the prosodic parameters like microintonation, jitter, shimmer, etc. are derived.
Next, the smoothed spectral envelope and the power spectral density are com-
puted for determination of the spectral features. As the relative position of the
formants and the formant trajectories can be used as the main indicator for
voiced speech description, the first two formant positions and their ratios are also
used. Every vector of P speech features is subsequently processed to obtain NSF

representative statistical values (mean, relative minimum/maximum, skewness,
kurtosis, etc.) that are used in the process of GMM training and classification.
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Fig. 3. Histograms of absolute occurrence of the GMM scores for 5 basic output classes
including the threshold and the finally determined class: with one class maximum (a),
without any dominant class - the virtual 6th class “exchange” is set (b).

3 Material, Experiments, and Results

The synthetic speech produced by the Czech TTS system using the USEL
synthesis method [8] was used in this artefact classification experiments. The
main speech corpus was divided into two groups of 40 declarative sentences of
male/female voices generated by the synthesizer. The first group comprises the
sentences without any audible artefact designated as “clean”; the second group
consists of another 40 sentences of the same voices with just one speech artefact
in each sentence. The groups in the database are parallel – the clean ones and
those with artefacts correspond to the exactly same input text that was gen-
erated by the TTS system using the male and female voices. All the sentences
were sampled at 16 kHz and their duration was from 2.5 to 5 s. The derived
database consisting of ROI parts of the artefacted sentences was used for train-
ing of the GMM models to classify the artefact type. The k -fold cross-validation
method [11] was employed during the training and the testing processes to obtain
independence within the male/female voice. Practically k = 4, so the groups of
sentences were divided using the ratio of 3:1 – three for training and one for
testing/classification.

The main performed experiment consists in testing and verifying whether
the proposed automatic GMM-based classifier of the artefact type is principally
correct and produces values of sufficiently low ERAC – see the results in the form
of 3D confusion matrices in Fig. 4. In the next step, the comparison was realized
to show the influence of correct selection of the ROI part with the artefact
inside the tested sentence – see the numerical results in Table 1. To obtain high
accuracy among seven artefact type classes together with high stability of the
results for this open-set classification task, our further analysis was aimed at
investigation of:

– influence of different methods of calculation of the covariance matrix for the
GMM training GCMtype = {‘Spherical’, ‘Diagonal’, and ‘Full’} – see detailed
values per class type and voice gender in Fig. 5 and numerical results in
Table 2,

– influence of the number of applied Gaussian mixtures on the mean ERAC
values for NMIX = {4, 8, 16, and 32} – see the left part of Table 2,
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– comparison of the computational complexity: CPU times of the GMM training
and classification phases for different number of used mixtures and different
types of covariance matrices summarized for both voice genders in Fig. 6.

For speech feature analysis, the artefact processing neighbourhood of ±i
frames (before the beginning part and after the ending part) was set to i = 11
in correlation with the results presented in [9]. According to the research results
published in [9,12] the length of the input feature vector was set to NSF = 16 and
for determination of the dominant class inside the open-set classification process
the threshold was set experimentally to 1.2 ∗ Tresh0 (i.e. adding 20 % to the
basic level given by the calculated P/M ratio). In all cases, the ROI was selected
manually for further comparison and evaluation of the ERAC calculated from
the number XC of the sentences with the correctly determined artefact class and
the total number NT of the tested sentences as ERAC = (1−XC/NT )∗100 [%].

The described analysis and speech signal processing were currently realized
in the Matlab environment (ver. 2012a) and the Ian T. Nabney “Netlab” pattern
analysis toolbox [13] was used for implementation of the basic functions for the
proposed GMM classifier. The computational complexity was determined using
the UltraBook with the following configuration: processor Intel(R) Intel i5-4200U
at 2.30 GHz, 8 GB RAM, and Windows 10 (64-bit) OS.

Table 1. Comparison of dependence of the mean ERAC [%] on correctness of the
ROI artefact part selection inside the tested sentence; summarized for both genders,
NMIX = 16, GCMtype = Full.

Selection/ERAC ArtfC1 ArtfC2 ArtfC3 ArtfC4 ArtfC5 C6-Exc Summary

ROIs-correct 0 0 0 0 25 20 7.5

Full sentences 62 51 57 48 72 85 62.5

ROIs-incorrect 100 50 100 100 80 50 80

Fig. 4. Visualization of the obtained artefact type classification results: 3D confusion
matrix for a male (a) and a female voice (b); NMIX = 16, GCMtype = Full.
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Fig. 5. Detailed comparison of the influence of the used covariance matrix type on
the resulting ERAC [%]: for a male voice (a), for a female voice (b); NMIX = 16
(diagonal and full covariance matrices yield ERAC of 0% in the first five/four classes
for male/female voices).

Table 2. Comparison of the mean ERAC in [%] and its standard deviation (in paren-
theses) depending on the number of used GMM mixtures and on the type of the
covariance matrix.

Voice/ERAC NMIX(GCMtype = Full) GCMtype(NMIX = 16)

4 8 16 32 Spherical Diagonal Full

Male 20.4 (24.7) 8.1 (13.3) 6.7 (16.3) 6.7 (16.3) 63.3 (29.4) 11.7 (28.5) 6.7 (16.3)

Female 21.6 (34.8) 16.7 (25.8) 8.3 (20.4) 11.7 (20.4) 76.7 (21.6) 16.7 (25.8) 8.3 (20.4)

Summary 21 12.4 7.5 9.2 70 14.2 7.5

Fig. 6. Comparison of the computational complexity (CPU time [s]): for different num-
ber of Gaussian mixtures using GCMtype = Full (a), for different types of covariance
matrices when NMIX = 16 (b); summarized for both genders.

4 Discussion and Conclusions

The performed experiments have confirmed that the proposed automatic GMM-
based classifier of the artefact type is principally correct and produces the results
comparable with those attained by manual determination method. Next, from
the realized analysis follows that there exist a principal influence of the accuracy
setting of the ROI containing the whole classified speech artefact on the precision
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of the artefact type classification. If the ROI with the artefact is set incorrectly,
the output error rate rapidly increases up to 100% making the whole artefact
detection, localization, and classification system useless. In the case that the
ROI is not set, i.e. the full sentence is analyzed, the error rate is unacceptable
mostly for the last virtual sixth class – compare the ERAC values in Table 1.
Therefore, the detailed analysis for correct setting of the threshold for the sixth
class determination is necessary.

The further obtained results show significant dependence of the computa-
tional complexity for the GMM creation and training as well as for the classi-
fication phase on the used number of mixtures. For the maximum of 32 tested
mixtures the total CPU time increases more than 2.5 times when compared with
4 mixtures (see the left bar-graph in Fig. 6). As regards the influence of the type
of the covariance matrix in the GMM models on the overall CPU time consump-
tion, the maximum value was measured for the ‘Full’ type and the minimum
one for the ‘Spherical’ matrix – compare the results in the right bar-graph in
Fig. 6). Contrary to general expectations, the achieved mean ERAC values do
not fall for NMIX > 16 – they may even rise as documented in the left part of
Table 2. Considering the fact that the ’Spherical’ covariance matrix yields prac-
tically even 100% error rate in the majority of tested artefact classes (over 70%
in total), this type of matrix is not suitable for this classification task. The full
covariance matrix and 16 mixtures were finally applied in our experiments to
obtain the acceptable computational complexity and good results of the ERAC
parameter for both male and female voices.

In the near future, the analysis of dependence of the obtained results on
different types and different numbers of speech parameters used in the input
feature vectors must be performed. Finally, the computation complexity analysis
of the current realization in the Matlab environment revealed that optimization
and implementation in a higher programing language is necessary for real-time
processing – particularly in the classification phase where the CPU times of
about 5 s for the tested sentence are unacceptable.
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10. Přibil, J., Přibilová, A., Matoušek, J.: Experiment with GMM-based arte-
fact localization in Czech synthetic speech. In: Král, P., Matoušek, V. (eds.)
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Abstract. In this paper we present the comparative research work dis-
closing strengths and weaknesses of two the most popular and publicly
available Lithuanian morphological analyzers, in particular, Lemuok-
lis and Semantika.lt. Their lemmatization, part-of-speech tagging, and
fined-grained annotation of the morphological categories (as case, gender,
tense, etc.) performance was evaluated on the morphologically annotated
gold standard corpus composed of four domains, in particular, adminis-
trative, fiction, scientific and periodical texts. Semantika.lt significantly
outperformed Lemuoklis by ∼1.7%, ∼2.5%, and ∼8.1% on the lemmati-
zation, part-of-speech tagging, and fine-grained annotation tasks achiev-
ing ∼98.0%, ∼95.3% and, ∼86.8% of the accuracy, respectively.

Semantika.lt was also superior on the administrative, fiction, and
periodical texts; however, Lemuoklis yielded similar performance on
the scientific texts and even bypassed Semantika.lt in the fine-grained
annotation task.

Keywords: Lithuanian morphological analysers · Gold-standard cor-
pus · Experimental evaluation · The Lithuanian language

1 Introduction and Related Work

If excluding so-called isolating languages as Mandarin Chinese which do not have
grammatical categories (as case, gender, number, tense, etc.), languages show a
varied degree of inflection (and derivation), starting from weakly inflected as
English and going to highly inflected as Spanish, Czech, Lithuanian, Turkish,
Arabic or Hebrew. In this paper we focus on the fusional Lithuanian language,
which has the rich inflectional morphology even complex to Latvian or Slavic
languages [20]. Different morphological categories are defined with various end-
ings attached to the stable parts of words (i.e., to a root or to a root with affixes).
In highly inflectional languages hundreds of word’s forms can be generated from
c© Springer International Publishing AG 2017
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a single root (e.g., ∼2–3 million grammatical forms can be used for a dictionary
of ∼100 thousand words [9]); moreover, these forms often match other gram-
matical categories or parts-of-speech. Thus, a rate of ambiguous morphological
forms for the Lithuanian language reaches even ∼47 [18].

Morphological analysis has experienced a great success since the invention of
the Two-Level morphology and the development of the finite-state technology
that Two-level formalism is based on [14]. All existing morphological analyzers
according to their creation method can be divided into knowledge-based (some-
times called rule-based and/or lexicon-based), supervised, and unsupervised.
Despite that unsupervised approaches (segmenting the raw text into morphs
as, e.g., un+fail+ing+ly) have become very attractive recently (because do not
require gold morphological labels and for any language there is an unlimited
number of text resources), they, however, are more suitable for agglutinative
languages [3]. Knowledge-based approaches rely on rules/lexicons prepared by
linguist-experts and do not require additional resources. Probably due to this
reasons, this approach is still the most widely spread, thus, used for many differ-
ent languages: English [11,19], French [7], Russian and Spanish [14], Urdu and
Hindi [1,5], Tamil [2], etc.

Corpus-based morphological analyzers are the closest alternative to
knowledge-based approaches. Although such systems are already built automat-
ically in the supervised manner, induced rules are based on gold morphological
annotations found in the training data. The annotation process itself is very
laborious and requires deep language expertise, but such analyzers can be easily
redeveloped and improved after adding more annotated texts. Analyzers of this
type are used for many languages: Dutch [6], Swahili [17], Hindi [15], Kazakh [12],
Arabic [13], Polish [10], etc.

Morphological analysis is important in such NLP applications as information
retrieval, parsing or machine translation (especially when translating direction
points from/to the morphologically rich language). Each module of such com-
plex system has to be as accurate and reliable as possible (because the overall
accuracy depends on cumulative accuracies of separate modules), including the
morphological analyzer. The priority is its accuracy, no matter if the analyzer is
developed using rule-based or corpus-based approach. The aim of this research
is to evaluate, to compare and to determine the most accurate morphological
analyzer for the Lithuanian language.

2 The Lithuanian Morphological Analyzers

The Lithuanian language is spoken by only ∼3.2 million people world-wide;
therefore it is not very attractive for big companies. Nevertheless this field of
research has a rather long history. The first prototype of the Lithuanian mor-
phological analyzer was created ∼30 years ago and ever since there were sev-
eral attempts towards creation of the accurate tool coping with the complex
Lithuanian morphology. Despite all of those attempts, there are only two reliable
morphological analyzers and lemmatizers which are still maintained, updated,
and publicly available on-line:
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1. Lemuoklis1 at the beginning was purely rule and lexicon-based approach
(described in detail by it’s founder V. Zinkevičius in [22]), later extended
with the statistical approach for the disambiguation of morphological homo-
forms. In Lemuoklis the knowledge about the Lithuanian language is stored
in the lexical and grammar database, which contains 6 lexicons with vari-
ous Lithuanian lexical groups; proper nouns, in the forms they as found in
the corpus (that is without lemmatization); the stems of these proper nouns;
obsolete and dialectal word forms; forms with the shortened endings which
appear in literary and colloquial styles; abbreviations and acronyms. Since
the database also contains word stems, each stem can be augmented with the
affixes (prefixes, suffixes, endings) which, in turn, are determined according to
the word’s morphological type (i.e., its morphemic structure). Each analyzed
word is divided on the basis of the various scheme options using prefix +
stem + postfix pattern, therefore the implemented inflectional models not
only recognize different inflectional word forms (including obsolete or dialec-
tal as e.g., illative) of the existent words, but also synthesize some derivatives
in their various inflected forms. The lexical database contains ∼91 thousand
different headwords in total; however, the number of theoretically possible
grammatical word forms can reach even several billions.

Lemuoklis has been used for many practical tasks. One of its first ver-
sions was used in preparing the first frequency world list for the Lithuanian
language [21], and it was later integrated into the Microsoft Office package
and Information Base components and used for the automatic spell check-
ing [22]. In 2000–2005 Lemuoklis was applied on ∼1 million word corpus,
which afterwards was manually corrected by a linguist-expert (for more infor-
mation see [18]) and led to the creation of the first lemmatized and mor-
phologically annotated gold-standard corpus for the Lithuanian language.
This research showed that within the ∼89% of all automatically recognized
Lithuanian words no less than ∼47% are ambiguous. The disambiguation
problem was solved out by complementing the rule and lexicon based app-
roach with the statistical trigram Hidden Markov Model method (described
in [8]): this version reached ∼94% of accuracy for annotation and ∼99% for
lemma assignment.

2. Semantika.lt2 morphological analyzer was created with the ambition to out-
perform its ancestor Lemuoklis, which still has not got rid of such short-
comings as rather low performance on the proper nouns. The main reason
for designing a new tool, was the fact that Lemuoklis data was hard coded,
which makes difficult to enrich the lexical database. Semantika.lt is also based
on the hybrid approach: it is based on the Hunspell open source platform
(consisting of the lexicon and the affixes) supplemented with the statistical
method for the disambiguation task. The information included into the lexi-
con was taken from the following sources: from the 6th edition of the Modern

1 At http://tekstynas.vdu.lt/page.xhtml;jsessionid=C27B0743101187E540CD32D049
8C9887?id=morphological-annotator.

2 At http://www.semantika.lt/TextAnnotation/Annotation/Annotate.

http://tekstynas.vdu.lt/page.xhtml;jsessionid=C27B0743101187E540CD32D0498C9887?id=morphological-annotator
http://tekstynas.vdu.lt/page.xhtml;jsessionid=C27B0743101187E540CD32D0498C9887?id=morphological-annotator
http://www.semantika.lt/TextAnnotation/Annotation/Annotate
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Lithuanian Dictionary ; from the Corpus of the Contemporary Lithuanian
Language at the Centre of Computational Linguistics of Vytautas Magnus
University (∼100 million tokens; ∼600 thousand unique); from the database
of the Lithuanian Parliamentary documents (∼400 million tokens; ∼1 million
unique); from various public Internet sources. The created analyser resulted
in 429 groups of rules; 1,518 explicit tags for flexing/non-flexing properties;
5,832 rules for suffix and affix alternation in 16,734 alternation cases. The
total number of headwords in Semantika.lt is ∼146 thousand of which ∼38
thousand are common nouns, ∼67 thousand proper nouns, ∼12 thousand
adjectives, ∼23 thousand verbs, ∼4 thousand words from other classes. The
disambiguation problem as in Lemuoklis is solved using statistical trigram
Markov model + Viterbi algorithm.

Thus, according to the number of headwords, Semantika.lt obviously outper-
forms Lemuoklis; but on the other side, Lemuoklis uses the synthesis method in
order to handle some frequent derivation patterns (e.g. some regular agentive
and diminutive forms). Besides, Lemuoklis had been updated in the past, but
since 2007 it has not been experimentally evaluated. Moreover, Semantika.lt has
never been fully evaluated on the basis of a gold-standard corpus. In general,
there was no evaluation with explicit methodology. Therefore currently it is not
clear which one is more accurate and whether difference in their accuracy is
statistically significant.

The contribution of this research is to evaluate both of these analyzers and
to compare their results following standard up-to-date methods for tool evalua-
tion. However, that the research would be carried out correctly it is important
(1) to equalize experimental conditions for the both analyzers (to evaluate them
on the same gold-standard corpus; to equalize their annotation tags; to use the
same evaluation metrics); (2) to test them on the unseen corpus which was nei-
ther used in the rule or lexicon creation nor in training for the disambiguation
problem solving. Besides, we anticipate that the publicly available morphologi-
cally annotated gold-standard corpus (presented in this paper) could be treated
as the benchmark corpus and used for evaluation and comparison purposes of
other existing or forthcoming morphological analyzers.

3 The Comparative Evaluation

The experimental comparison (described in Sect. 3.2) of both Lithuanian mor-
phological analyzers (presented in Sect. 2) was performed on a morphologically
annotated gold-standard corpus (described in Sect. 3.1). The issue of the anno-
tation format discordance (in the gold corpus and texts produced by both ana-
lyzers) was solved out by converting all formats to one based on the Leipzig
glossing rules [4] used in the Universal Dependencies Project3.

3 More about the Universal Dependencies Project is presented in http://
universaldependencies.org/.

http://universaldependencies.org/
http://universaldependencies.org/
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3.1 The Gold-Standard Corpus

The first morphologically annotated gold-standard corpus (called MATAS4) was
prepared by the Centre of Computational Linguistics at Vytautas Magnus Uni-
versity. It contains 1,641,263 words and covers 4 domains, in particular, admin-
istrative, fiction, scientific and periodical texts. MATAS was prepared in a semi-
automatic manner: the initial annotations were obtained with Lemuoklis and
afterwards manually verified and corrected by one linguist-expert.

Unfortunately for our experiments we could not take the entire corpus,
because some parts of it have already been used in training of the Semantika.lt
morphological analyzer. Thus, we had to select and annotate additional texts
taking into account two important factors: (1) they must not have been used in
creation/training of Lemuoklis and Semantika.lt ; (2) the obtained gold-standard
corpus has to be balanced (in terms of words) that results would not be biased
towards the largest domains. Hence, for experiments we selected texts that con-
tain ∼5 thousand words in each domain, resulting ∼20 thousand in totals. The
statistics about the gold-standard corpus is presented in Table 1.

Table 1. The distribution of total and distinct (in brackets) words over different parts-
of-speech and domains in the gold-standard corpus. The unrecognized words caption
defines foreign language or misspelled Lithuanian words.

Part-of-speech Administrative Fiction Scientific Periodicals All domains

Noun 2,102 (911) 1,305 (1,034) 2,158 (1,092) 1,768 (1,105) 7,333 (3,492)

Verb (all forms) 834 (513) 1,098 (869) 773 (506) 1,045 (754) 3,750 (2,306)

Adjective 469 (317) 372 (334) 557 (416) 313 (279) 1,711 (1,234)

Conjunction 364 (14) 497 (26) 355 (22) 340 (24) 1,556 (33)

Pronoun 186 (80) 754 (193) 179 (84) 398 (140) 1,517 (273)

Adverb 159 (74) 411 (175) 153 (85) 252 (120) 975 (302)

Proper noun 151 (34) 29 (27) 362 (190) 422 (239) 964 (462)

Preposition 155(15) 250 (25) 135 (15) 253 (25) 793 (31)

Particle 50 (16) 333 (48) 36 (9) 151 (34) 570 (64)

Numeral 179 (114) 25 (19) 165 (96) 137 (91) 506 (239)

Unrecognized word 89 (22) 11 (10) 105 (37) 114 (38) 319 (94)

Interjection 0 (0) 3 (3) 0 (0) 2 (2) 5 (4)

In total 4,738 (2,110) 5,088 (2,763) 4,978 (2,552) 5,195 (2,851) 19,999 (8,534)

3.2 The Experimental Set-Up and Results

In our experiments we compared the gold annotations with the automatic anno-
tations produced by Lemuoklis and Semantika.lt and calculated the accuracy
and f-score values.

Moreover, we evaluated if the differences between the results obtained by dif-
ferent morphological analyzers are statistically significant. The evaluation was

4 The annotated corpus can be downloaded from https://clarin.vdu.lt/xmlui/handle/
20.500.11821/9.

https://clarin.vdu.lt/xmlui/handle/20.500.11821/9
https://clarin.vdu.lt/xmlui/handle/20.500.11821/9
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done using the McNemar test [16] with one degree of freedom at the signifi-
cance level of α = 0.05, meaning that the differences are considered statistically
significant if calculated probability density function p < α.

The obtained lemmatization accuracies are presented in Fig. 1. The micro-
accuracy (or micro-f-score) values for the parts-of-speech (i.e., coarse-grained
morphological information) and the morphological categories (i.e., fine-grained
information as case, gender, number, voice, tense, etc.) are summarized in Fig. 2.
The f-score values distributed over the different parts-of-speech are presented in
Table 2.

Fig. 1. The lemmatization accuracies in white and gray columns for Lemuoklis and
Semantika.lt, respectively. The results which differences are not statistically significant
are connected with a solid black line (see the scientific domain).

Fig. 2. The micro-accuracy/micro-f-score values for parts-of-speech (the left diagram)
and morphological categories (the right diagram) in white and gray columns for
Lemuoklis and Semantika.lt, respectively.
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Table 2. The calculated f-score values for various parts-of-speech in different domains.
Lem and Sem stands for Lemuoklis and Semantika.lt, respectively.

Part-of-speech Administr. Fiction Scientific Periodicals All domains

Lem Sem Lem Sem Lem Sem Lem Sem Lem Sem

Noun 0.995 0.997 0.976 0.983 0.989 0.993 0.983 0.989 0.987 0.992

Verb (all forms) 0.974 0.992 0.966 0.976 0.993 0.971 0.987 0.992 0.979 0.983

Adjective 0.955 0.982 0.919 0.948 0.986 0.953 0.939 0.944 0.954 0.958

Conjunction 0.957 0.992 0.823 0.893 0.966 0.948 0.872 0.923 0.896 0.934

Pronoun 0.943 0.984 0.907 0.964 0.977 0.969 0.908 0.959 0.920 0.966

Adverb 0.862 0.953 0.806 0.860 0.923 0.872 0.825 0.868 0.837 0.879

Proper noun 0.873 0.969 0.462 0.711 0.706 0.889 0.754 0.902 0.750 0.903

Preposition 0.926 0.997 0.982 0.982 0.989 1.000 0.986 0.992 0.973 0.991

Particle 0.472 0.585 0.575 0.608 0.740 0.196 0.359 0.459 0.532 0.543

Numeral 0.632 1.000 0.800 0.894 1.000 0.778 0.929 0.763 0.892 0.818

Unrecognized word 0.725 0.889 0.032 0.032 0.451 0.305 0.398 0.369 0.472 0.382

Interjection - - 0.667 1.000 - - 0.333 0.667 0.188 0.889

4 Discussion

As it can be seen from the Fig. 1 the best lemmatization results are obtained
with the Semantika.lt morphological analyzer. Although the difference is very
small (i.e., only ∼1.7% points on entire gold-standard corpus), it is still statis-
tically significant. The superiority of Semantika.lt over Lemuoklis is especially
apparent on fiction and periodical texts. The fiction is usually characterized
by a high abundance of words, whereas periodical texts are full of neologisms
and specific terminology. Thus, a larger number of headwords incorporated into
Semantika.lt has an obvious advantage over Lemuoklis. Surprisingly Semantika.lt
slightly underperformed Lemuoklis on the scientific texts, but the difference is
not statistically significant. The terminology used in the scientific texts is not
completely settled: some Anglicisms are more popular than their Lithuanian
equivalents, some equivalents in Lithuanian sometimes even does not exist, thus
are not recorded in the dictionary.

The left diagram in Fig. 2 presents the coarse-grained annotation results. The
difference between the results on the entire gold-standard corpus is ∼2.5%: the
largest gap is again on the fiction (∼3.5%) and periodicals (∼3.1%), the small-
est – on scientific texts (∼0.4%). In the lemmatization task, the Semantika.lt
morphological analyzer outperforms Lemuoklis, but the difference again is not
statistically significant. In the right diagram of Fig. 2, which already presents
fine-grained morphological categorization results (determined cases, genders,
tenses, etc.), the robustness of Lemuoklis over Semantika.lt on the scientific
texts is already statistically significant (the difference is ∼5.3%). However, on
the entire gold-standard corpus (the difference is ∼8.1%) and on the other
domains, in particular, fiction (∼17.8%), administrative (∼11.0%), periodicals
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(∼8.9%), the superiority of Semantika.lt is apparent. The lower accuracy in the
fine-grained annotation is due to the complicated disambiguation problem and
out-of-vocabulary words. The main drawback of both morphological analyzers is
due to out-of-the-vocabulary words: i.e., if analyzer cannot recognize the word
and indicate its lemma (leaving in original untouched form), it cannot recognize
any other morphological information. Thus, the errors in the first lemmatization
stage cause errors in the following morphological annotation stages: part-of-
speech recognition and afterwards in the morphological categorization.

The detailed error analysis (see Table 2) reveals some major mistakes. The
most complicated issue for both analyzers is the auxiliary words (i.e., conjunc-
tions and particles) which can be assigned to the different parts-of-speech with-
out absolutely clear criteria (by the way, some numerals also face this problem).
However, Semantika.lt analyzer demonstrates significant improvement for the
proper nouns compared to Lemuoklis. A very specific mistake of Lemuoklis is
due to the confusion of one letter abbreviations with one letter interjections (e.g.,
despite interjections in the upper-case at the end of a direct sentence are very
rare).

5 Conclusion and Future Work

This comparative research work disclosed strengths/weaknesses of two the most
popular and publicly available Lithuanian morphological analyzers: Lemuoklis
and Semantika.lt. Both analyzers were evaluated on 4 domains of the same gold-
standard corpus.

The morphological analyzers Lemuoklis/Semantika.lt achieved ∼96.3%/
∼98.0%, ∼92.8%/∼95.3%, ∼78.7%/∼86.8% of accuracy on the lemmatization,
part-of-speech tagging, and annotation of the morphological categories, respec-
tively. Despite Semantika.lt was superior over Lemuoklis on the entire gold-
standard corpus and on the administrative, fiction, and periodical texts; Lemuok-
lis yielded equal performance on the scientific texts and even outperformed
Semantika.lt on the annotation task of the morphological categories.

The experiments with Lemuoklis and Semantika.lt were carried out on the
normative Lithuanian texts. In the future research we are planning to test their
robustness on the challenging types of texts: forum posts, Internet comments,
tweets, etc.

Acknowledgments. The authors thank the researchers from LLC Fotonija, especially
Virginijus Dadurkevičius, for providing information about the Semantika.lt morpho-
logical analyzer.
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Abstract. In this paper, we propose Constrained Deep Neural Net-
work (CDNN) a simple deep neural model for answer sentence selection.
CDNN makes its predictions based on neural reasoning compound with
some symbolic constraints. It integrates pattern matching technique into
sentence vector learning. When trained using enough samples, CDNN
outperforms regular models. We show how using other sources of train-
ing data as a mean of transfer learning can enhance the performance
of the network. In a well-studied dataset for answer sentence selection,
our network improves the state of the art in answer sentence selection
significantly.

Keywords: Deep neural network · Sentence selection · Transfer learning

1 Introduction

A typical Question Answering (QA) system consists of three basic components;
passage retrieval, sentence selection, and answer extraction [21]. Given a ques-
tion, different possible Information Retrieval (IR) methods can be used to extract
a relevant passage that hopefully contains the answer.

Given a question and all sentences in its passage, the job of sentence selection
component is to choose a subset of sentences as the answer of the question. If a
finer answer is expected, the third component (i.e. answer extraction) extracts
a word or a span of words from the selected sentences.

In the literature, the last two components are referred to as sentence-level
[23] and word-level [18] QA systems. The sentence selection component helps the
answer extraction component by eliminating non-relevant sentences and reducing
the search space. Moreover, it provides a sentence which can be used as an
evidence for the final answer. This formulation of QA has also other applications
such as paraphrase detection [27] or Recognizing Textual Entailment (RTE) [16].

Deep Neural Networks (DNN) have been shown to outperform traditional
machine learning algorithms in many Natural Language Processing (NLP) tasks.
A natural choice for sentence selection using DNNs is the hinge approximation
approach in which the weights associated to positive question-answer couples are
increased and those associated to negative couples are decreased [19] through
training. We extend this idea to integrate the number of shared patterns of
question-answer couples into the model.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 57–65, 2017.
DOI: 10.1007/978-3-319-64206-2 7
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Such a large DNN has millions of parameters that should be trained prop-
erly. This requires a large number of samples which are not available in regular
datasets. In order to provide the network with enough training samples, we used
SQuAD [18] to train our model and we show that this out-sourced trained model
performs remarkably better than previous best models.

The main contributions of this paper are a DNN model for sentence selection
and integrating learning transfer into DNNs for this and other similar tasks.

2 Related Work

The emergence of DNNs in recent years has remarkably helped to improve the
performance of NLP applications including different kinds of QA systems. From
QA systems based on semantic parsing [4,13] to IR-based systems [24], from
cloze-type [9,10] to free-text systems [18] and from factoid [1–3] to reasoning-
type systems [11] all has been benefited from DNNs.

Before the introduction of DNNs, feature engineering based on knowledge
base data, n-grams or syntactic rules [6,14,22] was a common yet cumbersome
practice in QA systems. DNNs have helped QA systems in at least two ways; first,
to get rid of many time-consuming intermediate feature engineering processes,
and second, to reduce the need for domain-specific knowledge and to make trans-
fer learning possible and easier.

In DNN-based QA systems, instead of manual and hard-coded features,
DNNs learn an internal representation of both questions and sentences. One
common approach in learning the internal representation is to define the prob-
lem as a point-wise ranking problem [7,8,26,28]. In point-wise ranking approach,
a DNN is trained on tuples of questions and their correct sentences. In this way,
it learns a probability distribution over all sentences given each question.

A more intuitive approach to QA systems is to train a DNN on positive and
negative sentences at the same time [19]. Our model is similar to this one with two
differences. First, we defined the loss function to enforce the number of shared
patterns between questions and sentences as a hard constraint. Second, instead
of working with triplets (question, positive sample, negative sample), we used
tuples (question, positive sample) and (question, negative sample). Our approach
is more manageable especially when working with big datasets. Moreover, instead
of a convolution, we used an attention mechanism which is much faster and more
flexible with the length of sentences.

DNNs are very good at domain adaptation and transfer learning. There are
numerous successful cases for transfer learning such as object detection [29], lean-
ing word vectors (embeddings) [15] and most recently Question Answering [16].
Our work is similar to the latter experiment. However, we used exact match
and overlap measures to map SQuAD [18] questions to their answer sentences.
Besides, the use of the attention mechanism on sentences and our pattern con-
straint on the hinge approximation helped our model to outperform their models.
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3 The Datasets

We tried our model on two widely used datasets namely TrecQA [25] and
SQuAD [18].

TrecQA is compiled using the data in TREC 8–13 QA tracks. There is a mod-
ified version of TrecQA available in which unanswered questions and questions
with only one positive and negative sentences are removed from the development
set and the test set divisions. The training questions in both the original and
the modified versions are the same.

SQuAD is a dataset for QA in the context of machine comprehension. It
includes 107,785 question-answer pairs posed by crowd workers on 536 Wikipedia
articles. The answers in SQuAD can be any span of consecutive words in a
paragraph which comes with each question. SQuAD is not designed for sen-
tence selection models. However, it is a good source of data for transfer learning
experiments [16].

Although SQuAD is not designed originally for answer sentence selection,
it can be used for these experiments with some trivial modifications. For this
purpose, we first extracted sentences that contain the answer given each question
using exact matching.

Each question in SQuAD is mapped to a paragraph. Some paragraphs con-
tain tens of different sentences, and hence by exact matching a question can be
mapped to more than one sentence. We assumed that each question has just one
positive answer sentence. In order to make sure that each question is mapped to
the best possible sentence, in the next step, among sentences which contain the
answer, we selected the sentence that has the maximal n-gram overlap with the
question. These n-grams were kept limited to uni, bi and trigrams.

To obtain negative sentences, we used two different settings, which seem to
cause no real difference in the final results. In the first setting, given a question,
we detected the positive sentence as explained above and used the other sentences
in the same paragraph as negative samples. In the other setting, we sampled
negative sentences for a given question from all the paragraphs disregarding
witch paragraph the question belongs to. At the end, we had one positive and
up to five negative samples for each question.

The original test set of SQuAD is unseen and is not available online. Hence,
for our experiments, we used the original training set for both training and
development purposes. For testing purpose, we used the original development
set. Table 1 shows the number of the questions in each dataset. Since this is
the first time that SQuAD is being tested in a sentence selection experiment,
we established a simple baseline for sentence selection in our test set by count-
ing the number of shared uni, bi and trigrams in each question and sentence
and assigning the sentence with the highest number of shared patterns to the
question.
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Table 1. Datasets statistics

Train set Dev. set Test set

Original TrecQA 1229 82 100

Modified TrecQA 1229 65 68

SQuAD 68983 17245 10778

4 The Approach

The task in a sentence selection experiment is to estimate a probability distri-
bution over all sentences given each question and to get the sentence with the
highest probability.

sbest = argmaxs p(s|q) (1)

For learning the probability associated with each question and sentence or,
in other words, for learning the association between questions and their correct
sentences, training on negative sentences are informative as training on positive
ones. In order to feed both negative and positive sentences into the network at
the same time, we defined a loss function that not only considers the similarity
between questions and their sentences but also enforces their pattern similarity
as a hard constraint.

loss = max{0,m − α ∗ Sim(q, s+) + β ∗ Sim(q, s−)} (2)

This loss decreases with the similarity between a question and its positive
samples and increases with the similarity between a question and its negative
samples.

Parameter m is the margin between positive and negative sentences. There
is a trade off between the margin and the number of mistakes in positive and
negative classification in the model. A margin between 0.01 and 0.1 usually gives
good results in this model. s+ are correct sentences and s− are wrong ones.
α and β are the numbers of shared patterns between a question and its positive
and negative sentences, respectively. Finally, Sim is the similarity function that
computes the similarity between questions and sentences.

Among various techniques for measuring the similarity between two sen-
tences, we adopted Geometric mean of Euclidean and Sigmoid Dot product
(GESD) [5] which seems to outperform other similarity measures in this model.
GESD linearly combines two other similarity measures called L2-norm and inner
product. L2-norm is the forward-line semantic distance between two sentences
and inner product measures the angle between two sentences vectors.

GESD(q, s) =
1

1 + exp (−(q · s)) ∗ 1
1 + ‖q, s‖ (3)

In order to provide the loss function with its inputs, we should train three
vectors; question, positive sample and negative sample vectors. Similar to [20],
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Fig. 1. Abstract model architecture. Numbered components in the figure are:
1-Forward LSTM, 2-Backward LSTM, 3-Forward Attentive LSTM, 4-Backward Atten-
tive LSTM, 5-Backward max-pooling, 6-Forward max-pooling, 7-Question vector,
8-Positive sample vector, 9-Negative sample vector

we defined an embedding, an LSTM with attention layer, a max pooling and a
loss function in four separate layers as illustrated in Fig. 1.

Question vectors are generated by passing through these four layers. Embed-
ding layer in our model is a static layer. Word vectors in this layer are initialized
with pre-trained 100-dimensional Glove vectors [17]. During training, they were
held fixed as we observed no improvements in the performance of the model
on the validation set. We also observed no noticeable effect on the performance
by increasing the dimensionality of the embeddings to 200 or 300-dimensional
vectors.

In the next layer, two LSTM cells are allocated to each token in questions
to form a forward and a backward LSTM. Given a question, in forward LSTM,
each LSTM cell receives the output of its previous cell as the input layer. It
happens from left to right to cover all the tokens. The first LSTM receives the
embedding layer output as its input and the output of the last LSTM is fed into
the max-pooling layer.

In the backward LSTM, the same question is fed into the same LSTM, but
in reverse order (i.e. from right to left). The outputs of forward and backward
LSTMs then go through a column-wise max-pooling layer. Similar to [20], the
max-pooling layer is a column-wise max operator that estimates the importance
of each token given the surrounding context. Max-pooling is applied on both
forward and backward LSTMs and the resulting vectors are concatenated to
form the final vectors.
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For generating positive and negative vectors, positive and negative samples
are passed through the same network, where instead of regular LSTM, attention
LSTM cells over corresponding questions are used. For this part we used the
attentive LSTM model proposed by [20].

Having a couple of questions and sentences, we first compute their vectors and
then compute their similarity, which is parameterized by the parameters of the
network. Now, by putting the similarity of positive and negative couples into the
loss function which was mentioned above, we can train the network to maximize
the similarity between questions and the corresponding correct sentences and to
minimize the similarity between questions and wrong sentences.

At the end, we rearrange the scores generated by the model by a coefficient of
question-sentence shared patterns similar to what we used in the loss function.

5 Experimental Results

For training, we used Adam [12] to optimize the parameters using SGD. We
used LSTM with 128 layer size and set the margin of the loss to 0.05. Since the
number of the samples in our training set is very large, a couple of iterations
over all the samples is enough for training the model.

The questions in TrecQA has more than one positive and negative samples
and the output of the model is an ordered list of sentences. Therefore, for evalu-
ation purposes the most suitable measures are Mean Average Precision (MAP)
and Mean Reciprocal Rank (MRR).

However, the questions in SQuAD are limited only to one positive answer
and a couple of negative ones. For this reason, we used Accuracy to evaluate
the performance of the model for SQuAD dataset. It should be mentioned that
Accuracy measure is the floor measure for the performance of this system1.
Table 2 shows the experimental results.

This research demonstrated that transferring learned models which are
trained on large datasets to be test on small ones can be beneficial. However,

Table 2. Experimental results. TrecQA-org is the original TrecQA, TrecQA-mod is
the modified TrecQA and state-of-the-art refers to [19]

Trained on Test set MRR MAP ACC

State-of-the-art TrecQA TrecQA-mod 87.7 80.1 -

State-of-the-art TrecQA TrecQA-org 83.4 78.8 -

Current paper SQuAD + TrecQA TrecQA-mod 86.2 73.2 -

Current paper SQuAD + TrecQA TrecQA-org 89.5 79.5 -

Baseline SQuAD SQuAD - - 69

Current paper SQuAD SQuAD 93.4 90.1 86

1 Compared to MRR and MAP, Accuracy is a pessimistic measure for this experiment,
because it just considers the first selected answer and disregards the others.
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the opposite does not seem to be valid. It seems that adding training data to a
large dataset distorts its true distribution. In our experiment, we get significantly
better results when we included SQuAD in TrecQA for training, but including
TrecQA in SQuAD for training decreased the model performance on SQuAD.

6 Conclusion

We proposed CDNN as a network which is able to enforce hard constraints on
the parameters of a deep neural network. We also showed that applying transfer
learning technique on a model with enough learning capacity can obtain state-
of-the-art results without dependence on any external resource or doing any
time-consuming feature designing procedure.

Acknowledgments. This research was partially funded by the Ministry of Education,
Youth and Sports of the Czech Republic under SVV project number 260 453, core
research funding, and GAUK 207-10/250098 of Charles University in Prague.
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Abstract. We report on a progressing work for compiling Quora Ques-
tion Answer dataset. Quora dataset is composed of questions which are
posed in Quora Question Answering site. It is the only dataset which pro-
vides sentence-level and word-level answers at the same time. Moreover,
the questions in the dataset are authentic which is much more realistic
for Question Answering systems. We test the performance of a state-of-
the-art Question Answering system on the dataset and compare it with
human performance to establish an upper bound.

Keywords: Dataset · Question answering · Sentence-level answer ·
Word-level answer

1 Introduction

As one of the oldest applications of Natural Language Processing (NLP), Ques-
tion Answering (QA) is one of the most interesting research areas with lots of
commercial potentials. Given a question and a passage in which the question’s
answer is mentioned explicitly, QA is the task of providing the question with its
sentence-level or word-level answers. As it is shown in Table 2 in Sect. 3, given a
question, we may want to get the answer either as a sentence [13] or a span of
words [4,8].

Through the last couple of recent years, QA has been subjected to many
big achievements due to some advancements in machine learning as well as the
emergence of powerful processing hardwares known as Graphics Processing Unit
(GPU). Through these years, variety of QA systems have been emerged for
different purposes such as sentence selection [9], entity selection [2,4] or machine
comprehension [5,7,8].

A major problem with the datasets which are used in these experiments is
that all of them are either sentence-level or word-level datasets. It means that
they are suitable for testing either a sentence-level QA system or a word-level
one. These datasets can not be used to test QA systems with a pipe-line archi-
tecture in which the sentence selection and the answer extraction components
are different modules.

We present Quora dataset which is compiled from the questions in Quora.
Quora is a Question Answering site where people ask their questions and other

c© Springer International Publishing AG 2017
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people answer them according to their expertise or experience. The answers in
Quora enjoy a high degree of variance since each question is answered by variety
of people with different perspectives.

The compilation of Quora dataset is in progress and at the moment it contains
300 questions. However, we intend to expand it using a crowd sourcing platform
in the near future1.

In contrast to previous datasets in which the questions are synthetic or
answer-oriented [4,8], Quora dataset is totally authentic. It means that real peo-
ple asked these questions for obtaining real information. Moreover, Quora dataset
makes sentence-level and word-level QA possible at the same time. Finally, Quora
is the only dataset for answering questions with multiple-part answers. In con-
trast to other datasets where the answers are either one entity [4] or one span of
consecutive words [8], the answers in Quora are normally multiple-part answers
from different parts of their accompanying passage.

In order to establish a baseline for Quora dataset, we tested it using a state-of-
the-art sentence selection system [1]. We also used human annotation to establish
an upper bound for the dataset. Our results show a wide margin between machine
and human performance on the dataset which demonstrates the difficulty of the
task.

In the rest of this paper, we elaborate on recent datasets of QA in Sect. 2.
Then, we explain the process of dataset compilation in Sect. 3. Finally, we eval-
uate the dataset in Sect. 4 before we conclude in Sect. 5.

2 Question Answering Datasets

We can roughly recognize all QA datasets as either sentence-level or word-level
datasets. Sentence-level QA datasets provide one or multiple correct sentences [9,
11] for each question. Word-level datasets provide one answer in the form of a
single word [10] or a span of consecutive words [8] for each question.

Single word QA algorithms usually are tested on cloze-type datasets. Cloze-
type QA systems are word-level systems where the system is trained to select
the answer among four or five answer choices. There are a wide range of datasets
for cloze-type [5,6] QA.

Cloze-type QA datasets are easy to compile because they can be generated
automatically. CBT [6] and CNN [5] are among the biggest cloze-type datasets
which contain more than half a million and one and half a million questions
respectively.

Level of understanding in these datasets are adjustable by changing the type
of missing elements in the questions. For instance, while looking for preposi-
tions are rather easy in a cohesive text, looking for name entities is not always
straightforward.

In order to put our work in an appropriate context, we focus on WikiQA [13]
and TrecQA [12] as two sentence-level datasets and SQ [4] and SQuAD [8] as
two word-level datasets. Table 1 summarizes some statistics of these datasets.
1 Quora dataset is available at https://github.com/Q2AD.

https://github.com/Q2AD
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WikiQA [13] is a small dataset for sentence-level QA. It is compiled from the
query logs of Bing search engine. The Wikipedia page selected for each query is
used as the passage for that question. All sentences in the summary paragraph
of the selected passage are used as the candidate sentences which in turn are
presented to crowd workers for sentence selection.

TrecQA [12] is a standard and well-studied benchmark for answer sentence
selection experiments. It is compiled from the data in TREC 8–13 QA tracks.
Like WikiQA, the source of questions in TrecQA is users’ log files. In both
WikiQA and TrecQA, each question is mapped to more than one correct and
several wrong sentences and QA systems are expected to return an ordered list
of correct sentences.

The mapping between the questions to paragraphs in both WikiQA and
TrecQA is not accurate due to indeterministic retrieval methods used for data
retrieval in the first place. This is the reason why some of the questions in both
datasets contain no correct answer.

SimpleQuestions (SQ) [4] is a collection of 108,442 questions composed in
natural language. Each question in the dataset is mapped to a triple of subject-
predicate-object (a.k.a assertion) in Freebase knowledge graph [3]. The questions
in this dataset are synthesized by crowd workers. They are posed to Freebase
facts and are asked to synthesize a question. SQ is a dataset for entity selection
where the entities are limited to the entities in the system’s knowledge graph.

Stanford Question Answering Dataset (SQuAD) [8] is a dataset for QA in
the context of machine comprehension. It includes 107,785 question-answer pairs
synthesized by crowd workers on 536 Wikipedia articles. SQuAD is a word-level
QA dataset. The answers in SQuAD can be any span of words in a paragraph
which comes with each question.

Table 1. Datasets statistics

Train set Dev. set Test set Type

TrecQA 1229 82 100 Sentence-level

WikiQA 873 126 243 Sentence-level

Simple Questions 75910 10845 21687 Entity-level

SQuAD 86228 10778 10778 Word-level

Quora 210 30 60 Word-level
Sentence-level

There are three differences between Quora and other QA datasets like
SQuAD or SQ.

The first difference lies on the type of Quora questions. The questions in
SQuAD and SQ are crowd sourced and synthetic while Quora questions are
authentic and original.

The second difference is that the answers of Quora questions are multi-part
answers where each part is located in a different part of the accompanying pas-
sage. A full answer to a question in Quora dataset is the one which contains all
the separate parts.
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Finally, the last difference is that Quora dataset accommodates sentences-
level answers with word-level ones in the same dataset which makes it an ideal
dataset for open domain QA pipelines for testing sentence selection and answer
exaction components at the same time.

3 Dataset Compilation

Quora dataset contains 300 questions accompanied with their long and short
answers. It is divided between train set with 80% and test set with 20% of the
questions2. Each question in the dataset is provided with a full-text passage
which contains the answer sentences and short answers of the question.

The answer sentences are complete sentences in full-text passages and the
short answers are any possible span of consecutive words in correct sentences.

As seen in Table 2 the question How do I push myself to study in the after-
noon? is answered by three full sentences and three short answers. The short
answers are a span of consecutive words from the full sentences. However, the
choice of boundary is totally arbitrary and each answer is from different parts
of the passage.

Table 2. A sample question with its answers from Quora dataset. Correct sentences
are full sentences from full-text passages and short answers are spans of words taken
from correct sentences

Question How do I push myself to study in the afternoon?

Full text passage Many people have a down cycle after lunch. You can eat a light
lunch which will help. That way your body isn’t processing a
heavy load of carbs and not as much energy is spent in the
digestion of your meal. You can also build in a small amount of
exercise: stretching, a short walk. Exercise helps digestion and
helps improve your overall energy level. You can also deliberately
set a timer for a work period. There is a method called the
Pomodoro method you can check out which lets you set a clock
and at the end of that time, you stop your work, rest for 5min
and then reset the clock. This method has been scientifically
proven to help people be more productive

Correct sentences You can eat a light lunch which will help
You can also build in a small amount of exercise: stretching, a
short walk
You can also deliberately set a timer for a work period

Short answers Eat a light lunch
Exercise
Set a timer for a work period

2 The choice of development size is given to the preference of researchers and the
attributes of their experiments.
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As shown in Table 2, there is no any common words between the question
and its answers. This feature makes answer selection difficult for QA systems
which works based on the overlap between questions and answers.

Quora dataset is compiled in three steps; question screening, passage selection
and answer annotation. These steps are explained in details in the following
subsections.

3.1 Question Screening

In the question screening step, we compile a list of questions which are suitable
for the purpose of the dataset. Questions for inclusion in the dataset should be
straightforward, well stated and eloquent. Besides, they should be answerable in
at least one and at most three explicit sentences. To satisfy these conditions, to
maintain a good variance in the dataset and to make sure that we choose our
questions randomly enough, we went through the following processes.

At the time of dataset compilation, Quora had hosted around 200000
answered questions among which we randomly sampled 20000 ones. In order
to make sure we would collect the most popular questions, we did a weighted
sampling based on the views number of the questions and we selected the first
5000 questions.

At this step, a group of 10 annotators went through the questions one by
one to eliminate questions which ask about more than one thing (e.g. which
computer system should I buy? apple or Asus, why and preferably where?).

Afterward, the annotators are asked to eliminate opinionated or subjective
(e.g. what is the most nasty things happen to you recently?) and descriptive or
procedural questions (e.g. how can I reinstall windows on my pc?) from the list
of questions. The answer to these questions are usually very long. Besides, there
is usually, no way to answer them explicitly.

Finally, the annotators chose questions which were self-explanatory and could
be answered without any clarification3. At this point we had 4000 question for
the next step; passage selection.

3.2 Passage Selection

Having a list of questions from previous step, in this step, the annotators chose
a passage for each question.

Each question in Quora is answered by different number of people. Some of
the questions are answered more than 100 times. It means that there are a large
number of different answers to each question.

The passages of questions should be lengthy enough to convey the message
fully and clearly. However, we do not like them to be very lengthy. Too short
passages do not provide enough context for answering and too lengthy passages
add undesirable noise to the dataset. Hence, the first step in the passage selection

3 Some users in Quora provides their questions with a comment which helps to clarify
the question better.
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is to eliminate too short or too long passages. We eliminated questions with full-
text passages less than 100 and more than 1000 words in length.

Full-text passages should answer their questions explicitly and it can not be
decided merely based on the up-vote statistic associated to them. The best full-
text passage is not necessarily the one which has the highest up-votes. It is the
one which contains correct answer sentences and short answers explicitly. Hence,
given a question and its remaining full-text passages after the screening above,
we asked our annotators to choose the best passage which satisfies the above
mentioned criteria.

Full-text passage selection is done on the merit of answering questions explic-
itly and providing enough context for answering them correctly. At the end of
this step, we had our list of questions mapped to their correct full-text passages.

3.3 Answer Annotation

In this step, we extract answer sentences and short answers from full-text pas-
sages. The answers in Quora dataset are multifaceted. It means that an answer
to a question may contain different aspects which are expressed in multiple sen-
tences. For this reason, the number of correct answer sentences and short answers
is different for each question. The answers in Quora dataset may contain at least
one and at most three different aspects (Table 3).

Given a list of questions accompanied with their best full-text passages, our
annotators were asked to extract correct sentences and short answers. They were
asked, first to choose the right sentences as sentence-level answers, and then to
choose the right spans of words among the right sentences as word-level answers.

Table 3. Quora dataset statistics

Train dataset Test data

Number of sentences 1212 302

Number of questions 240 60

One sentence 81 22

Two sentences 108 30

Three sentences 51 8

One answer 76 16

Two answers 104 33

Three answers 60 11

4 Evaluation

We make use of a state-of-the-art sentence-level QA system [1] to measure the
difficulty of the dataset and to establish a baseline. In contrast to SQuAD, the
answers in Quroa dataset have multiple parts, hence the questions have multi-
ple correct sentences and multiple short answers. Since the questions in Quora
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dataset are supposed to be answered in multiple segments, the short answers as
well as their correct sentences are supposed to be in ordered lists. Therefore, sim-
ilar to TrecQA and WikiQA, we use Mean Average Precision(MAP) and Mean
Reciprocal Rank (MRR) as our metric of performance.

To establish an upper bound for the dataset, we asked 5 of our annotators to
select correct sentences for the questions in Quora test set. Then, we computed
MRR and MAP scores for each and reported their average.

Table 4 summarizes the results of Quora dataset for random guess, upper
bound and baseline experiments. In this work, we only report sentence selection
performance on the dataset.

Table 4. Experimental results. State-of-the-art refers to [1]

MRR MAP

Random guess 35.6 31.4

State-of-the-art 61.2 45.9

Upper bound 94.6 92.8

The wide margin between the random guess and the state-of-the-art results
in Table 4 suggests the effectiveness of the approach used in [1]. However, there
is a wide gap between machine and human performances as well which suggests
there is still a lot of room for improvement.

Error analysis shows that by increasing the number of answers in the answer
set of each question the error rate decreases. It shows that most errors are
attributed to single answer questions while least errors are attributed to triple
answer ones.

As it is mentioned in the original paper [1], training the integrated pre-trained
word vectors do not change the performance of the system significantly. However,
in case of Quora dataset, enabling word vector training during training phase
decreases the performance of the system by 4% which seems normal due to the
small size of current dataset.

5 Discussion and Future Work

Unlike WikiQA and TrecQA, the connection between the questions and their
passages in Quora database is deterministic and direct. This connection is
strengthen by answer up-voting statistic associated to each question. So the
answers in Quora dataset are totally tailored toward the questions.

In contrast to SQ and SQuAD, the questions in Quora are totally authentic
and original. In Quora, people ask questions to elicit useful information. This is
similar to the way a real-world QA system works.

Each question in Quora is tagged with one or several related topic. The
number of topics in Quora is very large. Questions about different countries,
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people, places, civilizations, experiences in life, philosophy and many other topics
are asked and answered in Quora. There are more than 600 different topics in
Quora train set and more than 150 different topics in the test set. There are
numerous notions to ask about in Quora and it requires much more questions to
provide a sufficient representation that we hope to provide in the near future.

All of these attributes make Quora an ideal source for experimentation on
open domain Question Answering. In the next step, we intend to expand the
number of the questions in our dataset to a number which makes more intensive
data-driven approaches possible.
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Abstract. Advances in neural network models and deep learning mark
great impact on sentiment analysis, where models based on recur-
sive or convolutional neural networks show state-of-the-art results leav-
ing behind non-neural models like SVM or traditional lexicon-based
approaches. We present Tree-Structured Gated Recurrent Unit network,
which exhibits greater simplicity in comparison to the current state of
the art in sentiment analysis, Tree-Structured LSTM model.

Keywords: Sentiment analysis · Recursive neural network · Gated
Recurrent Unit · Tree-Structured GRU · Long Short-Term Memory

1 Introduction

Sentiment analysis is the problem of assigning sentiment to a document, sentence
or a phrase. A document may be a movie review or an opinion about a particular
product. Finding an accurate solution to the sentiment analysis problem has
strong economic justification, as it allows companies to find opinions about their
products and recognize their characteristics.

Currently neural network based models achieve the most competitive results
in sentiment analysis. One challenge for neural network architectures is handling
an input of variable length. Recurrent Neural Networks (RNNs) easily process
sequences of variable length, unfortunately are hard to train, due to vanishing
or exploding gradient problems. Long Short Term Memory (LSTM) units were
proposed [6] as a remedy to vanishing gradient, the most ubiquitous problem
encountered during RNNs training. Over the years, numerous extensions and
refinements of the original LSTM, including adding peephole cells, have been
developed [5].

Recently, significant simplification over LSTM, known as Gated Recurrent
Unit (GRU), was introduced [2]. GRUs contain less subcells and are described
by much simpler set of equations, thus require less computational power. Rela-
tion between GRU and LSTM effectiveness is an open issue and an area of
research. Evaluation of GRU-based neural networks on sequence modelling [3]
showed effectiveness similar to those build from LSTMs, while in [8] GRU out-
performed the LSTM on nearly all tasks except language modelling with the
naive initialization.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 74–82, 2017.
DOI: 10.1007/978-3-319-64206-2 9
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This paper proposes the Tree-Structured Gated Recurrent Unit (TS-GRU)
model for sentiment analysis and compares it with the state-of-the-art Tree-
Structured Long Short Term Memory (TS-LSTM) [16] and other models in terms
of effectiveness. The model is evaluated on the Stanford Sentiment TreeBank
(SST) for the binary (number of classes, C = 2) and fine-grained (C = 5)
sentiment classification problems.

2 Related Work

The promising avenue of research in sentiment analysis opened up with expansive
growth of deep learning. A broad range of neural networks was already harnessed
to the sentiment analysis problem, including recurrent and recursive neural net-
works, convolutional neural networks, autoencoders and Restricted Boltzmann
Machines (RBMs). The common aspect of these models is that they do not rely
on man-made features.

Recursive autoencoders (RvAEs), introduced into sentiment analysis by
Socher [14], work over a parse tree of a sentence, build by an external parser.
RvAEs were further extended into Matrix-Vector Recursive Neural Networks
(MV-RNNs) [13]. The original idea of this model is that an embedding is not
represented by a vector, but by a (vector, matrix) pair. This increases repre-
sentational power of phrases, but very large number of additional parameters
introduced with matrices makes the model more prone to overfitting. The next
model, Recursive Neural Tensor Network (RNTN) [15], tries to alleviate this
problem. Embeddings are represented back with vectors only, but equations
define the model using tensors instead of matrices. Tensor multiplications give
the model enough representational power, at the same time solving the problem
with overfitting.

Current state of the art in the fine-grained sentiment analysis, measured on
the Stanford Sentiment TreeBank, is achieved by Tree-Structured LSTMs [16].
Similarly to other recursive neural networks, this approach uses a parse tree as
a backbone for sentiment signal propagation. An alternative to Tree-Structured
LSTMs way of combining in a parent node sentiment signals from children,
named S-LSTMs, was proposed in [19].

Document level sentiment can be determined by hierarchically building doc-
ument neural representation on the basis of neural representations of its sen-
tences. Gated recurrent neural networks with LSTM or convolutional compo-
nents achieve here state-of-the-art results, as measured on Yelp and IMBD
datasets [18].

3 Tree-Structured GRU Model

3.1 LSTM and GRU

Let x be an input sequence of length T , i.e., x = (x(1), x(2), . . . , x(T )), and let
N be dimensionality of its elements, i.e., each x(t) ∈ R

N .
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LSTMs are able to remember long-term dependencies due to the presence of
memory cell s(t). The flow of a signal is controlled by three gates: input gate i(t),
forget gate f (t) and output gate o(t). Cell g(t) denotes candidate hidden state on
the basis of which hidden state h(t) is computed. Dimensionality of h(t) and other
LSTM components equals M . Values of LSTM cells and gates are determined
according to the following equations (� denotes the element-wise multiplication
– the Hadamard product):

⎡
⎢⎢⎣

g(t)

i(t)

f (t)

o(t)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

tanh
σ
σ
σ

⎤
⎥⎥⎦ W

[
x(t)

h(t−1)

]
+ b

s(t) = g(t) � i(t) + s(t−1) � f (t)

h(t) = tanh(s(t)) � o(t)

(1)

where W ∈ R
4M×(N+M), bias b ∈ R

4M and σ is the sigmoid logistic function.
Structure of GRU, shown in Fig. 1, is simpler than the LSTM one. GRU

contains only two gates: reset gate r ∈ R
M and update gate z ∈ R

M . Compared
to LSTM, GRU does not have an output gate and is defined by a simpler set of
equations:

z = σ
(
U zx(t−1) + V zh(t−1)

)

r = σ
(
U rx(t−1) + V rh(t−1)

)

h̄ = tanh
(
Uhx(t−1) + V h(h(t−1) � r)

)

h(t) = (1 − z) � h̄ + z � h(t−1)

(2)

Before computing hidden state h(t) ∈ R
M , candidate hidden state h̄ ∈ R

M

must be determined. Vector 1 denotes M -dimensional vector composed of ones.

Fig. 1. Structure of Gated Recurrent Unit. Source: [2]

3.2 Model

GRU is designed for work with linear structures like sequences coped with RNNs.
GRU version adjusted to operations on branching structures, called grConv, was
proposed and applied to machine translation [1].
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Fig. 2. Tree-Structured GRUs network over a parse tree

Tree-Structured GRU extension proposed in the paper is able to cope with
recursive structures like parse trees (Fig. 2). The model is determined by parame-
ters θ: W x ∈ R

M×N ; U z1, V z1, U z2, V z2, U r, V r, Uh, V h ∈ R
M×M ; W y ∈ R

C×M ;
and F ∈ R

N×#W , where #W is the number of different words in the training
set.

Tree-Structured GRU is governed by the following equations:

zi = σ
(
U zih1 + V zih2

)
, i = 1, 2

r = σ
(
U rh1 + V rh2

)

h̄ = tanh
(
Uh(h1

� r) + V h(h2
� r)

)

h = (1 −
2∑

i=1

zi) � h̄ +
2∑

i=1

zi � hi

(3)

States h1 and h2 denote hidden states of the left and right child unit of a parent
GRU. Gate z was implemented as two binary gates z1 and z2.

The model works as follows. At first, each element x ∈ R
N of input sequence x,

represented with a GloVe vector [11], is projected onto the input hidden state
h ∈ R

M :
h = tanh

(
W xx

)
. (4)

Hidden states are propagated up the tree according to TS-GRU definition (3).
On the basis of the hidden state, h, each GRU computes its output signal,
log p ∈ R

C , with the logsoftmax function according to (6). To improve network
effectiveness regularization dropout layer (5) is applied in-between h and p. In
experiments dropout ratio was set to 1/2.

h̃ = dropout
(
h
)

(5)

p = softmax(W yh̃) =
exp(W yh̃)∑
j′ exp(W y

j′·h̃)
(6)

ĉ = arg max
k

pk (7)



78 M. Kuta et al.

Output signal is compared with the true sentiment and error is backpropagated
down a parse tree. At the input, error signal is backpropagated through fine-
tuning matrix F to pre-input storing fine-tuned version of the input vectors.

The cost function J(θ) used as the training criterion is defined for one sen-
tence as follows:

J(θ) = − 1
K

K∑
i=1

log p(i)c +
λ

2
||θ||22, (8)

where sum goes over all nodes of a parse tree. The number of such nodes, K,
equals 2T −1, as the network is spanned over a binary constituency tree. Weight
decay parameter, λ, determines the importance of the regularization term ||θ||22.

Vector p(i) (6) contains probabilities a word or phrase belongs to each of
C classes, and p

(i)
c is just the probability corresponding to the true class c ∈

{1, . . . , C}, denoting the correct word or phrase sentiment read from the SST
gold standard. The sentiment class ĉ of a word or phrase returned by the model
is determined according to (7).

4 Experiments and Results

Experiments were conducted on the Stanford Sentiment TreeBank (SST) [15],
containing movie reviews. SST consists of 11 855 sentences parsed with the Stan-
ford Parser into 239 232 phrases. Each sentence and phrase goes with the assigned
sentiment, s, being a real number in interval [0,1]. Using appropriate cutoffs, this
number can be mapped into one of 5 fine-grained sentiment classes: very nega-
tive, negative, neutral, positive and very positive. Removing neutral opinions and
merging together very negative and negative classes into one class, and similarly
merging positive and very positive classes we obtain coarse-grained, binary sen-
timent classification version of the problem. The mapping is done with functions
fV and fII :

fV (s) =

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1, for s ∈ [0, 0.2)
2, for s ∈ [0.2, 0.4)
3, for s ∈ [0.4, 0.6)
4, for s ∈ [0.6, 0.8)
5, for s ∈ [0.8, 1]

and fII (s) =

{
1, for s ∈ [0, 0.4)
2, for s ∈ [0.6, 1]

(9)

SST comes with the predefined split to the training, optimization, and test
set, containing 8544, 1101 and 2210 sentences respectively for the fine-grained
version. In the binary sentiment classification 6920, 872 and 1821 sentences from
SST were used, respectively.

There are 24860 different words in SST, of which 15665 were initialized with
GloVe vectors and remaining words, not present in the GloVe dictionary, got
random initialization. The model parameters, θ, were initialized from the uniform
distribution U(− 1√

D
, 1√

D
), where D is a dimension of the given layer input,
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i.e., D = N for W x, D = M for U r, etc. The size of GloVe embedding was fixed
to N = 300.

The best model was selected through the full grid search of the following
hyperparameters: learning rate ε ∈ {0.005, 0.05, 0.1}, size of the hidden layer
M ∈ {40, 60, 80, 100, 150, 200}, and weight decay λ ∈ {10−4, 2 · 10−4, 10−3}.
Both in the binary and fine-grained problem the highest effectiveness on the
optimization set was achieved for hyperparameters ε = 0.05, M = 100, and
λ = 10−4.

The network was trained with the AdaGrad algorithm in mini-batches of
25 samples. The optimization algorithm itself was model selected from 3 algo-
rithms: SGD, AdaGrad and Adam. The error signal was propagated with the
Backpropagation Through Structure (BTS) algorithm [4]. The parameters of the
optimal model, θ, were found for the network trained 4 epochs (the fine-grained
problem) and 6 epochs (the binary problem), when the highest accuracy was
achieved on the optimization set.

Accuracy of various approaches to sentiment classification is compared in
Table 1. For sentences TS-GRU achieved 49.28% accuracy in the fine-grained
classification and 76.16% accuracy in the binary classification. Analysis of senti-
ment of phrases is always simpler, TS-GRU classified them with 66.50% (fined-
grained sentiment) and 77.80% (binary sentiment) accuracy.

TS-GRUs revealed significant impact of proper initialization of input vec-
tors – initialization with subsequently fine-tuned GloVe vectors showed over
6% improvement over a random initialization. This behaviour is similar to TS-
LSTMs, where 7% improvement was achieved. Exact impact of input vector
initialization on sentiment accuracy is shown in Table 2.

Table 1. Accuracy of sentiment classification of sentences on the test set of SST, [%]

Method Fine-grained Binary

TS-LSTM [16] 51.0 88.0

TS-GRU 49.2 76.1

S-LSTM [19] 48.0 n/a

Bidirectional LSTM [16] 49.1 87.5

CNN-multichannel [10] 47.4 88.1

DCNN [9] 48.5 86.8

CharSCNN [12] 48.3 85.7

Deep RvNN [7] 49.8 86.6

RNTN [15] 45.7 85.4

MV-RNN [15] 44.4 82.9

RvAE [15] 43.2 82.4

Näıve Bayes [15] 41.0 81.8

SVM [15] 40.7 79.4
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Table 2. Impact of initialization of input tokens on sentiment classification accu-
racy, [%]

Gate Representation Fine-grained Binary

GRU GloVe fine-tuned 49.2 76.1

GRU GloVe fixed 48.9 74.1

GRU Random 42.8 73.3

LSTM GloVe fine-tuned 51.0 88.0

LSTM GloVe fixed 49.7 87.5

LSTM Random 43.9 82.0

The number of parameters of the TS-GRU network for C = 5 equals 8M2 +
MN + CM + N · #W , i.e., 7568500 parameters when fine-tuning is applied and
8M2 + MN + CM , i.e., 110500 parameters when fixed vectors are used. The
corresponding TS-LSTM network [16] needed 316800 parameters for the input
represented with N = 300 dimensional GloVe vectors.

5 Conclusions

In this paper we proposed the TS-GRU network, which adapts GRU to recursive
networks, spanned over a parse tree. The model was inspired by the TS-LSTM
network and the gated recursive convolutional neural network (grConv).

TS-GRU network achieved high accuracy on the binary sentiment classifica-
tion, ranking third, behind TS-LSTM and Deep RvNN, although it performed
badly on the fine-grained sentiment classification. Without input vectors fine-
tuning, the TS-GRU network needed, however, three times less parameters than
the TS-LSTM network.

Obtained accuracies are also comparable with human judgments, which vary
between 70%–90% effectiveness, in particular [17] reports 83.6%–87.9% human
accuracy on a different evaluation set.
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Abstract. In this article we propose using speech synthesis in the
therapy of auditory verbal hallucinations, which are sometimes called
“voices”. During a therapeutic session a patient converses with an avatar,
which is controlled by a therapist. The avatar, based on the XFace
model and commercial text-to-speech systems, uses a high quality syn-
thetic voice synchronized with lip movements. A proof-of-concept is
demonstrated, as well as the results of preliminary experiments with
six patients. The initial results are highly encouraging – all the patients
claimed that the therapy helped them, and they also highly assessed
the quality of the avatar’s speech and its synchronization with the
animations.

Keywords: Speech synthesis · Auditory hallucinations · Assistive tech-
nologies · Avatar · Visual speech

1 Introduction

Speech processing in the context of assisting people with various impairments
has been researched for decades. The oldest and simplest devices, hearing aids,
were just used to amplify the speech signal, and in this way they helped hearing
impaired people. Next, when speech processing technologies advanced, speech
synthesis and speech recognition started to be applied for visually impaired
people. Along with the progress of speech, image and video processing, new,
even more advanced systems were proposed, which were used in therapy for
autism or dementia, for example.

In the current research we propose a system that uses speech synthesis,
accompanied with facial animation, to be used in the therapy of auditory ver-
bal hallucinations. The system was inspired by initial research by Huckvale
et al. [13], who for that purpose proposed an avatar with voice conversion. In
contrast to their approach, we proposed the use of synthetic speech. Thanks
to this change, the therapist can accompany their patient during a therapeutic
session and the therapy can take place in a single room.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 83–91, 2017.
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84 K. Sorokosz et al.

This paper is organized as follows: first, we will present the theoretical back-
ground, briefly describing the problem of voice hallucinations, treatment of psy-
chological diseases using audio-visual techniques and the use of speech synthesis
in the context of assistive technologies. Next, in Sect. 3, we describe our pro-
posed solution. Section 4 will present the results of initial experiments using the
proposed therapy. Finally, Sect. 5 will summarize the article.

2 Theoretical Background

2.1 Auditory Verbal Hallucinations

In psychopatology, hallucinations are the primary perception disorder in which
qualitative changes occur [15]. They are false sensory perceptions, accompa-
nied by a sensation of reality [3], which occur without the involvement of any
external stimulus. According to the diagnostic criteria of the International Clas-
sification of Diseases (ICD-10), auditory verbal hallucinations are the most com-
monly encountered and, at the same time, the most characteristic symptoms of
schizophrenia – a disease of the central nervous system in which abnormal neu-
rotransmission in the area of the dopamine and serotonine system is observed.
The hallucinations interact with the patient, comment on their behavior and
provoke them to various actions, etc.

Medications applied for the treatment of schizophrenia symptoms (antipsy-
chotic drugs) lead to, i.a., dopamine receptors blocking (D2). Thanks to that,
a decrease in the intensification of productive symptoms (which include audi-
tory hallucinations) is obtained [21]. Auditory verbal hallucinations, often called
“voices,” occur with 75% of people diagnosed with schizophrenia. What is more,
they are also symptoms of other disorders, such as borderline personality disor-
der, posttraumatic stress disorder, epilepsy, Parkinson’s disease, as well as dis-
sociative, psychotic and affective disorders. They can also be observed in people
without any clinical diagnosis [16].

Clinical practice often shows that medical procedures are not able to help
the patients with voice hallucinations in a sufficient way. Half of the hallucina-
tions progress into a chronic form so they are retained for a period of several
months or even years despite the application of pharmacological treatment. This
symptom often becomes the reason for the psychiatric hospitalization as well as
the patient’s prolapse from social functions. Such a situation requires a search
for new therapeutic solutions. One of them is cognitive behavioral therapy that
allows for the intensification of symptom understanding. It is included in the
Schizophrenia PORT Treatment Recommendation [5] and acknowledged as one
of the most effective therapeutic approaches.

Auditory hallucinations are often accompanied by feeling difficult emotions
by the patient as well as the occurrence of non-adaptive behavior. In the cognitive
model of auditory hallucinations [6], stressful emotions and actions do not result
from the contents coming from the heard auditory hallucinations but from the
meaning and belief that the person gives them. In this conception, work on the
relationship between the patient and the symptom is important. In the proposed
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method, the use of an avatar within the cognitive behavioral therapy enables the
extraction and the modification of this relationship.

2.2 Treating Psychological Disorders Using Audio-Visual
Techniques

Using audio-visual techniques to treat psychological disorders, including voice
hallucinations, has been tested in the past. One such method was described in
2013 by Huckvale and his colleagues from University College London [13]. The
authors developed and evaluated a therapy based on an audio visual dialog sys-
tem. In this method, first, the patient was asked to create an avatar by choosing
a face resembling the visual hallucinations in their mind, as well as modifying
the voice timbre to resemble their voice hallucinations. Next, during a therapeu-
tic session, such an avatar was driven by the therapist’s voice and the patient
ran a conversation with the avatar. Voice conversion was used to change the
timbre of the therapist’s voice to sound more similar to the voice in the patient’s
hallucinations. A visual speech synthesis (VSS) system with a real time lip syn-
chronization algorithm was used. During the session the therapist was located
in another room and was able to talk with the patient with their natural voice
by means of a video conference or, depending on a switch position, with their
converted voice through the avatar.

The pilot studies confirmed that the application helped patients to control
their hallucinations in real life after a series of short sessions. A clinical trial was
started in 2012 and it is still in progress [7].

There are also other examples of successfully using audio-visual techniques
in assisting patients with psychological disorders. One of them is the therapy of
patients suffering from depression [10,17], and other examples are described for
patients with different kinds of phobias [4,20].

2.3 Synthetic Speech in Assistive Context

Speech synthesis, apart from classical applications in man-machine interfaces,
has been known to assist people with various disabilities. One such application
is using synthetic speech to support patients who lost their ability to speak,
either due to surgery (e.g., a laryngectomy) or neurological damage (e.g., caused
by a stroke). Such solutions using text-to-speech (TTS) technology are often
called Voice Output Communication Aids (VOCAs).

There has been research on creating VOCAs with personalized voices. Such
an approach was proposed for individuals with dysarthria [8]. They proposed the
adaptation of a statistical model of dysarthric speech extracted from an indi-
vidual’s voice, using the HTS toolkit. During the study, personalized synthetic
voices for two participants with dysarthria were built and evaluated. Participants
assessed the technique as promising and convincing.

TTS technology undoubtedly provides enormous support to visually impaired
people. There are a lot of free and commercialized reading assistants that read
aloud the specified content, e.g., e-mails, books, messages, news articles, bus
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schedules, temperature and weight, etc. – and an overview of TTS-based software
and hardware for visually impaired people can be found in [11].

So far, however, we have found no information about using synthetic speech in
therapy for psychological disorders. Our work proposes the use of this technique
for the therapy of auditory verbal hallucinations.

3 Proposed Approach

In the proposed approach we decided to use synthetic speech instead of converted
speech, as described in [13]. There were several reasons for that change:

Fig. 1. Two faces used by avatar.

– we wanted the therapist to sit next to the patient and assist him/her during
interactions with the avatar, so that the therapist can control the relationship
between the patient and their symptom. This was hardly possible when the
therapist was in another room;

– we did not want to rely on the oral skills of the therapist. When using synthetic
speech the vocal effect is fully controlled by the system;

– voice conversion alters to some extent voice timbre and pitch; however, it usu-
ally has no impact on duration nor other speaking habits, based on which a
speaker can be recognized. Therefore, there is a risk that the patient will asso-
ciate the avatar’s voice with the therapist, which would be highly unwanted;

– using converted speech required two separate rooms, which can sometimes
pose logistical problems.

Following these presumptions we decided to set up a proof-of-concept imple-
mentation and ran initial experiments with the patients. The system was devel-
oped to use the Polish language as the patients were Polish native speakers.
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3.1 Proof-of-Concept Setup

We proposed that the therapeutic session took place in a single room, so that
the therapist was able to talk with the patient face to face. The patient sat in
front of the screen with the avatar displayed and watched the animations, which
were discretely controlled by the therapist. The therapy session was divided into
two phases:

1. In the first (offline) one, the therapist prepared an individualized set of
prompts for a given patient (i.e., with content of hallucinations) and the
video files with animations were generated.

2. In the second one, the patient, accompanied by the therapist, interacted with
the avatar, which played back a required animation in a way that was con-
trolled by the therapist.

3.2 Speech and Video Generation

For our proof-of-concept implementation we used a VSS engine developed for
Polish [14] with two faces (Fig. 1). The system was based on the XFace toolkit [2]
– an open source tool for the development of 3D talking heads implemented by
FBK-irst in Trento, Italy, that supported both MPEG-4 muscle deformation and
keyframe interpolation based animations. In our approach the VSS engine was
driven by synthetic speech sampled at 16 kHz. We decided to use a number of
different commercial TTS systems (unit selection-based or HTS-based) to get a
naturally sounding voice that would be fully intelligible to the patients. XFace as
the input required a sequence of visemes with the timestamps provided for each
lip movement in the form of a .pho file. The overall system design is presented
in Fig. 2.

Fig. 2. Avatar’s system design.

3.3 Speech and Video Synchronization

The drawback of the commercial TTS software was the lack of phoneme
timestamps, which are required to control the face movements. To overcome this
problem we used another TTS engine – the freely available eSpeak [1], which
generates poor quality speech, but with timestamps. Next, we used the dynamic
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time warping (DTW) algorithm [19] for voice alignment between the speech
signal generated by the commercial and eSpeak TTS systems. To improve this
alignment we normalized both speech signals, using a time-frequency automatic
gain control (TF-AGC) algorithm implemented by D. Ellis [9].

The DTW algorithm was applied to a sequence of the root mean square
(RMS) energy features calculated on 50 ms frames on the normalized signals.
The result of this alignment was used for mapping the timestamps generated by
eSpeak TTS to the speech generated by the commercial software. Next, phoneme
to viseme mapping was performed, according to the description in [14], using an
inventory of 12 visemes. Next, the XFace animation was generated.

The animation together with the synchronized voice were recorded using
screen recording software called recordmydesktop, which is available on the Linux
platform. When needed, the video file was edited using a video editor. The video
modifications applied were only minor, e.g., the image was rescaled if it was
know that the patient’s auditory hallucination was accompanied by a slim or a
corpulent face.

4 Results Assessment and Discussion

To assess the initial results of the therapy of auditory hallucinations we asked
six patients, who had either finished their therapy or were in its final stage, to
fill in a questionnaire. Similar to other studies (e.g., [18]), we used a 5-degree
Likert scale [12], which is widely used in the assessment of patient satisfaction.
We exposed the patients to 13 statements on the quality of the speech and
animation as well as about how helpful the therapy was, etc. The patients were
asked to decide whether they strongly disagreed with the statement (scored as
1), they disagreed (scored as 2), they had no opinion (scored as 3), they agreed
(scored as 4), or they strongly agreed (scored as 5). The full list of questions
with the average results is displayed in Fig. 3.

A somewhat similar set of statements was presented to the therapist – dur-
ing this initial stage of the experiment the therapy was conducted by a single
psychiatrist. This set of statements was extended to include statements about
the therapist’s experience as a user of the system: how friendly the tool was and
would additional functionalities be needed, etc.

The results from the patient survey showed that the therapy using the syn-
thetic speech was accepted by all the patients taking part in the experiment. All
of them found that the therapy helped them (score: 4.7); what is more, five out
of six of the patients claimed that they like talking to the avatar (score: 4.2).
All of the patients said that the speech generated by the avatar was intelligible.
A high score (4.7) next to the statement: “Avatar’s utterances are natural and
fluent” is proof of the high quality of the TTS systems used. Synchronization
of the animation was also highly assessed and judged as “fluent” – the score
yielded here was 4.7. In the comments the patients stressed that the therapist’s
presence next to them during the sessions with the avatar was very important.

In contrast, scores referring to how the avatar’s face fit the hallucinations
were lower – it yielded 3.8. This result was not surprising, since no advance
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Fig. 3. Results of initial evaluation of avatar therapy by patients.

face modification was used, apart from basic operations, such as re-scaling. The
answers from the therapist confirmed that the proposed technique was highly
effective in the treatment of auditory hallucinations and, if developed into a fully
functional system, it would be a valuable tool.

5 Conclusions and Future Work

The proposed avatar solution with the use of synthetic speech turned out to
be highly promising. All of the patients that used the solution claimed that
the avatar-based therapy was helpful and that after the therapy the auditory
hallucinations were either less severe or the patients learned how to cope with
them in a better way. One of the patients wrote it the survey: “Thanks to the
avatar I understood better my hallucinations and now most of them are gone.”
They also commented that the therapist’s presence during the sessions with the
avatar was highly supportive.

All of the patients accepted the quality of the synthetic speech and found
it easy to understand, and that it was “fluent and natural.” We suspect that a
somewhat “non-natural” origin of the synthetic speech seemed to suit well the
“non-naturalness” of the voice hallucinations. To the best of our knowledge, this
work is the first to show the use of synthetic speech for therapy of psychological
diseases.

In future work, following the patients’ and the therapist’s suggestions, we plan
to develop a fully functional system that would offer the therapist full control
over the system (including the possibility to quickly generate new sentences),
higher quality animations and, possibly, a mobile version for a patient.
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tional agent. In: Butz, A., Fisher, B., Krüger, A., Olivier, P. (eds.) SG 2005. LNCS,
vol. 3638, pp. 263–266. Springer, Heidelberg (2005). doi:10.1007/11536482 25
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Abstract. To bring more expressiveness into text-to-speech systems,
this paper presents a new pronunciation variant generation method which
works by adapting standard, i.e., dictionary-based, pronunciations to a
spontaneous style. Its strength and originality lie in exploiting a wide
range of linguistic, articulatory and prosodic features, and in using a
probabilistic machine learning framework, namely conditional random
fields and phoneme-based n-gram models. Extensive experiments on the
Buckeye corpus of English conversational speech demonstrate the effec-
tiveness of the approach through objective and perceptual evaluations.

Keywords: Speech synthesis · Spontaneous speech · Pronunciation
modeling · Statistical adaptation · Conditional random field

1 Introduction

Modeling pronunciation variation in spontaneous speech is critical to achieve
expressive Text-To-Speech (TTS) synthesis since pronunciation variants reflect
the emotional state of a speaker, his/her intention, or a specific accent. However,
phonetizers used by most current TTS systems fail to capture these variants as
they only rely on standard pronunciations, i.e., extracted or learned from a
general dictionary. Thus, the resulting synthetic speech conveys a neutral and
formal style. A solution to this problem is to adapt standard pronunciations in
order to reflect spontaneousness. In a machine learning perspective, this task
corresponds to predicting a sequence of spontaneous phonemes from an input
sequence of canonical phonemes, i.e., deciding whether input phonemes should
be deleted, substituted, simply kept as is, or if new phonemes should be inserted.

Most of the early work in the area of pronunciation adaptation relied on
using predefined or automatically extracted phonological rules to derive alterna-
tive pronunciations [1–3]. In the recent literature, various machine learning and
statistical approaches have been proposed. Notably, decision trees [4,5], random
forests [6], neural networks [7,8], hidden Markov models [9], and Conditional
Random Fields (CRFs) [8,10,11] have been investigated. Regarding features, two
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 92–101, 2017.
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Fig. 1. Overview of the proposed pronunciation adaptation method.

categories are considered important to model pronunciation variation: linguistic-
phonological features and prosodic ones. Linguistic-phonological features can be
derived from textual data (POS, word predictability, lexical stress, etc.) [5,12],
while prosodic features (F0, energy, duration, etc.) can be directly extracted
from speech signals or predicted from text using a prosodic model [12,13]. Besides
those two feature types, the benefits of using articulatory features have also been
experimented [14,15]. Most of the mentioned studies have been applied in the
context of Automatic Speech Recognition (ASR) and concentrated on utilizing
either linguistic, articulatory or prosodic features.

In contrast, following our preliminary adaptation method proposed in [10],
the method here combines a wide range of features and focuses on TTS rather
than ASR. More precisely, the contributions are the following:

1. The importance and complementarity of linguistic, articulatory and prosodic
information are studied w.r.t. the spontaneous style, highlighting that lin-
guistic features are sufficient to perform good adaptations.

2. The usage of a phonological n-gram model is proposed to guarantee the a
posteriori plausibility of the adapted pronunciations.

3. Perceptual tests demonstrate that adapted pronunciations are judged spon-
taneous while remaining reasonably intelligible.

In the remainder, the overall method and corpus are presented in Sect. 2. A
study on feature selection and combination is provided in Sect. 3. The usage of a
phonological model is exposed in Sect. 4. Finally, perceptual tests are discussed
in Sect. 5.

2 Method Overview

Given a textual utterance, our fundamental idea for pronunciation adaptation
is to predict the sequence of spontaneously realized phonemes from an input
sequence of canonical phonemes. As shown in Fig. 1, we propose to perform
this task in 2 steps. First, adapted pronunciation hypotheses are generated by a
phoneme-to-phoneme CRF trained on canonical phonemes and a combination of
linguistic, articulatory, and prosodic features. These features are selected offline,
i.e., while setting up the method, in an automatic manner to optimize the CRF
accuracy. Second, hypotheses are reranked using a phonological n-gram model
of spontaneous phoneme sequences.
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Table 1. List of all features. Selected features are in bold.

Linguistic features (22)

canonical phoneme • word • is a stop word • syllable lexical stress •
syllable part • word frequency in English • reverse phoneme position in
syllable • phoneme position in syllable • syllable location • stem frequency
in the interview • word frequency in the interview • syllable type • POS • number
of syllables of the word • stem frequency in English • grapheme • word length •
reverse utterance position • utterance position • word position • reverse word
position • word occurrence count in interview

Articulatory features (9)

vowel/consonant • manner • place • shape • aperture • voiced • rounded
• affricate • doubled

Prosodic features (10)

syllable energy • syllable F0 shape • syllable tone • speech rate • pause
per syllable • phone tone • distance to previous silence • distance to next silence
• distance to previous hesitation (um/uh) • distance to next hesitation (um/uh)

The method is experimented on 20 h of spontaneous American English speech
from the Buckeye corpus [16]. This represents 20 interviews with speakers from
central Ohio, USA, of various ages and both genders. Interviews are annotated
with their orthographic transcript and two phonemic transcripts: the standard
pronunciation of the words (canonical phonemes), and the one effectively uttered
by the speaker (realized phonemes). The average numbers of phonemes and words
per speaker are 22,789 and 7,354, respectively. The Phoneme Error Rate (PER)
between the canonical and realized phonemes is 28.3%. This very high rate shows
how different standard and spontaneous pronunciations are, and how difficult
adapting pronunciation to a spontaneous style is. Phone segmentation is also
available and about 40 linguistic-phonological (shortened to linguistic in the
remainder), articulatory, and prosodic features have been automatically added
using speech and natural language processing tools (see Table 2). Prosodic fea-
tures have been directly estimated in an oracle way by processing signals of each
speaker, normalizing and strongly approximating the derived information. This
simulates a perfect prosody modeling, leading to adaptation results which are
not biased by prosody prediction errors, while remaining realistic. Finally, the
corpus has been randomly divided into a training set (60% of the utterances),
a development set (20%), and a test set (20%), with an equal representation of
each speaker in each set.

Phoneme sequences generated by our method are evaluated by PERs w.r.t.
the ground truth, i.e., the sequence realized by the speaker. Thus, the lower the
PER the better, the baseline being the PER of the canonical pronunciation, that
is before adaptation. Listening tests have also been conducted to perceptually
validate the method. All models have been learned on the training set, optimized
on the development set and evaluated on the test set. Canonical phonemes have
been automatically aligned with realized phonemes using m2m-aligner [17] to
train the phoneme-to-phoneme CRF.
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3 Phoneme-to-Phoneme Adaptation

Phoneme-to-phoneme adaptation is performed by CRFs trained on the canoni-
cal phonemes and relevant selected features. This section briefly describes how
linguistic, articulatory, and prosodic features have been selected, before present-
ing how the selected features have been combined to produce the final adapta-
tion CRF.

Automatic selection is applied on each feature group separately in order to
eliminate irrelevant and redundant features. The selection process relies on a
greedy approach where votes are assigned to the most influential features, that
is features leading to the lowest PER when training adaptation CRFs. These
CRFs are trained without contextual information to avoid large training time
overheads, i.e., information about the neighbors of each canonical phoneme is
disregarded. Features resulting from this selection are highlighted in bold in
Table 1. Linguistic and prosodic information derived from syllables is particularly
valuable, as well as information about word frequencies. Regarding articulatory
features, the selection has less effects (only 2 discarded features), meaning that
no clear dominance can be established among them. Table 2 reports the influence
of feature selection on PER for CRFs trained on the development set and on

Table 2. PERs (%) on the development set with selected features vs. all features. CRFs
are trained without contextual information. In brackets, variations from the baseline
(in percentage points).

Baseline (not adapted) 28.3

Adapted using Canonical phonemes only (C) 30.7 (+2.4)

+ Linguistic features All (22) 26.6 (−1.7)

(C + L) Selected (8) 25.1 (−3.2)

+ Articulatory features All (9) 30.9 (+2.6)

C + A) Selected (7) 30.8 (+2.5)

+ Prosodic features All (10) 27.1 (−1.2)

C + P) Selected (6) 26.7 (−1.6)

Table 3. PERs (%) on the test set for all possible combinations. CRFs use contextual
information.
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each group of features independently. Results show that the selection is efficient
for linguistic and prosodic features, whereas again almost useless for articulatory
ones.

To optimize the method and search for potential complementarities, all pos-
sible combinations of selected features are tested. Moreover, adaptation CRFs
are trained with contextual information, precisely 2 neighbors on the left and on
the right, as this configuration has shown to lead to the best PER in preliminary
tests. Table 3 reports PERs on the test set for these combination experiments.
First, it appears that CRFs already perform rather well when solely relying on
canonical phonemes (configuration C), thanks to contextual information. Then,
when separately including the selected features, results show that linguistic fea-
tures provide a small improvement (C + L), articulatory features bring worse
results (C + A), and prosodic features (C + P) lead to a clear improvement with
a reduction of 2.7 percentage points (pp) compared to the use of the sole canon-
ical phonemes (C). Although prosodic features are extracted in an oracle way
and thus lead to optimistic results, the latter result tends to show a strong rela-
tionship between prosody and pronunciation. When feature types are combined
together, articulatory features bring worse results in all cases, definitely showing
that they should not be considered in our method. On the contrary, results again
demonstrate that linguistic and prosodic features are useful for pronunciation
adaptation, bringing the best PER down to 21.1%. This conclusion has been val-
idated by paired t-test and paired Wilcoxon test with confidence level α = 0.05,
whether these feature groups are considered individually or together.

Table 4. PERs (%) before and after reranking when adapting using canonical
phonemes (C), linguistic (L), and prosodic features (P).

Before reranking After reranking

Baseline (not adapted) 28.3

Adapted using C 24.2 (−4.1) 23.7 (−4.6)

C + L 24.0 (−4.3) 23.7 (−4.6)

C + L + P 21.1 (−7.2) 20.6 (–7.7)

4 Phonological Rescoring and Reranking

A qualitative analysis of the adapted pronunciations shows that some phoneme
sequences returned by the finally adopted CRF are very unlikely. For instance,
the sequence /dt/ is rare in spontaneous English, and rather simply reduced
to /d/ or /t/. To fix these imperfections, we propose as a second step to generate
several pronunciation hypotheses using the adaptation CRF, and to rerank them
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according to scores given by a probabilistic phonological model1. Precisely, each
hypothesis h = (p1, . . . , pm) of m phonemes pi is assigned a score s(h) mixing
the CRF and phonological model (PM) probabilities. This mixture is computed
by a log-linear interpolation—which has been successfully used for N -best list
reranking in various domains [18,19]—, and is formulated as follows:

s(h) = PrCRF(h) × Pr PM(h)α × βm, (1)

where α and β are two parameters to be optimized. The parameter β is used
to prevent the phonological model from favoring short hypotheses. Finally, the
hypothesis with the highest score is selected as the adapted pronunciation.

In our experiments, the phonological model is a phoneme-based n-gram
model estimated on the training set using a Witten-Bell smoothing. The order n
of the model as well as α and β have been optimized such that they mini-
mize PER on the development set, and consequently set to 5, 0.48 and 0.024,
respectively. Training, optimization and reranking have all been conducted using
SRILM [20]. Reranking is performed on the 10 best hypotheses predicted by the
adaptation CRF, as tuned on the development set.

As shown in Table 4, our reranking technique always reduces PERs. The
largest reduction is 0.5 pp, achieved for both canonical phonemes (C) and lin-
guistic+prosodic configurations (C + L + P). Alongside, phonological reranking
surprisingly seems to obviate linguistic features (C against C + L). However,
results of the perceptual tests (Sect. 5) show that this is not true. Overall, and
given the difficulty of the task, results show that our whole approach is effective
as it reduces PER to a large extent with significant improvements up to 7.7 pp
w.r.t. the baseline.

5 Perceptual Tests

AB tests on 40 synthesized speech samples have been conducted with 10 native
English speakers. Listeners were asked to answer two questions: “BetweenA andB,
which sample is pronounced in the most spontaneous way?”, and “Which once is
pronounced in the most intelligible way?”. For both questions, listeners were also
allowed to indicate that they do not have any preference. Orthographic transcripts
were given along with the samples to help listeners to focus on pronunciations.
Tests were set up to compare canonical and realized pronunciations to those gen-
erated by our adaptationmethodusing either configurationsC,C+LorC+L+P,
all including phonological reranking.

Utterances have been selected among the 2,000 available utterances in the
test set such that their PER between the canonical and realized pronunciations
is high. This strategy has been designed to ensure that selected utterances reflect
the difficulty of the task. Utterances were synthesized using the parametric HTS

1 CRFs allow dependencies between predicted phonemes but it appeared in prelimi-
nary work that using a separate phonological model is better to avoid overfitting the
training data.
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Fig. 2. Preference on spontaneousness and intelligibility between baseline, realized and
adapted pronunciations. Adaptations were performed using canonical phonemes (C),
linguistic features (L), and prosodic features (P). � stands for “not statistically signif-
icant (see footnote 2)”.

v2.2 speech synthesis system trained with standard features [21] and on the
Blizzard Challenge 2012 data [22], i.e., audiobooks with mixed speech styles and
uttered by a same US male speaker. Hence, no bias toward standard or spon-
taneous speech can be observed. Unit selection has voluntarily been discarded
since this type of system is usually sensitive to pronunciation variants, producing
disturbing artefacts.

Figure 2 shows the comparison of speech samples generated using (a) the
standard pronunciations (baseline) against adapted or realized ones and (b) real-
ized pronunciations against the baseline and adapted ones, in terms of sponta-
neousness and intelligibility. Preference percentages are given as bar segments
on the y-axis. Statistical significances of these ratios have been computed for all
the tests2.

First, Fig. 2a shows that realized pronunciations are logically judged as more
spontaneous than the baseline, while being much less intelligible. Regarding
adapted pronunciations, the configuration C performs poorly. Conversely, the
two other adapted configurations are judged as much more spontaneous than
the baseline, but again leading to intelligibility degradations. Finally, adaptation
performs equally or even slightly better when using linguistic features alone,
i.e., without prosodic ones. This is interesting since predicting prosodic features
is difficult in TTS.

2 Binomial test with α = 0.1 and votes for “No preference” equally spread over
A and B, following the methodology proposed in [23].
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As for Fig. 2b, it surprisingly appears that C + L and C + L + P configura-
tions are preferred over the realized pronunciations w.r.t. spontaneousness. This
is probably correlated with the large intelligibility gap reported. Similarly, it can
again be noticed that the use of the sole linguistic features performs slightly bet-
ter than when also accounting for prosodic features, especially regarding intel-
ligibility. On the one hand, these results demonstrate the effectiveness of our
method in generating spontaneous pronunciations. On the other, they are in
contradiction with PERs of Table 4. A deeper analysis shows that pronuncia-
tions produced using prosodic features, as well as the realized ones, seem to be
more spontaneous but they are too complex for current TTS systems, especially
because of strong coarticulations like /dn

"
/ (like in “didn’t”) or /fm/ (“familiar-

ity”). This penalizes intelligibility and, as a side effect, spontaneousness. Hence,
a reasonable conclusion is that the proposed method is enough effective yet to
reflect a spontaneous style while results could still be improved, on the condition
that the speech data used to build the TTS voice are consistent with the desired
degree of spontaneousness.

6 Conclusions and Future Work

In this paper, we have proposed a TTS-dedicated spontaneous pronunciation
adaptation method which combines a phoneme-to-phoneme CRF and a phono-
logical model. Objective and perceptual tests have shown that produced pro-
nunciations effectively better reflect spontaneous speech than non adapted ones.
The study of linguistic, articulatory and prosodic features shows that linguistic
features are good predictors for spontaneous pronunciations, while articulatory
ones are useless and prosodic ones tend to produce less intelligible speech. More
generally, it seems that there is a tradeoff between the degree of spontaneousness
and intelligibility. In the future, it would be interesting to more deeply investi-
gate the relationship between prosody and pronunciation, and their impact on
the perceived spontaneousness. Following this direction, finding out mechanisms
to enable a fine control of intelligibility against spontaneousness is another inter-
esting perspective, especially by taking into account the intrinsic phonemic and
prosodic variability of the TTS system’s voice. Finally, we have planed to apply
the proposed method to emotional speech to generate synthetic speech samples.

Acknowledgments. This study has been realized under the ANR (French National
Research Agency) project SynPaFlex ANR-15-CE23-0015.
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Miroslav Bľsták(B) and Viera Rozinajová
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Abstract. In this paper, we introduce an interactive approach to gener-
ation of factual questions from unstructured text. Our proposed frame-
work transforms input text into structured set of features and uses them
for question generation. Its learning process is based on combination of
machine learning techniques known as reinforcement learning and super-
vised learning. Learning process starts with initial set of pairs formed by
declarative sentences and assigned questions and it continuously learns
how to transform sentences into questions. Process is also improved by
feedback from users regarding already generated questions. We evaluated
our approach and the comparison with state-of-the-art systems shows
that it is a perspective way for research.

Keywords: Question generation · Machine learning · Computer
assisted learning

1 Introduction

E-learning provides many opportunities how to enrich standard educational
process. There are various educational tools available - like massive open online
courses, online encyclopedias, online lexicons and so on. Although there is a vari-
ety of learning materials online and in electronic form, it is difficult to substitute
the role of teacher. Interaction with him in the phase of knowledge verification
is still hardly replaceable.

In order to contribute to solution of this problem, we propose an interactive
question generation framework which creates a set of questions to verify students’
knowledge and is also able to check their answers. It learns how to generate ques-
tion from set of sentence-question pairs and it improves its ability by feedback
from students. In many research areas of natural language processing (NLP), we
can see the trend of suppression of classical linguistic approaches and prioritiza-
tion of machine learning approaches. The big advantage of this approach lies in
the possibility of gradual improvement of the system by adding new data (new
sentence-question pairs and positive or negative feedback to generated ques-
tions). In the background of learning process, we transform unstructured text
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 102–110, 2017.
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into structured data (by obtaining set of features about input sentence and its
tokens). We mainly use two level of part-of-speech tags (simplified tags and full
tags), named entities, multiword expressions and some semantic categories of
words. The idea of our approach comes from ensemble methods: the combina-
tion of various simple approaches can be more effective in comparison to one
tuned approach. That also allows us to overcome the fact that NLP tools do not
give always correct results. We assume that this approach would also be benefi-
cial in other task of NLP, where it is required to apply transformation process
on text (e.g. text summarization or text simplification).

The rest of the paper is organized as follows. In the second section, we intro-
duce some state-of-the-art ideas and question generation systems. In the third
section, we describe our framework for question creation and its abilities. In the
fourth section, we evaluate the framework and analyze the correctness of gen-
erated questions on two datasets. In the last section, we make conclusion and
propose new research challenges for the future.

2 Related Works

There are many various works in areas of intelligent tutoring and question gener-
ation. One of the most typical approach is known as fill-the-blank. These systems
firstly identify a part of the text (word or set of words) which will be an answer
and remove it from text. Words for removing are usually chosen by part-of-speech
(POS) tag (e.g. adjectives [9], prepositions [8], nouns [7,11] or combination of
vocabulary words [5]). These systems just focus on simple questions: “fill the
word in correct form into sentence”. On the other side, there are systems focus-
ing on whole text which generates more general questions (e.g. main idea of
article or presentation [4]).

Somewhere in the middle, there are approaches for generating questions as
interrogative sentences from input declarative sentences. This is known as sen-
tence to question transformation and it usually uses set of rules for generation
various types of questions known as wh-questions (e.g.: why, where, who, when).
This approach requires generation of grammatically, syntactically and semanti-
cally correct question. In [3], they transform sentences into questions by modifi-
cation of syntactic tree. At the beginning, set of rules for sentence simplification
was applied on the text and then the simplified sentences were transformed into
questions by another set of rules. System proposed in [6] used syntactic patterns
to match the sentences and generates questions based on its syntactic structure
(occurrence of subject, verb and prepositional phrase in sentences). In [2] used
lexico-syntactic patterns, in [12] were proposed lexico-semantic patterns and in
[1] the combination of multiple patterns (syntactic, semantic and lexical) was
used.

The drawbacks of these approaches lie in coverage and extensibility of trans-
formation rules for various sentences. Manually created rules and patterns cover
only subset of possible sentences from input text. If the patterns are too general
(e.g. syntactic patterns), they cover various types of questions, but the created
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questions are general too. If they use more detailed patterns which generate
better questions, they need large number of these patterns to cover various sen-
tence types and this is also related to system extensibility. Adding new patterns
and rules into system or their derivation is time consuming. In [2] they propose
a method for pattern derivation and they use google as judge about question
correctness, but their overall results were weak. In [6] it is mentioned, that the
system is capable to hold thousands to millions of rules inserted by user, but
verification is missing and there is no idea how to search in that large number
of patterns. It is also difficult to imagine that someone will create millions of
syntactic rules. We try to overcome these constraints in our approach.

3 Our Approach

In this section, we will describe our framework for automatic question genera-
tion. We have used data driven approach, which is realized by extracting features
from text and choosing the most appropriate class of questions (on the basis of
these features). Each class of sentences has assigned set of possible questions
and questions are chosen based on similarity of features. We describe features
and matching process in more detail in the next section. When the questions
are generated, users are asked to evaluate them or fix the incorrect ones. Sys-
tem uses this feedback for self-improvement (approach known as reinforcement
learning). The framework consists of four modules and database of learned rules.
We are working with English language as NLP tools work more reliably here in
comparison to other languages and there are also better possibilities to compare
our results with state-of-the-art systems.

3.1 Question Creation Pipeline

The first module serves as text preprocessing component. Its role is to divide
input text into sentences and to obtain information about tokens - it transforms
the unstructured text into structured data. Obtained information are used as
features of the sentence. We now use these features:

– full POS tags (POS tags with grammar classes) obtained by Stanford
CoreNLP,

– simplified POS tags (POS tags without grammar classes) derived from full
POS,

– named entities (NE) obtained by Stanford CoreNLP,
– word classes obtained by Google Knowledge Graph (GKG),
– super sense tags (SST) obtained by Wordnet,
– multiword expressions calculated by our system and evaluated by Wordnet,

Google Knowledge graph and Virtual International Authority File (VIAF):
calculation based on merging the adjacent tokens with similar labels).

The second module searches for possible transformation rules stored in data-
base which can be used for question generation. Matching criteria are based on
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similarity of features obtained by first module (example of similarity calculation
between two sentences is shown in Table 1). Database of transformation rules
is continuously built and improved as the new training data come in. Matching
algorithm reflects number of consistent features and if some labels are different,
it calculates the relatedness and interchangeability. Each feature has its own
similarity model which calculates how related (interchangeable) are two tokens
if they are not identical. For example, if we compare two tokens of which one is
labelled as noun and the second as pronoun, their syntactic relatedness is higher
in comparison to situation when we compare token with label noun to token
with label preposition. Table 1 shows the simplified view on sentence similarity
calculation between two sentences.

Table 1. Similarity calculation of two sentences: number of identical features of sen-
tences are in the last column and number of identical tokens are in last row.

Sentences in real text are usually more complex and they have different length
(different number of words), so we have to consider situations when the edit dis-
tance calculation is needed. We use Levenshtein distance known from string sim-
ilarity [10] which reflects insertions (occurrence of extra token), deletion (some
token is missing) or replacements (token with different label).

The third module, question estimator, estimates the quality of questions
created by each rule. Estimated quality reflects similarity of sentence with the
matched rule, number of correct questions generated in the past by this rule and
ratio between correct and incorrect questions generated by this rule. In the end,
there is simple grammar checker tool which checks the question correctness and
decreases the total confidence score if some obstacles have been revealed (e.g.
incorrect article before word). Finally, similar questions are eliminated and the
rest questions are ordered by its confidence score. The questions above a certain
threshold are sent to output as plausible questions.

The last module is in role of feedback. If the output question is not acceptable,
it is possible to denote it and the system will take this information into account
for the next time in similar questions.
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3.2 Learning Process

First set of transformation rules were obtained from training dataset. At the
beginning, we trained the system on small dataset of sentence-question pairs:
about 50 pairs were added to system manually. The rest of pairs were obtained
by interactive interface: the sentences from text were sequentially shown on
interface and users were asked to write ideal questions to these sentences. System
analyzed the structures of sentences from text and also structures of assigned
questions written by users. Sentence structure is a set of features described in
previous section. Based on these pairs it created new transformation rules. When
some generated questions were marked as incorrect and the user has corrected
the question, the system will adopt these changes.

This learning approach allows us to let the system build its set of rules for
each type of questions and the users do not have to manage it. The framework
also keeps positive and negative feedbacks about acceptance of previously gener-
ated similar questions and questions generated by rules. After the questions are
generated, user can evaluate them and system updates the confidence of stored
transformation rules which may change the priority of the rule for the next time
(known as reinforcement machine learning approach).

4 Evaluation

In this section, we will evaluate ability of our framework to learn how to cre-
ate new questions and then we compare correctness of generated questions with
state-of-the art systems. Whereas, as far as we know, there is only one small
dataset publicly available for question generation task [13], we decided to train
the system on our datasets and leave the question generation dataset for com-
parison with state-of-the-art systems.

4.1 Question Generation Ability

Firstly, we trained the system on our dataset which consists of 306 articles about
countries obtained from Wikipedia. We split dataset into two parts: the first
quarter of articles which names start on letters from A to D (from Afghanistan
to Denmark) were used for training. The sentences were sequentially shown on
user interface and the students could assign the most desirable questions created
from these sentences. The framework learns transformation rules based on these
pairs (input sentence and question assigned by student). Then, these rules were
used for question generation from the rest of this dataset and from another
dataset of cities articles.

We manually evaluated the correctness of questions from countries dataset
(Table 2). Whereas human evaluation takes some time and it was done for pur-
pose of question generation verification, questions from cities dataset were evalu-
ated only automatically (by question estimator which was described in previous
section). In Table 3, correctness of questions generated from country datasets is
shown. All these questions were checked by human and its correctness was proved.
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Table 2. Datasets and number of created questions

Articles Sentences Questions Ques./Sent

Countries - training 51 499 1098 2,19

Countries - testing 155 1540 1466 0,95

Cities 460 3101 2426 0,78

Table 3. Correctness and sentence coverage of generated questions

Correct questions Incorrect questions Total Correctness (%)

Countries - training 1008 90 1098 91,8

Countries - testing 1288 178 1466 87,9

We also looked at types of generated questions (Tables 4 and 5). Some types
of questions are underrepresented, what is typical in real texts. In this case, it
is also due to the topic of articles in dataset (there are small possibilities to
generate “who” questions from articles about countries and this is reflected in
the number of questions and their correctness).

Table 4. Generated questions and their types from training dataset

Question type All Correct Incorrect correctness (%)

What 432 401 31 92,8

True-false 267 248 19 92,8

Where 138 129 9 93,4

How many 62 54 8 87,1

Who 51 29 22 56,8

Table 5. Generated questions and their types from testing dataset

Question type All Correct Incorrect Correctness (%)

What 701 628 73 89,6

True-false 429 398 31 92,8

Where 186 162 24 87,1

How many 39 38 1 97,4

Who 62 46 16 74,2
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4.2 Comparison of Generated Questions

After learning phase, we evaluated the quality of generated questions on question
generation shared task challenge (QGSTEC) dataset. It contains 81 sentences
and there were manually created 180 desired questions by authors of dataset.
Questions generated by participants of question generation challenge were eval-
uated from various points of view (correctness, ambiguity, variety) by human
evaluators on scale one to four. The number of correct questions was calculated
by average correctness of all questions and number of generated questions. It
was done because it is difficult to assign correctness value on this scale and keep
the same evaluation criteria (questions from our system was divided into two
categories: correct and incorrect). When there were generated too similar ques-
tions, only one was included into results. This is also reason, why we generate
less questions in comparison with participants of QGSTEC, but as it is shown
in Table 6, average correctness of our questions is much higher. From our point
of view, it is also interesting to analyze correctness of each type of questions
whereas our dataset for training has come from one set of articles. In [13] pub-
lished number of questions generated from this dataset ordered by question type
and its average correctness. However, results are summarized for all participants
together, so we will compare our results with average score of participants (total
score divided by number of participants). As we can see in Table 7, our system
generates more correct questions of types what, where and true-false. As we
expected from situation above, our system generates significantly less correct
questions of types which and who, because only a few occurrences of persons
were in training dataset.

Table 6. Comparison of AQG approaches on QGSTEC dataset

Correctness (%) Q/S Correct questions Generated questions

Participant 1 0,48 4,37 170 354

Participant 2 0,26 2,04 42 165

Participant 3 0,23 2,58 48 209

Participant 4 0,16 2,07 27 168

Curto [2] 0,56 0,31 14 25

Our approach 0,8 1,5 98 122

4.3 Summarization of Evaluation and Comparisons

We have made several evaluations. First, we created dataset of articles from
country topic and divided it into training and testing parts. Training part of
articles contained pairs of sentences and questions. They were used in learning
process of question generation. Then we let the framework create questions from
the rest of dataset and compared overall correctness with correctness of each
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Table 7. Comparison of AQG approaches on QGSTEC dataset by question type

Question type Participants - Our approach -
correct questions correct questions

What 36,3 39

Where 7,6 10

How many 10,3 6

When 11,0 6

Who/Whom 11,1 6

Which 11,1 1

True-false 6,2 30

type of questions. We have compared question generation ability with state-of-
the-art systems on standard question generation dataset from several viewpoints
(number of correct questions, number of generated questions, types of created
questions). Our results confirm, that the proposed approach is perspective direc-
tion in question generation task and its automation.

5 Conclusions and Future Work

There are several approaches to question generation task. Their common draw-
back is the inability of automatized improving and covering various types of
input sentences. We proposed framework for question generation task which can
continuously learn how to extract question from declarative sentence. It uses
combination of supervised learning and reinforcement learning techniques. We
also presented question estimator which estimates the correctness of generated
question based on various features obtained from text. This allows us to create
various types of questions without affecting the code of system. We successfully
evaluated our approach and compared generated questions with state-of-the-art
systems.

In the future, we plan to extend the list of features which are used for sentence
matching. There are still problems with complex sentences (sentences with large
number of words), so sentence simplification module could increase the number
of sentences covered by less number of transformation rules. It would be also
interesting to evaluate this approach on different language.
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110 M. Bľsták and V. Rozinajová

References
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Abstract. The present paper describes experiments on automatically
extracting typological linguistic features of natural languages from tra-
ditional written descriptive grammars. The feature-extraction task has
high potential value in typological, genealogical, historical, and other
related areas of linguistics that make use of databases of structural fea-
tures of languages. Until now, extraction of such features from grammars
has been done manually, which is highly time and labor consuming and
becomes prohibitive when extended to the thousands of languages for
which linguistic descriptions are available. The system we describe here
starts from semantically parsed text over which a set of rules are applied
in order to extract feature values. We evaluate the system’s performance
on the manually curated Grambank database as the gold standard and
report the first measures of precision and recall for this problem.

Keywords: Information extraction · Semantic parsing · Language
typology · Typological database

1 Introduction

The area of linguistics which deals with comparison and classification of lan-
guages based on their structural features is known as linguistic typology. The
objectives of this area are to find commonalities between, and to explore diver-
sity across the world’s languages, and to explain these in historical and/or
universal terms. The typical flow of information in such investigations runs
from primary linguistic data (collected in the field), to analyzed linguistic
data (written down in descriptive grammars), to databases of features of inter-
est (distilled into a language × feature matrix) which form input to the
computational tools. The most widely known databases of linguistic struc-
ture include the World Atlas of Language Structures (WALS) (wals.info), the
Atlas of Pidgin and Creole Language Structures (APiCS) (apics.org), the South
American Indigenous Language Structures (SAILS) (sails.clld.org), AUTOTYP

c© Springer International Publishing AG 2017
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(github.com/autotyp/autotyp-data), and the Phonetics Information Base and
Lexicon (PHOIBLE) (phoible.org). A fuller listing of available linguistic data-
bases is provided at languagegoldmine.com/.

To the best of our knowledge, all the linguistic databases published so far
have been manually constructed, where human experts have turned information
from field data or analyzed data into datapoints in the database. The use of
human expertise guarantees a certain level of quality and robustness, but is
highly labor intensive and consequently costly. There are some 6,500 languages
in the world, out of which descriptive grammars – ranging from brief grammar
sketches to multi-volume reference grammars – are available for over 4,000 (see
glottolog.org). Manually extracting information about 200–300 features from
each of them is a very ambitious – and in practice unrealistic – undertaking.

Significant amounts of analyzed language data (grammatical descriptions in
discursive textual form) are increasingly being made available in digital form,
and the field of natural language processing (NLP) offers tools that potentially
can aid us in extracting information about linguistic features from such textual
sources, at least for sources in English and some other languages. To take advan-
tage of these advancements, and to help the linguistic community in populating
the linguistic feature databases, we report on a pioneer system for automati-
cally extracting information about selected linguistic features from descriptive
grammars. The system is based on semantic parsing and a set of rules to extract
and formulate the required information. We test our system on Grambank data
taking it as a gold standard, and report first measures of precision and recall in
this direction.

2 Data

The work presented in this paper has been conducted as part of a larger long-term
research project where work is ongoing on compiling a comprehensive database
of linguistic features from the Linguistic Survey of India (LSI, a massive text
data source) [3], in order to investigate areal-linguistic features of the languages
of South Asia. In part, this database is to be used for evaluating the NLP tools
for automatic feature extraction developed in the project. Since the tools them-
selves are intended to be applicable to more than one data source, we are in the
meantime drawing on another source of gold standard data, using linguistic fea-
tures also relevant for the South Asian languages. In the experiments reported
here, we have used a subset of the Grambank data to test and evaluate the sys-
tem. Grambank is the name of a database of structural (typological) features
being developed at the Max Planck Institute for the Science of Human History
at Jena. It surveys 195 structural features of language drawing on and extend-
ing the set used by [6]. The scope of Grambank is worldwide and it currently
contains data for over 700 languages. The main advantage of using Grambank
is that the descriptive grammars consulted in compiling it are both known and
available to us in digital form, a set of approximately 6,000 digital descriptive
grammars.

https://github.com/autotyp/autotyp-data
http://phoible.org
https://languagegoldmine.com/
https://glottolog.org
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Table 1. Semantic parse

Predicate Semantic arguments

follow ARG1: The adjectives, ARG2:the noun they qualify

qualify ARG1: the noun they

For our experiments, we preprocessed the available set of digital grammars
as follows. First, we removed all those documents whose language of description
was not English (since the semantic parser that we are using in this study is
for English, we have restricted our experiments to English-language documents
only). From the remaining document set, we grouped all those documents which
were the source of the value for a particular feature into one subset. This gave us
five subsets of documents, one for each of our five target features listed in Sect. 3.
Cases where there was more than one source document for a given feature in
a particular language were removed from consideration as they were not corre-
sponding to the LSI use case (with only one description per language). Further,
if a document was a source of the same feature for multiple languages, it was
filtered out, since for those cases an extra step is required to map the feature
value to the language, which we left for future work.

3 Automatic Feature Extraction and Formulation

In this study, we have targeted the following features: (1) Apos: What is the
order of adnominal property word and noun?1 (2) NLpos: What is the order of
numeral and noun in the NP? (3) AagrNum: Can an adnominal property word
agree with the noun in number? (4) AagrGen: Can an adnominal property word
agree with the noun in gender? (5) DefArticle: Are there definite or specific
articles?

Though the focus in this article is only on these features, it is worth mention-
ing that the proposed methodology can also be used easily to extract informa-
tion about other features too. The procedure of automatically extracting feature
values is as follows: As a first step, a given reference grammar was sentence
segmented using the Natural Language Tool Kit (NLTK).2 Each of the sen-
tences was then parsed using a Propbank based semantic parser [1]. From each
parsed sentence a list of predicates and their semantic arguments were extracted.
The predicates and their arguments were then further analyzed to examine if
a particular predicate and its semantic arguments contain the information we
are interested in (i.e. information about a particular linguistic feature). Addi-
tional analysis steps included: (1) checking for particular predicates for particu-
lar features; (2) inspecting the semantic arguments’ structure and contents; and

1 An adnominal property word corresponds to an adjective or participle in English and
many other languages.

2 http://www.nltk.org/.

http://www.nltk.org/
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Table 2. Linked predicate set for features

Feature Linked-predicate set

Apos, NLpos (i) follow (ii) precede (iii) come (iv) place

AagrNum, AagrGen (i) agree (ii) inflect (iii) change

DefArticle (i) be (ii) use (iii) lack

(3) formulating the feature values. Let’s take an example to illustrate the whole
procedure. Suppose we are interested in extracting information about adjective–
noun order for a particular LSI language, e.g., Siyin.3 In the descriptive grammar
used for this language, the information about adjective–noun order has been con-
veyed through the sentence The adjectives follow the noun they qualify. Parsing
this sentence using the semantic parser will return a set of predicates and their
semantic arguments which are listed in Table 1. The predicate ‘follow’ is one
of those predicates that were identified, as a separate process, to be linked to
the adjective–noun order feature. Using a development data set, we identified a
set of predicates linked to each of target features. This simply involved finding
sentences in the descriptive grammars which were used to provide information
about a particular feature, and then analyzing them to find the associated list
of predicates. Table 2 contains the list of predicates that were identified for each
of the target features.

The next step is to examine the semantic arguments of the predicate ‘follow’,
and formulate the feature value. As per Propbank, for the predicate ‘follow’,
ARG1 represents the thing following, while ARG2 represents the thing followed.
In the analysis shown in Table 1, the string The adjectives, is ARG1 (i.e. the
thing following), while the string the nouns they qualify is ARG2 (i.e. the thing
followed). The substrings representing ARG1, and ARG2 can be further analyzed
to formulate and return the feature value ‘2-N-ANM’ (the fact that adjectives
follow the nouns). Had ARG1 contained noun(s), ARG2 contained adjective(s)
with predicate being ‘follow’, or ARG1 contained adjective(s), ARG2 contained
noun(s), and the predicate being ‘precede’, ‘1-ANM-N’ (the fact that adjectives
precede nouns) would have been returned as the feature value. We have used
simple if-then-else condition based rules to examine predicates and their seman-
tic argument strings for the purpose of extracting and formulating the feature
values. In the future, we have plans to experiment with more advanced tech-
niques, such as active learning, for the feature extraction and formulation from
the semantic parses.

A simplified version of the algorithm that was used to extract the adjective–
noun order feature values is given in Algorithm1. As can be noted, the algo-
rithm simply loops over the set of predicates (line 4), and for each predicate
it collects the numbered and modifier arguments (lines 5–6). If the predicate
is one of the linked predicate for the target feature (line 7), it loops through

3 A Tibeto-Burman language of Burma with about 10,000 speakers.
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the list of (argument label, argument string) pairs (line 12). At each iteration,
the argument label and argument string4 are examined and appropriate boolean
variables are adjusted (lines 13–21). Once we have examined all semantic argu-
ments of a predicate, and have adjusted the variables, different combinations of
these variables are tested to adjust different order-specifying variables (lines 23–
33). For example, if ‘adjective’ is the agent of the predicate ‘follow’, and ‘noun’
is the patient, it means ‘adjective follow noun’. Similarly, if ‘noun’ is the agent,
and ‘adjective’ is the patient, it means ‘adjective precede noun’. Also note, how
the contents of modifier arguments are tested. For example, if we have a sentence
Adjectives usually follow nouns, it means adjective may follow or may precede
the noun, and the system should be able to return ‘both’ as a feature value.
The algorithm takes care of such cases with an extra condition analyzing the
contents of modifier arguments (lines 25–27 and 30–32). Finally, the algorithm
formulates the feature values in the required format and returns them back (lines
36–42). For clarity of exposition, the algorithm shows the handling of the pred-
icate ‘follow’ only, but it is easy to think of a similar sort of handling for other
linked predicates (given in Table 2) for each of the target features discussed in
this study.

The sentence containing the description of a particular feature may have
anaphoric expressions referring to an antecedent or subsequent expression. For
example, the sentence They follow nouns may appear instead of Adjectives follow
nouns in the description, with the antecedent expression adjectives appearing
somewhere else. To extract feature values from such sentences properly, such
anaphoric relations need to be resolved. There exist many anaphora resolution
systems [2,5], and a classical solution will involve using a state-of-the art sys-
tem for this purpose. At the current stage of our experiments, however, we have
chosen to employ a simple rule-based strategy to resolve such co-reference rela-
tions and extract feature values/descriptions. The main idea is to investigate the
context with a particular window size to resolve such co-references (if any). For
example, if a semantic argument is a pronoun (e.g. they, it, or them), we just
investigate the semantic arguments of one or more preceding or following sen-
tences, and if those arguments contain the potentially linked entity (e.g. nouns
or adjectives, etc.), we just assume that they are related to each other. This pro-
cedure can easily be incorporated in Algorithm 1 with an extra if-else condition,
but for simplicity, we have excluded it here. It is worth mentioning here that the
rule-based anaphora resolution solution was chosen not only for its simplicity,
but we also observed in experiments that in many cases this simple strategy was
actually able to relate the arguments, whereas the Stanford anaphora resolution
system [5] failed to do that.

4 Evaluation

The evaluation results are given in Table 3. As can be seen, the system has vary-
ing precision and recall for different features, which highlights the difficulty/ease
4 The argument string is split into a set of words using NLTK’s word tokenizer.
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Algorithm 1. Extract Adjective Noun Order
1: procedure ExtractAdjectiveNounOrder(parses)
2: AdjectiveFollowNoun ← False
3: AdjectivePrecedeNoun ← False
4: for <every predicate in parses> do
5: NumberedArgs ← NumberedArgumentsOfPredicate
6: ModifierArgs ← ModifierArgumentsOfPredicate
7: if predicate = follow then
8: AdjectiveAgentFollow ← False
9: NounPatientFollow ← False
10: NounAgentFollow ← False
11: AdjectivePatientFollow ← False
12: for <every (ArgStr,ArgLabel) of NumberedArgs> do
13: if ArgLabel = A1 ∧ adjective ∈ ArgStr then
14: AdjectiveAgentFollow ← True
15: else if (ArgLabel = A2 ∧ noun ∈ ArgStr) then
16: NounPatientFollow ← True
17: else if ArgLabel = A1 ∧ noun ∈ ArgStr) then
18: NounAgentFollow ← True
19: else if ArgLabel = A2 ∧ adjective ∈ ArgStr then
20: AdjectivePatientFollow ← True
21: end if
22: end for
23: if AdjectiveAgentFollow ∧ NounPatientFollow then
24: AdjectiveFollowNoun ← True
25: if usually ∈ ModifierArgs ∨ sometimes ∈ ModifierArgs then
26: AdjectivePrecedeNoun ← True
27: end if
28: else if NounAgentFollow ∧ AdjectivePatientFollow then
29: AdjectivePrecedeNoun ← True
30: if usually ∈ ModifierArgs ∨ sometimes ∈ ModifierArgs then
31: AdjectiveFollowNoun ← True
32: end if
33: end if
34: end if
35: end for
36: if AdjectiveFollowNoun = True ∧ AdjectivePrecedeNoun = True then
37: return ′3 − both′

38: else if AdjectiveFollowNoun = True ∧ AdjectivePrecedeNoun = False then
39: return ′2 − N − ANM ′

40: else if AdjectiveFollowNoun = False ∧ AdjectivePrecedeNoun = True then
41: return ′1 − ANM − N ′

42: end if
43: end procedure

of automatically extracting the corresponding feature values using the described
method. The ‘NLPos’ feature has the best precision while the ‘Apos’ feature has
the best recall value. The next section contains a detailed error analysis, discus-
sion of possible reasons for the low recall, and suggestions for how to improve
both precision and recall.

As mentioned previously, there does not exist any work related to automatic
linguistic feature extraction, which means we do not have any other system
to compare the proposed system’s performance with. Instead, we evaluate the
system performance against a baseline calculated for each feature on the basis
of the most frequent feature value in the entire Grambank database. As can be
noted, for four out of the five features, the proposed system was able to easily
beat the baseline precision values, the exception being the feature ‘AagrNum’.
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Table 3. Evaluation results

Feature Precision Recall F-score Baseline precision

Apos 0.76 0.40 0.52 0.41

NLpos 0.85 0.30 0.44 0.75

AagrNum 0.69 0.21 0.32 0.77

AagrGen 0.64 0.14 0.23 0.27

DefArticle 0.84 0.27 0.41 0.27

5 Error Analysis and Discussion

We did a detailed error analysis and found that there are three major sources of
errors: (1) debatable gold feature values; (2) pre-processing and semantic pars-
ing errors; (3) a grammar of one language including information about another
language.

In many of the erroneous cases, the output produced by the proposed system
actually seems reasonable. For example, for the feature Apos, the system deter-
mined the value to be ‘3-both’ based on the modifier argument usually in the
sentence ‘An attributive adjective usually precedes (comes before) the noun that
it modifies’ from the grammar of the Pulaar5 language. In the gold data, the
value is listed as ‘2-N-ANM’. Another similar case is in the grammar of the lan-
guage Pech,6 where it is stated that Both qualitative and quantitative adjectives
follow the nouns they modify; however, demonstrative adjectives precede nouns.
Based on this description the system determined the value to be ‘3-both’, but
in the gold standard, the human experts have determined the feature value to
be ‘2-N-ANM’. Similar cases were found for other features as well. Such cases
need to be investigated further. There are two possibilities: (1) either the feature
value in the gold standard is debatable (or wrong) – there are studies suggesting
that the accuracy of manually curated typological databases is not always 100%
and it may vary from 80 to 90% [4] – or (2) the information has been formulated
in a different or an indirect way in the grammar, which the system was unable
to extract. This needs to be further investigated. Whatever the reason may be,
one can use the system proposed in this study to do a kind of validation of the
gold data, which can be considered as an additional use-case of the system.

Sentence segmentation errors may propagate all the way from semantic parses
to the output produced by the proposed system. For example, consider the fol-
lowing sequence of sentences which was (erroneously) not segmented and passed
to the semantic parser as a single sentence:

An indefinite noun phrase negated by md may also be preceded by cdd “still, etc.”
5 or gad, as in : ma cad halib yirjac darrih md gad yahudi nasah muslim “milk
will not return to the breast” Z.12/51 “no Jew has advised a Muslim” Indefinite
adjectives are likewise negated by ma in predicand position (cf.

5 An Atlantic-Congo language spoken in Africa.
6 A Chibchan language spoken in Central America.
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In the resulting semantic parse, the predicate ‘precede’ was identified having
arguments (1) ARG0, which contained the string adjectives, and (2) ARG1,
which contained the string nouns. This caused the feature formulation algorithm
to return the wrong feature value ‘1-ANM-N’ (i.e. adjective precede nouns).

It also happens that a grammar contains information about other languages
than the main language being described, which may become a source of errors.
For example, consider the following sentence from the reference material of a
language called Tu: Numerals in Baonan may either precede or follow a head
noun. The sentence provides information about the language Baonan, but the
proposed system will extract and mark it for the language Tu. A solution to this
issue could be to identify the language name Baonan first, and then link the
extracted information to this language – a task that we leave for future work.

While the precision is relatively good, recall seems too low. We have identified
two probable reasons for this: (1) At times, the information about a particular
feature is presented indirectly in a descriptive grammar, which is easy for a
human to extract but difficult for the automatic system. For example, the gram-
mar may provide language examples with noun phrases containing adnominal
property words, which could be used by a human to find about the adjective–
noun order in a language, even in the absence of an explicit statement. Since the
current system does not extract such indirect information, this may contribute
towards a low recall. (2) Due to the small development data-set, it is very likely
that we could not find out all the ways and linked predicates (Table 2) which
might have been used to encode information about particular features. This, too,
can be a factor contributing towards low recall. With the availability of more
development data, we believe the system’s recall can be considerably improved.

6 Conclusions and Future Work

Given that the manual compilation and curation of typological databases
are very labor and time consuming7 enterprises, any assistance for doing it
(semi)automatically is a welcome addition. In a semi-automatic setting, such
a system can be used to get pointers to the relevant text segments which may
contain the required information. Once these have been pinpointed, it becomes
a lot easier to manually extract the feature values from language descriptions
which may be as long as a multi-volume book.

In this study, we have reported our experiments related to automatic extrac-
tion of linguistic features, and first measures of precision and recall. Since we
don’t have any other systems to compare our results with, we have shown
improvements over an expected value based baseline system.

The most urgent next step is to improve the recall. As mentioned above,
the recall can be improved given that we have more development data to find
other ways in which information about features could have been encoded. As
this depends on development and availability of more data, we have another
7 In a separate study we found that the average cost for a salaried student assistant
to extract one datapoint from a descriptive grammar is 1.53 EUR.
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possibility in mind, and that is to ask the assistants, who are working in our LSI
project, as well as in the Grambank or other typological database projects to
record the sentence(s) which they think contain the relevant information. Later,
the sentence structure and contents can be used to enhance the system’s ability
to automatically extract more information and hence to improve the system’s
recall. As a long term goal, we would like to extend the experiments to other
linguistic features (ideally to all of Grambank’s 195 linguistic features).
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Abstract. Spoken language is a phenomenon which is hard to be anno-
tated accurately. One of the most ambiguous tasks is to fill in the punc-
tuation marks into the spoken language transcription. Used punctuation
marks are often dependent on how annotators understand the transcrip-
tion content. This may differ as the spoken language often lacks clear
structure (inherent to written language) due to the utterance spontane-
ity or due to skipping between ideas.

Therefore we suspect that filling commas into the spoken language
transcription is a very ambiguous task with low inter-annotator agree-
ment (IAA). Low IAA also means that application of Gold Truth (GT)
annotations for automatic algorithm evaluation is questionable as already
discussed in [7,8].

In this paper we analyze the IAA within group of annotators and we
propose methods to increase it. We also propose and evaluate a refor-
mulation of classical GT annotations for cases with multiple annotations
available.

Keywords: Comma adding · Spoken language · Inter-annotator agree-
ment

1 Introduction

The task of adding commas into some text is addressed in many scenarios. One
kind of scenarios process various texts written by human (grammar checking,
automatic corrections [11]) while another scenarios process automatic transcrip-
tions made by speech-to-text (S2T) systems [3,9,10]. However both tasks have
the same goal, prepared and well-structured written language poses different
challenge than unprepared (and often discontinuous) spoken language. The dis-
continuity of transcription is usually caused by changes of topic, unclear borders
between ideas and other bad speaker habits. These differences between prepared
c© Springer International Publishing AG 2017
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and spontaneously created texts make it harder to add commas into the S2T
transcriptions. The inter-annotator agreement (IAA) becomes dependent not
only on annotators’ grammatical skills but also on how they interpret ambigui-
ties within the text.

The most common way to evaluate the accuracy of comma adding tools is
to compare them against some gold truth standard [6]. These standards are
often created by one expert annotator and therefore may be vulnerable to text-
content understanding errors. In order to evaluate the importance of the text-
content understanding and to estimate the accuracy of the gold truth (GT)
standard, we propose to gather multiple annotations of the texts and to compare
it in scenarios with different information available to the annotators (annotating
with/without audio recording). Such experimental setup enables us to evaluate
the inter-annotator agreement (IAA) and to assess how much can 1-annotator
GT differ from majority agreement. We also look for the best way to utilize the
available multiple annotations to create reasonable evaluation metrics.

Adding of punctuation for S2T system usually adds commas and full-stops.
In this paper we focus on text-based adding of commas. Full-stops are usually
added with usage of prosodic information [3,10] which is not the focus of this
paper.

In the next section we describe the setup of performed experiments (data,
annotators, annotation rules). Experiments are evaluated in the following Sect. 3.
Discussion and conclusions follow in Sects. 4 and 5.

2 Experimental Setup

For our experiments we prepared 2 sets of data1 (denoted X and Y ). Each set
consists of 125 radio Czech broadcast recordings. Data set X contains 11,590
words with 2,857 punctuation marks. Data set Y has 11,750 words with 2,734
punctuation marks. Every recording is approximately 30 s long and contains
utterance of a single speaker. Recordings were manually transcribed and pro-
vided with punctuation during works on NAKI project [10]. Speakers are radio
hosts, their guests and politicians.

The annotators were students of Czech, with specialization on computational
linguistics. There were 22 annotators. Each annotator worked independently on
others and his/her task was to add commas and full-stop marks into text. In the
end, they had to write a short report with their remarks.

Three different annotation scenarios were prepared. In all the experiments
annotators were asked to place commas and full-stops into the given text data
(full-stops after last word are excluded from the evaluation statistics). In the first
scenario (denoted noAudio noSlots) annotators had access only to the text data
and were allowed to place punctuation marks anywhere in the text (potential
positions of punctuation marks are called slots in this paper). In the second
scenario (Audio noSlots) annotators had access to the text data along with the

1 All the used data are accessible at http://nlp.ite.tul.cz/punctuation.

http://nlp.ite.tul.cz/punctuation
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original recording and were allowed to place punctuation marks anywhere in the
text. In the third scenario (noAudio Slots) annotators had only the text data
and were restricted to place (or not to place) the punctuation marks only into a
limited set of slots. These slots were chosen as slots used by annotators in scenario
noAudio noSlots. To enable a slot we demanded more than 4 punctuation marks
in the slot (from total of 22 annotators; slots with less marks were considered
to be singular errors). From 2,819 slots used by annotators 1,947 were enabled
for use (which discarded 2,269 marks from total of 39,123). This means that we
banned 30.9% of slots for annotation while discarding only 5.8% of annotated
punctuation marks from experiment noAudio noSlots.

The data set X was used in all scenarios in the following order:
noAudio noSlots, noAudio Slots, Audio noSlots with 2 months pause between
the first experiment and the rest. Data set Y was used only in the Audio noSlots
scenario, so we can verify that our annotators were not “over-fit” to repeat-
edly seen texts. The alignment of the annotated texts to the reference text was
provided by algorithm proposed in [2] which is able to handle many changes
annotators could make in the texts.

3 Results

Between each two consecutive words of the textual transcription a punctuation
mark can be placed. Such a position is called slot in the following paragraphs.
Our annotators were asked to use only commas and full-stops in the annotations.
Other marks (e.g. colons, question marks, quotes and dashes) were normalized
into these two categories. Hence when the annotations were aligned with the
reference text, each slot was assigned 3 numbers: comma count, full-stop count
and gap count. Its sum is obviously equal to the number of annotators in the
annotator group. If there was at least one punctuation mark placed in the slot,
we call it used slot.

3.1 Comparison of Inter-annotator Agreement

In this experiment we evaluated the Inter-Annotator Agreement (IAA) of all
proposed annotation scenarios. The IAA was compared via two metrics. The
first metric was the slot agreement (1) which shows us if the annotators place
punctuation marks into the same slots. The second one was the mark agreement
(2) which tells us if the annotators used the same punctuation mark (if they
chose the same ends of sentences). As 85% of all slots contained no punctuation,
we decided to evaluate the IAA only amongst the used slots. The maxagreement
stands for maximum count of punctuation that can be placed into the slot if all
annotators agreed the same solution.

slot agreement =
∑

(commasused slots + full stopsused slots)
max agreementused slots

(1)

mark agreement =
∑

max(commas, full stops)used slots

max agreementused slots
(2)
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Table 1. Inter-annotator agreement on slots and used punctuation marks

Data set X Data set Y

noAudio noSlots noAudio Slots Audio noSlots Audio noSlots

Slot agr. Mark agr. Slot agr. Mark agr. Slot agr. Mark agr. Slot agr. Mark agr.

A 74.10% 74.10% 97.67% 89.41% 77.88% 71.96% 76.46% 70.59%

B 74.42% 68.68% 97.04% 87.49% 76.59% 71.02% 74.87% 67.60%

C 76.24% 69.40% 98.69% 87.12% 76.24% 68.54% 76.81% 69.31%

D 77.33% 70.88% 98.42% 89.66% 81.04% 75.00% 77.32% 70.49%

3.2 Majority and Proportional References

We had access to multiple annotations of the same text data. Thus it was rea-
sonable to define accuracy metrics using all those annotations. In this paper we
proposed two variations of accuracy metric. Both can be defined via (3) where
formula components have following meaning: slots determines if we operate over
all slots of the text or only over used slots (as explained above), slot count is the
number of slots in the text (in case of evaluating multiple results it is multiplied
by the number of annotators), mark stands for any punctuation mark that can
be put in the slot (none mark included), weight is accuracy score assigned to the
mark in concrete slot and count means how many punctuation marks of given
type were found in the slot.

The first proposed accuracy definition (ACCMAJ) simulated the 1-annotator
gold-truth approach (ACCGT). This means that for every slot we chose the most
frequent punctuation mark and set its weight to 1 while other weights were
set to 0. The second variant (ACCPROP) computed the weights of punctuation
marks proportionally to number of annotators who used them. The weights were
normalized so that the most frequent mark (with count p max) had weight 1,
others used weight = count/p max. This ensured that the ACCPROP values were
from range <0; 1> and enabled to take less-often punctuation into account with
some reasonable weight.

(3)

Table 2 evaluates the agreement between the original 1-annotator gold-truth
and the multi-annotator reference. We also show the impact of evaluating all
versus used-only slots in the evaluation. Used slots are chosen according to multi-
annotator reference.

3.3 Comparison of Automatic Comma-Adding Tools by Available
Reference Annotations

In this experiment we compared two automatic comma-adding tools so we could
evaluate the impact of different annotations. All the annotations were made



124 M. Boháč et al.

Table 2. Comma agreement between 1-annotator gold-truth and proposed annotation
scenarios

Used slots All slots

ACCMAJ ACCPROP ACCMAJ ACCPROP

noAudio noSlots; data X 88.88% 83.30% 93.66% 95.58%

noAudio Slots; data X 84.39% 74.61% 93.67% 94.80%

Audio noSlots; data X 87.41% 84.11% 94.30% 95.95%

Audio noSlots; data Y 90.35% 84.91% 94.35% 95.94%

Table 3. Automatic comma-adding tools compared by different references

Used slots All slots

ACCGT ACCMAJ ACCPROP ACCGT ACCMAJ ACCPROP

SET; data X 54.98% 59.64% 74.21% 90.09% 91.28% 93.45%

FST; data X 53.58% 57.35% 72.78% 90.00% 90.97% 93.18%

under similar circumstances - annotators had access to both text data and audio
recordings. Accuracy and experiment labels were already established in Sect. 3.2.

First compared tool was SET [4,5]. The second tool was denoted as FST [1].
Both systems take plain text data as input and employ no acoustic information.
Comparison of results is shown in Table 3.

3.4 Inter-annotator Agreement on Slots Marked by Automatic
Systems

Computers (nowadays) are not able to understand human language. Nevertheless
they are able to add commas into the text. Hence we suppose some slots are
correctly processed using some lower-level features (i.e. word N-grams). Our
hypothesis states that slots labeled by computer should have higher IAA than
the slots computers can’t mark. To evaluate this hypothesis we used SET and
FST tools to split slots into two groups. The first group are slots marked by
corresponding automatic tool (easy to find). The second group contains slots
computers could not mark but at least one annotator did (probably dependent
on text understanding).

As both tools use only text information we compare the annotator agreement
with noSlots noAudio scenario. Texts were annotated by all 22 annotators so
maximum agreement was 22 and minimal was 0 (false detections of automatic
system). The results are shown in Figs. 1 and 2. The horizontal axes shows how
many annotators agreed on slots. The vertical axes represent the number of slots
with corresponding annotators’ agreement. Every column of the figures is split to
two parts. The black part represents slots marked by computer systems, the gray
one represents slots marked only by annotators. For example, the second column
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in Fig. 1 means that 21 of 22 annotators agreed on 204 slots and automatic system
was able to detect 150 of these slots.

4 Discussion

4.1 Annotators’ Remarks

After annotators finished all punctuation scenarios, they were asked to write
short comment about the task. In the following paragraphs we summarize their
remarks.

Adding punctuation is often ambiguous for two main reasons. First, some
punctuation usage is dependent on annotator’s understanding to the given text
(which is not always clear). Second, it is often unclear if a slot starts new sen-
tence or embedded sentence. On the other hand, some subordinate conjunctions
suggest to use commas automatically (without any analysis of text structure).

Annotators also reported differences between written and spoken language
that complicated their task. Filler words and speech discontinuities (repetitions)
were hard to annotate as well as identification of direct speech. Reference texts
also contained some amount of inaccuracies - typing errors and reformulations
of speech discontinuities.

Annotators were sometimes missing allowed slot in certain positions in
the noAudio Slots scenario. Adding punctuation with audio recording available
(Audio noSlot scenario) was easier. However some speakers had very vague into-
nation. Especially utterances by politicians were hard to understand and anno-
tate in contrast with radio hosts whose utterances were well pronounced (and
probably prepared).

Fig. 1. Annotators’ agreement on slots marked by FST system
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Fig. 2. Annotators’ agreement on slots marked by SET system

4.2 Discussion About Performed Experiments

In the first experiment (Sect. 3.1) we evaluated the impact of different annotation
scenarios on the inter-annotator agreement. Table 1 shows that audio recordings
slightly increase IAA (by decreasing the ambiguity of the text interpretation).
At the same time we have to admit that this impact is much smaller than we
anticipated. Audio recording allowed annotators to process the recordings faster
as the meaning of text was clear to them. The results for data set Y prove that
annotators did not over-fit to repeatedly annotated data. The scenario which
reduces the number of punctuation slots greatly increases the IAA on used slots
however its effect on the choice of punctuation marks is smaller (it does not help
to disambiguate the text meaning).

Second experiment (Sect. 3.2) evaluates the agreement between 1-annotator
gold truth annotation and multi-annotator references. Both scenarios that
allowed annotators to use any slots (noAudio noSlots and Audio noSlots) report
very similar results (as can be seen in Table 2). In 3 of 4 cases the Audio noSlots
shows better agreement with audio-supported 1-annotator gold truth than the
noAudio noSlots scenario (audio recording helps to increase the IAA). The sce-
nario with limited set of slots (noAudio Slots) seems to be very volatile to cases
when evaluated annotation uses forbidden slots. This result suggests that our
strategy of limiting slots was too strict.

In Sect. 3.3 we use single and multiple-annotator references to compare the
performance of two comma-adding tools. We can estimate how much the results
vary, i.e. how reliable is one-annotator reference. Table 3 shows that by all com-
parisons the SET system slightly outperforms the FST system. In the most
varying comparison the relative error was 8%.

Our last experiment showed that it is easier to place commas in some slots
(mostly marked by automatic systems). These slots have higher inter-annotator
agreement than the slots marked only by annotators (which are dependent on
understanding the annotated text).



Inter-Annotator Agreement on Commas 127

5 Conclusions

Annotators reported that some slots are easy for annotation - they use commas
“automatically” with high inter-annotator agreement (IAA). Another group of
slots is very ambiguous (as is shown in Sect. 3.4). Audio recordings partly help
to resolve this ambiguity (as is shown by higher IAA in Table 1). If the speaker is
well trained and his utterance is prepared (e.g. broadcast host has a prepared set
of questions) the utterance is easy for annotation. Annotation is more challenging
(and data proves lower IAA) when the speaker is not prepared, utterance is
spontaneous or intentionally unclear (e.g. politicians).

The impact of audio recordings seems to be small which is caused by the
following statistics: 88% of all slots are never used by annotators, approx. 6.8%
of slots are “added automatically” with high IAA and only the remaining 5.2% of
slots are ambiguous for annotators. The percentage of ambiguous slots explains
why the audio recording has such small impact on IAA.

In the noAudio Slots annotation scenario we tried to increase IAA by forcing
annotators to use limited set of slots. The IAA increased but annotators reported
“missing slots” they wanted to use. The evaluation via this reference shows that
our slot-reducing strategy was too restrictive, so this approach does not provide
suitable references.

Despite our expectations, 1-annotator gold-truth references proved high
agreement with multi-annotator references. This can be explained by relatively
small number of slots which contain ambiguous punctuation (approx. 5.2%)
in which annotators most often disagree. The most important prerequisites to
obtain high quality annotations are annotators’ knowledge of grammar and well
prepared annotation manuals. Special focus must be paid to such phenomena as
filler words, speech discontinuities (repetitions, hesitation) and speaker’s auto-
corrections which are inherent to spoken language.
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1. Boháč, M., Blavka, K., Kuchařová, M., Škodová, S.: Post-processing of the recog-
nized speech for web presentation of large audio archive. In: 2012 35th International
Conference on Telecommunications and Signal Processing (TSP), pp. 441–445, July
2012
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vané lingvistiky-Studies in Applied Linguistics 5(2), 48–66 (2014)

http://dx.doi.org/10.1007/978-3-319-10816-2_38
http://dx.doi.org/10.1007/978-3-319-45510-5_33
http://dx.doi.org/10.1007/978-3-319-45510-5_33
http://dx.doi.org/10.1007/978-3-540-74628-7_45


PDTSC 2.0 - Spoken Corpus with Rich
Multi-layer Structural Annotation
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Abstract. We present a richly annotated spoken language resource, the
Prague Dependency Treebank of Spoken Czech 2.0, the primary purpose
of which is to serve for speech-related NLP tasks. The treebank features
several novel annotation schemas close to the audio and transcript, and
the morphological, syntactic and semantic annotation corresponds to the
family of Prague Dependency Treebanks; it could thus be used also for lin-
guistic studies, including comparative studies regarding text and speech.
The most unique and novel feature is our approach to syntactic annota-
tion, which differs from other similar corpora such as Treebank-3 [8] in
that it does not attempt to impose syntactic structure over input, but it
includes one more layer which edits the literal transcript to fluent Czech
while keeping the original transcript explicitly aligned with the edited ver-
sion. This allows the morphological, syntactic and semantic annotation to
be deterministically and fully mapped back to the transcript and audio. It
brings new possibilities for modeling morphology, syntax and semantics in
spoken language – either at the original transcript with mapped annota-
tion, or at the new layer after (automatic) editing. The corpus is publicly
and freely available.

Keywords: Speech · Spoken corpus · Syntax · Semantics · Coreference ·
Treebank · Annotation

1 Introduction

Spontaneous speech breaks many rules by which written texts are constituted.
Despite most spontaneous oral communications not meeting the basic written-
text standards, the mutual understanding among humans does usually not get
harmed. Posing no problem for humans, spontaneous speech is yet very difficult
to handle for machines. POS taggers, parsers and semantic analyzers trained
on written texts cannot cope with the morphological and syntactic irregularities
typical of spontaneous speech. In this paper, we describe the (manually built)
Prague Dependency Treebank of Spoken Czech 2.0 aimed at automatic recogni-
tion of spontaneous speech and its “understanding”. We present our annotation
scheme – which includes a speech “reconstruction” layer – above a corpus of
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 129–137, 2017.
DOI: 10.1007/978-3-319-64206-2 15
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spontaneous dialogs. The reconstruction layer enables standard structural anno-
tation, while linking the original transcript to syntax and semantics as well.
The overall scheme conforms to the complex PDT-style annotation scenario
that spans from linear text to dependency based syntax and semantics. The
annotation scheme and the internal linking allows for future machine learning
experiments using either the reconstruction layer or directly the combined links
across layers.

2 Related Work

There is a wide range of corpora with disfluency annotation and subsequent
syntax annotation, e.g., Switchboard corpus in Treebank-3 [8], Childes Data-
base [18], the treebank of English, German, and Japanese created within the
Verbmobil project [7], Corpus Gesproken Nederlands [19], or Treebank of Spo-
ken French [2]. All these projects aim at identifying and labeling segments of the
original audio (and transcript) for the chosen disfluencies. However, this style
of disfluency annotation (consisting only in identifying and labeling spoken phe-
nomena) cannot, in general, arrive at grammatical, fluent and understandable
text readable for the human readers as well as appropriate for subsequent man-
ual syntactic annotation or automatic processing. The development of a robust
speech understanding pipeline requires not only a knowledge of what is a disflu-
ency and where the disfluencies occur in an annotated spoken language corpus,
but also how to understand them (cf. Sect. 4.1).

3 Prague Dependency Treebank of Spoken Czech

PDTSC 2.01 is a new release of Prague Dependency Treebank of Spoken Czech. It
is a corpus of spoken language, consisting of 742,257 tokens and 73,835 sentences,
representing 6,174 min (over 100 h) of spontaneous dialogs. The dialogs have been
recorded, transcribed and edited in several interlinked layers: audio recordings,
automatic and manual transcripts and manually reconstructed text. These layers
along with morphological annotation were part of the first version of the corpus
(PDTSC 1.02; [3]). Version 2.0 is extended by annotation at the dependency
syntax layer and the “deep” syntax layer, which contains semantic roles and
relations as well as annotation of coreference. PDTSC 2.0 is freely and publicly
available. Table 1 shows the inclusion and status of layers of annotation in both
versions of the corpus.

3.1 The Data

PDTSC recordings consist of two parts covering two types of dialogs; both parts
contain mostly colloquial Czech, even though some people spoke close to the
1 http://ufal.mff.cuni.cz/pdtsc2.0.
2 http://ufal.mff.cuni.cz/pdtsc1.0/en/index.html.

http://ufal.mff.cuni.cz/pdtsc2.0
http://ufal.mff.cuni.cz/pdtsc1.0/en/index.html
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Table 1. Annotation in PDTSC 1.0 and PDTSC 2.0

P
D
T
SC

2.
0

t-layer
Coreference manually

Deep Syntax Annotation manually
a-layer Dependency Syntax Parsing automatically

P
D
T
SC

1.
0 m-layer

Tagging and Lemmatization automatically
Speech Reconstruction manually

w-layer Transcript manually
z-layer Speech Recognition automatically

Audio

standard. First, it contains a part of the Czech portion of the Malach project
corpus, i.e., lightly moderated interviews (testimonies) with Holocaust survivors,
originally recorded by the Shoa Visual History Foundation.3 The second part of
the corpus consists of dialogs recorded for the Companions project.4 The domain
is also personal memories, but in a Wizard-of-Oz setting where the two dialog
participants chat over a collection of personal photographs. The goal of this
project was to create virtual companions that would be able to have a natural
conversation with humans. Domain-identical dialogs were created also in English
(corpus PDTSE 1.05), allowing comparison with the Czech data, even if the
English data have not yet been upgraded to version 2.0.

The markup used in PDTSC 2.0 is the language-independent Prague Markup
Language (PML), which is an XML subset customized for multi-layered linguistic
annotation [16].

4 Layers of Annotation

PDTSC 2.0 is a treebank from the family of PDT-style corpora developed in
Prague (for more information, see [4]). The main features of this annotation
style are:

– based on a well-developed dependency syntax theory which is known as the
Functional Generative Description [20],

– interlinked hierarchical layers of standoff annotation,
– “deep” syntax layer.

PDTSC differs from other PDT-style corpora mainly in the “spoken” part of the
corpus. The layers stack starting at the external base layer with audio files (in
the Vorbis format). The bottom layer of the corpus (z-layer) contains automatic
speech recognition output synchronized to audio. The next layer, w-layer, con-
tains manual transcript of the audio, i.e. everything the speaker has said includ-
ing all slips of the tongue as well as non-speech events like coughing, laugh, etc.

3 http://sfi.usc.edu/collections/holocaust.
4 http://companions-project.org.
5 http://ufal.mff.cuni.cz/pdtse1.0/en/index.html.

http://sfi.usc.edu/collections/holocaust
http://companions-project.org
http://ufal.mff.cuni.cz/pdtse1.0/en/index.html
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W-layer is synchronized to the automatic transcript and through it thus to the
original audio. The subsequent m-layer contains a manually “reconstructed”,
i.e. edited, grammatically corrected version of the transcript, including punctua-
tion and assumed sentence boundaries. The reconstructed tokens are automati-
cally morphologically tagged and lemmatized. From this point on, annotation on
the upper layers is the same as in the other PDT-style corpora. The dependency
syntax layer (a-layer) is parsed automatically, while the “deep” syntax layer
(t-layer) is annotated manually. There is a one-to-one correspondence between
the tokens at the m-layer and the nodes at the a-layer. The syntactic dependen-
cies are provided with dependency relations (e.g., Subject or Adverbial). The t-
layer, which is also a tree-shaped graph (with content words only), is the highest
and most complex linguistic representation that combines syntax and semantics
in the form of semantic labeling, coreference annotation and argument structure
description based on a valency lexicon.

In order not to lose any piece of the original information, tokens (nodes) on a
lower layer are explicitly referenced from the corresponding closest (immediately
higher) layer. These links allow for tracing every unit of annotation all the way
down to the original audio and transcript, with the exception of reconstructed

Fig. 1. Layers of annotation in PDTSC 2.0 (demonstrated on a English sentence That’s
Ricky and Johnnie in that picture.; audio not shown.)



PDTSC 2.0 133

ellipsis, which might only point in between audio segments. Figure 1 shows the
relations between the layers as annotated and represented in the data.

In the following subsections, the manual annotation of the most important
corpus parts (i.e., speech reconstruction and deep syntax annotation) is shortly
described.

4.1 Spontaneous Speech Reconstruction

Spontaneous speech is “ungrammatical”, full of a class of phenomena called dis-
fluencies, such as false starts, repetitions, fillers, ellipses, etc. These phenomena
cause problems for any subsequent processing. The purpose of speech reconstruc-
tion as defined in the present work is to “translate” the input spontaneous speech
to a written text, before it is tagged and parsed. The transcript is segmented into
sentence-like segments and these segments are edited to meet written-text stan-
dards, which means cleansing the text from the discourse-irrelevant and content-
less material (superfluous connectives and deictic words, false starts, repetitions,
etc. are removed) and re-chunking and re-building the original segments into
grammatical sentences with acceptable word order and proper morpho-syntactic
relations between words. The annotators are thus simulating the work of, e.g.,
magazine editors when preparing recorded interviews to appear in printed form.
There are two basic annotation principles they have to follow:

A. The Content-Preservation Principle: the modifications of the origi-
nal transcript may not affect the content.

B. The Minimal Modification Principle: modifications are only per-
formed when it is necessary to follow written-text standards.

The annotators are also required to correctly link the reconstructed text
tokens to the original transcription (which is, of course, then linked implic-
itly by using the synchronization marks to both the automatically recognized
audio (z-layer) and to the audio itself). Even though the rules are relatively
simple, certain conventions had to be introduced:

– source deletions: not linked (implicit links only based on order),
– word and punctuation insertions: not linked (implicit links as above),
– word substitution changes: linked to the source tokens that are the ones edited

(and most similar in case of ambiguity),
– no change (identity between source and annotation): links to the source token,
– the reconstructed sentence (segment) boundaries (begin, end) are mapped

onto the raw-transcript segments. These two links indicate the span of tran-
script that was used as the input for the given reconstructed sentence.

– word order changes are not labeled since they are deterministically extractable
from the (crossing) links.

An example of linking the reconstructed text to original transcript is depicted
in Fig. 1 (links between the M-layer and W-layer).

Manual annotation of speech reconstruction was the crucial part of the first
version of the corpus. The annotation is described in more detail in [3] and the
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guidelines are also specified in the annotation manual [9]. PDTSC annotation
scheme of speech reconstruction has been developed in parallel (and often in
cooperation) with Fitzgerald and Jelinek [1].

4.2 Deep Syntax and Coreference Annotation

One of the important distinctive features of the PDT-style annotation is the
fact that in addition to the morphological and syntactic (dependency) layer, it
includes complex semantically based annotation on the highest annotation layer
(t-layer).

On the t-layer, every sentence is represented as a rooted tree with labeled
nodes and edges. The tree reflects the underlying dependency structure of
the sentence. The nodes stand for content words only. Unlike at the a-layer, not
all the original tokens from the edited transcript (or, in the case of text, all the
word tokens) are represented at the t-layer as nodes. Function words (preposi-
tions, auxiliary verbs, etc.) do not have nodes of their own, but their contribution
to the meaning of the sentence is not lost – several attributes are attached to
the t-nodes the values of which represent such a contribution (e.g. tense for
verbs). Some of the t-nodes do not correspond to any morphological token; they
are added in case of surface deletions (ellipses). The types of the (semantic)
dependency relations are represented by the “functor” attribute attached to all
t-nodes.

The core ingredient in the annotation of the t-layer is valency (the theoreti-
cal description of the valency theory as developed in the framework of Functional
Generative Description is summarized mainly in [17]). The valency criterion
divides functors into the argument functors and adjunct functors. There are five
arguments: Actor (ACT), Patient (PAT), Addressee (ADDR), Origin (ORIG) and
Effect (EFF). In addition, we distinguish about 50 types of adjuncts (temporal,
local, casual, etc.). The valency lexicon that all the PDT-family corpora use,
PDT-Vallex [6,21], was built in parallel with the annotation of sentences and it
has been used for consistent annotation of valency modifications in the anno-
tated sentences. The t-layer annotation of PDTSC extended PDT-Vallex with
approximately 1,500 new lemmas and 2,500 new valency frames [14].

The PDTSC 2.0 also captures grammatical and textual coreference rela-
tions. Grammatical coreference is based on language-specific grammatical rules,
whereas to resolve textual coreference, the context knowledge is needed. Textual
coreference annotation is based on the “chain principle”, the anaphoric entity
always referring to the last preceding coreferential antecedent. Coreference rela-
tions are technically part of the t-layer.

Annotation principles used at the t-layer and the annotation guidelines are
described in the annotation manuals [10,11]. Compared to the anchoring original
project of Prague Dependency Treebank6 [5], the t-layer annotation in PDTSC
2.0 is slightly simplified; e.g., it does not contain information structure annota-
tion (topic-focus).

6 http://ufal.mff.cuni.cz/prague-dependency-treebank.

http://ufal.mff.cuni.cz/prague-dependency-treebank
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5 Annotation Quality Checking (Inter-annotator
Agreement)

There are many ways to produce correct written text from a literal transcript.
To capture this fact, we provide multiple parallel annotations for each transcript,
but we do not unify the individual annotation streams. We believe that it will
lead to more possibilities of training and evaluation of any tools that might
be developed using such data, in a similar vein to the way multiple reference
translations are used for automatic machine translation evaluation (more about
speech reconstruction quality checking see in [3]).

A multiple parallel annotation of the same data becomes impossible (with
regard to time and work) if the treebank is large and the annotated information
is complex. For measuring an inter-annotator agreement (IAA) of deep syntax
annotation, only a subset of the data was annotated in parallel. Since there is no
“golden” annotation, we measure the agreement of all the pairs of annotators.
A system of automatic quality checking of the annotated data was developed as
well (see [12]). For more detailed account how the IAA for deep syntax annota-
tion and for coreference relations are measured, see [13] and [15]. Table 2 shows
average values of IAA measurements for deep syntax annotation and for textual
coreference relations. Problems of low inter-annotator agreement and ambiguity
in annotation of coreference relations are also described in [15].

Table 2. IAA in deep syntax annotation and coreference relations

Syntax Annot1 Annot2 Annot3 Annot4

Annot1 - 98.7 98.4 98.6

Annot2 98.7 - 98.4 98.5

Annot3 98.4 98.4 - 98.4

Annot4 98.6 98.5 98.4 -

Coreference Annot1 Annot2 Annot3 Annot4

Annot1 - 87.5 - 87.0

Annot2 87.5 - 86.8 -

Annot3 - 86.8 - 89.5

Annot4 87.0 - 89.5 -

6 Conclusion: What Is the Data Good For?

With the release of PDTSC 2.0, we have to a large extent closed the gap between
the full annotation of the Prague Dependency Treebank (which is a written text-
based corpus) and the Prague spoken dialog corpus, the PDTSC. We are not
aware of any other spoken language corpus that would have both the “disflu-
encies” marked and a full annotation of syntax and semantics. In addition, we



136 M. Mikulová et al.

have kept the unique “reconstruction” layer of annotation, which allows different
views of and annotation mapping onto the original data: either the annotation
can be mapped all the way to audio (or its automatic or manual transcripts),
getting the usual style of speech corpora annotation with syntax built over the
original transcript, or one might attempt to use the reconstruction layer - for
example, one can perform the reconstruction step directly, using the upper layer
annotation possibly only as a “hidden” layer (or not at all). Either way, we hope
that this resource can help build automatic speech understanding and dialog
systems.

As with similar projects, this release is a step towards bigger corpora, with
more manual annotation. The PDTSC 2.0 will be also extended in the future,
most notably by manual annotation on the m- and a-layers, and will become
part of a consolidated Prague Dependency Treebanks release in 2018, which will
contain four different treebanks of Czech, uniformly annotated using the scheme
described in part here, with data coming from text, speech and internet sources.
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In: Handbook on Linguistic Annotation, Volume II, pp. 555–594. Springer, Dor-
drecht (2017)
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Abstract. In this paper we explore the possibilities of hidden Markov
model based automatic phonetic segmentation with the Kaldi toolkit. We
compare the Kaldi toolkit and the Hidden Markov Model Toolkit (HTK)
in terms of segmentation accuracy. The well-tuned HTK-based phonetic
segmentation framework was taken as the baseline and compared to a
newly proposed segmentation framework built from the default examples
and recipes available in the Kaldi repository. Since the segmentation
accuracy of the HTK-based system was significantly higher than that
of the Kaldi-based system, the default Kaldi setting was modified with
respect to pause model topology, the way of generating phonetic ques-
tions for clustering, and the number of Gaussian mixtures used during
modeling. The modified Kaldi-based system achieved results comparable
to those obtained by HTK—slightly worse for small segmentation errors
but better for gross segmentation errors. We also confirmed that, for
both toolkits, the standard three-state left-to-right model topology was
significantly outperformed by a modified five-state left-to-right topology,
especially with respect to small segmentation errors.

Keywords: Automatic phonetic segmentation · HTK · Kaldi · Hidden
Markov models

1 Introduction

Phonetic segmentation is a process of detecting boundaries between phones in
the speech signal. The knowledge of these boundaries is beneficial in a variety of
speech processing algorithms and applications, especially in those which use the
speech signal directly. Such algorithms (e.g. concatenative speech synthesis) rely
on the precise placement of boundaries between phones or other phonetic units
[6]. In addition, various speech corpora intended e.g. for spoken term detection
[15] or speech understanding [17] exploit this information for indexing their con-
tent on the phonetic level. In today’s world of big data and large speech corpora,
the automation of the phonetic segmentation process is very important.
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The most successful approaches to the automatic phonetic segmentation are
based on hidden Markov models (HMMs), a statistical framework adopted from
the area of automatic speech recognition. However, instead of the recognition, so-
called forced alignment is performed to find the best alignment between phone-
level HMMs and the corresponding speech data, producing a set of boundaries
which delimit speech segments belonging to each HMM.

For decades, the Hidden Markov Model Toolkit (HTK) [19] has been used for
building and manipulating HMMs in the context of speech modeling, recognition,
segmentation, and with some extension also for speech synthesis [20]. Although
HTK is still perfectly usable today, it is considered rather obsolete. Therefore,
another toolkit, Kaldi [14], is getting much more attention and popularity these
days. This is also due to its supportive community—Kaldi is used and devel-
oped by researchers all over the world. As a result, Kaldi supports many mod-
ern speech-processing and feature-extraction techniques, and it contains many
“recipes” for advanced training and manipulation of speech models which would
be (if at all) difficult to implement in HTK. Although Kaldi is intended mainly
for speech recognition [12,14], some experiments to use it for the purposes of
speech synthesis has been presented recently [1,13]. However, the application of
Kaldi for automatic phonetic segmentation has not been researched so much [11].

In this paper we explore the possibilities of hidden Markov model based auto-
matic phonetic segmentation with the Kaldi toolkit. We compare Kaldi- and
HTK-based phonetic segmentation systems in terms of segmentation accuracy.
The well-tuned HTK-based phonetic segmentation framework that we tradi-
tionally use to segment speech is taken as the baseline and compared to a newly
proposed segmentation framework built from the default examples and recipes
available in the Kaldi repository. Such a default setting of the Kaldi toolkit
would probably be adopted by a newcomer to Kaldi. Later, we will modify the
default Kaldi setting in order to achieve better segmentation results. Although
there are many aspects that can affect the performance of the HMM-based pho-
netic segmentation such as the usage of context-independent (monophone) [4,18],
context-dependent (triphone) models or their combination [6], HMM initializa-
tion and training strategies [2,6,18], number of Gaussian mixtures used during
modeling [8,18], feature extraction schemes [6], etc., we will focus on the follow-
ing parameters: HMM topology (for both pause and non-pausal models), the way
of generating phonetic questions to cluster contextually similar model states, and
the number of Gaussian mixtures used during modeling. Since the Kaldi toolkit
currently does not support to bootstrap HMMs with manually-aligned speech
data (so-called bootstrap initialization), HMMs in all experiments described here
were initialized uniformly using the flat-start initialization scheme [19].

2 Speech Data Description

For our experiments, we used a Czech phonetically and prosodically rich speech
corpus designed primarily for the purposes of unit selection based speech syn-
thesis [3,9]. The utterances in the corpus were carefully selected [5], spoken by a
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Fig. 1. Various pause models topologies: the default configuration used in HTK (a),
the default one-pause model in Kaldi (b), and some combinations of these models (c)
and (d). SIL and SP are modifications of the default HTK pause models.

professional male speaker in an anechoic chamber, recording at 16-bit precision
with 48 kHz sampling frequency (later down-sampled to 16 kHz) and carefully
annotated on the orthographic and phonetic levels. Phonetic transcripts for all
utterances plus some manual segmentations from a phonetic expert were avail-
able. In order to train the segmentation systems examined in this paper, a feature
vector was computed for each frame of the length l = 25 ms with a step s = 6 ms
using 12 mel-frequency cepstral coefficients (MFCCs), log energy, and their delta
and delta-delta coefficients (39 coefficients for each frame in total).

The corpus consists of 12,242 utterances (approx. 18 h of speech excluding
pauses, 675,809 phone boundaries in total), 90 of them were segmented manually
(approx. 12 min, 7,789 phone boundaries in total). As mentioned above, the
manually segmented boundaries were not used for HMM initialization; they were
used for evaluation purposes only.

3 Experiments and Results

In this section, we describe experiments with the automatic phonetic segmenta-
tion using the Kaldi toolkit and compare them with the well-established HTK-
based segmentation framework. Firstly, experiments were made with the default
Kaldi toolkit setting. Then, various modifications of the default setting were
examined.

3.1 Parameters Under Consideration

In the comparison, we focused on the following parameters which were found to
have an impact on the segmentation accuracy:

– Pause models. The pause models typically differentiate between long silence
(SIL) and short pause (SP) and their various configurations (see Fig. 1).
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Fig. 2. Standard three-state left-to-right (a) and modified five-state left-to-right HMM
topology (inspired by [16]).

Table 1. Parameters of the default and modified Kaldi settings and of the tuned HTK
setting.

Setting Kaldi-default Kaldi-modif HTK-tuned

Pauses SILK SIL+SP SILH+SPH

Questions AUT AUT+EXP EXP

Mixtures M1k+T10k M4+T1 M4+T1

– Questions for generating decision trees. Questions are used to cluster
HMM states of similar phonetic contexts. Two ways of the question creation
were examined: automatic (AUT, the default option in Kaldi) and man-
ual expert-based (EXP, the only option in HTK), plus their combination
(AUT+EXP).

– Number of Gaussian mixtures. The number of Gaussian mixtures to
model output probability density function of each HMM state were exam-
ined both for monophone (M) and triphone (T) models: M4 (4 mixtures),
M1k (1,000 mixtures), T1 (1 mixture), T10k (10,000 mixtures).

For non-pausal models, standard three-state left-to-right model topology (shown
in Fig. 2a) often used for speech modeling was mostly employed. The various
settings of the parameters are described in Table 1.

For both toolkits, the resulting boundaries were shifted by l−s
2 to the right

to compensate for the shift imposed by the feature computation scheme [7] (l is
the length of frames and s is the step used during the feature extraction).

3.2 Default Kaldi Setting vs. Tuned HTK Setting

Our first experiments concerned a comparison of the default Kaldi setting, set
up according to available examples and recipes in the Kaldi repository, with
the well-tuned HTK setting which was used to segment a speech corpus for
unit-selection speech synthesis [6]. The motivation for this comparison was to
find out what segmentation accuracy can be reached by a newcomer to Kaldi in
comparison to the well-established HTK-based segmentation scheme.

The comparison is shown in Fig. 4 (the Kaldi-default and HTK-tuned bars).
For the performance evaluation, percentage of boundaries deviating less than
the given tolerance time region from the manually determined boundaries were
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taken into account. In our case, tolerance regions of 10 ms (corresponding to small
segmentation errors), 20 ms and 30 ms (corresponding to grosser segmentation
errors) were employed. As can be seen, the tuned HTK setting significantly
outperforms the default Kaldi setting with respect to small segmentation errors.
As for grosser segmentation errors, the differences between the toolkits tend to
disappear.

3.3 Modifications to the Default Kaldi Setting

Pause models. In the default Kaldi setting, a single pause model SILK shown
in Fig. 1b is used to model all pauses. On the other hand, HTK typically differ-
entiate between two pause models—long pause (SILH), which is typically used
to model longer sentence leading and trailing pauses, and short pause (SPH),
which is used to model shorter sentence internal pauses (the exact topology of
these pause models is shown in Fig. 1a). Therefore, we experimented with sev-
eral pause models in Kaldi as well. The model topologies under consideration are
shown in Fig. 1. Note that the SPH model cannot be used because Kaldi does
not support model skipping. Instead, the SP model from Fig. 1c was used. The
comparison of the pause models is shown in Fig. 3a. The models SIL+SP yield
slightly better results than the others. The worst performance was obtained for
SILK, the default pause model in Kaldi.

Questions for generating decision trees. Simply said, decision trees are
used to cluster model states with similar phonetic contexts. Thus, decision trees
make the modeling more robust. The decision trees are typically built using
questions on the immediate phonetic context of each phone model. The two
ways of question creation and their combination were described in Sect. 3.1. The
results shown in Fig. 3b suggest that the combination of hand-crafted and auto-
matically generated questions performs best, especially with respect to smaller
segmentation errors.

Number of Gaussian mixtures. We also explored the impact of the number
of Gaussian mixtures to model output probability density function of each HMM
state on the segmentation accuracy. The configurations under examination were
described in Sect. 3.1. The results in Fig. 3c show that the combination M4+T1
(which is actually the setting we currently use in HTK-based segmentation)
performs best. The worst results were obtained for the combination M1k+T10k
which is usually the default option in Kaldi.

HMM topology modification. Another modification (this time both to the
Kaldi and HTK settings) concerned the topology of non-pausal HMMs. Whereas
the original configuration consisted in standard three-state left-to-right topology
(see Fig. 2a), the modified HMM topology duplicates lateral states but it also
restricts the number of frames a lateral state can occupy. This is achieved by
keeping the emission model shared between the lateral states, and replacing the
self-transition loop by a transition to the next state (see Fig. 2b). Such five-
state left-to-right topology was shown to be effective in duration controlling,
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Fig. 3. Comparison of various modifications made to the default Kaldi setting: pause
model topology modification (a), the way of decision-tree questions creation (b), the
different number of Gaussian mixtures for monophone and triphone models (c), and
non-pausal model topology modification both to the Kaldi and HTK systems (d).

reducing the dominance of one phone’s lateral state over the other’s [10,16].
Indeed, the results on our speech data confirm that the modified HMM topology
(M) significantly outperforms the standard three-state left-to-right topology (S),
especially with respect to small segmentation errors. This is true for both Kaldi-
and HTK-based segmentation systems. Slightly better results were obtained for
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Fig. 4. Comparison of the default and modified Kaldi setting with the tuned HTK
setting.

the Kaldi-based system (see Fig. 3d where S stands for the standard topology
and M for the modified topology).

3.4 Modified Kaldi Setting vs. Tuned HTK Setting

In this experiment, we compared the modified Kaldi setting with the well-tuned
HTK setting. The tuned HTK setting was the same as in the previous experi-
ments. The modified Kaldi setting was based on the best results from the exper-
iments described in Sect. 3.3, see Table 1. The standard three-state left-to-right
topology of non-pausal models was used in this experiment.

As can be seen in Fig. 4b (the Kaldi-modif and HTK-tuned bars) the modi-
fied Kaldi system reaches almost the same segmentation accuracy as the tuned
HTK system—slightly worse for small segmentation errors but better for gross
segmentation errors. The largest increase in accuracy was achieved for small
segmentation errors.

4 Conclusions

In this paper we explored the possibilities of automatic phonetic segmentation
with the increasingly popular Kaldi toolkit. We showed that after some mod-
ifications the Kaldi toolkit reached segmentation results comparable to those
obtained by the well-established HTK toolkit. We also confirmed that, for both
toolkits, the modified five-state left-to-right topology significantly outperformed
the standard three-state left-to-right model topology, especially with respect to
small segmentation errors.

Our next steps will focus on incorporating more advanced speech-modeling
and feature-extraction techniques available in Kaldi into the phonetic segmen-
tation system. Since using some manually-aligned data as bootstrapping data
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for HMM initialization was reported to increase segmentation accuracy [2,6], we
also plan to explore possibilities of the integration of bootstrap initialization into
the Kaldi-based segmentation system.
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Abstract. Speech disorders are among the most common symptoms in
patients with Parkinson’s disease. In recent years, several studies have
aimed to analyze speech signals to detect and to monitor the progression
of the disease. Most studies have analyzed speakers of a single language,
even in that scenario the problem remains open. In this study, a cross-
language experiment is performed to evaluate the motor impairments of
the patients in three different languages: Czech, German and Spanish.
The i-vector approach is used for the evaluation due to its capability to
model speaker traits. The cosine distance between the i-vector of a test
speaker and a reference i-vector that represents either healthy controls
or patients is computed. This distance is used to perform two analyses:
classification between patients and healthy speakers, and the prediction
of the neurological state of the patients according to the MDS-UPDRS
score. Classification accuracies of up to 72% and Spearman’s correla-
tions of up to 0.41 are obtained between the cosine distance and the
MDS-UPDRS score. This study is a step towards a language indepen-
dent assessment of patients with neuro-degenerative disorders.

Keywords: Parkinson’s disease · i-vectors · UPDRS score · Language
independent assessment

1 Introduction

Parkinson’s disease (PD) is a neuro-degenerative disorder which produces several
motor and non-motor impairments. The motor symptoms include, among others
tremor, rigidity, slowed movement, postural instability, lack of coordination and
speech disorders [1]. Evaluating the condition of PD patients is difficult. Mobility
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problems make attending medical appointments burdensome, while speech dis-
orders may hinder the communication with the medical experts [2]. Currently,
the assessment of the disease in the motor capabilities is evaluated with the
third section of the Movement Disorder Society, Unified Parkinson’s Disease
Rating Scale (MDS-UPDRS) [3]. This evaluation is subject to a clinical crite-
rion and its intra- and inter-rater variability could be high. The diagnosis could
be supported by computer aided systems, which could also improve the evalua-
tion of the disease progression. On the other hand, only two of the 33 items of
the MDS-UPDRS are related to the speech impairments of patients; however,
speech disorders are among the most prevalent, and an early sign of further
motor impairments [4]. In that way, speech signals could be used to assess the
motor symptoms of PD patients.

There has been interest in the scientific community to develop computer aided
tools to evaluate the condition of PD patients using information from speech.
In the 2015 INTERSPEECH Computational Paralinguistics Challenge (Com-
PARE) the task of predicting the MDS-UPDRS score of PD patients from speech
was addressed [5]. Speech recordings of 50 PD patients from the PC-GITA data-
base [6] were considered for the train and development subsets. Recordings from
eleven new patients were considered as the test set. All the speakers were native
Spanish speakers. A Spearman’s correlation coefficient of 0.39 was reported as
baseline of the challenge. The winners of the challenge [7] grouped the speech
tasks of each patient and used deep neural networks and Gaussian processes
for the prediction, obtaining a correlation coefficient of up to 0.69. In [8] the
authors classify the speech of PD patients vs. healthy controls (HC) speakers
in different languages. Cross-language experiments were performed using data
in three languages: Czech, German and Spanish. The reported accuracies range
from 60% to 77%, depending on the languages used for train and test sets.
In [9] a speaker model based on Gaussian mixture models-universal background
models (GMM-UBM) was proposed to monitor the neurological state of PD
patients. UBMs were trained with information from 61 PD and 50 HC speakers.
Specific GMMs were adapted for seven PD patients recorded in three sessions.
Then, the Bhattacharyya distance between the speaker models and the UBM
was computed and correlated with the MDS-UPDRS score of the patients. A
Pearson’s correlation of up 0.60 was reported by the authors. In [10] the authors
proposed a new regression method to track the progression of speech disorders.
The method is based on a non-parametric learning strategy based on a prob-
ability distance measure between the speakers from the test and training sets.
The authors consider data from 61 PD patients to predict the UPDRS score,
obtaining a Pearson’s correlation of up to 0.58.

Speaker models inspired by speaker verification and identification systems
have shown promising results in evaluating PD from speech. The most recent
breakthrough in speaker verification is the i-vector approach [11]. This strat-
egy has also proven to be effective in many other speech tasks. Specially, it has
shown excellent results in language identification [12,13]. Recently, i-vectors were
used to identify the native language of a speaker from recordings in a second
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Fig. 1. General methodology followed in this study.

language [14]. According to the reviewed literature, a language independent
strategy to evaluate the PD condition from speech has not been enough
addressed. Developing a computer aided system that can evaluate PD from
speech in different languages would be a major step towards an unified objective
assessment of the disease. Additionally, the use of i-vectors has been successfully
applied to model speaker traits in multiple languages, which indicates that it
could also be used to evaluate the PD condition from speech in a cross-language
approach. In this study, a strategy based on i-vectors is used to assess the PD
condition from speech in three languages: Spanish, German and Czech. Cross-
language experiments are performed, i.e., train the models with utterances from
one language, and test with the speech recordings from the other ones. The
proposed approach is tested in two scenarios: (1) classification of PD vs. HC
subjects, and (2) the prediction of the MDS-UPDRS score of the patients. Dif-
ferent i-vector extractors are trained with features related to specific dimensions
of speech, e.g., phonation, articulation and prosody with the aim of evaluating
the information provided by each dimension to represent the PD condition of
the patients.

2 Methods

The methodology proposed in this study comprises four steps: (1) several feature
sets are computed to analyze different speech dimension from speech, (2) a subset
of speakers are used to train an i-vector extractor, (3) the i-vectors of speech
signals are extracted, and (4) the cosine distance between a reference i-vector
and the speaker i-vector is computed. This process is summarized in Fig. 1.

2.1 Feature Extraction

Four feature sets were considered in this study to model the speech impairments
of PD patients. The first set comprises the Mel-Frequency Cepstral Coefficients
(MFCCs), which are the classical features used to train i-vectors. 19 MFCCs
and the log-energy extracted from 30 ms windows with time-shift of 15 ms were
used to form a 20-dimensional feature vector. Non-speech frames were discarded



150 N. Garcia et al.

using an energy-threshold voice activity detector (VAD). The other feature sets
are formed with descriptors to assess the articulation, phonation, and prosody
dimensions of speech. To evaluate articulation, the energy content in 22 Bark
bands (BBE) in the voiced/unvoiced and unvoiced/voiced transitions were con-
sidered, as in [15]. The features considered to evaluate phonation and articulation
in voiced segments are: the log-energy, the fundamental frequency (F0), first and
second formants (F1 and F2) and their first and second derivatives. Addition-
ally, perturbation features such as Jitter and Shimmer are also included. These
descriptors form a 14-dimensional feature vector. These features were computed
from voiced segments using 30 ms long analysis frames with a time-shift of 5 ms.
To evaluate prosody we followed the approach introduced in [16]: The log-F0

and the log-energy contours within analysis frames were approximated using
Lagrange polynomials of order P = 5. Analysis frames of 200 ms with time-shift
of 50 ms were used as in [13]. A 13-dimensional feature vector is formed concate-
nating the six coefficients computed from the log-F0 and the log-energy contours,
along with the number of voiced frames in the utterance.

2.2 i-Vectors

In this approach, factor analysis is used to define a new low-dimensional space
known as the total variability space with the aim of modeling the speaker and the
channel variability [11]. For applications related to pathological speech analysis,
the speaker variability carries the information about the disorders in speech due
to the disease. In the total variability space, an utterance is represented by a
supervector M formed by concatenating the mean vectors of a GMM-UBM. The
total variability space is expressed according to Eq. 1, where m is a speaker and
channel independent supervector (the UBM), T is the total variability matrix
and w corresponds to the i-vector.

M = m + Tw (1)

The i-vectors are processed in five steps: (1) i-vectors extracted from training
speakers are normalized to zero mean and unit variance, i.e., Z-norm, (2) the
normalized i-vectors computed from different speech tasks of a given speaker
are averaged to obtain one i-vector per speaker, (3) the i-vectors of HC and PD

Fig. 2. i-vector processing.
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speakers are averaged to obtain HC and PD reference i-vectors, respectively,
(4) the i-vectors of a test speaker are normalized using the parameters from
the training i-vectors, (5) the normalized i-vectors per utterace are averaged to
obtain the speaker i-vector. Finally, the cosine distance between the HC/PD
reference i-vectors and the speaker i-vectors is computed. The process is sum-
marized in Fig. 2.

2.3 Cosine Distance

The cosine distance is used to compare two i-vectors w1 and w2. The distance is
defined by Eq. 2. In this study, the i-vector of a single speaker is compared with
a reference i-vector that represents the HC or PD population.

dc(w1,w2) = 1 − w1 ·w2

||w1||||w2|| . (2)

2.4 Evaluation

The cosine distance between the test speaker i-vector and the reference i-vector is
compared to a threshold to discriminate between PD patients and HC speakers.
The development set is used to find the threshold that maximizes the accu-
racy. The prediction of the neurological state of a patient is evaluated using the
Spearman’s correlation coefficient between the real MDS-UPDRS score and the
distance measure.

3 Data

Spanish- The PC-GITA database [6] is used in this study. It contains recordings
of 50 PD patients and 50 healthy control (HC) speakers. All of them are native
Colombian Spanish speakers. During the recordings, the participants were asked
to perform different speech tasks including reading ten isolated sentences, and
the repetition of /pa-ta-ka/, a diadochokinetic (DDK) exercise.

German- The German data contain recordings from 88 PD patients and 88 HC
subjects. The speakers perform several speech tasks, including the repetition of
/pa-ta-ka/, and reading five isolated sentences [17].

Czech- The Czech data are formed with recordings from 20 PD patients and 15
HC subjects. The patients were recorded at the time of diagnosis with PD, and
none of them had been medicated before or during the recording session. The
speech tasks performed by the speakers include the rapid repetition of /pa-ta-
ka/, and several repetitions of a sentence [4].
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4 Experiments and Results

Two speech tasks were analyzed independently in these experiments: the rapid
repetition of /pa-ta-ka/, and read sentences. Data from the three languages are
used in turn as training, development and test sets. All possible combinations
are tested. The training data are used for several processes: (1) to train the UBM
and the i-vector extractor, (2) to compute the normalization parameters, and
(3) to obtain the HC and PD reference i-vectors. UBMs with different number
of Gaussian components were trained in a range from M = 2 to M = 29 into
powers of 2. The dimension of the i-vector dimw was chosen following the relation
dimw = log2(M) · dimf , where M is the number of Gaussian components in the
UBM and dimf is the dimension of the feature vector.

Table 1. Accuracies (%) for the classification task.

Train Lang. Test Lang. HC reference PD reference

MFCCs Art. Phon. Pros. MFCCs Art. Phon. Pros.

DDK

Czech German 47.4 47.4 52.6 53.7 47.4 47.4 52.6 53.7

Spanish 43.0 48.0 44.0 50.0 43.0 48.0 44.0 50.0

German Czech 58.8 47.1 67.6 58.8 58.8 47.1 67.6 58.8

Spanish 50.0 48.0 60.0 50.0 50.0 48.0 60.0 50.0

Spanish Czech 61.8 47.1 58.8 61.8 61.8 47.1 58.8 61.8

German 52.6 40.6 50.9 53.7 52.6 40.6 50.9 53.7

Sentences

Czech German 55.1 54.0 57.4 53.4 55.1 54.0 57.4 53.4

Spanish 60.0 50.0 50.0 50.0 60.0 50.0 50.0 50.0

German Czech 72.2 58.3 44.4 55.6 63.9 58.3 47.2 55.6

Spanish 68.0 55.0 50.0 50.0 55.0 55.0 50.0 50.0

Spanish Czech 50.0 72.2 50.0 63.9 50.0 72.2 50.0 63.9

German 60.2 39.8 52.8 57.4 60.2 39.8 52.8 57.4

Table 1 shows the results for the classification of PD vs. HC speakers. For
the DDK speech task, only the test in Czech language shows accuracies higher
than 65%. This could be explained due to Czech patients being diagnosed at
the time of the recording and being in an earlier state of the disease than the
patients from the other two languages. Accuracies below 50% could be explained
by the fact that ranges of the cosine distance are likely to be different in the
development and test sets. On the other hand, for the sentences, the i-vectors
extracted with MFCCs and articulation-based features show the best results in
most of cases. The 50% results when Spanish is used for test can be explained by
the mismatch of cosine distance ranges in the development and test sets. For this
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case, the threshold could be set so all speakers in the test dataset are classified
either as PD or HC. The similar results found using the HC and PD reference
i-vectors may be due to both vectors being antiparallel.

Table 2 shows the results for the prediction of the MDS-UPDRS. For this
case, articulation-based features provide the best result when evaluating the
DDK speech task. Phonation features show good results in some cases, specially
when the Spanish language is used for test, but show poor results when testing on
Czech. This maybe due to the fact that Spanish is a more voiced language than
the other two languages, but further experimentation is required. Correlations
with the MDS-UPDRS score of up to 0.4 were achieved. Slightly higher correla-
tions were obtained using the DDK speech task due to the fact that such a task is
language independent, i.e., the speakers in the corpora uttered the same sounds.
Good results were also obtained when analyzing isolated sentences, which is a
language dependent speech task. This is encouraging and indicates that other
speech tasks could also be analyzed in a cross-language setting.

Table 2. Spearman’s correlation for the prediction task.

Train Lang. Test Lang. HC reference PD reference

MFCCs Art. Phon. Pros. MFCCs Art. Phon. Pros.

DDK

Czech German −0.14 −0.25 0.14 −0.06 0.14 0.25 −0.14 0.05

Spanish 0.32 0.23 0.20 −0.13 −0.32 −0.29 −0.17 0.17

German Czech 0.26 0.38 −0.09 0.11 −0.30 −0.38 0.16 −0.25

Spanish 0.04 0.20 0.24 0.09 0.25 −0.21 −0.39 0.31

Spanish Czech −0.32 0.41 −0.19 −0.48 0.45 −0.25 0.12 0.16

German 0.15 −0.14 0.11 −0.24 −0.17 0.14 −0.11 0.14

Sentences

Czech German 0.06 0.11 −0.14 0.15 −0.06 −0.11 0.14 −0.15

Spanish 0.16 −0.15 −0.01 0.12 −0.15 0.15 0.01 −0.12

German Czech 0.18 −0.11 −0.30 −0.02 −0.21 0.13 0.32 0.07

Spanish 0.26 0.08 0.37 0.02 −0.27 −0.08 −0.37 −0.02

Spanish Czech −0.02 0.29 0.05 0.36 0.05 −0.29 −0.05 −0.36

German 0.10 0.04 0.11 0.04 −0.10 −0.04 −0.19 −0.04

For comparison, language dependent results using the same Spanish database
and the same i-vector methodology can be found in [18].

5 Conclusion

In this work we address the task of cross-language evaluation of Parkinson’s
Disease speech using the i-vector approach. Data in Czech, German and Spanish
were used. One of the languages is used for train, while the other two were
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used for parameter selection and test. All possible combinations were considered.
Two reference i-vectors were created. These reference i-vectors represent the
population of HC speakers or PD patients. Then, the cosine distance between
one of these reference i-vectors and the i-vector of a test speaker was computed.
This distance was used in two experiments: to classify PD patients and HC
speakers, and to assess the prediction of the neurological state of the patients.
Results are promising, with classification rates around 70% when using MFCCs
and articulation features. Similar classification results were obtained using both
reference i-vectors. In many cases, a positive correlation between the labels and
the cosine distance to the HC reference i-vector was found. This means that
the more affected the speech, the larger the difference to healthy speakers. A
similar reasoning can be followed for the negative correlations when comparing
test speakers with respect to the PD reference i-vector, i.e., the more affected
the speech, the lower the difference to the PD speakers. Future work includes
evaluating the use of techniques that can eliminate the variability of language in
the i-vector space with the aim of improving the results and obtain a language
independent method to evaluate the condition of patients with neurodegenerative
disorders.

Acknowledgments. Thanks to CODI from University of Antioquia by the grant
Numbers 2015-7683 and PRV16-2-01 and to COLCIENCIAS by the grant Number
111556933858.

References

1. Ahmed, A.M., et al.: Motor symptoms in Parkinson’s disease: a unified framework.
Neurosci. Biobehav. Rev. 68, 727–740 (2016)

2. Stamford, J.A., Schmidt, P.N., Friedl, K.E.: What engineering technology could
do for quality of life in Parkinson’s disease: a review of current needs and oppor-
tunities. IEEE J. Biomed. Health Inf. 19(6), 1862–1872 (2015)

3. Goetz, C.G., et al.: Movement disorder society-sponsored revision of the unified
Parkinson’s disease rating scale (mds-updrs): scale presentation and clinimetric
testing results. Mov. Disord. 23(15), 2129–2170 (2008)

4. Rusz, J., et al.: Imprecise vowel articulation as a potential early marker of Parkin-
son’s disease: effect of speaking task. J. Acoust. Soc. Am. 134(3), 2171–2181 (2013)

5. Schuller, B., et al.: The INTERSPEECH 2015 computational paralinguistics chal-
lenge: nativeness, Parkinson’s & eating condition. In: Proceedings of the 16th
INTERSPEECH, pp. 478–482 (2015)

6. Orozco-Arroyave, J.R., Arias-Londoño, J.D., Vargas-Bonil, J.F., González-Rátiva,
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Abstract. ParCoLab is a trilingual parallel corpus containing texts in
Serbian, French and English. It is developed at the CLLE-ERSS research
unit (UMR 5263 CNRS) at the University of Toulouse, France, in col-
laboration with the Department of Romance Studies at the University of
Belgrade, Serbia. Serbian being one of the less-resourced European lan-
guages, this is an important step towards the creation of freely accessible
corpora and NLP tools for this language. Our main goal is to provide
the scientific community with a high-quality resource that can be used in
a wide range of applications, such as contrastive linguistic studies, NLP
research, machine and computer assisted translation, translation stud-
ies, second language learning and teaching, and applied lexicography.
The corpus currently contains 7.1M tokens mainly from literary works,
but corpus extension and diversification efforts are ongoing. ParCoLab
can be queried online and a part of it is available for download.

Keywords: Parallel corpus · Serbian · French · English · NLP resources

1 Introduction

ParCoLab is a Serbian-French-English corpus developed at the CLLE-ERSS
research unit (UMR 5263 CNRS) at the University of Toulouse, France, in
collaboration with the Department of Romance Studies at the University of
Belgrade, Serbia. This work is an effort towards the creation of freely accessible
resources for Serbian, which is still one of less-resourced European languages.
At the time of writing this paper, the corpus contains 7.1M tokens. The con-
tent is predominantly literary, but diversification efforts are ongoing, especially
towards including legal texts, subtitles and web content. It is conceived as a ver-
satile resource, primarily intended for contrastive linguistic research and NLP,
but as any parallel corpus, it can also find its uses in applied lexicography, second
language learning and teaching and machine and computer-assisted translation.
It can be queried online at the following address: http://parcolab.univ-tlse2.fr/
sr/, and a part of its content is available for download.
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There are several existing parallel corpora that incorporate Serbian.
SrpFranKor [31] and SrpEnKor [13] are Serbian-French and Serbian-English par-
allel corpora containing respectively 1.7M and 4.4M words coming from literary
texts, newspaper articles, scientific papers, movie subtitles, etc. SETimes [27] is
a plurilingual corpus in English and a number of South-Eastern European lan-
guages including Serbian. It is based on newspaper articles and contains 9.2M
words in the English-Serbian subcorpus. Another English-Serbian parallel cor-
pus was built as part of the MULTEXT-East project [14]: it is based on Orwell’s
1984 and contains 150K tokens. ParaSol [32] is comprised of belletristic texts
in Slavic languages and French, German, English and Italian (1.3M tokens in
Serbian). InterCorp [5] is part of the Czech National Corpus and boasts 30M
tokens in Serbian, from fiction (10M) and movie subtitles (20M).

The content nature and the types of access available can vary greatly from
one corpus to another, depending on their primary intended use. SETimes can
be downloaded in TMX or text format and used for NLP or machine transla-
tion, but it does not have a query interface that would facilitate concordance
extraction for linguistic research. Also, the originals and the translations are not
distinguished within the corpus [28]. MULTEXT-East is similar: it can be down-
loaded in XML format and used in NLP, but has no dedicated search engine.
In addition, it is based on a translation, and not an original text in Serbian.
And whereas SrpFranKor and ParaSol do have web interfaces for searching the
corpus, they contain only 2 original Serbian documents each. They are not avail-
able for download and therefore cannot be used in NLP or similar applications.
InterCorp seems to be the only one that combines both approaches: it has a web
interface for searching, and it is indicated as available on demand. However, it
is unclear which portion of its content comes from original texts in Serbian.

The goal of ParCoLab is to combine these two aspects in providing freely
available resources for Serbian: we aim to have high-quality, linguistically anno-
tated content paired with a user-friendly interface allowing for easy applications
in linguistics, while making a portion of the corpus suited for NLP research and
available for download. In Sect. 2, we present the corpus content by language
and by text type, Sect. 3 describes the ways of accessing and using the corpus,
whereas Sect. 4 gives details on the efforts for the linguistic annotation of the
corpus and creation of NLP ressources. Conclusions and perspectives for future
work are given in Sect. 5.

2 ParCoLab: Content and Structure

At the time of writing this paper, ParCoLab contains 7.1M tokens, 2.4M of which
are in Serbian, 3.1M in French, and 1.6M in English. The content is predomi-
nantly literary, but other types of documents, such as legal texts, subtitles and
web content, are being included into the resource.
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The documents are stored in a TEI–compliant XML format following the
TEI-P5 Guidelines [6]1. It comprises a <teiHeader> element with following
metadata: title, subtitle, author, translator, year of creation, year of publica-
tion, publisher, place of publication, domain and genre, file language, original
language (for translations) and derivation type (original text or translation).
Some of these fields are available as search parameters (see Sect. 3). The corpus
content is stored in a NoSQL database, which will allow for smooth integration
of different annotation levels in the future.

2.1 Content Distribution by Language

ParCoLab incorporates original texts in Serbian, French, and English, aligned
with their translations into one or both of the other languages of the corpus. In
other words, there are three subcorpora, each having a different pivot language.
Figure 1 indicates the number of tokens per subcorpus, both in the originals and
in the translations.

Fig. 1. Token distribution per language

Even though relatively small compared to large-scale web corpora, ParCoLab
is growing steadily: in 2016, it went from 2M tokens to 7.1M, and is expected to
cross the 10M threshold by the end of June 2017. The extensions are guided by
two main principles: balancing out the languages in the corpus, and diversifying
the genres. Up to now, the project has favoured the French-Serbian language
pair, partly because there are more existing corpora for Serbian and English.
However, one of our immediate goals is to extend the English part of the corpus,
especially by including the English translations of Serbian texts already in the
corpus. For genre diversification, see Sect. 2.2.
1 The only two modifications we make is that we introduce an attribute @langOri

used in the <teiHeader> in order to encode the language of the original text in the
XML files containing translations, and the @id attribute used on the root <TEI>
element, indicating the unique ID of the file inside the collection.



ParCoLab: A Parallel Corpus for Serbian, French and English 159

2.2 Corpus Content by Text Type

As mentioned above, in its current state, ParCoLab contains mainly literary
texts. However, it also incorporates some legal documents, subtitles and different
types of content coming from plurilingual web pages (see distribution in Table 1).

Table 1. Distribution of tokens per text type and language

Text type English French Serbian Total tokens

Literary texts 1 066 571 2 684 212 2 333 559 6 084 342
Web content 229 006 186 256 63 018 478 280
Legal texts 181 290 195 095 0 376 385
Subtitles 27 395 42 427 33 305 103 127

A part of the ParCoLab’s literary content consists in copyright-free literary
works acquired from internet databases of PDFfiles such asGallica (http://gallica.
bnf.fr) and Bibliothéque électronique du Québec (https://beq.ebooksgratuits.
com/) for French, and Project Gutenberg (http://www.gutenberg.org/) for Eng-
lish. There is also an important number of more recent texts (still under copyright)
for which we negotiated the rights to include them into the resource. In this case,
the PDFs are generally obtained through manual scanning. They are then con-
verted into text, manually cleaned, transformed into XML and imported into the
database. The alignments are checked and corrected online.

The web content comes mostly from institutional websites such as embassies
and cultural institutes. The bilingual sites are identified manually in order to
guarantee the quality of the content and of the translations. This is also a con-
straint of the tool we use for web content extraction: Bitextor [7] performs auto-
matic extraction of parallel content from web pages, but it needs a list of URLs
as input.

The legal texts are the newest addition to the corpus. Given the fact that
Serbia is not a member of the European Union, there are no Serbian texts in the
Europarl Corpus [12] or the JRC-Acquis [25]. However, since Serbia has obtained
the candidate status to join the EU, the translation of the JRC-Acquis into
Serbian has been initiated. We have therefore started integrating the English and
French texts, and are working on gaining access to the parts already translated
into Serbian.

The work on the subtitles is done at the Department of Romance Studies at
the University of Belgrade. The subtitles in the original language are downloaded
from the Internet. The translations are either downloaded and submitted to a
quality check, or created as part of the Translation Workshop by the French
language students at the Department. There are two main types of subtitles:
those from movies and TV shows (∼30K tokens) and those from TEDtalks2
(∼60K tokens).
2 TED is a platform for short talks on various subjects. See http://www.ted.com/.

http://gallica.bnf.fr
http://gallica.bnf.fr
https://beq.ebooksgratuits.com/
https://beq.ebooksgratuits.com/
http://www.gutenberg.org/
http://www.ted.com/
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3 Access and Use

Access to ParCoLab is free, but it is necessary to sign up and create a user
account at http://parcolab.univ-tlse2.fr/sr/. With the user account, it is possi-
ble to make queries via the web interface. A sample of parallel texts from vari-
ous sources containing 588K tokens can be downloaded, as well as a 150K token
Serbian sub-corpus annotated with POS-tags and lemmas (see Sect. 4). Unfor-
tunately, the whole corpus cannot be distributed because some of the works
are under copyright and the rights we acquired are limited to online query-
ing only. However, the remaining copyright-free texts, which represent approxi-
mately 4.2M tokens in total, will be progressively made available for download.

The search engine allows to define a search pattern composed of one or several
tokens. It is possible to select the search language, limit the search to original
texts or translations only, or choose an author. The search pattern can be defined
in two or three languages, e.g. kroz ‘through’ in Serbian, and par ‘through’
in French. This would allow to search for sentence pairings in which the one
in Serbian would contain kroz, and its French counterpart par. For now, only
searches by inflected form are possible; searching by lemma is not yet available
(see Sect. 4). However, wildcards replacing one or several characters can be used,
and it is also possible to define the distance between different parts of the query
pattern. All these parameters can be combined in order to formulate complex
queries.

ParCoLab has already proven its usefulness for linguistic research. Up to now,
it has been used in works on indefinite determiners in French and Serbian [24],
on fictive motion [26], and on corpus-based phraseme selection for dictionary
creation [17]. In order to optimize the corpus for these purposes, an annotation
process is under way.

4 Towards a Linguistically Annotated Trilingual Corpus

One of the goals of the project is to add several layers of linguistic annotation
to the content, including lemmatisation, POS-tagging and dependency parsing.
This is not problematic for English and French, given the fact that there are a
number of tools with state-of-the-art results in these tasks for both languages.3
Unfortunately, this is not the case for Serbian. Despite recent advances in POS-
tagging [8,30], parsing [10] and corpus building [14,16,30], Serbian remains one
of the less-ressourced European languages when it comes to NLP. It is especially
so regarding the gold-standard corpora for training: to the best of our knowledge,
the only one for POS-tagging is the MULTEXT-East Serbian corpus [14], and
there is still no readily available treebank. One of our goals is therefore to develop
a suite of NLP ressources that would allow us to annotate the Serbian part
of the corpus, including a general-purpose morphosyntactic lexicon, as well as

3 See, e.g., [23] for POS-tagging and [4] for parsing of English; [21] for POS-tagging,
[3] for parsing, and [22] for lemmatization of French.

http://parcolab.univ-tlse2.fr/sr/
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training corpora and statistical models for lemmatisation, POS-tagging, fine-
grained morphosyntactic analysis and dependency parsing. These resources will
be freely available and shared with the NLP community.

The training corpora and statistical models for the 4 annotation levels men-
tioned above are being developed on a 150K token portion of the corpus for
which we have obtained redistribution rights. The current state of the training
corpus for each level of annotation and the performances of the models are given
in Table 2.

Table 2. Training corpora and statistical models

Annotation level Tagset
size

Training
corpus size

Tools tested Average model
accuracy

Lemmatisation N/A 2.2M CSTLemma [11] 95.52%
POS-tagging 47 100K BTagger [8] 94.0%
Fine-grained morphosynt. 1045 80K HunPOS [9] 85.0%
Dependency parsing 46 42K Talismane [29] 76.3% LAS,

84.05% UAS

The POS-tagging training coprus from Table 2 is already available at the fol-
lowing address: http://parcolab.univ-tlse2.fr/en/about/resources/, and so is a
lexicon: wikimorph-sr was mainly extracted from the Serbo-Croatian edition of
the Wiktionary. It contains 1,2M inflected forms (117K lemmas, 3M unique triplets
<wordform, lemma, morphosyntactic description>). For more detail, see [20].

For lemmatisation, CSTLemma was chosen based on its performance on Ser-
bian and Croatian in [1] (96.3% and 97.78% accuracy respectively). It trains on
a lexicon-like format. The 2.2M inflected form-lemma pairs we used were com-
piled from wikimorph-sr mentioned above and srLex, a wide coverage lexicon
presented in [15].

The initial experiments in POS-tagging were done with BTagger for its bi-
directional sequence classification algorithm, which makes it well suited for lan-
guages such as Serbian, with rich inflectional morphology and a flexible word
order. It achieved an average accuracy of 94,17% on a coarse-grained set of
45 tags [19]. The experiments on fine-grained morphosyntactic annotation were
done with HunPOS [9] based on its results (87.11% accuracy on Croatian, and
85.00% on Serbian using 600 tags) and on its reported speed in [1]. It showed to
be very fast, and obtained solid results on a large tagset (>1000 detailed tags)
even on small training corpora (78% on 20K words). It has also shown a stable
learning curve, given in Table 3.

For parsing, we used Talismane, a transition-based parser achieving state-
of-the-art results for French (cf. [29]). It is also a hybrid tool, allowing for the
inclusion of hand-crafted rules, not as a pre- or post-processing method, but as a
part of the decision-making process during parsing. However, the results reported
in Table 2 are preliminary results obtained only using machine learning, on an

http://parcolab.univ-tlse2.fr/en/about/resources/
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Table 3. HunPOS: learning curve

Training corpus size 20K 40K 60K 80K

Average accuracy 78.82% 82.37% 83.95% 85.00%
Gain +3.55 +1.58 +1.05

initial 40K token training corpus, with a 4K test sample. It is worth noting that
the scores given in Table 2 are somewhat better that those of MSTParser ([18])
on Croatian and Serbian [2]: 76.3% vs. 74.3% LAS, and 84.0 vs. 80.8% UAS.
However, these results are based on a single evaluation run and are therefore
indicative only.

Further tests are being conducted in order to optimize the performances on
different annotation levels, and the work on expanding the training corpus for
parsing is under way. All of the training corpora and the corresponding models
will be made available by the end of June 2017.

5 Conclusions and Future Work

ParCoLab is a high-quality trilingual resource that has already proven its use-
fulness in contrastive lingustic studies, metalexicography and NLP resource-
building for Serbian, an under-resourced language. It can also be used in a wide
range of other applications, such as machine and computer-assisted translation,
translation studies, second language learning and teaching, and applied lexi-
cography. It has a growing user community, both in the academic and in the
professional domain.

There are ongoing efforts for corpus extension and diversification. We are
also actively working towards adding several layers of linguistic annotation to
the content, thus optimizing the corpus for various types of theoretical and
applied research. A number of NLP resources for Serbian are being developed as
part of the project and will be made available in near future.
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Abstract. The correct usage of phrase boundaries is an important issue
for ensuring a natural sounding and easily intelligible speech. Therefore,
it is not surprising that the boundary detection is also a part of text-to-
speech systems. In the presented paper, large speech corpora are used
for a classification based approach in order to improve the phrasing of
synthesized sentences. The paper compares results of different classifiers
to the deterministic approaches based on punctuation and conjunctions
and shows that they are able to outperform the simple algorithms.

Keywords: Phrase boundary · Classification · Speech corpus · Speech
synthesis

1 Introduction

There are two fundamental requirements on text-to-speech (TTS) systems –
intelligibility and naturalness. Nowadays, TTS systems do not have problems
with the first one and their developers are trying to increase the naturalness
so that the synthesis is close to a real human voice. Leaving aside expressive
speech, also the naturalness of “neutral” synthesis could be improved, namely by
more natural prosody and segmentation (these two aspects are closely related).
A sentence segmentation is considered to be a necessity, but the more natural
prosody is achieved by appropriate sentence splitting into prosodic phrases –
phrasing [12,16,19].

The term phrasing is used to describe the phenomenon that people group
words within a sentence when speaking [8]. In speech, the phrase is mainly
delimited by acoustic features of its boundaries and sometimes surrounded by
pauses, it also usually contains an intonation peak and it could be distinguished
by a special final intonation pattern. In the text form, it is sometimes connected
to inter-sentence punctuation (commas, dashes etc.) and it is also closely related
to the sentence syntactic structure.
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In our current TTS system ARTIC [5], the phrasing issue is solved quite
simply – the input sentences are split into phrases according to punctuation,
especially commas. Although the usage of commas is very common in Czech –
since besides listings, the comma is used to separate all subordinate and inserted
clauses (contrary to English text) – it is not always a sufficient indicator for
phrasing. This approach often causes creation of extremely long phrases, espe-
cially in the case of a long compound sentence – e.g. with a (EN: and) conjunc-
tion – where no comma is written. And these long phrases are, when synthesized,
unnatural and also much more demanding on listeners’ attention. In addition,
there is a higher probability of a disturbing speech artefact appearance when a
long sentence is synthesized. The author hopes that the improvement of input
sentence phrasing should lead to more natural TTS system outputs.

The problem of insufficient sentence splitting by punctuation marks for
inflected languages is also discussed e.g. in [7], where the authors used a special
contextual grammar to find phrase breaks not inferred from the punctuation in
Russian texts. However, it was decided to avoid designing of rules and to use a
classification approach.

2 Our Previous Research in Prosodic Phrase Boundary
Detection

The previous research in prosodic phrase detection on our department was, at
first, focused on a posteriori phrasing – i.e. the phrasing of read, acoustically
realized sentences (for more details please see [10,11,13]). This task seems to
be easier since both acoustic (e.g. phone length, F0 contour) and textual (e.g.
part of speech tags, syntactical functions [20]) features can be used. However,
the authors of [11] computed the overall agreement among human phrase breaks
annotators which was not very high. This fact confirms that the phrase bound-
ary problem is not perfectly clear, even when performed on speech data. For a
posteriori phrasing, the authors used neural networks trained on a small number
of sentences manually annotated with phrase breaks.

The a priori phrasing from the text was described in [14]. The authors used
a template matching algorithm which utilize a speech corpus created for unit
selection TTS system and assigned a posteriori phrasing as a “gold data”. The
syntactical functions [20] were assigned to words and used for the template
matching.

3 New Approach

In the presented paper, the author decided to test a classification based, data-
driven approach. Except for simple text information, like punctuation, position
in the sentence etc., part-of-speech and morphological categories tags, which were
widely used in many tasks and studies concerning text analysis and segmentation
[2,15–17], are used as the features for training the classifiers.
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3.1 Training Data

The classification problem needs a sufficient amount of data for training. To
obtain enough data for phrasing, it would take a lot of time and manual work
to prepare that – in ideal case, gained from more annotators since people differ
in phrase splitting [11]. Therefore, the data for the algorithm, described in this
paper, were prepared in a different way – the author utilizes speech corpora of
semi-professional speakers’ voices used in the TTS system [6], as did the authors
of [14]. However, contrary to aforementioned study, no listening tests for phrase
boundary annotations were used, which makes easier to extend the testing of
proposed algorithm on different speech corpora. In addition, the corpora had
been already manually annotated and automatically segmented on phones level
[3,4] for the purposes of speech synthesis and so they also contain special units
breath and pause which indicate the positions in the speech where the speaker
has made a break. And since the speakers were professionals, the speech breaks
(pauses/breaths) are expected to be in reasonable positions of read sentences.
More detailed investigation of pauses in corpora showed that not all pauses
were related to a comma, which means that the information about a pause (or
a breath) in a speech can help to improve the phrasing of a sentence. Both
corpora used in the presented paper contain about 10,000 sentences, the basic
statistics are listed in Table 1. It follows from the table that the speaking style
of the speakers differs. The speaker who has recorded corpus2 made almost all
pauses/breath at the comma punctuation and he also did not make many pauses
elsewhere, while the speaker of corpus1 has made more phrases and some of his
speech breaks do not correspond to any punctuation mark.

Table 1. Basic statistics of speech corpora.

corpus corpus1 corpus2

# words 91,003 79,888

# words without commas followed by a pause/breath 3,818 586

# words with commas not followed by a pause/breath 2,178 339

# words with commas followed by a pause/breath 9,419 11,383

Thus, as the training and testing data, the text sentences from the speech
corpora supplemented by information about breath and pauses in the speech
were used. In this way, a large amount of data has been easily and quickly gained,
enough for training a classifier. This data were subsequently tagged with Czech
morphological tags using our n-gram tagger – a combined unigram, bigram and
trigram tagger with accuracy >90%.
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3.2 Features and Classes

Now, let us describe the phrasing issue as a 2-class classification problem. Every
sentence of N words w0, w1, . . . , wN−1, taken from the speech corpora, with
morphological tags t0, t1, . . . , tN−1 can be represented as follows:

words+tags (w0,t0) (w1,t1) (w2,t2) . . . (wN−1,tN−1)
speech breaks b0 b1 b2 . . . bN−2

juncture j0 j1 j2 . . . jN−2

Note that the speech breaks bi were set to 1 if the word wi was followed by a
breath or a pause in the speech corpus. The junctures ji (the term was adopted
from [16]) are the wanted phrase breaks (ji = 1 for a break, ji = 0 for non-break)
determined from the speech corpus (see below). The classification task can be
then described as a decision making whether there is or there is not a phrase
break at every ji for every i in the sentence.

The true “gold data” answers were gained from the speech corpus based on
the following rules:

– ji = 1 if wi is followed by a comma,
– ji = 1 if bi = 1 (i.e. a word wi is followed by a pause/breath in the corpus),
– ji = 0 otherwise.

It was decided to consider both commas and speech pauses/breaths to be phrase
breaks. First, making a phrase boundary at a punctuation seems to be reasonable
and second, extra speech pauses bi, which do not correspond to any comma, rep-
resent a “value added” and, hopefully, ensure more accurate phrasing compared
to the phrasing just at commas.

The features for a priori phrasing must be designed so that they can be
easily gained only from text (contrary to a posteriori phrasing in [10]) since this
approach is designed to be employed on the text input of TTS system. Thus,
similarly to other classifier approaches to phrasing (e.g. [2,15]), following features
were used for every juncture ji:

– word wi,
– word wi has or has not a comma,
– morphological tag ti of the word wi,
– morphological tag ti+1 of the word wi+1,
– bigram ti + ti+1,
– trigram ti−1 + ti + ti+1,
– sentence lenght N ,
– position of the word wi in the sentence i

N ,
– distance from last comma i − iLC ,
– distance to next comma iNC − i,

where iNC and iLC are the indexes of words followed by a comma, where iNC ≥ i
and iLC ≤ i (or iNC = N − 1 if none of words wi+1. . .wN−1 is followed by a
comma, and iLC = 0 if none of words w0. . .wi−1 has a comma).
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3.3 Classifiers and the Baseline Algorithms

For the training, the scikit-learn tool [9] was used for testing of several different
classifiers with different parameters:

– LogReg – Logistic Regression,
C ∈ [2−4, 2−3, . . . , 20, . . . , 24],

– SVC-lin – Support Vector Machines with linear kernel,
C ∈ [2−4, 2−3, . . . , 20, . . . , 24],

– SVC-rbf – Support Vector Machines with rbf kernel,
C ∈ [2−4, 2−3, . . . , 20, . . . , 24] and γ ∈ [2−4, 2−3, . . . , 20, . . . , 24],

– Extrees – Extremly Randomized Trees,
n ∈ [10, 20, . . . 100].

As a baseline system, the author uses several deterministic algorithms which
split the text to phrases in different ways:

– Comma – splits the text after every comma (it is performed in the current
version of our TTS system ARTIC [5]),

– CommaAnd – splits the text after every comma and before every a (EN: and)
conjunction (this one should, in theory, improve the phrasing of compound
sentences compared to previous),

– CommaConj – splits the text after every comma and before every coordinat-
ing conjunction which can appear in Czech texts without a comma, e.g. a, i,
ani, nebo, ĉi (EN: and, nor, or).

Moreover, as a very simple baseline, an algorithm NoBreaks, which does not set
any phrase break, can be defined.

Let us emphasize that the accuracy of Comma algorithm is, in general, quit
high (compared e.g. to English), since commas are widely used in Czech texts
which makes the phrase breaks detection task much easier. On the other hand,
the word order is not fixed in Czech which could, on the contrary, make the
phrasing more difficult.

4 Results

The data gained from speech corpora, as described in Sects. 3.1 and 3.2, were
randomly split to training (80%) and testing (20%) data. The first mentioned
were used for the 5-folds cross-validation to find the best parameters of the
classifiers, using F1-score as a classifiers’ tuning score. The results of the grid
search are shown in Table 2.

The classifiers with the best parameters were then applied to the testing
data. Table 3 summarizes all the results and compares the classifiers with the
simple baseline algorithms, defined in Sect. 3.3, using 4 evaluation measures –
accuracy (A), precision (P ), recall (R) and F1-score (F1).

Although the deterministic algorithms are quite simple, their accuracy and
F1-score do not differs much from the scores of the classification methods.
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Table 2. Results on training data – searching for the best parameters.

corpus Classifier Best F1-score Best parameters

corpus1 LogReg 0.900 C = 1.0

SVC-lin 0.905 C = 0.125

SVC-rbf 0.902 C = 2.0, γ = 0.0625

Extrees 0.899 n = 80

corpus2 LogReg 0.977 C = 2.0

SVC-lin 0.977 C = 2.0

SVC-rbf 0.976 C = 4.0, γ = 0.125

Extrees 0.976 n = 90

Table 3. Classifiers comparison – results on testing data.

corpus Classifier A P R F1

corpus1 NoBreaks 0.931 nan nan nan

Comma 0.955 1.000 0.747 0.855

CommaAnd 0.965 0.956 0.837 0.893

CommaConj 0.961 0.918 0.853 0.884

LogReg 0.970 0.948 0.868 0.907

SVC-lin 0.970 0.948 0.865 0.905

SVC-rbf 0.969 0.948 0.863 0.904

Extrees 0.969 0.942 0.865 0.902

corpus2 NoBreaks 0.846 nan nan nan

Comma 0.993 1.000 0.953 0.976

CommaAnd 0.976 0.890 0.962 0.925

CommaConj 0.968 0.852 0.963 0.904

LogReg 0.994 0.997 0.962 0.979

SVC-lin 0.994 0.996 0.963 0.979

SVC-rbf 0.993 0.995 0.960 0.977

Extrees 0.993 0.991 0.961 0.976

The detailed examination shows that the adding of conjunctions improves the
Comma algorithm score only in corpus1, which is, probably, related to the differ-
ence in speakers’ speaking styles and different pausing (see statistics in Table 1).
For both corpora, the precision is decreasing which means that more “false
alarms” are detected and the recall value is increasing (the algorithm detects
more true phrase boundaries) – this confirms the original prediction in Sect. 3.3
that the use of conjunctions can improve the phrasing. In general, all score val-
ues are much higher in the case of corpus2, however, it is clear that these results
closely correspond with the fact that almost all speech breaks bi gained from
this corpus match a comma.
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The classifiers used in this experiments outperform the deterministic algo-
rithms in F1-score, LogReg being the best for both corpora. However, it is worth
emphasizing the fact that, contrary to majority of text analysis issues, the phras-
ing problem does not have fixed correct answers since the speech segmentation
into phrases depends a lot on the speaking speed, style and a particular speaker,
and also the text segmentation depends on annotator’s feelings [16]. Thus, the
false positive (fp) and false negative (fn) errors of classification were further
investigated – the example of the confusion matrix for LogReg classifier on cor-
pus2 is shown in Table 4.

Table 4. Confusion matrix of LogReg classifier results on corpus2.

Predicted values

phrase break ji = 1 non-break ji = 0

true values phrase break ji = 1 tp = 2,405 fn = 94

non-break ji = 0 fp = 7 tn = 13,472

It follows from the table that there were 7 “false alarms” (extra boundary
detections) and 94 missed boundaries (not detected by a classifier). A human
annotator was inspected the errors and find out that 6 of 7 detected “false
alarms” are only another or extra phrase boundaries which have not been realized
in the source speech corpus in any way but which are alternative possibilities of
splitting the particular sentence into phrases and so they can be considered to
be true positives instead of false positives. Similarly, the annotator checked 20
randomly selected missed boundaries and decided that 8 boundaries from the
corpus (gained based on a pause/breath) were not much reasonable (it sometimes
seems like a pause before a long difficult word or a break caused by a lack of
breath before the sentence end) and so the classifier, in fact, made no mistake
when missed them. These findings imply that the real accuracy and F1-score
would be much higher if the training and testing data were more consistent.

Table 5 shows the results of LogReg classifiers (which obtained the best scores
on testing data) trained on corpus2 applied to corpus1 and vice versa. These
results are not so compelling, but, that is again caused by different speaking style
of the speakers. And note that the miss-detections are usually not completely
wrong, as described in the previous paragraph. Nevertheless, the LogReg classifier
trained on corpus2 outperformed all simple algorithms when used on corpus1.
In any case, this table shows that the task of phrase boundary detection based
on speech corpora data is slightly speaker-dependent. To eliminate the different
speaking styles of different speakers, more data from more speakers could be
used for training together.
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Table 5. Results of boundary classification on the 2nd corpus.

corpus Classifier A P R F1

corpus1 LogReg-corpus2 0.970 0.999 0.809 0.894

corpus2 LogReg-corpus1 0.977 0.901 0.972 0.935

5 Conclusion

The paper described a classification based approach to phrasing of text sen-
tences, using data from large recorded speech corpora. The results presented
in Sect. 4 show that this approach outperformed the deterministic approaches
based on punctuation and conjunctions, which means that the idea to substitute
the present algorithm for the trained classifier in the text processing module of
TTS system was correct. In any case, the contribution to the overall quality of
speech synthesis should be verified by listening tests [1,18] before releasing this
modification into the publicly available version of our TTS system.

Planned future work includes the testing of hidden Markov models, condi-
tional random fields or neural networks to phrasing, since these approaches take
into account the position of other potential phrase boundaries in the particu-
lar sentence. One of the possible further work will also be the improvement of
speech corpora segmentation focused on pause detection since not all phrases
are correctly detected in the corpora, e.g. some short pauses are still considered
to be a part of a plosive consonant signal.
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Abstract. In the paper we present a fully automated process capable of
creating speech databases needed for training acoustic models for speech
recognition systems. We show that archives of national parliaments are
perfect sources of speech and text data suited for a lightly supervised
training scheme, which does not require human intervention. We describe
the process and its procedures in details and demonstrate its usage on
three Slavic languages (Polish, Russian and Bulgarian). Practical eval-
uation is done on a broadcast news task and yields better results than
those obtained on some established speech databases.

Keywords: Speech recognition · Cross-lingual bootstrapping ·
Parliament speech

1 Introduction

Since the early years of the automatic speech recognition (ASR) research,
machine transcription of parliament speeches has been considered a challeng-
ing task and a nice application of the voice-to-text technology. ASR systems
focused on parliaments have been developed for major languages [2,3,5,11] and
later also for some other, including the Slavic ones [4,7,10,13]. The task’s main
challenge is a large variety of speaking styles, from read contributions, to less
formal talks and even spontaneous utterances. Also the quality of the signal is
not always high, namely because of reverberation in large halls. On the other
side, the archives of these institutions contain thousands of spoken and written
documents and hence it is not that difficult to fit the acoustic models (AM) and
language models (LM) to the given task and achieve good results.

In this paper, we do not focus on developing an ASR system for a particular
institution or a particular language. Instead, we want to show that parliament
archives are very convenient data sources for fast and almost automatic develop-
ment of acoustic models for ASR systems. The main advantage of these archives
consists in the fact that they include both audio recordings of the sessions as well
as their written (shorthand made) transcriptions. And even though the latter are
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 174–182, 2017.
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not verbatim, it is still possible to utilize them for so called lightly-supervised
AM training. They are particularly useful when we want to port an existing
ASR system from one language to another without spending time (and money)
for collecting special speech databases. In this paper, we show that we can built
fairly good AMs for several languages within a short period, in a fully automated
way and without an expert for each language.

2 Spoken and Written Documents in Public Parliament
Archives

In many countries, national parliaments offer public access to the files that doc-
ument their regular sessions. Usually, they have form of video files and written
protocols. The latter contain lists of speakers and their talks. If the transcripts
were verbatim, we could easily make a speech database suitable for AM train-
ing. We would just need to convert the video files to the audio ones, cut them
into parts with speech of a single person, and attach a text transcript to each.
Since many parliaments have several hundreds of members, we would obtain
a collection whose content, size and speaker coverage would be comparable to
specialized speech databases, e.g. GlobalPhone [9].

In reality, however, the transcripts are never verbatim. Even if they are pro-
duced by professional transcribers, they contain errors (e.g. typos, modified word
order, synonyms instead of actually spoken words). Moreover, they represent
an edited form of the actual talks, with grammatically corrected utterances,
removed repeatedly spoken phrases, etc. (A real example is shown in Table 1).
If we measured the matching score between actual utterances and their official
transcripts in the same way as it is done in ASR evaluation, we would get values
typically around 80 to 90 %.

Table 1. Difference between official text transcript of a speech fragment from Polish
Sejm. (The example shows a typo in the first word and many omitted, but actually
spoken, words.)

Text: potrzebna nie zmian na wsi

Speech: potrzeba jest naprawde nie zmian tylko jest na wsi

The collection of the recordings would be still useful for AM training, if
somebody corrected the official transcripts so that they would agree with the
spoken content. Yet, that would require a native speaker, a lot of manual work
and rather long time.

Our approach is different and fully automated. We utilize our own ASR
system (originally developed for another language) as a tool that transcribes
the audio files and then searches for the fragments where ASR output fully
agrees with the provided text. These fragments are cut and used (together with
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their automatically created phonetic annotations) for iterative retraining of the
AM. The model is improving in time as more data from the target language is
collected.

3 ASR System Used for Spoken Data Collection
and Annotation

As stated above, we employ the ASR system to search for the fragments where
the spoken and written content agree. This can be done even if we do not have
the ASR system fitted to the target language.

We just need a modular large vocabulary continuous speech recognition
(LVCSR) system, whose language specific components (a lexicon, a phonetic
inventory, an acoustic model and a language model) can be separated from the
LVCSR engine. Moreover, its decoder should produce not only recognized text,
but also a precise time instant and pronunciation for each recognized word.

Then, for the target language we create a lexicon and an LM. This is not
that difficult since the Internet offers large amounts of texts in many languages.
The best sources are web pages of major newspapers and TV/radio stations.
This data just needs to be downloaded and cleaned. The corpus is statistically
analyzed to get a representative lexicon and LM. All that can be done automati-
cally and within a short period [6,12]. We also add the texts from the parliament
archive to the corpus. In this way we obtain a lexicon and an LM that is general
enough to cover various topics and speaking styles present in common parlia-
ment talks, yet without restricting them to the formal language occurring in the
official session protocols.

To build an ASR lexicon, we need to add pronunciation to each word. We
have to define a phonetic inventory for the language and generate phonetic forms
from the orthographic ones. In Slavic languages, this is not a difficult task as the
relation between graphemes and phonemes is rather straight and the grapheme-
to-phoneme (G2P) converter can be based on a limited number of rules, from
which many are common for the whole language group [6,8].

The most critical component is the AM for the target language. To get it
we need a large amount of annotated speech data. At the initial stage we have
none, so we have to use any available AM from another language. In the process
called bootstrapping we use that ‘donor’ AM to transcribe the spoken data from
the archive and extract at least some fragments that could be used for training
a better AM. This is repeated iteratively until we get enough data for training
a good AM for the target language.

4 Automatic Extraction of Data for Acoustic Model
Training

4.1 Written and Spoken Document Segmentation

Parliament session protocols have a firm structure with names of speakers fol-
lowed by their talks. It is easy to parse the text and cut it into parts belonging
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to individual speakers. After that, we must cut also the audio records into seg-
ments that correspond to speaker’s speech. This is the first task for the LVCSR
system. It transcribes the whole session and its output is matched to the proto-
col as described in [1]. Time stamps attached to the words are used to split the
audio into single speaker segments. These are further cut into short chunks whose
length is restricted by setting minimum and maximum number of words. All the
cuts are done during non-speech events (silence or noise) so that spoken phrases
are not affected. The output of this procedure (we denote it DoSegmentation)
is a list of signal chunks (ChunkList), each with a speaker label and a text frag-
ment extracted from the original protocol.

4.2 Transcription Check

In procedure CheckTranscript, the LVCSR system is applied to all the files
in the ChunkList. For each, the LVCSR text output is compared to the text
assigned during the segmentation. If they are same, the transcription is consid-
ered correct and the file together with its orthographic and phonetic transcription
(produced by the system) is moved from the ChunkList to the TrainList.

4.3 Iterative AM Retraining

After all the files from the ChunkList are processed, the data in the
TrainList are used to train a new acoustic model. In the next iteration, the
new AM is utilized for a repeated check and for making an updated TrainList.
In several initial iterations, it is useful to repeat also the segmentation procedure
and get a more appropriate assignment of the text to the chunks. The iterative
process is stopped when the size of the TrainList exhibits only minor changes.

4.4 Cross-Lingual Bootstrapping

When we start to work on a new target language (TL), we have to borrow
an AM from another ‘donor‘ language (DL). This is possible but we have to
modify the pronunciation lexicon so that it uses only the DL phonemes. It is
just a temporary modification and it must be designed so that it is reversible.
In practice, we make a table that maps TL phonemes to the closest DL ones
(or to their combinations), see e.g. [8]. In the procedure named MapPhonemes
we apply the table to the lexicon. After that we can start the above described
procedures.

During initial iterations, however, the number of successfully extracted
speech chunks is too small for training an AM. Therefore, we initialize the
TrainList by a certain amount (e.g. 10 h) of DL training data. Hence, in
the bootstrapping phase we train a model that mixes DL and TL data. When
the size of the latter exceeds that of the former, we finish this stage by running
RemapPhonemes procedure. It (a) returns back to the original lexicon, and (b)
remaps the phonetic transcriptions of the training data to the TL phonetic set
(using the lexicon as a reverse look-up table). After that we remove the DL data
from the TrainList and train the first genuine AM for the target language.
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4.5 Formal Description of Complete Process

The key part of the process is the iterative retraining procedure. It can be for-
mally described by the following scheme:

IterativeRetraining:

1. For each file in ArchiveFileList
DoSegmentation

2. For each Chunk in ChunkList
CheckTranscription

3. Retrain AM on data from TrainList
4. Repeat from step 1 or 2

In the bootstrapping phase, the above procedure is combined with routines
that ensure compatibility with the data and models from the donor language.

Boostrapping:

1. MapPhonemes
2. Add DL data to Trainlist
3. IterativeRetraining
4. RemapPhonemes
5. Remove DL data from Trainlist
6. Retrain AM on data from TrainList

The complete process consists of the bootstrapping stage followed by the
standard iterative retraining procedure. During the latter, we monitor the size
of the training set and also the amount of speech from individual speakers in
order to keep the training set balanced. The process is stopped when the required
amount of data is collected.

5 Practical Evaluation in Three Slavic Languages

We have already used the described method of the rapid AM development for
several languages. Here, we will document it on three Slavic ones, Polish (PL),
Russian (RU) and Bulgarian (BG). For each, one can access public web pages of
their national parliaments: Polish Sejm1, Russian Duma2 and Bulgarian Narodno
sabranie3. We selected 10 to 20 sessions from each institution and downloaded
their videos and written protocols. The number of sessions was chosen so that
we got about 50 h of audio per language. For each language we have collected a
large corpus of (mainly) newspaper texts, mixed it with the parliament protocols,
created a lexicon with G2P generated pronunciations, and computed a bigram
LM. After that we could start the data extraction and AM training process
1 http://www.sejm.gov.pl/.
2 http://www.duma.gov.ru/.
3 http://www.parliament.bg/tv/.

http://www.sejm.gov.pl/
http://www.duma.gov.ru/
http://www.parliament.bg/tv/
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described in Sect. 4. Our LVCSR system works with triphones and can use both
GMM-HMM and DNN-HMM acoustic models. The former (based on Gaussian
mixture models) are more convenient for initial iterations since their training is
faster, while the latter (with deep neural nets) are beneficial in later stages when
more training data is available. For bootstrapping, we used Czech AM (with 40
phonemes) and 10 h of Czech training data. Some basic facts on the developed
language specific modules are in Table 2.

Table 2. Basic facts on the developed components for three Slavic languages

Language Polish (PL) Russian (RU) Bulgarian (BG)

Phonemes 42 53 40

Text corpus size [GB] 2.3 2.8 0.9

Lexicon size [#words] 303k 310k 284k

Data extracted for AM training
[hours]

21.6 19.9 15.2

Number of speakers in train set 68 59 47

We wanted to compare the quality of the obtained AMs with that of the
AMs trained on some established databases, like e.g. GlobalPhone (GP). The
Polish part of the GP contains recordings read by 100 speakers, each with 100
utterances. The first 10 speakers make the test set (1.5 h of speech with 14894
words), the rest is used for training (23.3 h). In Table 3, one can compare the
WER (word error rate) values achieved on the GP test set with different AMs.

Table 3. Experiments with Polish GlobalPhone test set to compare various AMs

Acoustic model Model type WER [%]

Czech AM used for bootstrapping GMM 46.8

Polish AM based on Sejm data GMM 33.1

Polish AM based on GP train set GMM 25.7

Polish AM based on Sejm data DNN 28.9

Polish AM based on GP train set DNN 22.2

We can see that the Czech AM is (obviously) not good for practical tran-
scription but proved to work in bootstrapping. We admit that the AM trained
on Sejm data is significantly worse than that trained on the GlobalPhone and it
is true for both the GMM and DNN models. However, we should realize that the
test set used in these experiments is a part of the GlobalPhone and hence the
Sejm based AM is largely disqualified by train/test mismatch (different acoustic
conditions and speaking styles) when compared to the GP one.
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Therefore, in Table 4 we compare the same two AMs on some other test data.
One is a set of 10 Sejm talks (from speakers not present in the train set), and
the other is made of 4 complete TV and radio (TVR) 30-minute-long broadcast
news. We can see that in these two cases the AM trained on the Sejm data
performs better than that of the GlobalPhone. It is evident especially in the
TVR experiment where none of the two AMs can be considered as task fitting.

Table 4. WER achieved with two Polish AMs on 3 different test sets: GlobalPhone
(14894 words), Sejm talks (5997 words), and TV/radio news (14731 words)

WER

GlobalPhone Sejm talks TVR news

Polish AM based on Sejm data (DNN) 28.9 33.2 28.9

Polish AM based on GP train set (DNN) 22.2 49.7 41.2

Now, let us have a look at all the three Slavic languages. We run very sim-
ilar experiments in each of them and tested the acoustic models created with
the public data from national parliaments. For our project, the most relevant
results were those achieved on the independent broadcast data. We utilized stan-
dardized test sets that cover complete TV/Radio news shows in selected Slavic
languages4,5. Their sizes (measured in the number of spoken words) were: PL
(14731), RU (12277) and BG (15197). Our results are presented in Table 5.

Table 5. WER achieved on TVR data (broadcast news) with 2 types of AMs

Acoustic models WER [%]

Polish AM trained on Sejm (21.6 h, DNN) 28.9

Polish AM trained on all data (126 h, DNN) 20.1

Russian AM trained on Duma (19.9 h, DNN) 27.4

Russian AM trained on all data (58 h, DNN) 22.1

Bulgarian AM trained on NS (15.2 h, DNN) 28.6

Bulgarian AM trained on all data (41 h, DNN) 20.8

In Table 5 we compare the performance of two types of acoustic models for
each language. The first one is that created from national parliament archives in
a fully automated way presented in this paper. The second one is the currently
best available model for that language. For its training we utilized additional
available data, mainly the transcriptions of many broadcast programs and also

4 https://gitlab.ite.tul.cz/SpeechLab/EastSlavicTestData.
5 https://gitlab.ite.tul.cz/SpeechLab/SouthSlavicTestData.

https://gitlab.ite.tul.cz/SpeechLab/EastSlavicTestData
https://gitlab.ite.tul.cz/SpeechLab/SouthSlavicTestData
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some read speech data sets. (The amounts of training data is shown.) We can see
that the difference in performance is significant. Yet, the results achieved with
the AMs trained solely on the automatically collected data can be considered as
usable. In fact, we used these AMs to process and collect speech data from the
mentioned additional sources in a way similar to that presented here, though
not that straightforward like in case of parliament archives.

In all the experiments, we worked with just a small part of the parliament
archives (10–20 sessions as mentioned earlier). We could use much more audio
and text data but the goal of this research was not to create AMs perfectly fitting
talks in each of the parliaments. Our aim was to get similar amount of training
data as in the GlobalPhone set so that we could perform fair comparisons.

6 Conclusion

We present a fully automated process for creating annotated speech data-
bases that are applicable for training acoustic models needed in automatic
speech recognition systems. Our approach utilizes data from publically avail-
able archives of national parliaments. Their main advantage consists in the fact
that they contain large amounts of spoken data as well as their transcriptions.
Even though the latter are not verbatim, our method is capable of extracting
the exactly matching fragments and utilize them for data collection and iterative
acoustic model training. The process can be fully automated and it is possible
to develop all modules for a new language (i.e. a lexicon, a language model and
namely the acoustic model) within a short period of one month. We demonstrate
it on 3 Slavic languages (each from a different subgroup) and obtain results that
are generally better than those than could be achieved with a dedicated, com-
mercially available speech database.

The presented method is applicable also to some other sources that contain
both speech and text, like e.g. TV programs equipped with subtitles, though
some minor modifications are needed.
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Abstract. This paper presents a comparative study of several different
systems for speech recognition for the Tatar language, including systems
for very large and unlimited vocabularies. All the compared systems use
a corpus based approach, so recent results in speech and text corpora cre-
ation are also shown. The recognition systems differ in acoustic modelling
algorithms, basic acoustic units, and language modelling techniques. The
DNN based system with the sub-word based language model shows the
best recognition result obtained on the test part of speech corpus.

Keywords: Speech recognition · Acoustic modelling · Language mod-
elling · Tatar language

1 Introduction

The conventional way of building speech recognition systems is to obtain required
acoustic models, a pronunciation dictionary, a language model, and use some of
the decoders. The situation can be worse whenever you have to recognize the
speech of an under-resourced language. In that case some (or all) of the required
resources and algorithms may not exist.

In this article we present our recent results in creating continuous speech
recognition systems for the Tatar language. We used the word based approach
to create a very large vocabulary speech recognition system and the sub-word
based approach for the case of unlimited vocabulary recognition.

Tatar is spoken by several million people and is the second spoken language
in Russia. There are 4.2 million of speakers in Russia and near 5.2 million of
speakers in the world [8]. The Cyrillic alphabet (unified in 1939) consists of
39 characters. There are 12 vowel and 28 consonant sounds. Different dialects
of Tatar can be identified: Western, Kazan (Middle) and Eastern. Based on the
existing language classification [7], in 2013 it was assigned to the under-resourced
language class [6]. However, recent results in machine translation [1], speech
analysis and synthesis [3] fields can change this situation. The main feature of
Tatar in case of creating speech recognition systems is the agglutinative nature
of the language, so one word can have tens of surface forms. It leads to a very
high OOV rate problem.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 183–191, 2017.
DOI: 10.1007/978-3-319-64206-2 21
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Therefore, we have to use approaches for very large or unlimited vocabulary
recognition systems. We need to determine an acoustic alphabet, to record and
annotate speech corpora, to build models with different existing approaches and
to evaluate the recognition quality of combinations of the systems parts.

The paper is organized in the following way. Section 2 gives an overview
of speech and text corpora of the Tatar language that are used to train and
test acoustic and language models. Section 3 shows different types of developed
Tatar speech recognition systems. Section 4 discusses the experiment results of
proposed recognition systems. Last section concludes the paper.

2 Data

The size and the quality of training data play an essential role in modern recog-
nition approaches. To train speech recognizers for the Tatar language we have
created a continuous speech data set representing different types of speakers [2].
The data set consists of read speech mostly spoken by native speakers with a
common Kazan dialect. As for training language models we have used the pre-
processed Tatar National Corpus [5].

2.1 Speech Corpus

The most modern systems use speech corpora with a total duration of hundreds
and thousands hours to create robust acoustic models. This amount of training
data gives a possibility to create robust recognizers. The robustness in that
case means relatively equal recognition accuracy for male and female speakers,
speakers of different sex and age, noise conditions, etc. Building and annotating
the multi-speaker speech corpus for the Tatar language is currently in progress.
Now it consists of two main parts. The first part—“Core part”—has been created
to cover all the Tatar phonemes pronounced by the large number of speakers.
Due to this goal, each speaker has been asked to utter approximately 2 min: 11
sentences from literature texts, 13 separate words, and 7 sentences from news.
Each of the resulting set of 31 text fragments has been adjusted to contain all
the Tatar phonemes and the maximum number of phonemes contexts (left and
right phonemes) based on 2- and 3-grams number. The “Core part” is now used
in several algorithms in their first stages to create initial monophone models (see
Sect. 3 for details).

The second part of the corpus is “Read part”. We asked people to read
randomly selected texts for 30 min. The source of used texts is the Tatar National
Corpus described in Sect. 2.2. The only text adaptation was transcribing of all
the abbreviations and numbers.

Both “Core” and “Read” parts have been manually annotated, for now the
speech corpus contains speech files, corresponding text and phonetic transcrip-
tions. The corpus also contains additional meta-information about speakers (sex,
age, mother tongue) and an expert's score of speakers' proficiency in Tatar. In
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Table 1. The characteristics of multi-speaker speech corpus for the Tatar language

Parameter Value

Number of speakers 377

Male speakers 109

Female speakers 268

Duration 57:55:09

Number of speakers in training subcorpus 361

Duration in training subcorpus 52:50:15

Number of speakers in test subcorpus 16

Duration in test subcorpus 5:04:54

Number of speakers in Core part 251

Duration of Core part 8:12:16

Average duration per speaker in Core part 1:58

Number of speakers in Reading part 126

Duration of Reading part 49:42:53

Average duration per speaker in Reading part 23:40

addition, we plan to continue recording and annotating the “Spontaneous” and
start collecting/transcribing “Radio and TV” parts of this corpus.

The main characteristics of the speech corpus are presented in Table 1.

2.2 Text Corpus

Texts that have been used to create language models are from the Tatar National
Corpus. Some preprocessing steps have been implemented to prepare texts for
language modelling:

1. Duplicate fragments have been removed;
2. All the texts have been lower-cased;
3. Abbreviations, numbers, dates have been transcribed;
4. The texts have been split into separate sentences.

The main characteristics of the text corpus after the processing steps are
presented in Table 2.

3 Systems Description

3.1 General Overview

We have built and evaluated several recognition systems that differ in an acoustic
modelling unit, the size of used training data, and in the algorithms used for
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Table 2. The characteristics of the text corpus

Parameter Value

Number of files 217 294

Number of words 69 810 033

Number of words in learning part 64 629 794

Number of words in test part 5 180 239

Number of syllables 186 014 478 (2,66 per word)

Number of morphemes 110 280 448 (1,58 per word)

Number of letters 434 636 548 (6,23 per word)

models' creation and decoding phases. All the training and evaluation have been
done using the Kaldi toolkit [4].

We experimented with two different types of acoustic units: monophones and
triphones. As we have already mentioned in Sect. 2.1, we used short utterances
from the “Core part” of the speech corpus to create acoustic models in the initial
training stages (see Training audio data column in Table 3).

The basic speech feature we used is mel-frequency cepstral coefficients
(MFCCs), but also delta and delta-delta coefficients have been used to form
39-dimension feature vector. In more advanced systems (Tri2, Tri3, Tri4, NN)
we have used LDA/MLLT feature transformation algorithm, SAT and fMLLR
speaker adaptation techniques [10].

LDA-MLLT stands for Linear Discriminant Analysis – Maximum Likelihood
Linear Transform. LDA reduces feature space for all the data, whilst MLLT
takes this reduced feature space from LDA and calculates a transformation for
each speaker to implement speaker normalization.

SAT stands for Speaker Adaptive Training and performs speaker and noise
normalization. After SAT training, the acoustic models are trained on speaker-
normalized features. fMLLR stands for Feature Space Maximum Likelihood Lin-
ear Regression. The inverse of the fMLLR matrix is used to remove the speaker
identity from the original features.

Two types of language models have been created using word and sub-word
based approaches. To create the sub-word based language model we split low-
frequency words into syllables, that allows to reduce the OOV rate. For both
word and sub-word language models pruned and full 3-gram and 4-gram models
were built.

We have used step by step training process so each next system should
improve recognition quality by using more training data, advanced adaptation
techniques and larger language models. The resulting set of speech recognition
systems is presented in Table 3, where, for example, MonoSW has the same
components as Mono system except of using the sub-word language model.

The latter NN system from listed in Table 3 is the DNN-based recognizer.
This neural network uses a p-norm activation function and predicts the posterior
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Table 3. The overview of built Tatar speech recognition systems

System Acoustic unit Training audio data Features Language models

Mono, MonoSW Monophone Separate words MFCCs Small 3-gram

Tri1, Tri1SW Triphone Separate words +delta, delta-delta +3-gram full

Tri2, Tri2SW Triphone Core part +LDA/MLLT As above

Tri3, Tri3SW Triphone Core part +fMLLR As above

Tri4, Tri4SW Triphone Full training corpus As above +4-gram

NN, NNSW Triphone Full training corpus As above As above

probabilities of context-dependent states [14]. It has been trained on the training
corpus data aligned by Tri4 recognition system.

All the Mono, Tri1-Tri4 and NN systems use the same 200k words vocabulary
consisting of most frequent words. Sub-word (SW) based systems use the vocab-
ulary of 50k most frequent words combined with 10k most frequent syllables.

3.2 Acoustic Models

In this work we have created acoustic models for rather good quality recordings:
16 bits, 16 kHz. We could use them to recognize speech in offices, in front of home
PC, to analyze speech in not very noisy conditions. In future, we plan to create
separate acoustic models for speech transmitted over telephone, TV and radio
channels.

The simplest monophone and triphone acoustic models are created for
32 non-silence and 2 silence phones. Context dependency is introduced with left
and right adjacent phonemes. Therefore, each context-dependent (CD) phoneme
is presented with a triple of context-independent phonemes designated as a–b+c
where b is a central phoneme name, a and c are names for left and right context
phonemes respectively.

Phonemes names are taken from the basic phoneme alphabet for Tatar (a,
ae, b, ch, d, dzh, e, f, g, h, i, j, k, kh, l, m, n, ng, o, oe, p, r, s, sh, t, ts, u,
ue, v, y, z, zh) accomplished with a silence sil and short-pause sp, which makes
total 34 items. Grapheme-to-phoneme conversion have been done using the tool
described in [13].

Acoustic models for sub-word based systems trained using preprocessed text
transcriptions: words (except of 50k most frequent words) were divided into
syllables. It can help the system to be more robust in recognition of sub-word
units.

3.3 Language Models

A language model creation task arises in many applications from spellchecking to
machine translation systems. In all the cases, a language model has to describe
language grammar rules and has the ability to estimate the probabilities of a
word sequence in a specified language. We have built the language model for
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the Tatar language using the SRILM toolkit (Speech Technology and Research
(STAR) Laboratory) [12]. This tool has the functionality to create n-gram mod-
els, can interpolate different models and estimate the quality of the built models.
The common way to use SRILM is as follows:

1. Executing the “ngram-count” function to calculate the count of n-grams.
2. Executing the “ngram-count” function to build the language model based on

the results of the first step. A smoothing algorithm has to be specified.
(a) Executing the “ngram” function with a prune option with a threshold as

a value.
3. Model quality estimation using “ngram” function with a ppl parameter.

In addition to conventional 3- and 4-gram models, we have built a pruned
3-gram model. Language model pruning can help in dealing with the limited
amount of memory in computing device. Used algorithm prunes n-gram prob-
abilities if their removal causes the perplexity of the model to increase by less
than the threshold value [11].

According to the limit of the corpus size, the developed word based language
models cannot be complete. Thus, there will be unseen n-grams with a zero
probability. As the probability of the entire speech utterance is calculated as the
multiplication of separate n-grams, this can lead to the situation, in which even
one unseen n-gram zeroes out the total utterance probability. To overcome this
drawback, we used the Kneser-Ney smoothing algorithm [9].

The Tatar language belongs to the agglutinative language family. Thus,
its main characteristic is rich morphology. In case of word-based models, the
only approach to cover the entire lexicon better is to use a larger vocabulary.
Our experiments have shown that 20k words vocabulary gives 17% OOV rate,
50k – 10%, even 200k vocabulary shows 4.4% OOV on test data set. In case of
sub-word models, we achieved 0% OOV rate using 60 K mixed words and syl-
lables vocabulary. The quality of the built models have been evaluated on the
following parameters: memory usage and perplexity (model the confidence level
in the analysis of the test data set), Table 4.

Table 4. Language models features

Language models Memory Perplexity OOV

Word based models

Pruned 3-gram 31 MB 1041.9 4.4%

3-gram 170 MB 315.9 4.4%

4-gram 204 MB 278.9 4.4%

Sub-word based models

Pruned 3-gram 29 MB 242.8 0%

3-gram 218 MB 65.7 0%

4-gram 360 MB 45.0 0%
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3.4 Evaluation Method

The most common performance metric in speech recognition is word error rate
(WER), that is computed as follows:

WER =
I + D + S

N
× 100%,

where I is the number of insertion errors, D – deletion errors, S – substitution
errors, N – the total number of words in an uttered text. The agglutinative
nature of the Tatar language can lead to such a situation where one incorrectly
recognized affix will be counted as a whole word error in WER. For example, in
the third record from the test subcorpus word “kaltyradym” have been recog-
nized as “kaltyrady” and the WER statistics can't show the real quality of this
recognition result since it observes only the substitution error. To give a differ-
ent source of evaluation information we have computed an additional metric:
syllable error rate (SER).

One of the applications of speech recognition systems is the dictation system.
In this type of programs users estimate the recognition quality mostly by the
number of corrections they have to make in recognized texts. Therefore, such
characteristic as character error rate (CER) can be representative.

4 Results

Table 5 shows the performance of the recognizers on the 5-hours test subcorpus.

Table 5. Evaluation results for Tatar speech recognition systems

System Language models WER SER CER

Word based Sub-word Word based Sub-word Word based Sub-word

Mono Pruned 3-gram 52,06 - 39,65 - 28,70 -

Tri1 Pruned 3-gram 28,80 24,08 18,32 13,98 12,54 8,18

Tri1 3-gram 22,59 18,42 14,09 10,84 9,78 6,44

Tri2 Pruned 3-gram 24,14 21,20 13,95 11,46 8,69 6,40

Tri2 3-gram 19,08 16,17 10,86 9,11 6,91 5,82

Tri3 Pruned 3-gram 21,16 18,67 11,35 9,74 6,67 5,33

Tri3 3-gram 17,21 14,90 9,04 7,81 5,37 4.91

Tri4 Pruned 3-gram 18,57 19,70 9,29 10,08 5,24 5,54

Tri4 3-gram 15,19 16,09 7,46 8,29 4,18 4,59

Tri4 4-gram 15,10 15,71 7,41 8,05 4,15 4,44

NN Pruned 3-gram 16,47 17,17 8,27 8,13 4,94 4,29

NN 3-gram 12,99 13.25 6,44 6,37 3,86 3,41

NN 4-gram 12,89 12,79 6,38 6,14 3,83 3,29

The analysis of the WER values for the word based systems shows the main
component of the errors: the substitution errors. For the conducted experiments
the number of substitution errors is from 5 to 10 times bigger than the insertion
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or deletion errors. For example, for the best NN 4-gram LM system error numbers
are as follows: 496 insertions, 395 deletions, 2362 substitutions. We have found
two possible reasons for these results. The first one is the OOV rate, and the
second one is the rich morphological structure of the Tatar words. The number
of OOV words in the speech test corpus is near 1% (213 from 25240 words).
The influence of rich morphological structure can be seen in SER and WER
difference: syllable based error rates are nearly two times less than word based.

The sub-word based systems show the recognition accuracy comparable with
the word based systems. However, there are two main differences between these
approaches. First, the sub-word based systems allow to cover all the Tatar lexi-
con, so no OOV words have been detected. But at the same time it's harder to
acoustically recognize small parts of words.

5 Conclusions

In this paper we present some recent results in creating large and unlimited
vocabulary speech recognition systems for the Tatar language. First multi-
speaker speech corpus has been created and used to model Tatar acoustic units
(monophones and triphones). The Tatar National Corpus has been used to build
the word and sub-word based language models. The best result obtained on the
test part of the speech corpus – more than 87% word recognition accuracy –
has been shown by the DNN-based system with the sub-word based language
model. The sub-word based speech recognition system showed 0% OOV rate, so
it can be used in the applications where this factor can play an essential role,
for example, in dialogue systems.
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Abstract. We present a method to identify and document a phenom-
enon on which there is very little empirical data: German phrasal com-
pounds occurring in the form of as a single token (without punctua-
tion between their components). Relying on linguistic criteria, our app-
roach implies to have an operational notion of compounds which can
be systematically applied as well as (web) corpora which are large and
diverse enough to contain rarely seen phenomena. The method is based
on word segmentation and morphological analysis, it takes advantage of a
data-driven learning process. Our results show that coarse-grained iden-
tification of phrasal compounds is best performed with empirical data,
whereas fine-grained detection could be improved with a combination of
rule-based and frequency-based word lists. Along with the characteris-
tics of web texts, the orthographic realizations seem to be linked to the
degree of expressivity.

Keywords: Corpus linguistics · Word segmentation · Morphological
analysis · Web corpora

1 Introduction

Composition, that is “the combination of two or more lexemes (roots, stems or
freely occuring words) in the formation of a new, complex word”, is a produc-
tive process of German word formation [27, p. 364]. German is indeed consid-
ered as a language which makes extensive use of compounds [31], for example
Biowahn, Freigeist, or zitronengelb. Compounding does not always operate by
a simple string concatenation, it can involve linking elements (e.g. the ens in
Schmerzensschrei) as well as the elision of word-final characters in the non-head
constituent of a compound [18]. In the non-head position of such determinative
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 192–200, 2017.
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compounds, not only lexical categories, but also syntactic units can be inserted
– a phenomenon called phrasal compounding.

This paper discusses the automatic detection of german phrasal compounds
(PCs) like “Man-muss-doch-über-alles-reden-können”-Credo or Habdichliebpoli-
tik1 in web corpora. PCs display a specific type of determinative compounds
and can be defined as “complex words with phrases in modifier position” [24,
p. 153]; their study is worthwhile in theoretical terms alone and sheds light on
the general process of composition [16,17,22,24,25,34]. Phrasal compounding is
not restricted to German, but can be found in other languages as well [35], for
example English: “cut-and-run meal” [34].

While [16] (cf. also [29]) presented the first elaborated, large corpus-based
investigation of German PCs whose immediate constituents are separated by
hyphens (e.g. Second-Hand-Liebe, cf. [15, pp. 349–353] for orthographic variants),
until now no systematic study has ever put into focus PCs which are written
as one word, i.e. without hyphens or blanks between their component parts
(e.g. Heileweltsache). We want to outline the methodological challenges of their
automatic detection in this paper, however the investigation of this PC variant
in itself can also be seen as a desideratum.

The absence of linguistical or computational approximations to PCs can
notably be explained by the lack of attested data. Within the inventory of nom-
inal compounds, PCs account for an amount of 3.2% [28]. As it is assumed that
PCs written as one word are even less prominent [16], possible hits are to be
found at the lower end of the frequency spectrum. Thus, the annotated samples
which we put together and use can themselves be considered as a precious and
unprecedented source of linguistic evidence.

The automatic detection is indeed particularly challenging, especially the
distinction between complex prototypical determinative compounds and PCs
which are written in one word, or the distinction between PCs and types of
phrasal derivations like Wasser-in-Wein-Verwandler [22]. It implies to have an
operational notion of compounds which can be systematically applied as well as
corpora which are large and diverse enough to contain rarely seen phenomena.
Web corpora built for linguistic research relying on scientific criteria [2] seem
particularly suitable for this endeavor, as they may comprehend a significant
amount of texts from a large gamut of sources.

2 Method

The detection method grounds on a morphological compound analysis operating
on token level. Since German is considered to be a morphologically rich language,
state-of-the-art approaches do not always perform well on words absent from the
dictionary, which is typically the case for phrasal compounds. Thus, in order to
get information on potential segmentation patterns, we use the morphological
1 “One-should-be-able-to-talk-about-everything motto”, “I-like-you-policy”. All exam-

ples appear in their original graphic realization, as found in previous studies [19] and
billion-token web corpora [5,6].
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analyzer SMOR [32] in combination with a data-driven morphological segmen-
tation based on affix and component trees. This combination follows from two
different goals: to design a robust detection process and to be able to estimate
the degree of lexicalization of complex compounds.

2.1 Previous Work

The combination is deemed to be necessary as SMOR can be subject to coverage
issues. In previous work on non-standard text in an under-resourced variety
of written German, namely retro-digitized newspaper texts from former East
Germany, we showed that a data-driven method could overcome data sparsity
and trump SMOR’s full-fledged morphological analysis to predict whether a
given token is to be considered as part of the language or as an OCR error [4].

A similar approach has also been used to build an unsupervised morpholog-
ical model for a number of different languages and language varieties for the
Discriminating between Similar Languages shared task [3,23]. Criteria result-
ing from the segmentation analysis are statistically relevant and can be used
as a sparse feature in a model to discriminate similar languages. A reasonable
hypothesis is that they add new linguistically motivated information, dealing
with the morpho-lexical logic of the languages to be classified while also yielding
insights on linguistic typology.

2.2 Data-Driven Segmentation Process

The method is based on segmentation and affix analysis. The original idea
behind this simple yet efficient principle appears to go back to Harris’ letter suc-
cessor variety which grounds on transitional probabilities to detect morpheme
boundaries [14]. The principle has proven valuable to construct stem dictionaries
for document classification [13], it has been used in the past by spell-checkers
[20,30], as it is both linguistically relevant and computationally efficient. Rel-
evant information is stored in a trie [11], a data structure allowing for prefix
search and its reverse opposite in order to look for sublexicons, which greatly
extends lexical coverage. Forward (prefix) and backward (suffix) tries are used in
a similar fashion, albeit with different constraints. This approach does not nec-
essarily perform evenly across languages; it has for example led to considerable
progress in morphologically-rich languages such as Arabic [7] or Basque [1]. Sim-
ilar approaches have been used successfully to segment words into morphemes in
an unsupervised way and for several languages. A more recent implementation
has been the RePortS algorithm which gained attention in the context of the
PASCAL challenge [8,9,21] by outperforming most of the other systems. The
present approach makes similar assumptions as the work cited and adapts the
base algorithm to the task at hand. In this regard, this experiment also tests
if the data-driven morphological analysis of surface forms can be useful in the
context of phrasal compounds.
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2.3 Implementation

In order to build the corresponding model, a dictionary is composed by observing
unigrams in the training data, then prefix and suffix trees are constructed using
this dictionary. Additionally, an affix candidate list is constituted by decompos-
ing the tokens present in the training data. The identification algorithm aims
at the decomposition into possibly known parts. It consists of two main phases:
first a prefix/suffix search over respective trees in order to look for the longest
possible known subwords, and secondly sanity checks including a series of known
composition rules to see if the rest could itself be an affix or a word out of the
dictionary. If αβ is a concatenation absent from the dictionary and if α and β
are both in training data, then αβ is considered to be a valid token. The segmen-
tation can be repeated if necessary, in order to identify all necessary components
of long words. It is only performed backward here since the nominal basis is a
discriminative criterion in this study.

Once the word has been decomposed into potentially meaningful parts, the
morphological analysis tool SMOR [32] is used to determine the grammatical
category of the identified root, i.e. the last matched subword on the right. If it is
considered to be a valid noun, the rest of the subwords is analyzed in the same
way. Adjectival and adverbial combinations on a noun base are used as a cue
that the token is a phrasal compound.

For example, the token Allerweltsfragen is not necessarily in the dictio-
nary, but it can be decomposed into Allerwelt+s+fragen and ultimately into
aller+welt+s+fragen. Fragen and Welt are identified as in-dictionary nouns,
aller is a valid component, and s is among a fixed number of composition rules.
Thus, this token is classified as PC.

3 Evaluation

The evaluation is performed on a gold standard of manually annotated sam-
ples: lists of PCs (coarse-grained and fine-grained) and a list of other similar
compounds (noise). There are 123 coarse, 103 fine, and 504 noise tokens. The
samples mainly come from experiments with billion-token web corpora [5,6],
completed by results from previous studies [19]. They are annotated manually
following expert criteria defined in [16].2

Apart from morphological criteria such as binarity or constraints for the real-
ization of linking elements, the question whether the non-head can be considered
as a phrasal element is crucial for the identification as PC. We assume a gradual
understanding of the category “phrase” in this context, with congruency between
the elements of the non-head being an important criterion, cf. Harte-Jungs-
Gerede or 1000-Stunden-Jahr, but not Dreibettzimmerzuschlag. In addition to

2 One PC-type defined is not captured by our automatic detection: Word forma-
tions whose non-head consists of not explicitly coordinated NPs, e.g. Frage-Antwort-
Stunde, cf. p. 194 f.



196 A. Barbaresi and K. Hein

these classical cases, entities whose status as a phrase is less clear are also con-
sidered here, e.g. Coca-Cola-trink-Unterhaltungs-Freundschaft (contains only a
verb stem as verbal element). Both syntactically complete structures (e.g. “Der-
Reporter-macht-sich-langsam-auf-den-Weg-in-die-Redaktion”-Stunde) as well as
sentence-like elliptical structures (e.g. “Jetzt geht’s los”-Motto) in non-head posi-
tion are considered to be within the category “sentence”.

Entities which do not correspond to our criteria are gathered in the noise
list, whose purpose resides in emulating larger datasets by entailing long tokens
such as proper names, complex compounds, and compounds which share a for-
mal similarity with phrasal compounds, notably complex nominal compounds
(Waschsalontristesse).

In order to do justice to the numerous entities which fulfill certain, but
not all of the criteria linked to the PC-status, we make use of a coarse inter-
category. Constructs which have something to do with PCs from a coarse-
grained perspective, particularly constructs with a phrasal component, are col-
lected in this list: Immernacktschlafende, product of phrasal derivation [22];
Grünkohlinderbadewannewaschens, product of phrasal conversion [22]; After-
work[ichraffmichgradsonochauf]FeierabendSportler, phrasal element in the mid-
dle of a complex construction [10]; Einpersonenhaushalt, lack of congruency
within the non-head, potential phrase because of the A+N-non-head; Mehr-
Aufmerksamkeitsheischerei, realization of a non paradigmatic linking element
in combination with a non-lexicalized non-head [16]. Because they share certain
properties with fine-grained PCs, the entities from the coarse list can be useful
for the automatic detection of PCs that are fully compatible with the theoretical
model.

After empirical testing, the smallest possible token length for learning and
searching is fixed to 4 characters, the upper bound on token and subword length
during learning phase is 16 characters. We test several lists which are expected to
contain valuable information on variation at morphological level. On one hand,
morphologically motivated word lists which have been made available for training
and/or experiments on German words by the MarMoT [26] and GermaNet [18]
systems are tested in this particular context. On the other hand, an empirical
dataset is used for comparison, it stems from a combination of common tokens
from a german reference corpus [12] and from newspaper corpora [2] (as described
in [4]).

Table 1 summarizes the results. The training data from the MarMoT mor-
phological toolkit lead to the best general results (coarse+fine) as well as the
best compromise between precision and recall (F1-measure), but the empirical
data from a selection of corpora reaches the best accuracies in all three set-
tings. Therefore, it appears that coarse-grained detection of phrasal compounds
is best performed with empirical learning data, whereas fine-grained detection
can benefit from a combination of rule-based and frequency-based word lists.
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Table 1. Results of evaluation on manually annotated samples (coarse and fine-
grained). MMT = MarMoT, GNT = Germanet, CPS = corpus data. Higher is better.

Measure Coarse+Fine Coarse Fine

MMT GNT CPS MMT GNT CPS MMT GNT CPS

Precision .452 .405 .546 .250 .198 .368 .330 .310 .383

Recall .527 .199 .394 .390 .138 .350 .689 .301 .447

F1 .487 .267 .458 .305 .163 .358 .447 .305 .413

Accuracy .656 .662 .711 .651 .721 .754 .710 .768 .784

4 Discussion

More seldom seen combinations can be problematic and lead to a decrease
in recall, mostly because of segmentation and component identification
issues. First, the token Halsringreitjungfrau is correctly segmented into Hal-
sring+reit+jungfrau, but since neither the “reit” modifier (corresponding to the
verb reiten) nor the potential noun “Reitjungfrau” are present in the training
data, the case is left undecided at the current stage of implementation. The
greediness of the search algorithm could also be fine-tuned: the (non-PC) token
Ichhaballesimgrifflern is decomposed into ichhaballesim – an unknown string
resulting from the algorithm not being greedy enough, whereas the decomposi-
tion into lern and griff is too greedy and misses the nominal formation in dative
form.

Second, the dictionary coverage obtained from reference and newspaper
corpora affects precision. Grünpanzerschildkröte (a rare species of tortoise) is
wrongly considered to be a PC (lack of congruency) since the token is decom-
posed correctly, grün is an adjective, and Grünpanzer does not appear to
be lexicalized. Component parts coming from other languages are also prob-
lematic, such as in Mainstream+medien+superfrau, where the lexical class of
Mainstream is hard to assess automatically due to sparse data. Additionally,
a systematic notion of congruence as well as a refined analysis of combin-
ing elements seem to be necessary to improve the detection process: so are
Grün+gemüse+n+spendeaktion and Nicht+eintreten+s+entscheid both ana-
lyzed as PCs, although this is no clear-cut case and only the first one has been
annotated as a potential/coarse-grained one.

Finally, the model does not presently yield information about frequency
effects. As it is restricted to concatenative morphology, the fact that a stem
has to be in the dictionary is a strong limitation impeding recall in particular
[9]. However, an overall conservative setting has been kept so far as it prevents
the model from overgenerating.
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5 Conclusions

We have presented a study to identify and document a rare phenomenon on
which there is very little empirical evidence, phrasal compounds occurring in
the form of as a single token without punctuation between their component
parts. Our method implies a systematic approach as well as corpora which are
large and diverse enough. It operates at the crossroads of qualitative and quanti-
tative research, in such a way that both approaches benefit from each other. On
one hand, we need empirical data to draw conclusions on this rarely observed
phenomenon. On the other hand, trying to replicate fine-grained decisions also
makes for more stringent and thorough criteria. Our method is based on word
segmentation and morphological analysis, the first takes advantage of a data-
driven learning process while the latter uses existing software. As documented
examples are quite scarce, machine-based scans through large web corpora are
one possible way to look at these compounds in all their (so far unsuspected)
variety.

Since one specific communicative function of – at least one sort of – PCs
can be seen in producing expressivity effects [16,25], this word formation type
seems to be predestined for a productive use in computer-based communication,
which web corpora entail. Our results show that coarse-grained detection of
phrasal compounds is best performed with empirical data, whereas fine-grained
detection could be improved with a combination of rule-based and frequency-
based word lists. Additionally, the investigation of PCs in web corpora displays a
fruitful supplement to the newspaper-based investigations. If we compare results
from both sources, there seem to be parallels inasmuch as certain lexemes are
more predestined than others to appear as a head word in PCs. For exam-
ple, there are many PCs whose head word is a denomination of a person (e.g.
Frau) in the present findings. Such heads are often combined with non heads
which express a stereotypical property of a person or a type of person [33],
such as Wäschewaschaufhängbüglezusammenlegfrau or buchcoverfotosmitsmart-
phonecamerabildermachfrau.

Looking at the PCs which we have automatically extracted from web cor-
pora, one can conclude that their orthographic realization, i.e. the missing use
of punctuation between the component parts, seems to increase their degree
of expressivity. This holds especially for very complex/long PCs like Afterwor-
kichraffmichgradsonochaufFeierabendSportler. Catching attention or being cre-
ative seems to be more important in this case than facilitating the reception for
the reader by the use of punctuation. Moreover, creatively formed PCs such as
Oberflächlichallesmöglicheabernichtsrichtiglerner contribute to reject the claim
[22] that predominantly lexicalized PCs (e.g. Armeleuteessen) are written as one
word. Future work includes giving answers to linguistically relevant open ques-
tions with respect to the proportion of PCs written together in comparison to
PCs with hyphens, the potential existence of a systematic difference between
both PC types, and further properties of compounds which are suitable both for
qualitative analysis and automatic identification.
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Abstract. Phonetically rich and balanced speech corpora are essential
components in state-of-the-art automatic speech recognition (ASR) and
text-to-speech (TTS) systems. The written form of speech corpora must
be prepared carefully to represent the richness and balance in the linguis-
tic content. There is a lack of this type of spoken and written corpora for
Standard Arabic (SA), and the only one available was prepared manually
by expert linguists and phoneticians. In this work, we address the task of
automatic preparation of written corpora with rich linguistic units. Our
work depends on a comprehensive statistical linguistic study of SA based
on automatic phonetic transcription of texts with more than 5 million
words. We prepared two written corpora: the first corpus contains all
allophones in SA with at least 3 occurrences of each allophone and 17
occurences of each phoneme. The second corpus contains, in addition to
all allophones, 90.72% of diphones in SA.

Keywords: Phonetically rich · SA written corpora · Linguistic content ·
Allophones · Diphones

1 Introduction

Phonetically rich and balanced sentences are sentences that contain all allophones
in a language with respect to their frequency in natural speech [10]. Naturally bal-
anced sentences (phonetically balanced sentences), however, require the availabil-
ity of very large data sets in order to accurately estimate the phones’ frequency
distribution as in natural speech. The training of a TTS or ASR system in this
case may become complicated and time-consuming. For this reason, the so-called
uniformly balanced sentences, which contain all phonetic events as uniformly dis-
tributed as possible, are utilized [9,10]. Many ASR systems are based on phonet-
ically rich and balanced corpora. In [6], it was shown that the adoption of this
c© Springer International Publishing AG 2017
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type of speech corpus in an Arabic ASR system can achieve a high performance.
Building this corpus depends primarily on the good preparation and design of a
phonetically rich and balanced sentences and phrases. The same holds for devel-
oping Arabic TTS systems with high intelligibility. For SA, there is a lack of these
corpora. In the literature, the only freely available written Arabic corpus, based on
phonetically rich and balanced words, is presented in [7]. It contains 367 sentences
covering all phonemes according to their phonetic distribution in SA. Experts cre-
ated this corpus manually. In this paper, we automatically prepared written cor-
pora based on different linguistic units: phonemes, allophones, and diphones. The
novelty of this work lies in the following contributions:

– Preparing the corpora is based on our previous works [11,12], where we per-
formed a rule-based phonetization of SA and a comprehensive statistical lin-
guistic study on four levels: phoneme, allophone, syllable, and allosyllable.
In [11], the numbers of the mentioned linguistic units in SA were obtained,
and the equations that best fit the ranked frequency distribution at the level
of each unit were verified.

– Preparing the corpora was fully automatic using a software package we devel-
oped and tested for doing the automatic phonetic transcription of SA texts
with very high accuracy (>99%).

– In addition to preparing a phonetically rich corpus covering all allophones
in SA, we prepared another written corpus. It covers more than 90% of all
diphones in SA with the least possible number of words. This corpus can be
used efficiently in Arabic TTS, and Computer-Aided Pronunciation Learning
(CAPL) systems.

This paper is organized as follows: Sect. 2 discusses the works related to the
preparation of SA corpora. In Sect. 3, we describe the steps of automatic prepara-
tion of SA text corpora, and the corpora from which the desired written corpora
regarding different linguistic units will be automatically extracted. Henceforth,
these corpora will be called “input corpora” and the desired extracted corpora
“output corpora”. In Sect. 4, we present the algorithm we adopted for extract-
ing the desired output corpora, while the evaluation and comparison to related
works will be presented and discussed in Sect. 5.

2 Related Works

Regarding the manual preparation and design of phonetically rich and balanced
SA speech and text corpora, the work done by King Abdulaziz City of Science
and Technology (KACST) in Saudi Arabia and presented in [7] is the most
considerable work here. The method they used to prepare a phonetically rich
and balanced written corpus can be described as follows:

– Preparing a minimal number of phonetically rich words: A list of 663 different
words was prepared.

– Putting the words into phrases and sentences, taking into account the follow-
ing restrictions:
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• The corpus must have a minimal number of repeated words.
• The number of words in each sentence or phrase should be between two

and nine.
• The pronunciation of the words should be easy.
• The desired corpus must have the least possible number of sentences and

phrases with the largest possible number of phonetically rich words in
each one.

The result of the work performed by Alghamdi et al. [7] was a corpus of 367
sentences containing 1812 words, 1333 of them were unique. One advantage
of this corpus is that it was done with respect to SA as a whole taking into
account the different positions of every phoneme: the beginning, middle, and
end of a sentence. However, it was done manually and some allophones are not
included in it. One of our resulting corpora will be compared with this set in
terms of number of words and content of different linguistic units. Regarding
the automatic preparation of phonetically rich and balanced SA corpora, there
is only one work presented by Yuwan et al. in [14]. A set of 180 phonetically rich
and balanced verses from the Holy Quran was automatically prepared. Each
verse in this set has between four and seven words. The work in [14] depends
on a certain style of Quran reciting resulting in 42 quranic sounds. However,
these sounds do not include only phonemes but also special symbols for quranic
transliteration, and the prepared corpus is suitable to represent a special style of
Quran reciting, not the SA as a whole. Additionally, many phonetic variations
were not considered. On the other side, the corpus is phonetically balanced (with
respect to only 29 sounds) and automatically prepared. The verses prepared
in [14], however, are not publically available for a direct comparison.

3 Automatic Preparation of SA Text Corpora

3.1 Processing Steps

Our work can be divided into three steps as follows:

(1) Preparing and pre-processing of input corpora
(2) Automatic phonetic transcription of the resulting texts from the first step
(3) Applying an appropriate algorithm to extract the output corpora with

desired properties depending on the field where these corpora will be utilized.

In the first step, different text corpora from both Classical Arabic (CA) and Mod-
ern Standard Arabic (MSA) will be prepared. Every corpus will be segmented
into words, phrases, and sentences so that a single line has only one sentence,
phrase, or word. The correct full vocalization must be verified, and all dates,
numbers, acronyms, abbreviations, and special symbols must be transcribed to
a proper word or sequence of words manually. When preparing text corpora for
use in TTS or ASR systems, the number of words in each line must be reasonably
low. Two to ten words in each line is a good choice for easy reading and record-
ing. The second step includes the automatic transcription and processing of input
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corpora in order to get the unique phonemes, allophones, syllables, allosyllables,
and diphones according to their frequencies for each sentence or phrase. In the
last step, the appropriate algorithm, which is a greedy algorithm [13], in different
scenarios related to the desired output corpus, will be applied to get the desired
corpus containing a minimal number of words and sentences.

3.2 Input Corpora

Six corpora have been used in our work:

(1) Quran 4 Corpus: the Holy Quran [4], rewritten in four words per line
(2) Nahj 6 Corpus: the text of the book [Nahj al-Balagha] (in Arabic:

“ ”) [5], which is a book written by Sharif Razi containing ser-
mons, letters, and sayings of Imam Ali ibn Abi Talib, rewritten in six words
per line

(3) MSA 2-9 Corpus: a corpus containing 2350 sentences and phrases col-
lected and processed from newspapers, stories, and different texts on the
Al Jazeera website for Arabic learning [1]

(4) Bibel 3-14 Corpus: a set of 655 sentences and phrases selected from the
Van Dyck Version of the Holy Bible [3]

(5) Bobzin Corpus: A set of 306 sentences and phrases prepared by Katha-
rina Bobzin from her book [Arabic Basic Course] (in German: “Arabisch
Grundkurs”) [8]

(6) Poetry Corpus: contains 1538 verses of ancient and modern rhymed Ara-
bic poetry collected and processed from the website [2].

Table 1 gives more information about these corpora.

Table 1. Information about input corpora (BEC: Beginning and End of a sentence
Consideration, which means all phonemes appearing at the beginning or end of a
sentence must be considered as allophones when calculating the number of allophones)

Input corpus Quran 4
Corpus

Nahj 6
Corpus

MSA 2-9
Corpus

Bibel 3-14
Corpus

Bobzin
Corpus

Poetry
Corpus

Number of words 78296 63722 14763 4828 1342 12873

Vocabulary words 17578 27854 8677 2471 809 8445

Words per line 4 6 2–9 3–14 1–11 2–14

Unique phonemes 36 36 36 36 36 36

Unique allophones
with BEC

155 155 154 134 127 142

Unique allophones
without BEC

92 92 93 89 83 90

Unique syllables 2448 2782 1759 987 629 1603

Unique diphones 969 1006 873 738 541 931



SA Phonetically Rich Written Corpora 205

4 Output Corpora Extraction Algorithm

After performing the automatic transcription of the pre-processed input corpora
at different linguistic levels, an appropriate algorithm must be utilized to extract
the best sentences and phrases with the desired content of linguistic units and
with the least possible number of words and sentences. A greedy algorithm fits
well for this task. We implemented it as follows:

(1) The user can specify the desired percentage of phonemes, allophones, sylla-
bles, allosyllables, and diphones in the output corpus, regarding either the
input corpus or the SA as a whole. Figure 1 is a screenshot of the program
that we developed in Matlab for this purpose. It is also possible to specify the
number of sentences wanted. If one or more of the levels are not relevant, the
user can put ‘0’ in the respective fields. Additionally, the number of output
corpora can be given. Each of the corpora fulfills the above requirements,
if possible. In every case, statistics about the percentage of phonemes, allo-
phones, syllables, allosyllables, and diphones in the output corpora will be
provided.

(2) A score representing the uniqueness of the linguistic content of every line
(a sentence, a phrase, or a word) in the input corpus is calculated, and
the line with the highest score is selected und put in a separated set called
“output set”.

(3) The same score is calculated again for the content of output set with every
line in the input corpus. The line corresponding to the highest score will be
added to output set.

(4) Step 3 is repeated until the desired percentage of linguistic units in out-
put set is achieved.

Fig. 1. A screenshot of our program for the automatic preparation of written output
corpora
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(5) In case of more than one output corpus being required, the sentences or
phrases in output set are removed from the input corpus, and the steps 2,
3, and 4 are performed for each output corpus.

(6) The algorithm terminates if the linguistic content in output set did not
change after applying step 3.

5 Evaluation and Comparison

From the first three input corpora (Sect. 3), we extracted three output sub-
corpora. Each of these sub-corpora contains all allophones in the input corpus
from which it is automatically extracted, and with the least possible number of
sentences and words. These sub-corpora are:

(1) Quran 4 All Alloph Corpus: extracted from Quran 4 Corpus
(2) Nahj 6 All Alloph Corpus: extracted from Nahj 6 Corpus
(3) MSA 2-9 All Alloph Corpus: extracted from MSA 2-9 Corpus

Table 2 gives more information about these sub-corpora.

Table 2. Information about output sub-corpora (CIC: Corresponding Input Corpus)

Output corpus Percentage

of allophones

related to

the CIC (%)

Percentage

of allophones

related to

SA (%)

Unique

allophones

Number

of words

Percentage

of words

related to

the CIC (%)

Number of

sentences

and phrases

Quran 4 All Alloph Corpus 100 98.73 155 200 0.26 50

Nahj 6 All Alloph Corpus 100 98.73 155 275 0.43 46

MSA 2-9 All Alloph Corpus 100 98.09 154 320 2.17 50

In order to include all allophones of SA in each sub-corpus (with
BEC), one sentence or more must be added to each sub-corpus manually.
There are only two allophones of SA not included in the first two corpora
Quran 4 All Alloph Corpus and Nahj 6 All Alloph Corpus. In the third
sub-corpus MSA 2-9 All Alloph Corpus, there are three allophones missing.
We added 6 sentences in total in order to complete the missing allophones in
these sub-corpora. These three corpora were then merged together to get the
corpus named SA All Allophones Corpus. It contains all allophones in SA
with every allophone occurring at least three times in order to take into account
different phone contexts. The resulting corpus consists of 152 sentences and
phrases. Table 3 shows some statistics about this corpus.

Table 3. Statistics about SA All Allophones Corpus

Output corpus Minimum

occurrence of

each phoneme

Unique

allophones

with BEC

Unique

syllables

Unique

diphones

Number of

words

Vocabulary

words

SA All Allophones Corpus 17 157 588 563 821 690
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The next step is to get a corpus which has all allophones in SA in addition
to the largest possible number of diphones. This corpus must be extracted from
all input corpora together in order to cover most diphones of SA. In this case,
the computational complexity is very high. Since only a standard computer with
8 GB RAM was available, we applied a compromise solution by dividing the input
corpora into smaller subsets. Each subset must contain less than 3000 sentences
and phrases and the algorithm is applied on each subset separately. After that,
several output subcorpora with less than overall 3000 sentences and phrases
are merged, and the algorithm is re-applied. This step was repeated until we
obtained the final desired corpus called “SA Alloph Diph Corpus”. Table 4
provides a comparison between this corpus and the KACST corpus prepared
manually in [7].

Table 4. Comparison between SA Alloph Diph Corpus (automatically computed)
and KACST corpus (manually determined)

Corpus name SA Alloph Diph Corpus KACST corpus

Number of sentences and phrases 306 367

Number of words 2051 1812

Vocabulary words 1704 1425

Words per line 2–13 2–9

Unique phonemes 36 36

Unique allophones with BEC 157 143

Unique allophones without BEC 93 90

Unique syllables 1023 1070

Unique diphones 1046 1008

Based on Table 4, we conclude the following:
– Regarding the allophones, the SA Alloph Diph Corpus contains 100% of

the allophones in SA, while the KACST corpus has about 91.1%.
– Regarding the diphones, about 90.7% of all diphones in SA are included in

the SA Alloph Diph Corpus, and about 87.4% in the KACST corpus.
– The KACST corpus contains more syllables, about 21.7% of all syllables

in SA, while the SA Alloph Diph Corpus includes about 20.8%. This is
because we did not take the number of syllables into account when preparing
our corpus.

– The SA Alloph Diph Corpus has about 83.1% vocabulary words, while
about 78.6% of the words in the KACST corpus are unique, i. e. the number
of repeated words is smaller in our corpus.

6 Conclusion

We accomplished the task of automatic preparation of SA text corpora with
respect to different linguistic units. This work is based on a comprehensive statis-
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tical linguistic study of SA. Moreover, the transcription of input corpora was fully
automatic using a software package that we developed and where we achieved
a very high accuracy (>99%) at both phonemic and phonetic level. A greedy
algorithm has been utilized to extract the desired output corpora with the least
possible number of sentences and phrases (their length was limited to a maxi-
mum of 14 words). Comparing the results with a state-of-the-art manual method,
the automatically prepared corpora outperform the manually prepared ones and
save a lot of time and effort required by linguists and phoneticians. The output
corpora can be utilized in SA ASR, diphones-based TTS, and CAPL systems.
In order to build a sufficient corpus for unit selection speech synthesis systems,
various prosodic features, in addition to the rich context of phones and diphones,
will be considered in our future work.
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phonetization-based statistical linguistic study of standard Arabic. Int. J. Com-
put. Linguist. (IJCL) 7, 38–53 (2016)

12. Sindran, F., Mualla, F., Haderlein, T., Daqrouq, K., Nöth, E.: Rule-based standard
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Abstract. In this paper we present an approach of introducing the-
saurus information into probabilistic topic models. The main idea of the
approach is based on the assumption that the frequencies of semanti-
cally related words and phrases, which met in the same texts, should
be enhanced and this action leads to their larger contribution into top-
ics found in these texts. The experiments demonstrate that the direct
implementation of this idea using WordNet synonyms or direct relations
leads to great degradation of the initial model. But the correction of the
initial assumption improves the model and makes it better than the ini-
tial model in several measures. Adding ngrams in similar manner further
improves the model.

Keywords: Thesaurus · Multiword expression · Probabilistic topic
models

1 Introduction

Currently, the probabilistic topic models become important tools for improving
automatic text processing including information retrieval, text categorization,
summarization, etc. Besides, they have the prominent role in supporting expert
analysis of document collections [1–3]. To facilitate this analysis, such approaches
as automatic topic labeling and various visualization techniques are proposed
[2,5].

Boyd-Graber et al. [4] indicate that to be understandable by humans, topics
should be specific, coherent, and informative. Relationships between the topic
components can be inferred. In [2] four topic visualization approaches are com-
pared. The authors of the experiment the authors conclude that manual topic
labels include considerable number of phrases; users prefer shorter labels with
more general words. Blei and Lafferty [5] visualize topics with ngrams consist-
ing of words mentioned in these topics. These works confirm that phrases and
knowledge about word relations are important for topic representation.

In this paper we describe an approach to integrate large manual lexical
resources such as WordNet or EuroVoc into probabilistic topic models, as well
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 210–218, 2017.
DOI: 10.1007/978-3-319-64206-2 24
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as automatically extracted n-grams to improve coherence and informativeness of
generated topics. The structure of the paper is as follows. In Sect. 2 we consider
related works. Section 3 describes the proposed approach and text collections.
Section 4 enumerates used quality measures. Section 5 presents the experiments
and obtained results.

2 Related Work

The approaches of utilizing prior knowledge in topic models are limited to sin-
gle words. Andrzejewski et al. [6] incorporated knowledge by Must-Link and
Cannot-Link primitives represented by a Dirichlet Forest prior. These primitives
were then used in [7], where similar words are encouraged to have similar topic
distributions. However, all such methods incorporate knowledge in a hard and
topic-independent way, which is a simplification since two words that are similar
in one topic are not necessarily of equal importance for another topic.

Xie et al. [8] proposed a Markov Random Field regularized LDA model
(MRF-LDA), which utilizes the external knowledge to improve the coherence of
topic modeling. Within a document, if two words are labeled as similar according
to the external knowledge, their latent topic nodes are connected by an undi-
rected edge and a binary potential function is defined to encourage them to share
the same topic label. Distributional similarity of words is calculated beforehand
on a large text corpus.

Approaches of using ngrams in topic models can be subdivided into two
groups. Most studies belong to the first kind of methods and are limited to
bigrams: i.e. the Bigram Topic Model [9] and LDA Collocation Model [10]. In
[11] the Topical N-Gram Model was proposed to allow the generation of ngrams
based on the context. However, all these models are enough complex and hard
to compute on real datasets.

The second group of methods is based on preliminary extraction of ngrams
and then use part of them in topics generation. Initial studies of this approach
used only bigrams [12,13]. Nokel and Loukachevitch [14] proposed the PLSA-
SIM algorithm, which integrates top-ranked ngrams and terms of information-
retrieval thesauri into topic models. They create similarity sets of expressions
having the same word components and sum up frequencies of similarity set
members if they co-occur in the same text.

The approaches to integrate whole manual thesauri into topic models
together with generated ngrams were not studied before.

3 Approach to Integration Whole Thesauri into Topic
Models

In our approach we develop the idea of [14] that proposed to construct similarity
sets between ngram phrases between each other and single words. Phrases and
words are included in the same similarity set if they have the same component
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word, for example, weapon – nuclear weapon – weapon of mass destruction; dis-
crimination – racial discrimination. It was supposed that if expressions from the
same similarity set co-occur in the same document then their contribution into
the document topics is really more than it is presented with their frequencies,
therefore their frequencies should be enhanced. In such an approach, the algo-
rithm can “see” similarities between different multiword expressions with the
same component word.

In our approach, at first, we include related single words and phrases from
a thesaurus such as WordNet or EuroVoc in these similarity sets. Then, we add
preliminarily extracted ngrams into these sets and, this way, we use two different
sources of external knowledge.

We use the same LDA-SIM algorithm as described in [14] but study what
types of different content can be introduced into such similarity sets. The
pseudocode of LDA-SIM algorithm is presented in Algorithm1, where S = {Sw}
is a similarity set. Expressions in similarity sets can comprise single words, the-
saurus phrases or generated noun compounds.1

Algorithm 1. LDA-SIM algorithm
Input: collection D, vocabulary W , number of topics |T |, initial {p(w|t)} and

{p(t|d)}, sets of similar expressions S, hyperparameters {αt} and {βw}
Output: distributions {p(w|t)} and {p(t|d)}

1 while not meet the stop criterion do
2 for d ∈ D, w ∈ W, t ∈ T do

3 p(t|d, w) = p(w|t)p(t|d)∑

u∈T
p(w|u)p(u|d)

4 for d ∈ D, w ∈ W, t ∈ T do
5 n′

dw = ndw +
∑

s∈Sw

nds

6 p(w|t) =

∑

d∈D
n′
dwp(t|d,w)+βw

∑

d∈D

∑

w∈d
n′
dw

p(t|d,w)+
∑

w∈W
βw

7 p(t|d) =

∑

w∈d
n′
dwp(t|d,w)+αt

∑

w∈W

∑

t∈T
n′
dw

p(t|d,w)+
∑

t∈T
αt

For experiments we use several English text collections and one Russian
collection (Table 1). We experiment with three thesauri: WordNet, information-
retrieval thesaurus of the European Union EuroVoc (comprises 15161 terms)2,
and Russian thesaurus RuThes (115 thousand words and expressions)3.

1 ndw is the frequency of w in the document d.
2 http://eurovoc.europa.eu/drupal/.
3 http://www.labinform.ru/pub/ruthes/index eng.htm.

http://eurovoc.europa.eu/drupal/
http://www.labinform.ru/pub/ruthes/index_eng.htm
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Table 1. Text collections for experiments

Text collection Number of texts Number of words

English part of Europarl corpus 9672 ≈56 mln

English part of JRC-Acquiz corpus 23545 ≈53 mln

ACL anthology reference corpus 10921 ≈48 mln

NIPS conference papers (2000–2012) 17400 ≈5 mln

Russian banking texts 10422 ≈32 mln

4 Measures to Estimate the Quality of Topic Models

To estimate the quality of topic models, we use two main automatic measures:
topic coherence and kernel uniqueness. For human content analysis, measures of
topic coherence and kernel uniqueness are both important and complement each
other. Topics can be coherent but have a lot of repetitions. On the other hand,
generated topics can be very diverse, but incoherent within each topic.

Topic coherence is an automatic metric of interpretability. It was shown that
the coherence measure has the high correlation with the expert estimates of
topics interpretability [15,16]. We calculate automatic topic coherence in two
variants. The coherence of a topic is the median PMI (NPMI) of word pairs rep-
resenting the topic, usually it is calculated for n (n = 10) most probable elements
in the topic. The coherence of the model is the median of the topic coherence.
To make this measure more objective, it should be calculated on an external
corpus [16]. In our case, we use Wikipedia dumps.

PMI(wi, wj) = log
p(wi, wj)

p(wi)p(wj)
NPMI(wi, wj) =

PMI(wi, wj)
−log(p(wi, wj))

(1)

Human-constructed topics usually have unique main words. The measure of
kernel uniqueness shows to what extent topics are different from each other and
is calculated as number of unique elements among most probable elements of
topics (kernels) in relation to the whole number of elements in kernels.

U(Φ) =
| ∪t kernel(Ti)|∑
t∈T |kernel(Ti)| (2)

If uniqueness of the topic kernels is closer to zero then many topics are similar
to each other, contain the same words in their kernels. In this paper the kernel
of a topic means the ten most probable words in the topic. We also calculated
perplexity as the measure of language models. We use it for additional check of
the model quality.

5 Experiments

At the preprocessing step, documents were processed by morphological ana-
lyzers. Also, we extracted noun groups in the form of the regular expression
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((Adj |Noun)+|(Adj|Noun)∗(Noun Prep)?(Adj|Noun)∗)∗Noun [17]. We take into
account only such ngrams since topics are mainly identified by noun groups.

As baselines, we use the unigram LDA topic model and LDA topic model
with added 1000 ngrams with maximal NC-value [17] extracted from the col-
lection under analysis. As it was described before [12,14], simple addition of
ngrams considerably worsens the perplexity because of the vocabulary growth
(for perplexity the less is the better) and practically does not change other qual-
ity measures (Table 2).

Table 2. Integration of WordNet into topic models

Collection Method TC-PMI TC-NPMI Kernel uniq Perplex.

Europarl LDA unigram 1.20 0.24 0.33 1466

LDA+1000 ngram 1.19 0.23 0.35 2497

LDA-Sim+WNsyn 1.05 0.26 0.16 1715

LDA-Sim+WNsynrel 1.20 0.25 0.18 4984

LDA-Sim+WNsr/hyp 1.47 0.24 0.33 1502

LDA-Sim+WNsr/hyp+Ngrams 2.08 0.23 0.42 1929

LDA-Sim+WNsr/hyp+Ngrams/l 2.46 0.25 0.43 1880

JRC LDA unigram 1.42 0.24 0.53 807

LDA+1000 ngrams 1.46 0.22 0.56 1140

LDA-Sim+WNsyn 1.32 0.25 0.44 854

LDA-Sim+WNsynrel 1.26 0.27 0.28 1367

LDA-Sim+WNsynrel/hyp 1.57 0.24 0.54 823

LDA-Sim+WNsr/hyp+Ngrams 1.54 0.19 0.64 1093

LDA-Sim+WNsr/hyp+Ngrams/l 1.58 0.18 0.68 1064

ACL LDA unigram 1.63 0.24 0.51 1779

LDA+1000 ngrams 1.55 0.23 0.51 2277

LDA-Sim+WNsyn 1.42 0.26 0.47 1853

LDA-Sim+WNsynrel 1.26 0.27 0.35 2554

LDA-Sim+WNsynrel/hyp 1.56 0.24 0.51 1785

LDA-Sim+WNsr/hyp+Ngrams 2.72 0.28 0.69 2164

LDA-Sim+WNsr/hyp+Ngrams/l 3.04 0.28 0.76 2160

NIPS LDA unigram 1.60 0.24 0.41 1284

LDA+1000 ngrams 1.54 0.24 0.41 1969

LDA-Sim+WNsyn 1.34 0.26 0.39 1346

LDA-Sim+WNsynrel 1.20 0.27 0.29 2594

LDA-Sim+WNsynrel/hyp 1.78 0.25 0.43 1331

LDA-Sim+WNsr/hyp+Ngrams 3.18 0.31 0.62 1740

LDA-Sim+WNsr/hyp+Ngrams/l 3.27 0.30 0.67 1741

We add the Wordnet data in the following steps. At the first step, we include
WordNet synonyms (including multiword expressions) into the proposed simi-
larity sets (LDA-Sim+WNsyn). At this step, frequencies of synonyms found in
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the same document are summed up in process LDA topic learning as described
in Algorithm 1. We can see that the kernel uniqueness becomes very low, top-
ics are very close to each other in content (Table 2: LDA-Sim+WNsyn). Then,
we add word direct relatives (hyponyms, hypernyms, etc.) to similarity sets.
Now the frequencies of semantically related words are added up enhancing the
contribution into all topics of the current document.

Table 3. Integration of EuroVoc into topic models

Collection Method TC-PMI TC-NPMI Kernel uniq Perplex.

Europarl LDA unigram 1.20 0.24 0.33 1466

LDA+1000 ngram 1.19 0.23 0.35 2497

LDA-Sim+EVsyn 1.57 0.24 0.43 1655

LDA-Sim+EVsynrel 1.39 0.24 0.35 1473

LDA-Sim+EVsr/hyp+Ngrams 2.51 0.26 0.50 1957

LDA-Sim+EVsr/hyp+Ngrams/l 2.5 0.25 0.45 1882

JRC LDA unigram 1.42 0.24 0.53 807

LDA+1000 ngrams 1.46 0.22 0.56 1140

LDA-Sim+EVsyn 1.65 0.25 0.57 857

LDA-Sim+EVsynrel 1.71 0.24 0.57 844

LDA-Sim+EVsr/hyp+Ngrams 1.91 0.21 0.68 1094

LDA-Sim+EVsr/hyp+Ngrams/l 1.5 0.18 0.67 1061

The Table 2 shows that these two steps lead to great degradation of the
topic model in most measures in comparison with the initial unigram model:
uniqueness of kernels abruptly decreases, perplexity at the second step grows by
several times (Table 2: LDA-Sim+WNsynrel). It is evident that at this step the
model is very bad. If we look at the topics, the cause of the problem seems to be
clear. We can see the overgeneralization of the obtained topics. The topics are
built around very general words such as “person”, “organization”, “year”, etc.
These words were initially frequent in the collection and then received additional
frequencies from their frequent synonyms and related words.

Then we suppose that these general words were used in texts to discuss
specific events and objects, therefore we change the constructions of the simi-
larity sets in the following way: we do not add word hyponyms to its similarity
set. Thus, hyponyms that are usually more specific and concrete should obtain
additional frequencies from upper synsets and increase their contributions into
the document topics. But the frequencies and contribution of hypernyms into
the topic of the document are not changed. And we see the miracle: the ker-
nel uniqueness considerably improves, perplexity decreases to levels comparable
with the unigram model, topic coherence characteristics also improve for most
collections (Table 2: LDA-Sim+WNsynrel/hyp).

We further add ngrams having the same component words into the similarity
sets as described in [14]. All measures significantly improve for all collections
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(Table 2: LDA-Sim+WNsr/hyp+Ngrams). At the last step we try to apply the
same approach to ngrams that were previously utilized to hyponym-hypernym
relations: frequencies of shorter ngrams and words are summed to frequencies of
longer ngrams but not vice versa. In this case we try to increase the contribution
of more specific longer ngrams into topics. It can be seen (Table 2) that the
kernel uniqueness grows significantly, at this step it is more than for the baseline
models in 1.3–1.6 times achieving 0.76 on the ACL collection (Table 2: LDA-
Sim+WNsr/hyp+Ngrams/l).

At the second series of the experiments, we applied EuroVoc information
retrieval thesaurus to two European Union collections: Europarl and JRC. In
content, the EuroVoc thesaurus is much smaller than WordNet, it contains
terms from economic and political domains and does not include general abstract
words. The results are shown in Table 3. It can be seen that inclusion of EuroVoc
synsets improves the topic coherence and increases kernel uniqueness (in contrast
to results with WordNet). Adding ngrams further improves the topic coherence
and kernel uniqueness.

At last we experimented with the Russian banking collection and utilized
RuThes thesaurus. In this case we obtained improvement already on RuThes
synsets and again adding ngrams further improved topic coherence and kernel
uniqueness (Table 4). In Table 5 one of topics generated for the banking collection
together with found thesaurus relations (similarity sets) is shown. The high
coherence of this topic is clearly seen.

Table 4. The results obtained for Russian banking collection

Collection Processing TC-PMI TC-NPMI Kernel uniq Perplex.

Banking collection LDA unigram 1.81 0.29 0.54 1654

LDA+1000 ngrams 2.01 0.30 0.60 2497

LDA-Sim+RTsyn 2.03 0.29 0.63 2189

LDA-Sim+RTsr/hyp+Ngrams 2.72 0.33 0.70 2396

LDA-SIM+RTsr/hyp+Ngrams/l 3.02 0.31 0.68 2311

It is worth noting that adding ngrams sometimes worsens the TC-NPMI
measure, especially on the JRC collection. This is due to the fact that in these
frameworks, topic beginnings contain a lot of multiword expressions, which rarely
occur in Wikipedia, used for the coherence calculation, therefore the TC-NPMI
measure in fact does not have enough evidence for correct estimates.

6 Conclusion

In this paper we presented the approach for introducing thesaurus information
into topic models. The main idea of the approach is based on the assumption
that if related words or phrases are met in the same text, that their frequencies
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Table 5. Example of the information technology topic from Banking collection with
indication of thesaurus relations in form of similarity set numbers.

Topic Elements Translation 96 125 300 334 476 518 712 891 988
program software X X X
information technol. X X
information system X X X
automated system X X
information protect. X
information security X
program product X X X
new technology X X

should be enhanced and this action leads to their mutual larger contribution
into topics found in this text.

In the experiments on four English collections it was shown that the direct
implementation of this idea using WordNet synonyms and/or direct relations
leads to great degradation of an initial model. But the correction of initial
assumptions and excluding of hypernyms from frequencies adding magically
improves the model and make it much better than the initial model in several
measures. Adding ngrams in the similar manner further improves the model.

Introducing information from domain-specific thesaurus EuroVoc led to
improving the initial model without the additional assumption which can be
explained with the absence of general abstract words in such information-
retrieval thesauri.
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Abstract. Social Media is a rich source of human-human interactions on
exhausting number of topics. Although dialogue modeling from human-
human interactions is not new, but there is no previous work as far as our
knowledge attempting to model dialogues from social media data. This
paper implements and compares multiple supervised and unsupervised
approaches for dialogue modelling from social media conversation; each
approach exploiting and unfolding special properties of informal conver-
sations in social media. A new frequency measure is proposed especially
for text classification problem in these type of data.

Keywords: Dialogue modelling · Facebook comment · Frequency
weight score · Sentiment polarity

1 Introduction

1.1 Dialogue Processing and Social Media

A dialogue is a written or spoken conversational exchange between two or more
people. Automated understanding of human-human informal interaction and
discourse processing in dialogues are one of the most challenging issues in present
day computational linguistics. In the field of dialogue processing, much work
has been done in speaker identification [1], topic identification [2], designing
intelligent conversational agents [3] etc. Identifying discourse structure in multi-
party dialogues is still in its infancy [4].

A problem while working on informal human-human interaction is non-
availability of sufficient data, both speech and textual, and mostly due to pri-
vacy issues. Thankfully after the emergence of social media, a certain variation
of human-human interaction in textual form is available as public data, and this
data is huge and ever growing. One important such platform is Facebook. As
of December 2016, on average there are 1.86 billion monthly active Facebook
users worldwide1. On 2012, a statistical survey2 revealed that every 60 seconds
on Facebook, there are 510,000 posted comments and 293,000 status updates on
average.
1 http://newsroom.fb.com/company-info/.
2 http://thesocialskinny.com/100-social-media-statistics-for-2012/.
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1.2 Conversation on Facebook: Posts, Threads and Comments

Users on Facebook interact with comments put under posts. Under a certain post
from an individual user or a page, people posts their comment to express their
opinion regarding that topic. Under each such comment there is a ‘reply’ option
using which people can put comment around that specific comment. Multiple
comments under a single comment constitutes a thread. As shown in the left part
of Fig. 1, Individual comments and the number of replies under them (which is,
the total number of comments in a thread) are shown.

On the right part of Fig. 1, a single thread is shown with arrows showing who
have replied to whom, and how a Multi-party Dialogue is constituted by these
comments.

Fig. 1. Multiple threads under a post (left) and individual thread (right)

1.3 Dialogue Modelling Problem

Dialogue Modelling from an unstructured utterance corpus is the process of
assigning order to each utterance from the corpus to form a meaningful set
of dialogues. Although Facebook offers a huge collection of conversations, to
use them for various dialogue processing frameworks, we need to model those
comments into well formed dialogues. For dialogue modelling from human-human
interactions there are already some works available [5]. But these works aim to
model real or imitated ‘personal’ dialogues, i.e., conversation between two or
more persons in real world. As for our knowledge there is no previous work
on dialogue modelling from Facebook comment threads. This paper aims to
approach this problem: how can we design a system which will decide, given
a pair of comments from thread, whether these two comments are consecutive
utterance of a dialogue or not.
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2 Dataset

The dataset prepared till date contains Facebook page comments of posts regard-
ing (1) the Jallikattu debate from The Hindu, Times of India and The Eco-
nomic Times, (2) the US presidential election 2017 from The New York Times,
(3) BREXIT debate from The BBC, (4) Bhopal encounter from Al-Jazeera,
(5) immigration and terror attacks in Europe and (6) Feminism in media. A
single post in a Facebook page contains multiple comments. To each comment,
there are multiple replies which construct a conversation thread. Our motivation
was to extract threads containing more replies and comments. Thus, we consid-
ered the topics based on controversial issues. Threads from each of the posts
are collected and stored in Json format using Facebook Graph API3. This is a
continuous in-house effort to prepare a dataset based on social dialogues. The
details of the dataset collected are mentioned in Table 1.

Table 1. Topic wise statistics for the dataset

Topic Threads Comments Sentences Words

Jallikattu 4 128 323 2107

US Election 4 109 298 1804

Immigration 5 239 727 5781

Brexit 2 119 342 2604

Bhopal encounter 2 95 262 1589

Feminism 3 107 264 1413

Initially, it was observed that most of the posts on the Jallikattu debate
contain code-mixed contents. Thus, in order to avoid the dealing with code mixed
contents, comments in non-English languages have been removed manually. Also,
to get rid of irrelevant comments, any comment containing word frequency less
than six has been removed. However, the nested comments of having length two
or less have been discarded to avoid the trivial thread instances.

Abrevial forms (e.g., ‘u’ for ‘you’, ‘wht’ for ‘what’, ‘tht’ for ‘that’ etc.) are
replaced by originals using a dictionary, so that a comment e.g., “Wht u call ur
culture is nthng bt cruelty” will be read as “What you call your culture is nothing
but cruelty”. After all the pre-processings, we get a dataset with specifications as
given in Table 1. In order to prepare a gold standard data for training purpose,
each comment is tagged manually to which previous comment it is replied to.

3 Methodology

We have developed two separate approaches for our problem. We take pairs of
comments [Ci, Cj ] and implemented a supervised classification framework which
3 developers.facebook.com/tools/explorer?method=GET&path=&version=v2.8.

http://www.developers.facebook.com/tools/explorer?method=GET&path=&version=v2.8
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is composed of three different types of classification strategies by using Support
Vector Machine and employing specific sets of the following features. We also
implemented a purely unsupervised rule-based frame work, where each comment
is matched against all the previous comments in that thread, with aggregate
scores assigned using the following features.

3.1 User Name Mention Matching

User Name Mentions are specific style of posting a comment where, the comment
usually starts or ends with the name of the user to whose comment this is a reply.
For example take the following pair of comments:

1. User1: So you’re going to complain about not having enough time to hang
out with your friends? Don’t go to college then.

2. User2: User1 I didn’t complain. I just explained why you cannot put ‘every-
thing’ into a ‘limited’ syllabus.

Second comment mentions the name of the user of the first comment. In our
dataset, 35.96% of the comments mentions a previous user name. To find whether
a comment mentions some user, we tag Named Entities in every comment and
match them with User Name list, which contains 502 unique users commenting.
We define this binary valued feature as UNMM.

3.2 Reply to Starting Comment

In Facebook comment threads, it is usually the first comment around which most
of the conversations revolve. In our dataset, 46.55% of the comments are reply
to the first comment of the thread. We define this binary valued feature as RSC.

3.3 Longest Common Continuous Word Sequence

Common Continuous Word Sequence between two comments is the longest seg-
ment of a sentence which is present in both the comments. While commenting
against a specific comment, users tend to quote a certain portion of that com-
ment; or even express opinion against a certain clause.

But again components like ‘phrasal’ verbs (which are short and frequent)
can be used by a user without noticing whether a previous comment contains
the same component. Thus longer the common word sequence, higher is the
probability of two comments being part of a dialogue.

Let S1 and S0 be two set of comment-pairs both containing named entities
defined as,

[Ci, Cj ] ∈ S1 if Cj is a reply to Ci (1)

[Ci, Cj ] ∈ S0 if Cj is not a reply to Ci (2)

In our dataset, average length of longest common word sequence over S1 is
1.3774; in case of S0, this value drops to 1.0534. We define this continuous
valued feature as LCCWS.
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3.4 Named Entity Overlap

Named Entity Overlap is the score equal to the frequency of common Named
Entities among two comments in a comment-pair. Usually Named Entities are
more important than other words present in a sentence in terms of identifying the
topic that sentence is related to. More the number of common Named Entities
between two comments, more are chances of them being close in terms of topic.

In our dataset, for [Ci, Cj ] ∈ S1 containing named entities, average Named
Entity Overlap over S1 is 0.2424; for [Ci, Cj ] ∈ S0 containing named entities, it
is 0.1489; S1 and S0 being as defined in (1) and (2). We define this continuous
valued feature as NEO.

3.5 Frequency Weight Measures for Common Terms

For text classification techniques, counting tf-idf for words is a vividly used
approach. The motivation is to assign a weight to individual terms which will
count for their ‘relevance’ in a document. Simple tf is defined as the frequency
of a term t in a single document d. Higher the frequency, higher the chances of
that word being related to the topic of that document. Simple idf or Inverse
Document Frequency is defined as log(1 + N

df ) where N is the total number of
documents and df is the number of documents where t is present.

In our problem, each comment can be defined as a document, thereby mea-
suring the relevance of terms in individual comments using tf − idf scores. But
there is one statistical problem with it. Facebook comments are very short, and
come as informal texts from different users of varying linguistic styles. Which
means, If we take 20 different comments for example, it is likely that even simple
verbs like ‘do’, ‘go’ etc. occur rarely, and a high idf is assigned to them. Worst
is the case when terms which are related to the topic of a thread occur mul-
tiple times within that thread and acquire a very low idf (For example words
like ‘Muslim’ or ‘economy ’ in threads related to Immigration and Terrorism in
Europe or ‘tradition’, ‘cruelty ’ etc. in Jallikattu). Taking into account these fea-
tures, we use a modified version of idf score in our problem.

An ITF or Inverse Thread Frequency score is defined for a term t over the
dataset D as,

ITF (t) = log(1 +
ND

fT
) (3)

where ND is no. the threads in D and fT is the no. of threads where t is present.
Another score ICF or Inverse Comment Frequency is defined for a term t over
a thread T as,

ICF (t) = log(1 +
NT

fC
) (4)

where NT is the no. of comments in T and fC is the no. of comments where t is
present.

The combined tf-itf-icf score is used for assigning weights to terms from each
comment. Also, we have selected only the nouns, verbs, adverbs and adjectives to
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construct the term set. While matching any two terms from two comments, their
base forms are matched. For example, ‘nationalism’ is matched with ‘national-
ist ’. This approach is to take into account the short length of comments as doc-
uments, where a single comment mostly contains a single form of a word, and
different users use different sentence structure (and use different word forms).

While using tf-itf-itc scores as weights assigned to terms, we used common
terms between a comment pair [Ci, Cj ] instead of representing each comment as
a vector. Reasoning behind this is the small size of the featureset (<4000) com-
pared to the size of each feature vector resulting in (>6000). “Curse of dimen-
sionality” [6] thereby barred us from using vector representation of individual
comments.

For the unsupervised rule-based system, and also for the next feature using
sentiment polarity measure, we defined two threshold values for itf and icf
scores of individual terms, ITFlim and ICFlim. They are defined as,

ITFlim = log(1 +
ND

m
) (5)

where ND and fT are as defined in (3) and m is maximum no. of threads in a
single topic.

ICFlim = log(1 +
NT

(ΣfC

N2
)
) (6)

where NT and fC are as defined in (4) and N2 is no. of terms in that thread.
ITFlim is actually the lower bound of itf score of a term which occurs

in topic-specific threads. For example, the term ‘tradition’ occurs only in the four
threads of Jallikattu and thus have itf greater than ITFlim. Likewise, ICFlim

is the upper bound on the icf score of a term in a thread around which the
discussion of that thread has proceeded.

For comment-pairs [Ci, Cj ], let

τ = (t0, . . . , tn) (7)

be the set of common terms between Ci and Cj . Then the feature Frequency
Weight Measures for [Ci, Cj ] is defined as

FWM(Ci, Cj) =
∑

t∈τ

TF (t) ∗ ITF (t) ∗ ICF (t) (8)

For S1 and S0 defined in (1) and (2), average FWM defined over S1 is 7.7457,
and over S0 it is 2.8191.

3.6 Sentiment Polarity of Comments

The motivation of using Sentiment Polarity of Comments as a feature for our
problem comes from a simple observation in our dataset. Given a single comment,
92.4% of the replies to it show tendency to oppose the statement done by it. That
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is, given a comment-pair [Ci, Cj ], if we can decide Cj opposes the statement of
Ci, then Cj is likely to be a reply to Ci.

But bluntly calculating the sentiment polarity of two comments do not serve
our interest. For example, these two comments “Jallikattu is not about cruelty.
It’s not PETA who have the right to decide! ’ and “This fight to protect our tra-
dition must and will go on” show opposite compound polarity. But as we can
see, the second comment is less likely to be a reply to the first one. To use senti-
ment polarity measure properly, we choose only those comments with common
terms having itf score greater than ITFlim and icf score less than ICFlim.
Such terms, as discussed in Sect. 3.5 are the terms related to the topic of that
thread. We measure compound sentiment polarity of the sentences containing
these ‘high itf low icf ’ terms and check whether they bear opposite polarity or
not. Simply, we decide whether the two given comments express a positive or
negative sentiment polarity against a common term which is under discussion of
that thread. We define this continuous valued feature as SPC.

4 Results

We build following three different classifiers using Support Vector Machine with
rbf kernel, train them on half of the dataset using different feature combinations:

– Classifier A: uses features UNMM, RSC, NEO, LCCWS and basic tf − idf
scores

– Classifier B: uses features UNMM, RSC, NEO, LCCWS and FWM
– Classifier C: uses features UNMM, RSC, NEO, LCCWS, FWM and SPC

Results of testing A, B and C on the other half of our dataset yields results
given in Table 2. Performances of the rule-based system D is also shown.

Table 2. Scores of the supervised classifiers on different topic-threads

Topic A B C D

Jallikattu 69.23 70.12 73.13 52.04

Immigration 82.57 91.88 85.42 55.17

US election 91.67 97.22 94.66 50.01

Brexit 67.86 75.00 76.92 48.22

Bhopal 74.23 76.54 76.24 47.13

Feminism 76.79 82.14 79.55 38.98

The rule-based system, which used sum of all the features with equal weight,
clearly lags way behind the supervised systems. This proves that not all the
features are of equal importance in our classification problem. Also, comparing
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the results of classifier A (using simple tf-idf ) with those of classifier B (using tf-
itf-icf ) we can clearly conclude the efficiency of our proposed tf-itf-icf measures
in these kinds of data.

An interesting phenomenon can be observed from the comparison of perfor-
mance by classifier B and C. C, which was added with an extra feature Sentiment
Polarity generally yields less accurate scores than B. But it outperforms B in
threads related to Jallikattu and Brexit. Also in threads related to US Elec-
tion or Bhopal, their performances are nearly equal. If we take a closer look
into the threads where C performs better than B, we can see that comments in
these threads contain very sharp opinion polarity; the number of ‘high itf low
icf ’ terms is small in these threads, and they usually have lower icf than their
counterparts in other threads. To put simply, in threads related to Jallikattu or
Brexit, users who put comments used to have a sharp opinion around some of
these terms like ‘culture’, ‘cruelty ’, ‘rights’, ‘EU ’ etc. Such characteristics have
been captured well by the Sentiment Polarity feature. In these threads, whether
two comments are ‘close’ to each other in terms of words used seldom means they
are connected in a dialogue, because the majority of the comments have used
the same set of words to express their opinion. Thus Frequency Weight Measure
for Common Terms fell to be as successful as other threads.

5 Further Works

For the supervised classification approach we implemented, all of the features
except the Sentiment Polarity exploited either word level or thread structure
level properties of the data. It is already discussed that Facebook (and other
social media platforms) comments are very short and put by a large variety
of users using different linguistic style. This limits the effectivity of word-level
features to perform accurately to a great extent. The Sentiment Polarity metric
we used is also based on a naive approximation that, simple sentiment score
reflects the opinion of a comment on a topic.

As discussed in Sect. 3.5 we tried matching words by their base forms. This
surely increases performance by a great degree. But still there is a scope of
further development if we can match synonyms or mostly similar words with a
certain similarity score. For example, in phrases like ‘stop animal slaughter ’ and
‘ban illegal slaughter house’, the verb stop carries similar meaning as ban. The
framework we proposed is not provisioned identify these similarities.

A lot of work is left in part of identifying if the modelling done is accurate
in discourse-level. To state simply, classifying two comments using measures
of topic-level similarity does not necessarily ensure that, they are actually two
consecutive utterances of a dialogue. As we can see in real world human-human
interaction that often an utterance put in reply to another utterance does not
necessarily contain similar words or opposite opinions. A deep study of discourse-
connectives in dialogue is needed for this improvement.
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Abstract. Poetry generation is a challenging field in the area of natural
language processing. A poem is a text structured according to predefined
formal rules and whose parts are semantically related. In this work we
present a novel automated system to generate poetry in Basque language
conditioned by non-local constraints. From a given corpus two Markov
chains representing forward and backward 2-grams are built. From these
Markov chains and a semantic model, a system able to generate poems
conforming a given metric and following semantic cues has been designed.
The user is prompted to input a theme for the poem and also a seed word
to start the generating process. The system produces several poems in
less than a minute, enough for using it in live events.

Keywords: Poetry generation · Basque language · N-grams

1 Introduction

Poetry is one of the most expressive -and challenging- ways to use language. It
is commonly accepted that quality of good poetry arises from an equilibrium
between content and form, both content and form contributing to its aesthetic
value. But to what extent each one affects the overall result is still a matter of
debate. Oral poetry is considered poetry constructed without the aid of writing
[17]. Oral meant that a work was composed and performed at the moment,
with no prior preparation. Poets and story-tellers from many different cultures
have historically used such oral improvisation in performances. Nowadays many
improvisational oral practices exists around the world, such as Serbo-Croatian
guslars, freestyle rap and Basque bertsolaritza.

In this work we present a novel system that is able to generate Basque poetry
under the constraints of bertsolaritza, a form of oral and improvised poetry.
Those constraints are local (the metric of the verses and the rhyming pattern)
and non-local (the semantic similarity with a given theme and the time allotted
to produce the finished poem). The mechanism for poetry generation relies in
N-gram models [18] created from a corpus of Basque poetry previously collected.
Semantic similarity between lines is measured.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 228–236, 2017.
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An experiment where poems have been generated with a given theme and
metric has been performed, and the result has been subject to evaluation by
four individuals familiar with Basque poetry. We present the summary of their
evaluations, along with some poems.

The rest of the paper is organized as follows: in Sect. 2 a brief account of
Basque poetry is presented. In Sect. 3 related work is surveyed, while Sect. 4 is
devoted to present our approach. Experimental setup and results are shown in
Sect. 5, and finally the conclusions are summarized in Sect. 6.

2 Some Words About Basque Language
and bertsolaritza

Basque is the language of the inhabitants of the Basque Country. And bertso-
laritza, an improvised contest poetry, is one of the manifestations of traditional
Basque culture. Events and competitions in which improvised verses, bertso-s,
are composed are very common. In such performances, one or more verse-makers,
named bertsolari-s, produce impromptu compositions about topics or prompts
which are given to them by an emcee (theme-prompter). Then, the verse-maker
takes a few seconds, usually less than a minute, to compose and sing a poem
along the pattern of a prescribed verse-form that also involves a rhyme scheme.

Xabier Amuriza, a famous verse-maker who modernized the bertsolari move-
ment, defined bertsolaritza in a verse as:

Neurriz eta errimaz
kantatzea hitza
horra hor zer kirol mota
den bertsolaritza.

Through meter and rhyme
to sing the word
that is what kind of sport
bertsolaritza is.

When constructing an improvised verse a number of formal requirements
must be taken into account. Rhyme and meter are inseparable elements in impro-
vised verse singing (in the above example, odd lines, which must rhyme with each
other, have seven syllables and even lines six). A person able to construct and
sing a bertso with the chosen meter and rhyme is considered as having the min-
imum skills required to be a bertsolari. But the true quality of the bertso does
not only rely on those demanding technical requirements. The real value of the
bertso resides on its dialectical, rhetorical and poetical value [9]. Thus, a bertso-
lari must be able to express a variety of ideas and thoughts in an original way
while dealing with the mentioned technical constraints. In this balance lies the
magic of a bertso.

3 Related Work

Computational modeling for poetry generation has become a topic in the arti-
ficial intelligence community in the last years. People with a background closer
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to humanities made early efforts in systematic generation of poetry. We could
mention works related to generating variations over a predetermined set of verses
[21], or to select a template to produce poems from it [20].

According to [12], two main strategies can be outlined in the field of computer
generation of poetry:

– Corpus-based approach: computer is used to harvest and reuse text
already formated into poem-like structure of lines. This approach can be
formulated as an information retrieval task, where the objective is to extract
and select existing lines to compose new poems. The reuse and ordering of
written text was introduced by Queneau [21]. Many computer-based systems
rely nowadays in this method. Most relevant are: [19,22,23]. This procedure
is adopted in [2,3] where two methods to ensure internal coherence of poems
were presented.

– Composition from scratch: alternative methods rely on building a text
from scratch, character by character or word by word, and establishing a
distribution of the resulting text into poem lines by some additional proce-
dure. A popular -and rather simple- method to generate text is the N-gram
model, which is the simplest Markov model. N-grams assign probabilities to
sequences of words and the generated model can be used to stochastically
generate sequences of words based on the generated distributions [14,18]. An
N-gram probability is the conditional probability of a word given the previous
N-1 words. Markov chains have been widely used as the basis of poetry gener-
ation systems as they provide a clear ans simple way to model some syntactic
and semantic characteristics of language [16]. Popular and recent examples of
N-gram poem generators are [4,6,12]. But text poetry hold non-local proper-
ties such as rhyme and metric that cannot be modeled by an ordinary N-gram
model. Therefore, the above mentioned methods need additional procedures
for distributing the resulting text into poem lines with metrical and rhyming
constraints.

For a more thorough review of systems related to automatic generation of
poetry, we point the reader to [10,15].

4 Proposed Approach

The formal constraints of bertsolaritza (and poetry as well) can be viewed as
intra-line constraints and inter-line constraints. Intra-line constraints include
the number of syllables allowed on each line, that is, the metrical scheme. Inter-
line constraints consist of rules that state rhyming constraints between the lines
and the semantical relatedness of the text respect to the proposed theme. The
bertsolari has a basic strategy that is used in a systematic way [8]: think up
the end first. On hearing a proposed theme, the bertsolari turns on their mental
machinery and starts thinking about what is going to say and the order in which
(s)he is going to say it, keeping the main idea for the end.
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Our approach implements the same strategy used by bertsolaris for the cre-
ation of impromptu verses, and in a few seconds - less than minute - assembles
a new poem along the prescribed verse-form. Although our work focuses on
bertsolaritza, it can be generalized as the automatic poem generation.

The main characteristics of our word-based N-gram approach are the
following:

– Live generation of verses.
– Poem generation in the style of an existing author.
– Satisfy structural constraints, both, inter-line metrical constraints and

between-line rhyming ones.
– Semantic similarity respect to the theme given to construct a verse and

between the lines that compose the verse (internal coherence).

4.1 Training the Language Model

As the text generation module relies on an N-gram model of language to produce
sequences of text that are word to word coherent, the overall style of the resulting
poems is strongly determined by the sources used to train the content generators.
Therefore, different sources of text were used in the experimental setup in order
to experiment with them and extract conclusions.

– Mixed: 18913 lines and 94314 words, of which them 21411 are unique.
This corpus is a compilation of sentences mined from Basque newspaper
Egunkaria1 (85%) alongside poetry sung in bertsolari contests by different
performers (15%).

– Txirrita: 2127 lines and 24277 words, of which them 6998 are unique. This
corpus is a compilation of poetry by a famous bertsolari called Txirrita2.

4.2 Text Applications

Several linguistic tools have been developed and used in the verse-maker project.

– Rhyme search: finding words that rhyme with a given word is an essential
task that the verse-generation system must perform. Basque rhyme schemes
are mainly consonant. The widely consulted rhyming dictionary Hiztegi Erri-
matua [1] contains a number of documented phonological alternations that
are acceptable as off-rhymes. These alternations have been implemented using
regular expressions.

– Syllable counter: counts the number of syllables present in the given text.
For the syllabification itself, the approach describing the principal elements
of Basque language structure [13] has been implemented.

1 https://en.wikipedia.org/wiki/Egunkaria.
2 https://en.wikipedia.org/wiki/Txirrita.

https://en.wikipedia.org/wiki/Egunkaria
https://en.wikipedia.org/wiki/Txirrita
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– Similarity measure: the main purpose of this module is to measure the
semantic relationship between pairs of words and sentences. The module com-
putes for each pair of words/sentences a score that evaluates how similar they
are. Latent Semantic Analysis (LSA) method [7,24] has been implemented to
capture the semantic relatedness. This semantic model has been generated
with news mined from the Egunkaria newspaper.

Fig. 1. System architecture.

The aforementioned modules have been integrated into a verse-maker system
for automatic poem generation, as shown in Fig. 1.

5 Experimental Setup and Results

In the basic scenario, a topic is given by the user and the proposed method then
aims to give as output a novel poem following bertsolaris’ strategy for poem
creation (think up the last line, find rhyming words and generate the poem line
by line). The output satisfies the formal constraints and also shows coherent
content related to the given topic.

The procedure to create a poem involves prompting the user for a theme, a
first word to start the last line, a metric and a corpus from which extract the
2-grams that will make the poem. The poem will consist of four lines, each 13
syllables long, and all of them sharing a common rhyme. This is the metric of
Zortziko-txikia, commonly used in bertsolaritza contests.

With these parameters the system follows these steps:

– The last line of the poem is generated using the forward-looking chain created
for corpus, taking as starting point the first word given by the user and then
chaining 2-grams until the metric is exactly fulfilled. A number of candidates
(60) are generated in this way.
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– The candidate lines are then ordered according to their semantic similarity
with respect to the theme.

– Starting from the most similar candidate, the system tries to complete a
poem. The feasibility of this task is dependent on the number of possible
rhyming words existing in the corpus as well as in the existence of a chain of
2-grams finishing in that rhyme with the given metric.

– To create the remaining lines, the possible rhyming words are ordered accord-
ing to their semantic similarity with respect to the theme.

– The N-gram generation system generates poem lines in the following manner:
at each step the sequence of words are extended with new words that have a
non-zero probability of appearing after the last word according to the N-gram
model. At each step, word choice is made randomly.

– The first five poems built in this way are returned by the system.

By means of this procedure, the poems with the last line and rhymes more
similar to the theme are returned, given the constraints faced by the system. In
less than a minute the created poems are obtained, making it possible to use
this approach in a live event of improvised poetry.

In order to test the capabilities of the above described approach, an experi-
ment with two different corpora has been carried out. We have tested 2-gram and
3-gram models and the preliminary results have shown that the 3-gram model
tended to replicate the corpus almost verbatim. Therefore we have used 2-grams,
because we wanted our system to produce tentative solutions somewhat differ-
ent to the original lines, and this is more likely with low order N-grams. Table 1
shows the number of total 2-grams for the two corpora along with the number
of them appearing 1, 2, 3 and 4 times is shown. As the corpora are not big, no
minimum threshold has been imposed over the frequency of 2-gram terms.

In Table 2 we show two poems composed by the automated system, in its
original form and in an approximate English translation.

Objective evaluation of poetry is difficult, if not impossible, to assess in an
automatic way, because as the saying goes, beauty is in the eye of the beholder.
As Gervás [11] and Cardoso [5] stated, human evaluators are needed to assess the
degree of creativity of a computational creation. We have presented the generated
poems to four people familiar with bertsolaritza, explicitly telling them that

Table 1. 2-gram frequency table. The number of 2-grams appearing with a frequency
of 1, 2, 3 and 4 is shown.

Corpus Txirrita Mixed

#2-grams 21665 85720

Unique 19500 81321

2-times 1320 3144

3-times 402 603

4-times 176 242
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Table 2. Two poems created by the system. On the left with the theme ‘man’ and from
the Txirrita corpus, and on the right with the theme ‘war’ and from Mixed corpus.

B
as
qu
e Nun dezu bada nere baserritar ona

zabaldu eta orain zeruan dagona
biartzen bada kotxe bakoitzak komona
bertso birekin egin nai zuen gizona

En
gl
is
h Where you have so my good farmer

that has spread and is now in the sky
if each car is forced a service
wanted to create a man with two verses

B
as
qu
e Orain globo bat jarri dezagun betiko

nik ahal izan baino lehen itzuliko
gizarteak bizkarra eman eta kito
eta biolentzia ez da eroriko

En
gl
is
h Let’s have a balloon forever

I will be back as soon as possible
society turns its back and ready
and violence will not decay

such poems were the product of an automated system. Each of them analyzed
twenty poems, ten from each corpus. They have been asked to give their overall
impression about the quality, similarity with the theme, internal coherence and
style. Their impression has been positive, stating that they were well-formed
poems, although not of human-produced quality. They found a general sense of
semantic relationship with the given theme, even diluted, but they also found
that the internal coherence of the whole poem was pretty poor. It was also
stated that the poems created from the Txirrita corpus sounded more natural
and closer to the style of the bertsolaritza than the poems from the Mixed corpus.
This corroborates, as some authors suggest, that the N-gram model imposes a
certain overall style on the texts that can be produced.

6 Conclusions and Further Work

In this paper we have presented an automated system to generate poetry in
Basque language. As a preliminary step, two Markov chains are generated from a
given corpus, with their nodes representing the words and the directed edges the
existence of a 2-gram with the words in the given order. The proposed approach
uses one forward and one backward Markov chain because we construct some
lines from the start and other from the end. From a theme, a first word and a
metric, poems are generated.

The result of a experiment with two different corpora has been shown, with
the system been able to generate five poems in less than a minute, fast enough
to be used in a live event. The evaluation of the poems has been made by
several people familiar to bertsolaritza and their opinions have been reflected.
The overall impression has been positive, although the quality is still far from a
human composer.

As further work, we will try to speed up the generating process, in order to
be able to explore more candidate lines and build higher quality poems. Other
bigger or more diverse corpus will be used to generate the Markov chains. The
semantic model could be learned from a corpus with a higher percentage of
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fiction documents, that could convey semantic relationships closer to those in
poetry3.

Acknowledgments. This paper has been supported by the Spanish Ministerio de
Economı́a y Competitividad, contract TIN2015-64395-R (MINECO/FEDER, UE), as
well as by the Basque Government, contract IT900-16. The authors gratefully acknowl-
edge Bertsozale Elkartea (Association of the Friends of Bertsolaritza), whose verse
corpora has been used to test and develop the proposed method.

References

1. Amuriza, X.: Hiztegi Errimatua. Lanku (1981)
2. Astigarraga, A., Jauregi, E., Lazkano, E., Agirrezabal, M.: Textual coherence in a

verse-maker robot. In: Hippe, Z.S., Kulikowski, J.L., Mroczek, T., Wtorek, J. (eds.)
Human-Computer Systems Interaction: Backgrounds and Applications 3. AISC,
vol. 300, pp. 275–287. Springer, Cham (2014). doi:10.1007/978-3-319-08491-6 23

3. Astigarraga, A., Agirrezabal, M., Lazkano, E., Jauregi, E., Sierra, B.: Bertsobot:
the first minstrel robot. In: 2013 The 6th International Conference on Human
System Interaction (HSI), pp. 129–136. IEEE (2013)

4. Barbieri, G., Pachet, F., Roy, P., Esposti, M.D.: Markov constraints for generating
lyrics with style. In: Proceedings of the 20th European Conference on Artificial
Intelligence, pp. 115–120. IOS Press (2012)

5. Cardoso, A., Veale, T., Wiggins, G.A.: Converging on the divergent: the history
(and future) of the international joint workshops in computational creativity. AI
Mag. 30(3), 15 (2009)
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Abstract. This paper analyses issues of rare and unknown word split-
ting with byte pair encoding for neural machine translation and pro-
poses two methods that allow improving the quality of word splitting.
The first method linguistically guides byte pair encoding and the sec-
ond method limits splitting of unknown words. We also evaluate corpus
re-translation for a new language pair – English-Latvian. We show a sig-
nificant improvement in translation quality over baseline systems in all
reported experiments. We envision that the proposed methods will allow
improving the translation of named entities and technical texts in pro-
duction systems that often receive data not represented in the training
corpus.

Keywords: Neural machine translation · Morphologically rich
languages · Sub-word units

1 Introduction

In 2016 neural machine translation (NMT) systems (e.g., [1,4,8,12], etc.) showed
to achieve state of the art for multiple language pairs including English-German,
English-Czech, and English-Romanian [2,16] continuing a recent paradigm shift
from phrase-based machine translation (SMT) technologies (e.g., [9,10]). Recent
research in NMT involves analysis of factored input support [15], character level
NMT (in order to remove the necessity of data pre- and post-processing; e.g.,
[11]), methods for improved attention mechanisms [13], multi-language NMT [6],
and multi-modal NMT [3].

For languages with a rich morphology and limited resources, data sparseness
is a notable issue, which arises due to a greater number of word surface forms
compared to morphologically simpler languages. The use of sub-word units as
introduced by Sennrich et al. [17] greatly alleviates the problem gaining much
of the benefits of character-level NMT systems while retaining the speed and
robustness of word-level systems. The byte-pair encoding (BPE) algorithm’s
word splitting model used in sub-word NMT, however, acts solely on the charac-
ter statistics found in the training corpus. The word parts produced by the model
do not necessarily align with the morphological structure of the words. We feel
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 237–245, 2017.
DOI: 10.1007/978-3-319-64206-2 27
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that a more accurate word splitting strategy could provide further improvements
in NMT system training for highly inflected languages such as Latvian.

Although BPE ensures that words composed of characters belonging to the
training set will be covered by the system’s vocabulary, there might be situa-
tions in which out-of-vocabulary word parts are encountered. If after training
we translate a sentence containing, e.g., foreign characters then these will be
replaced with the <UNK> placeholder. Since the NMT system will have had
little to no experience in dealing with such tokens during training, they might
get mistranslated. To solve this issue, we propose to mark the whole word as
<UNK> instead of individual characters and to synthesize additional training
data to artificially increase the number of <UNK> tokens by randomly replacing
known words.

Another avenue we explore is synthetic data augmentation. Sennrich et al.
[16] showed that monolingual data in the target language can be re-translated
to increase the amount of parallel data. We re-produce the experiment for a new
language pair – English-Latvian.

The paper is further structured as follows: Sect. 2 describes the data and
experiment set-up, Sect. 3 describes the experiments on morphology-driven word
splitting (MWS), Sect. 4 describes the experiments on improved handling of
unknown words, in Sect. 5 we describe the experiments with monolingual data
re-translation, Sect. 6 discusses evaluation results, and finally in Sect. 7 we con-
clude the paper.

2 Experiment Set-Up

For NMT system training we use the Nematus toolkit1 which implements an
attention-based encoder-decoder model with gated recurrent units. We set the
hyper-parameters to the values used by Sennrich et al. [16] in their WMT 2016
submission2, except for the vocabulary size which was set to 100,000.

To train the systems we used a large English-Latvian parallel corpus cover-
ing texts from a broad domain, e.g., legal texts, news, information technology,
medicine, mechanical engineering, tourism and other sources.

We pre-processed the training data using the standard data pre-processing
workflow of the Tilde MT [20] platform. At first, the data were cleaned (e.g.,
by normalising punctuation, whitespace, removing control symbols, decoding
XML and HTML entities, etc.) and filtered (e.g., by deleting duplicates, sen-
tences with word count differences and alphanumeric symbol and other symbol
ratio differences higher than a threshold). Then non-translatable tokens were
identified (e.g., e-mail addresses, file addresses, codes, etc.) and replaced with
specific placeholders (e.g., βEMAILβ, βURLβ, etc.) to allow creating more
generalised models (and reduce data sparsity). Finally, the data were tokenised
and truecased.

1 https://github.com/rsennrich/nematus.
2 https://github.com/rsennrich/wmt16-scripts/blob/master/sample/config.py.

https://github.com/rsennrich/nematus
https://github.com/rsennrich/wmt16-scripts/blob/master/sample/config.py
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Two different baseline NMT systems were created – one for the MWS exper-
iments, and the other for the synthetic data experiments. The systems differ
only in the data-sets used – for the MWS experiments, the data were further fil-
tered so that no single source sentence exceeds 50 word parts as produced by the
BPE algorithm for the baseline NMT system, or 75 word parts as produced by
the MWS algorithm (further described in Sect. 3). The number 75 was selected,
because the average length of sentences in English increased from 20 to 30 parts.

The final sentence counts of the data sets are as follows: 7,300,666 for the syn-
thetic data experiment baseline, 13,886,764 for the unknown word experiment,
14,601,332 and 21,901,998 for the re-translated data experiments, and 6,684,461
for the MWS experiments.

3 Morphology-Driven Word Splitting

As explained above, BPE allows creating open vocabulary NMT systems.
Because BPE is a language agnostic process, it does not take the morphological
structure of words into account. Therefore, BPE can split different surface forms
of a single word inconsistently. Table 1 shows an example where BPE incon-
sistently separated the root from the different affixes for English and Latvian
words. In the examples, “@@” identifies the position where the words are split
using the two different word splitting methods.

Table 1. Differences between BPE and MWS

Word BPE MWS

English

legalization leg@@ alization legal@@ ization

legalize leg@@ alize legal@@ ize

legalized leg@@ alized legal@@ iz@@ ed

legalizes legaliz@@ es legal@@ izes

legalizing legaliz@@ ing legal@@ iz@@ ing

Latvian (“atbalss” is translated as “echo”)

atbalss at@@ balss atbals@@ s

atbalsis atbal@@ sis atbals@@ is

atbalsi atbal@@ si atbals@@ i

atbals̄ıs at@@ bals@@ ı̄s atbals@@ ı̄s

atbals̄ım at@@ bals̄ım atbals@@ ı̄m

To address the inconsistent BPE behaviour, we propose to split words using a
morphological analyser prior to BPE. For each word, we perform: (1) compound
splitting, (2) separation of common prefixes, e.g., for English we separate above-,
some-, every-, any-, bio-, post-, vice-, multi-, etc., and for Latvian we separate
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pie-, uz-, ne-, pa-, pār-, vis-, etc., 3) separation of suffixes. For Latvian, we
separate the ending for non-reflexive nouns and adjectives and the complete
suffix after the root for other words. For English, we separate plural endings and
common suffixes, e.g., -logy, -logic, -ly, -ist, -less, -dom, -ment, -ful, -down, -al,
-ality, -ship, -ness, -able, -out, -over, -around, -ing, -ism.

After applying the morphologically aware splitting, the data were processed
with BPE, thereby ensuring support for an open vocabulary. The third column
in Table 1 shows that the method increases consistency in splitting of words in
different surface forms and words that share the same roots.

4 Unknown Words as Placeholders

Although BPE allows handling unknown words, it does not completely elimi-
nate the unknown word problem. Words (e.g., person or organisation names)
or character sequences (e.g., unicode emoticons), which are written using sym-
bols that appear neither in the source, nor target sides of the training data, will
be treated as unknown words. Also, because the BPE model is shared between
source and target languages, but the dictionaries are kept separate, the BPE
model can potentially create parts for source language words that are unknown
in the source language. Finally, if the size of the source language’s vocabulary is
the same as the unique count of BPE parts in the training corpus, the training
data will not have any unknown word parts present for the model to learn how to
handle them and the surrounding context around the unknown word parts. This
means that the translation of sentences that have the above-described phenom-
ena can be unpredictable (a common consequence of this issue is mistranslation
of the whole sentence).

To address the unknown word problem, we propose to:

1. Modify the splitting algorithm such that if a word contains unknown parts, it
should be kept together as a single unknown word. Note that words consisting
of unknown word parts will most likely be named entities written in original
alphabets, Unicode symbol sequences not present in the training data or
phrases written in the target language, therefore, we believe that keeping
such words together is natural.

2. Treat consecutive unknown words as a single unknown word. This processing
step will help, for instance, to translate multi-word named entities as single
units.

3. Supplement the training data with sentence pairs with artificially introduced
unknown words. The intuition of using a synthetic unknown word corpus
(and the unknown word handling method) is to make the system robust
when encountering unknown symbols or word parts and to make the system
learn how to translate the context around the unknown word tokens.

To create the synthetic corpus, first, we performed word alignment of the
training data using fast-align [5]. Then we identified unambiguous (one-to-one)
word alignments in each segment and randomly selected one to three content
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words that have unambiguous alignments to be replaced with the <UNK>
tokens. As content words we consider tokens that (1) consist of only letter
sequences, and (2) are not to be found in function word lists from the English
and Latvian morphological analyser databases. An alignment example show-
ing potential content words (underlined) for replacement is given in Fig. 1. The
process produced additional 6,586,098 sentence pairs that were added to the
training data.

Fig. 1. Alignment example of potential content words for substitution as <UNK>
placeholders (image created using WAV [7])

Table 2. Example of translations with and without unknown word merging

Source sentence Māris Kučinskis is the Prime Minister of Latvia

After BPE Mār@@ is Ku@@ č@@ in@@ skis is the Prime
Minister of Latvia

Unknown words
(no UNK merging)

UNK is Ku@@ UNK in@@ skis is the Prime
Minister of Latvia

Unknown words
(UNK merging)

UNK is the Prime Minister of Latvia

Baseline transl. Due ir Kuveita, kas ir Latvijas Ministru prezidents

Improved transl. Māris Kučinskis ir Latvijas Ministru prezidents

When the data were prepared, we trained a new NMT system using the new
training data and the same training set-up as for the baseline system. Table 2
shows an example sentence translated with the baseline system (without any
explicit unknown word support) and the improved system (with unknown word
support). The example shows that the improved system is able to transfer the
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unknown word sequence to the target side, whereas the baseline system performs
unreliably by producing a wrong translation. As further supported by the eval-
uation results, our method ensures that unknown words are handled reliably in
different contexts, thereby making the model more robust.

5 Supplementing Training Data with Re-translated
Monolingual Data

Following the successful experiments of Sennrich et al. [16], we trained a Latvian-
English NMT system and re-translated 7.3 and 14.6 million randomly selected
sentences from a large monolingual corpus. This amounts for 100% and 200% of
the size of the parallel training data.

Then, we trained two new English-Latvian NMT systems using the two new
synthetic data sets, and compared them to the baseline NMT system trained on
the initial parallel data set. These experiments validate the findings of Sennrich
et al. [16] and show (see Sect. 6 for more details) that the additional corpus can
increase translation quality. However, we also show that the larger corpus allows
achieving a lower quality increase due to the increase of noise in the training
data.

6 Evaluation

We evaluated all systems automatically using three evaluation metrics: BLEU
[14], CharacTER [21] and BEER 2.0 [19]. For evaluation, we used the ACCURAT
balanced evaluation set (512 sentences) [18] and the newsdev2017 data set from
the WMT shared task3 (2000 sentences). In order to better simulate unknown
word presence in the evaluation data, we prepared a third evaluation set (1781
sentences) using the method from Sect. 4. Each sentence in this data set contains
from one to three unknown word placeholders. This data set will show how
reliably the different NMT systems handle unknown words. The results are given
in Table 3.

The results for the MWS experiments (first two rows) show that MWS allows
improving the overall translation quality. However, the quality increase is rel-
atively low. This can be explained by the fact that the improvements in word
splitting affect mostly rarely occurring words, but the out-of-vocabulary (OOV)
rate of English words is just 0.2% and 1.5% in the ACCURAT and newsdev2017
data sets. In the future, we plan to carry out human comparative evaluation on a
more diverse data set with a higher OOV rate to see whether the improvements
become more evident.

The results for the unknown word handling and re-translated data experi-
ments show better improvements over the baseline system. Also here the limited
improvement of better unknown word handling is due to the limited number of
unknown words in the evaluation data. However, the results for the synthetic
3 http://statmt.org/wmt17/translation-task.html.

http://statmt.org/wmt17/translation-task.html
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Table 3. Evaluation results (the results are significant with p = 0.01†, p = 0.05‡, and
p = 0.1′; B2 stands for BEER 2.0 and CT stands for CharacTER)

Training scenario ACCURAT newsdev2017 Synth. newsdev2017

BLEU CT B2 BLEU CT B2 BLEU CT B2

Baseline (BPE only) 24.10 0.5746 0.5833 18.43 0.5711 0.5497 - - -

Improved

(Morph.+BPE)

24.81′ 0.5565 0.5891 18.89 0.5816 0.5497 - - -

Baseline 23.95 0.5769 0.5835 18.73 0.5843 0.5481 17.61 0.6035 0.5441

Baseline + 14.6 million

synthetic segments

25.15‡ 0.5553 0.5885 24.73† 0.5136 0.5866 20.85† 0.5602 0.5658

Baseline + 7.3 million

synthetic segments

25.97† 0.5485 0.5914 24.34† 0.5156 0.5861 21.76† 0.5600 0.5702

Baseline + synthetic

UNK placeholder

segments

24.80′ 0.5644 0.5862 18.95 0.5805 0.5483 21.40† 0.5793 0.5719

unknown word evaluation set clearly show that the system that is trained on
the training data set with artificially introduced unknown words translates sen-
tences that contain unknown words significantly better than the baseline system.
It is also evident that there is a decrease in translation quality for the systems
trained on the re-translated training data due to the lack of unknown words in
the training data of these systems.

The unknown word handling method allows to train NMT systems that are
more stable when translating unknown words. The results also show that there is
a great potential for combining all three methods to achieve even better results.
However, this is an area for future experiments.

7 Conclusion

In the paper, we analysed issues of rare word and unknown word splitting with
BPE for NMT and we proposed two methods that allow improving the word
splitting quality. The first method, MWS, linguistically guides the BPE algo-
rithm by pre-processing the data with a morphological analyser. The second
method limits splitting of unknown words in BPE and supplements the parallel
training data with a synthetic corpus. Both methods show promising evaluation
results. For all evaluation metrics, we observe improvements over the baseline
systems. However, we acknowledge that further investigation and evaluation is
necessary to analyse the benefits of MWS over BPE due to the limited number
of rare and unknown words in the evaluation sets.

It is evident from the evaluation results that the second method allows to
train NMT systems that are significantly more stable than the baseline system
when translating sentences with unknown words. We envision that the unknown
word handling method with the synthetic corpus will allow improving the trans-
lation of named entities and technical texts in production systems that often
receive data not represented in the training corpus of NMT systems.
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We also analysed the effect on translation quality when training NMT sys-
tems with training data supplemented with a significant amount of re-translated
segments. We showed that a larger re-translated corpus does not allow achiev-
ing the highest translation quality due to the increased noise. However, in future
experiments we plan to perform more fine-grained analysis to identify the thresh-
old of noise where the quality starts to be affected negatively.

Acknowledgments. The research has been supported by the European Regional
Development Fund within the research project “Neural Network Modelling for Inflected
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Abstract. In this paper, we present several bilingual dictionary build-
ing methods applied for Northern Saami–{English, Finnish, Hungarian,
Russian} language pairs. Since Northern Saami is an under-resourced
language and standard dictionary building methods require a large
amount of pre-processed data, we had to find alternative methods. In
a thorough evaluation, we compared the results for each method, which
proved our expectations that the precision of standard lexicon building
methods is quite low. The most precise method is utilizing Wikipedia title
pairs extracted via inter-language links, but Wiktionary-based methods
also provided useful result.

Keywords: Bilingual dictionaries · Evaluation · Under-resourced lan-
guages · Dictionary building methods

1 Introduction

Bilingual dictionaries play a critical role not only in machine translation [5] and
cross-language information retrieval [8], but also in other NLP applications such
as computational semantics and several tasks requiring reliable lexical semantic
information [16]. Since manual dictionary building is time-consuming and takes
a significant amount of skilled work, it is not affordable in the case of lesser
used languages. However, completely automatic generation of clean bilingual
resources is not possible according to the state of the art, but it is possible to
create certain lexical resources, termed proto-dictionaries, that can support lexi-
cographic and NLP work. Proto-dictionaries contain candidate translation pairs
produced by bilingual dictionary building methods. Depending on the method
used, they either comprise more incorrect translation candidates and provide
greater coverage, or provide precise word pairs at the expense of some decrease
in recall; their right size depends on the specific needs.

The standard dictionary building methods are based on parallel corpora.
However, such corpora are still available only for the best-resourced language
pairs – this is the reason of the increased interest in compiling comparable cor-
pora. The standard approach of bilingual lexicon extraction from comparable
corpora is based on context similarity methods (e.g. [7,11]). Recently, source
c© Springer International Publishing AG 2017
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and target vectors are learned as word embeddings in neural networks based
on gigaword corpora (e.g. [15]). These methods need a large amount of (pre-
processed) data and a seed lexicon which is then used to acquire additional
translations of the context words. One of the shortcomings of this approach is
that it is sensitive to the choice of parameters such as the size of the context, the
size of the corpus, the size of the seed lexicon, and the choice of the association
and similarity measures.

The research demonstrated in this paper is part of a project whose gen-
eral objective is to provide linguistically based support for several small Finno-
Ugric (FU) digital communities in generating online content and help revitalize
the digital functions of some endangered FU languages. The practical objec-
tive of the project is to create bilingual dictionaries for six small FU languages
(Udmurt, Komi-Permyak, Komi-Zyrian, Hill Mari, Meadow Mari and Northern
Sami) paired with four major languages which are important for these small
communities (English, Finnish, Hungarian, Russian).

The status of each language of the world is usually described using the
Expanded Graded Intergenerational Disruption Scale (EGIDS) [9], which gives
an estimate of the overall development versus endangerment of the language. In
this scale – quite counterintuitively – the highest level is 0, where languages are
world-wide used koinés, while languages on level 10 are already extinct. North-
ern Saami is on the highest level among the aforementioned FU languages: its
level is 2 (provincial), thus it is used in education, work, mass media, and gov-
ernment within some officially bilingual region of Norway, Sweden and Finland.
In the case of the Meadow Mari language, the EGIDS level is 4 (educational),
which means that it is in vigorous use, with standardization and literature being
sustained through a widespread system of institutionally supported education.
The EGIDS level of the other FU languages (Komi-Zyrian, Komi-Permyak, Hill
Mari, Udmurt) is 5, i.e. they are developing, which means that there is litera-
ture which is available in a standardized form, though it is not yet widespread
or sustainable.

Consequently, all these languages are under-resourced, therefore we could
not collect enough data for building parallel and comparable corpora. Even if
we found some text material in these languages, we could not automatically
pre-process them, since – with only rare exceptions – standard text processing
tools for these languages are lacking. For these reasons, the aforementioned stan-
dard dictionary building methods cannot be used for these languages. Therefore,
conducting experiments with alternative methods was needed. We made exper-
iments with several lexicon building methods utilizing crowd-sourced language
resources, such as Wikipedia and Wiktionary [3,12].

Having the proto-dictionaries, they were merged for each language pair, and
repeated lines were filtered out. These files were then the object of manual vali-
dation by native speakers and experts of the languages. In the last phase of the
project, we will deploy the enriched lexical material on the web in the framework
of the collaborative dictionary project Wiktionary.
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The rest of the article is as follows. In Sect. 2, the methods used for creating
the proto-dictionaries are presented. We conducted thorough evaluation of the
resulted dictionaries for language pairs where the source language is Northern
Saami and the target language is English, Finnish, Hungarian or Russian. In
Sect. 3, the results of the evaluation is presented: Sect. 3.1 contains the descrip-
tion of the process of the manual validation of the merged proto-dictionaries,
while in Sect. 3.2, we detail the performance of each dictionary creating method
applied here. The article ends with some conclusions and future directions in
Sect. 4.

2 Creating the Proto-dictionaries

2.1 Wikipedia Title Pairs

Wikipedia is not only the largest publicly available database of comparable doc-
uments, but it also can be used for bilingual lexicon extraction in several ways.
For example, Erdmann et al. [6] used pairs of article titles for creating bilingual
dictionaries, which were later expanded with translation pairs extracted from the
article texts. Mohammadi and Ghasem-Aghaee [10] extracted parallel sentences
from the English and Persian Wikipedia using a bilingual dictionary generated
from Wikipedia titles as a seed lexicon. We followed the approach which is com-
mon in both articles, thus we created bilingual dictionaries from Wikipedia title
pairs using the interwiki links, which resulted in a few hundred candidates for
each language pair.

Opinions differ in the literature on how the set of the resulting title pairs
is viewed. Some (such as [6]) consider it as a dictionary on its own with a
significant amount of multi-word expressions, while others (such as [4]) regard
as a parallel corpus and proceed with further steps to extract word translations
using methods based on word co-occurrences. In our work, entries where both the
source and target language words are one-word units are considered as entries
of a bilingual dictionary. The remaining pairs were handled as a parallel corpus,
and additional word translations were extracted from it using a procedure based
on word co-occurrences (for details, see [3]), but the proto-dictionaries coming
from this method are not part of the evaluation presented in this paper.

2.2 Wiktionary-Based Methods

Besides Wikipedia, Wiktionary is also considered as a crowd-sourced language
resource which can serve as a source of bilingual dictionary extraction. Although
Wiktionary is primarily for human audience, the extraction of underlying data
can be automated to a certain degree. Ács et al. [2] extracted translations from
the so-called translation tables. Since their tool Wikt2dict is freely available1, we
could apply it for our language pairs. We parsed the English, Finnish, Russian
and Hungarian editions of Wiktionary looking for translations in the small FU
1 https://github.com/juditacs/wikt2dict.

https://github.com/juditacs/wikt2dict


Evaluation of Dictionary Creating Methods for Under-Resourced Languages 249

languages we deal with. With this method, we gathered several translation can-
didates for almost all language pairs.

Ács [1] expanded the collection of translation pairs, discovering previously
non-existent links between translations with a triangulation method. It is based
on the assumption that two expressions are likely to be translations, if they are
translations of the same word in a third language. With the triangulation mode
of Wikt2dict, we could create proto-dictionaries with a few hundred candidates
for each language pair.

3 Evaluation

The proto-dictionaries for each language pair were merged, and repeated lines
were filtered out. These merged files were then manually validated by a linguist
expert of Northern Saami. The instructions for the validator were as follows.
The source and the target word must be a valid word in the language concerned,
they must be dictionary forms, and they must be translations of each other. If
the source word is not a valid Northern Saami word, the word pair is treated
as wrong. If the source word is a valid word but not a dictionary form, the
correct dictionary form should be manually added. If the target word is a good
translation of the source word but is not a dictionary form, similarly to the
former case, the correct dictionary form should be added. If the target word is
not a good translation, a new translation should be given.

The following categories come from these instructions:

– ok-ok: The source and the target word are valid words, they are dictionary
forms, and they are translations of each other.

– ok-nd: The source and the target word are valid words, they are translations
of each other, but the target word is not a dictionary form.

– nd-ok: The source and the target word are valid words, they are translations
of each other, but the source word is not a dictionary form.

– nd-nd: The source and the target word are valid words, they are translations
of each other, but none of them are dictionary forms.

– ok-wr: The source word is a valid word, it is a dictionary form, but the target
word is not a valid word or it is not a correct translation of the source word.

– nd-wr: The source word is a valid word but not a dictionary form, and the
target word is not a valid word or it is not a correct translation of the source
word.

– wr-xx: The source word is not a valid word.

3.1 Evaluation of the Merged Dictionaries

We made experiments with several lexicon building methods, as detailed above.
Applying each method resulted in bilingual resources containing translation can-
didates for all language pairs. These dictionary files will then be used as the
starting point to create the final dictionaries.
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Besides the aforementioned proto-dictionaries, the large merged file also con-
tains a proto-dictionary which was not created by us but was downloaded from
the Opus corpus [13]. For the Northern Saami–{English, Finnish, Hungarian}
language pairs, there are available dictionaries which are lists of “reliable” alpha-
betic token links extracted from the automatic word alignment created with
GIZA++ and the Moses toolkit. First, word pairs where the source and tar-
get words were character-level equivalents of each other were removed, since
they are probably incorrect word pairs and remaining parts after (or in the lack
of) boilerplate removal. The remaining part of the dictionary was also merged
into the large dictionary, serving as an interesting example of applying stan-
dard lexicon extraction tools for an under-resourced language. The text mate-
rial from which the Opus proto-dictionaries come is a parallel corpus of KDE4
localization files, where the Northern Saami–English parallel data contain 0.9M
tokens, the Northern Saami–Finnish data contain 0.6M tokens, and the North-
ern Saami–Hungarian data contain 0.8M tokens. At the time of creating the
proto-dictionaries, there was no available dic file for Northern Saami–Russian in
the Opus corpus.

The large merged dictionaries were evaluated for each category described
above; the results can be seen in Table 1. The first impression is that the ok-ok
category is much better for sme–rus2 than for the other language pairs, whose
reason is that the sme–rus merged dictionary does not contain translation candi-
dates from the automatically generated Opus dictionary (KDE4). As expected,
the standard dictionary creation methods based on parallel texts do not have
good performance for under-resourced languages, as pointed out in Sect. 3.2. This
is also proved by the fact that the total number of wrong word pairs (ok-wr +
nd-wr + wr-xx) is more than 10% lower for sme–rus than for the other language
pairs. Similarly, the total number of word pairs from whose words at least one is
not a dictionary form (ok-nd + nd-ok + nd-nd) is also significantly lower in the
case of sme–rus. It may be because the KDE4 dictionaries were generated from
running text containing suffixed word forms as well, while Wikipedia titles and
Wiktionary entries usually are lemmas.

As mentioned in Sect. 1, the manually validated word pairs will be used as
the source material of newly created Wiktionary entries, which contain several
obligatory elements. These elements containing morphological, etymological and
lexico-semantic information will be generated as automatically as possible. For
instance, in the case of the Northern Saami–English language pair, the title of
the entry will be the Northern Saami word, while its English definition will be
its English translation equivalent.

For this purpose, we need to extract all useful word pairs from the merged
dictionary for each language pair. Table 1 contains the number of all word pairs
for each language pair and the ratio of the number of useful word pairs and
the number of all word pairs. In this case, useful word pairs comprise all word
pairs minus the wr-xx category, since correct dictionary forms and translation

2 We use ISO 639-3 language codes in the article: sme: Northern Saami, eng: English,
fin: Finnish, hun: Hungarian, rus: Russian.
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equivalents were manually added by the human validator. Repeated lines were
filtered out; so that the number of lines in the remaining part is the number of
useful word pairs.

Table 1. Results for the merged dictionaries

Lang pair All Useful ok-ok ok-nd nd-ok nd-nd ok-wr nd-wr wr-xx

(#) (%) (%) (%) (%) (%) (%) (%) (%)

sme–eng 6,042 92.29 53.26 0.43 9.17 4.10 20.94 4.39 7.71

sme–fin 7,100 91.44 42.28 3.59 6.17 12.48 19.31 7.59 8.56

sme–hun 4,969 90.72 49.57 1.99 6.72 6.36 16.28 9.80 9.28

sme–rus 4,373 95.95 71.74 0.57 3.27 0.14 19.48 0.75 4.05

3.2 Evaluation of the Methods

Category tags given to word pairs in the merged dictionaries were projected onto
the corresponding word pairs in the proto-dictionaries. Results for each method
were then summed up across all language pairs, as can be seen in Table 2. Abbrevi-
ations of the name of the methods are as follows: WikiTitle: Wikipedia title pairs,
W2D ext: Wikt2dict extraction mode, W2D tri: Wikt2dict triangulation mode,
KDE4: dic files generated from KDE4 parallel files. Besides category tags, the total
number of dictionary entries of proto-dictionaries is presented in the first column.

Table 2. Results for the methods

Method All ok-ok ok-nd nd-ok nd-nd ok-wr nd-wr wr-xx

(#) (%) (%) (%) (%) (%) (%) (%)

WikiTitle 2,989 94.58 0.33 1.20 0.70 1.97 0.33 0.67

W2D ext 921 91.75 0.00 3.69 0.00 3.04 0.33 1.09

W2D tri 11,714 60.94 0.79 4.23 0.20 26.26 1.05 6.49

KDE4 8,401 29.23 3.61 11.25 16.83 13.81 14.13 10.97

Methods are presented in a descending order based on their performance
in the ok-ok category. This score is the precision of a method, i.e. the ratio
of the number of the correct word pairs and the total number of word pairs.
Depending on the research purpose, word pairs containing non-dictionary forms
can also be treated as correct translations, thus precision metrics may vary
among approaches. Here we use it in a strict sense, thus a word pair is correct
if it is in the ok-ok category.

Some precision-like metrics are generally used for the evaluation of automat-
ically generated bilingual dictionaries. For example, Vulic et al. [14] use Preci-
sion@1 score, which is the percentage of words where the first word from the
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list of translations is the correct one, and mean reciprocal rank (MRR), where
for a source word w, rankw denotes the rank of its correct translation within
the retrieved list of potential translations. All these metrics are based on the
assumption that the method used produces a list of translation candidates along
with some confidence or probability measures. Even though it is not the case
in our work, we can treat figures in the ok-ok column in Table 2 as Precision@1
scores calculated for a one-unit list of translation candidates.

Not surprisingly, using Wikipedia title pairs as a dictionary is proved to be
the most precise method. This resource has very valuable translation texts since
these translations were manually made by Wikipedia editors. The second most
precise method is using Wikt2dict in extraction mode thus extracting transla-
tion equivalents from Wiktionary translation tables. Similarly to that of in the
case of Wikipedia, word pairs coming from this method are quite reliable, since
Wiktionary entries are manually created. The third method is using Wikt2dict
in triangulation method, but there is a 30% decrease in the performance of this
method compared to that of the first two ones. As this method does not directly
use manually created links, its output may contain incorrect translations. The
ok-wr figure for this method is the highest, mainly due to polysemy. The worst
result was produced by the method used in the Opus corpus, which is a stan-
dard dictionary building method based on parallel text material, using standard
alignment and word pair extraction tools developed for well-resourced languages.

Figures of the last method are more flat, i.e. word pairs more uniformly spread
among the categories compared to the other methods. It may have several rea-
sons. First, the KDE4 dictionaries were generated from running text containing
inflected and derived word forms and lemmas as well. Therefore, the number
of non-dictionary forms and wrong translations is higher. (Inflected word forms
were treated as valid words in non-dictionary form, while derived forms were
categorized as wrong by the validator.) Second, the tools used within the Opus
corpus project are not really feasible for under-resourced languages therefore
produced more non-dictionary forms and wrong word pairs.

If the number of created dictionary entries can be treated as a kind of cover-
age, it can be said that the Wikt2dict triangulation method has the best coverage,
since it produced the largest number of translation candidates. As expected, the
method with the worst precision has a quite good coverage. Reversing this logic,
the method with the best precision should have the worst coverage, but this is not
the case. That is a sign of that evaluating the coverage of a dictionary is greatly
challenging. We could gather much more word pairs from Wikipedia titles than
from Wiktionary translation tables, which is likely due to the fact that Wikipedia
contains more articles compared to the number of translations in Wiktionary’s
translation tables. Moreover, the number of articles and entries highly depends
on the activity of editors knowing the Northern Saami language and willing to
create new articles and entries. Coverage of a dictionary can also be measured by
comparing the number of its entries to that of another – ideally hand-crafted –
dictionary, such as in [4]. For this purpose, we plan to use Wiktionary, which is
not an expert-built lexicon but manually edited by thousands of contributors.
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4 Conclusions and Future Work

We presented several bilingual dictionary building methods applied for the
Northern Saami–{English, Finnish, Hungarian, Russian} language pairs. Since
Northern Saami is an under-resourced language and standard dictionary building
methods require a large amount of pre-processed data, we had to find alternative
methods. In a thorough evaluation, we compared the results for each method,
which proved our expectations that the precision of standard lexicon building
methods is quite low. The most precise method is using Wikipedia title pairs
extracted via inter-language links, but Wiktionary-based methods also provided
useful result.

Wiktionary is not only used for extracting data from it, but we want to
give our results back to the community, thus translation pairs enriched with
obligatory pieces of linguistic information will be uploaded as new entries into
Wiktionary. Before uploading new entries, it must be checked whether an entry
with the same word already exists in Wiktionary. From this, the number of
brand new entries created by us can be easily counted, along with a kind of
coverage, if we compare the number of the word pairs in the merged dictionaries
to the number of the Northern Saami words in the version of Wiktionary in the
language concerned. This, however, remains for future work.

Acknowledgements. The research reported in the paper was conducted with the
support of the Hungarian Scientific Research Fund (OTKA) grant #107885.

References
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Abstract. The paper deals with collocation extraction from corpus data. A whole
number of formulae have been created to integrate different factors that determine
the association between the collocation components. The experiments are
described which objective was to study the method of collocation extraction based
on the statistical association measures. The work is focused on bigram colloca‐
tions. The obtained data on the measure precision allow to establish to some
degree that some measures are more precise than others. No measure is ideal,
which is why various options of their integration are desirable and useful. We
propose a number of parameters that allow to rank collocates in an combined list,
namely, an average rank, a normalized rank and an optimized rank.

Keywords: Collocation extraction · Association measures · Evaluation ·
Ranking · Average rank · Normalized rank · Optimized rank

1 Introduction

Let’s speak about the notion of collocation. There are different approaches to this term.
Sometimes a collocation is meant as a synonym of a word combination, sometimes it is
a special type of a set phrase. S. Evert suggests the following definition: “A collocation
is a word combination whose semantic and syntactic properties can’t be fully predicted
on the basis of information about its constituents and which therefore should be added
to the dictionary (lexicon)” [1: 17]. But there are many set phrases whose meaning is
equal to the sum of the meanings of their constituents, despite the fact that such phrases
function as a single unit, with the stability rather than idiomatic nature being the main
feature. A threshold of stability should be chosen to range them, above which a word
combination can be called a set phrase. This approach assumes a probabilistic nature of
collocations. Many modern authors and most of corpus linguists understand collocations
as statistically determined set phrases. In this case, not only idioms but also multiword
terms, named entities (real-world objects, such as persons, locations, organisations,
products, etc.,) and other types of free combinations could be regarded as set phrases.

The above approach is the basic point of our paper which is aimed at evaluation of
various statistical methods of automatic collocation extraction.
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2 State of the Art

Nowadays, there are several ways to calculate the degree of coherence of parts of a
collocation. A whole number of formulae have been created to integrate different factors
that determine the association between the collocation components. Usually, such
formulae are called association measures. P. Peсina provides 82 measures, and describes
their mathematical foundations including their formulae and key references [2: 44–45,
48]. The most popular measures seem to be MI, t-score, and log-likelihood.

One should not forget also that words which tend to collocate with each other cannot
be found in a random order in any case, as there exist grammar rules which imply that
“the language system is a probabilistic one and it is a grammatical probability that word
frequency shows in a text” [3: 31]. There are methods that take into account the syntactic
nature of collocations. B. Daille claims that the linguistic knowledge drastically
improves the quality of stochastic systems [4: 192]. One of the methods to take syntax
in account are so-called word sketches, which are lists of statistical collocations, each
one for each syntactic relation [5]. These syntax-based collocations are described in
detail by V. Seretan [6: 59–101]. But in this paper, the grammatical probability is not
taken into consideration, only the statistical one.

Lexical association measures being applied to a key word (node) occurrence and
context statistics extracted from the corpus for all collocation candidates result in their
association scores. But proper formulae are different, which is why collocation ranks
obtained by different measures do not coincide. It is known, too, that some measures
bring similar results and others are significantly different [7: 246–247].

The research on and evaluation of various association measures has been done for
quite a long time and has been quite intensive. It is known that t-score extracts most
frequent collocations. Log-likelihood was eventually preferred for its good behaviour
on all corpus sizes and also for promoting less frequent candidates. On the contrary, the
MI measure allows to reveal low-frequency multiword terms and proper names.

Besides, association score depends on the type of the units (lemmas or word forms)
whose statistics are used for the calculations. The analysis described in [8: 340] has
shown that in some cases word form collocations overwhelmingly have significantly
bigger value.

The very number of the calculated collocates and the association scores are also
dependent on the “window” between the node and the collocate that has been chosen
for the calculations. When the window size is increased, besides meaningful syntagmas,
words from a general lexico-semantic field are found as collocation candidates.

3 Collocation Extraction: An Experiment

The experiments were conducted on the basis of the Araneum corpora of Russian (http://
unesco.uniba.sk), with the access provided through the NoSketch Engine [9]. We used
2 corpora, Russicum Minus (120 mln tokens) and Russicum Russicum Maius (1,20 bln).
These corpora belong to the family of web corpora being created by the wacky tech‐
nology [10].
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Our objective was to study the method of collocation extraction based on the stat‐
istical association measures. We extracted collocations for the word вода (water) by
means of the tool Collocations of the NoSketch Engine system using 7 association
measures: T-score, MI, MI3, log likelihood (LL), minimum sensitivity (MS), logDice and
MI.log_f [11].

The result for the query вода (water) was represented by a list of collocates (collo‐
cations) organized for each of the 7 above association measures ranged according to the
association score in the form of a table (see an example in Table 1).

Table 1. List of collocates for вода (water) (a fragment)

Collocates Co-occurrence count Candidate count MI.log_f score
Сточный (sewer) 12479 13791 100,505
Питьевой (drinkable) 11288 14006 97,878
Грунтовый (ground) 8672 11598 94,132
Кипяченый (boiled) 3635 4502 86,016
Горячий (hot) 20665 102240 84,393
… … … …

A rank has been assigned to every collocate (i.e. collocation) according to the score
of the each measure. The number of ranked collocates for each measure was 100.

4 Evaluation of the Effectiveness of Association Measures

Usually, comparison to some “gold standard” or expert evaluation are used to evaluate
the results of automated systems. When methods of collocation extraction are evaluated
both options appear to be problematic. There is no “gold standard” that would fully or
significantly cover the set phrases. We could try to build it ad hoc for selected key words
based on various dictionaries, but, due to the incomplete nature of dictionaries, the
quality would be doubtful. As to expert evaluation, it is very expensive, taking into
account time and human resources. Unfortunately, the quality of automated methods is
often evaluated based on the examples taken from the top units of ranked lists, and from
a small number of the resulting collocates [6: 70].

In this work, we have used expert evaluation on rather big amount of collocations
obtained, namely, 100 for each measure. Further, we calculated the number of “true”
collocations for each measure individually (Table 2).

The sum in each column can be interpreted as the precision indicator (in percentage)
for the upper part of the ranked list.

However, it is not only the number of the true collocations extracted using each
measure that is important: the rank of the relevant collocations is significant, too. This
is why it would be prudent to introduce a weight of true collocations for each measure
taking into account the place of the collocates in a sorted table. In order to evaluate the
efficiency of each of the association measures the Kharin-Ashmanov method, which
evaluates the relevance of the information retrieval results, was used [12].
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Table 2. Distribution of the number of “true” collocations for each measure

Ranks T-score MI MI3 LL MS log-Dice MI.log_f
1–10 0 5 4 2 5 6 8
11–20 4 3 4 4 2 2 3
21–30 2 2 3 3 4 1 4
31–40 1 7 4 3 0 4 6
41–50 1 1 3 2 2 2 2
51–60 2 5 2 4 1 2 2
61–70 0 5 1 4 0 2 1
71–80 3 4 7 0 2 1 3
81–90 1 4 4 2 2 2 1
91–100 3 3 1 2 3 0 1
Total 17 39 33 26 21 22 31

Based on the expert evaluation of the extracted collocates and their place in the
ranked list with regard to each association measure, a characteristic set was formed. A
characteristic set for each measure means the number of the true collocations from the
ranked list (precision value) obtained with this measure. According [12], we select
characteristic sets that contain 5 elements – that is the precision values for the first 10,
30, 50, 70 and 100 collocates from the top of the list.

A weight is assigned to each element of the characteristic set (5, 4, 3, 2, and 1,
respectively). Each element is “weighed”: each of 5 precision values is multiplied by
the its weight and divided by 15 (the sum of all weights). The sum of the weighed
elements is the resulting precision of the characteristic set, i.e. the precision for appro‐
priate measure.

Here is an example for the MI measure that has 5 true collocates in the top ten
candidates (precision is 0.5), 10 true collocates (5 + 3 + 2, see Table 2) in the top thirty
(precision is 0.33), 18(5 + 3+ 2 + 7 + 1) in the top fifty (0.36), 28 in the top seventy
(0.40), and 39 in the top hundred (0.39). Then, each element was normalized (weighed)
and the resulting precision will be equal to 0.5 * 5/15 + 0.33 * 4/15 + 0.36 * 3/15 +
0.4 * 2/15 + 0.39 * 1/15 = 0.167 + 0.088 + 0.072 + 0.053 + 0.026 = 0.406.

The values of the precision calculated like that for all seven measures are given below
(Table 3).

Table 3. Precision values for association measures

t-score MI MI3 LL MS log-Dice MI.log_f
Precision 0.115 0.406 0.366 0.262 0.357 0.391 0.562
Place 7 2 4 6 5 3 1

So, in this case the best measures seem to be MI.log_f, MI and log-Dice. Of course,
this result based on a single keyword is not enough for a safe generalization. Neverthe‐
less, experiments with other keywords mostly confirm above list adding to it min. sensi‐
tivity (the sequence of measures can differ).
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5 Integration of Different Association Measures

The next part of the study is aimed at developing methods for the integrated use of
different measures of association. We used 7 collocation lists obtained in the first experi‐
ment. The lists of collocates were processed in the following manner. Meaningless
collocations with punctuation marks were removed. Due to errors of lemmatization,
some collocates were presented in several different word forms. For such cases, non-
lemmatized word forms of the same word were united into a single unit, with the highest
association value being chosen. “Clean” ranged lists of collocates were obtained as a
result. Then, 7 tables (with 100 collocates in each) were merged into a new one in such
a way so as to the collocates that were obtained through several measures were merged
into a single line of the combined table, with their rank for each measure being provided.
When a collocate was not available among the first hundred collocates for some measure
it had no rank (see Table 4). The combined table counted 247 collocations. By the way,
according to expert evaluation 86 of them were marked as true.

Table 4. Combined table of collocates for вода (water) with integrated ranks (a fragment)

Collocates T-score MI MI3 LL MS log-Dice MI.log_f n Rav Rnorm

Сточный (sewer) 5 25 1 2 5 4 1 7 6.14 6.14
Питьевой (drinkable) 7 39 2 4 7 6 2 7 9.57 9.57
Грунтовый (ground) 13 53 4 7 13 10 3 7 14.71 14.71
… … … … … … … … … … …
Родниковый (spring) - 78 70 - - - 30 3 59.33 103.23
Туалетный (cologne) 73 - 37 45 75 57 31 6 53.00 59.36

It is clear that the same collocations with the word вода in the ranked lists of different
measures have different rank, i.e. different measures estimate the syntagmatic associa‐
tion strength (collocability) between the components of a collocation in a different way.
So, there is an idea that the collocation lists obtained through different measures should
be merged. Then a question arises: what is the rank of a certain collocation in such
merged list, or, in other words, what unique single rank should be assigned for each
collocation.

The following hypotheses were made:

(1) the more the number of the measures that identified a relevant collocate, the stronger
the collocability of a given collocation;

(2) the less the sum of the ranks or the average rank for a relevant collocate, the stronger
the collocability;

(3) if both above conditions are observed then the “value” of a given collocation is
higher, which is why we introduce the notion of a normalized rank.

As a result, the following indicators (parameters) have been added to combined table
(Table 4):

(1) the number of association measures (n) that have “calculated” a given collocate
(within first 100 lines);
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(2) the average rank of the collocate (Rav): the sum of all non-empty ranks divided by
their number;

(3) the normalized rank of the collocate.

The normalized rank (Rnorm) is calculated as follows:

Rnorm = k ⋅ Rav,

where k is the coefficient calculated by the following formula:

k = log2(1 + 7∕n),

where n is the number of the successful measures for this collocate.
It is safe to say that the average and the normalized ranks “objectify” (integrate) the

functionality of various association measures.

6 Optimized Rank

However, ranks are based on a association measure score, which is why it is our task
(including within this article) to correlate the ranks, i.e. the association strength, with
some truth criterion concerning the effectiveness of appropriate measures.

The data on precision values for association measures (Sect. 4) allows to establish
to some degree that such measures as MI.log_f, log-Dice, MI, and MS are more pref‐
erable. Having obtained “objective” evaluation of the efficiency of individual measures,
we suggest introducing an indicator that is calculated taking into account the preference
of the measures. We will call it the optimized average rank.

It is calculated as follows: all products of non-zero ranks multiplied by the coefficient
of the measure significance are summed up and are divided into the number of measures
used for a given collocate. In our case the measure significate coefficients are set, with
their precision taken into account (Table 3): MI.log_f – 0.4, MI – 0.5, logDice – 0.6,
MI3 – 0.7, min. sensitivity – 0.8, log-likelihood – 0.9, T-score – 1.0. As a result, the rank
of the collocations extracted by more efficient measures is reduced, and the relevant
collocate in the combined table goes up. See the example in Table 5.

Table 5. Optimized rank for individual collocations

No. Collocate Average rank Optimized rank
1. Поверхностный (surface) 81.5 59.8
2. Крещенский (baptismal) 82.0 36.0
3. Обычный (usual) 61.0 34.1
4. Газированный (sparkling) 63.0 27.9

Let’s compare the collocates with even and odd numbers by pairs (поверхностный
vs. крещенский, обычный vs. газированный). We can see that the latter, having collo‐
cations with water as the node, still have a bit higher average rank than the former.
However, as per our suggestion, following the optimisation, the latter will have a lower
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rank and go up in the ranked list (once again: the higher the rank in this list the higher
the collocability degree). It seems the “odd” collocations really are stronger.

Naturally, it is so far only the idea. For real practice measure significate coefficients
have to be chosen more reasonably, on a bigger experimental basis.

7 Conclusion and Further Work

To sum it up, the experiments have produced important results that characterise the
efficiency of individual association measures. We also offer a method of assessing the
effectiveness of statistical association measures.

Merging several lists of collocates obtained by different measures into one could
improve the efficiency of statistical tools in total. We offer several options that allow to
assess “the quality” of collocations in the combined list.

It is important to stress that the experiments were conducted using representative
corpora, with large amount of the resulting collocations being under study. This was
also confirmed in experiments with other words.

The evaluation procedure needs also special attention. Available lexical resources
are both impure and incomplete. Therefore, the expert assessment remains one of the
main methods but it needs thorough elaborated preprocessing and enrichment with
terminological information.

Further research will be as follows:

1. Develop the programming tool that allows to make a single list of collocates with
all the necessary parameters and to calculate integrated ranks.

2. Study how the efficiency of the association measures is associated with the width of
the window (to the left and to the right of the key word) within which collocates are
selected, and estimate the degree of such efficiency.

3. Identify the inter-relation between “syntagmatic” and “paradigmatic” collocates on
the one hand and “idiomatic” and “statistical” on the other hand within the same
search results, and identify the dependence of such inter-relation on the width of the
window.
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Abstract. When analyzing language acquisition of inflective languages
like Czech, it is necessary to distinguish between errors in word stems
and errors in inflection. We use the data of the learner corpus CzeSL,
but we propose a simpler error classification based on levels of language
description (orthography, morphonology, morphology, syntax, lexicon),
which takes into account the uncertainty about the causes of the error.
We present a rule-based automatic annotation tool, which can assist
both the task of manual error classification and stochastic automatic
error annotation with preliminary results of types of errors related to
the language proficiency of the text authors.
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1 Introduction

The analysis of texts of non-native speakers has become an important tool for
understanding the process of learning a second language and the development of
adequate teaching methodologies. When dealing with a highly inflective language
like Czech, it is necessary to distinguish between errors in word stems and errors
in inflection. In this article, we use the learner corpus CzeSL ([3,5]), composed
of short texts written by students of Czech as a second language with various
levels of proficiency. We want to show a concept of error annotation of learner
language that takes into account the uncertainty about the causes of observed
deviations from the standard language, and propose a method of automatically
classifying errors in inflection. We will present some results of automatic error
classification using the data of the manually annotated part of the CzeSL corpus.

2 Czech as a Highly Flective Language

In Czech, as an inflective language, the syntactic functions of words are mostly
expressed by their form, whereas word order is mostly free. Czech nouns have
seven cases, with distinct forms for singular and plural, which means that any
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noun may have up to 14 different forms (some forms are identical in every declen-
sion paradigm). There are 14 basic paradigms for nominal declension, and a
larger number of paradigm subtypes. For example the paradigm žen|a (the most
frequent for feminine nouns) has 10 forms, e.g. žen|ě is the form for dative and
locative singular. Similarly, adjectives, pronouns, numerals and verbs have a rich
inflection with many paradigms and inflective forms. It is nonetheless not nec-
essary to master the entire Czech inflectional system in order to successfully
communicate in Czech. It is enough to know how to use properly most of the
Czech cases and the most used verbal forms for the more frequent paradigms.
For example, there is an error in the nominal declension in (1):

(1) Oslavil jsem Vánoce se svými př́ıbuznými v jejich domě v *Úvalách.

Oslavil jsem Vánoce se svými př́ıbuznými v jejich domě v Úvalech.

‘I celebrated Christmas with my relatives at their home in Úvaly.’

The understanding of the sentence is not disrupted by the error
Úvalách/Úvalech, an error in the form of the locative plural of the name of
a Czech town Úvaly : the case ending -ách used incorrectly instead of -ech is an
existing ending, used to express the same morphosyntactic properties (locative
plural) of nouns of another paradigm. As the incorrect form denotes the same
nominal case of the noun, it may be noticed as unexpected by a native speaker,
but it will not hinder the understanding of the whole sentence. Another type of
inflection error, found in (2), can be a bit more of a problem for understanding:

(2) V životě dávám přednost *rodinu.

V životě dávám přednost rodině.

In life give precedence family.

‘In my life, I prefer family.’

The form rodinu ‘family’ is a form for accusative singular of the noun rod-
ina, in a construction where the dative form rodině is expected. The sentence
is still understandable, as it is composed of only a few words, but the use of
incorrect case is more challenging for understanding by a native speaker. When
a completely random ending is used unrelated to paradigm or case form, the
understanding is even more disrupted.

3 Classification of Errors in Inflection

We use the term error in the analysis of learner language to designate a word
form which differs from the form that would be used by a native speaker in the
same context. The corpus CzeSL-man offers manual emendations of word forms.
The aim of the error annotation is to specify the reason for these deviations from
the norm. As we do not know the learner and his background, we can only base
the error annotation on the sentence context. Sometimes, many interpretations
of the error are possible, as in sentence (3):
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(3) Tam žije 200 *lidi.

Tam žije 200 lid́ı.

There live 200 people.

‘200 people live there.’

The form lidi ‘people’ is incorrect, the correct form is lid́ı. The form lidi is a
form of nominative or accusative plural, the correct form lid́ı is a form of genitive
plural required in Czech for quantified nouns following cardinal numbers (5 and
more). The diacritic (acute) over the vowel i denotes a longer vowel. The causes
of the deviation from the correct form can be several:

– orthography: the student forgot to mark the appropriate diacritic over the
character i (a common error for native speakers)

– phonology: the student does not register (hear) the phonological difference
between a short (i) and a long vowel (́ı)

– morphology: the student considers the ending -i as the correct one for the
genitive plural case of the word lidé

– syntax: the student assumes that the correct case in this context is nominative
plural (as the nominal phrase 200 lid́ı is the subject of the sentence).

Such ambiguous errors do occur in learner’s texts, but usually the uncertainty
about the cause of the error is limited to one or two levels of language descrip-
tion. It is possible to create an error annotation ordered by levels of language
description (orthography, phonology, morphology, syntax, lexicon), taking into
account the uncertainty about the cause of the error. This approach can con-
tribute to a better understanding of the process of language acquisition. Existing
error classification systems in projects like Merlin (see [1,8]) or CzeSL (see [5,6])
usually disregard this uncertainty about the origin of the error. Sentence (4)
can further illustrate the need to distinguish between various levels of language
description in error classification, and sometimes combine some of them.

(4) Během *dovoleny *šla s *kamaradku na *pláži každý den.

Během dovolené chodila s kamarádkou na pláž každý den.

During holidays went with friend on beach every day.

During holidays, she went to the beach with her friend every day.

There are four incorrectly used words in the sentence (4): dovoleny/dovolené,
šla/chodila, kamaradku/kamarádkou and pláži/pláž. One of these words, kama-
radku ‘friend’, has two independent errors (a/á and u/ou). The form dovoleny
‘holidays’, where only the ending -y differs from the appropriate form dovolené,
is apparently formed from a correct word base and an incorrect ending -y, which
is a correct ending for the appropriate case (feminine singular) for other par-
adigms. The error in dovoleny/dovolené is therefore undoubtedly an error in
morphology, as the author of the text apparently does not know the correct end-
ing for the word he uses, but the case seems to be correct. The form šla, ‘went’
used instead of the correct form chodila, ‘used to go’, is a correct Czech word,
with a correct form. It’s use is inappropriate in the given context, it cannot
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be used with the expression každý den ‘every day’. We classify this error as an
error in lexicon/usage. The omission of the diacritic on the vowel a in the word
kamaradku/kamarádkou ‘friend’ can be classified as an error in either orthogra-
phy, or phonology (sometimes, non-native speakers of Czech do not distinguish
between ‘short’ and ‘long” vowels). The second error in the word kamaradku
‘friend’, i.e. the inappropriate use of the ending -u (which is a correct ending
for the accusative singular) instead of -ou (the ending for instrumental singular,
required here after the preposition s ‘with’), is either an error in morphology
(the author of the text does not know what ending to choose to form the instru-
mental case), or an error in syntax (the author does not know which case should
be used with the preposition s ‘with’). The last erroneous form pláži ‘beach’,
used instead of pláž is a correct form of locative singular, a form that can be used
after the preposition na ‘on’ (so that both na pláži and na pláž can be correct,
depending on the context), but it is inappropriate with a verb of movement, such
as j́ıt/chodit ‘go’, so the error can be interpreted as an error in syntax. However,
the ending -i is used in other feminine paradigms to form the accusative case, so
we cannot exclude the possibility of an error in morphology (the student formed
incorrectly the appropriate accusative case).

4 The CzeSL-Man Corpus

The corpus CzeSL-man [7] is a manually annotated part of the corpus CzeSL.
There are two target hypothesis sentences (emendations) for every original sen-
tence, the first target hypothesis corrects individual forms, disregarding the con-
text; the second target hypothesis corrects the words in context, with a correct
Czech sentence as a result. Every correction on both levels has an error label,
with some 30 error labels assigned manually, completed by some 50 automati-
cally assigned error labels, see [5]. Figure 1 shows an example of the two-level
error annotation in the CzeSL corpus.

Fig. 1. Example of the two-level annotation of CzeSL corpus

The annotation covers a wide range of errors in various language phenomena.
By using two levels of target hypothesis, it separates formal errors from syntactic
and lexical errors. The annotation of the CzeSL-man corpus may be too complex
for some uses, both for NLP and actual human use. It is also hard to reproduce
automatically.
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5 Error Classification by Levels of Language Description

In order to simplify NLP tasks and allow access to learner corpora for users
without extensive linguistic background, we propose a different, (semi)automatic
error classification of Czech learner texts. Only one, final target hypothesis will
be used. Five general categories of errors with a short list of optional subcat-
egories for each category will be used: orthography, morphonology, morphol-
ogy, syntax and lexicon. The domain of orthography covers errors caused by
ignoring the conventions of Czech writing, such as capitalization (praha/Praha
‘Prague’), conventions of transcription of some combinations of phonemes, e.g.
ě representing the phonemes j and e in vjec/věc ‘thing’, the use of accents
(ďeti/děti ‘children’) etc. Many of these errors are common for native speakers.
The domain of morphonology includes errors in phonology, e.g. the transcrip-
tion of voiced/voiceless consonants (s̊ustala/z̊ustala ‘stayed’), or the distincion
between r and l consonants (sometimes ignored by Czech non-native speakers of
Asian origin, e.g. na kluku/na krku ‘on a boy/on the neck’), and incorrect forms
of morphemes unrelated to inflection, e.g. učiteka/učitelka ‘teacher’). As errors
in morphology we classify only errors related to nominal declension and verbal
conjugation, including both non-words (na Erasmuse/Erasmu ‘on the Erasmus’;
studovám/studuju ‘I study’) and existing forms of the given word, inappropriate
in the given context (in this case, the error can be either morphological or syn-
tactic). The domain of syntax covers errors caused by the incorrect use of word
forms and function words (e.g. prepositions) in a given context, it includes errors
in valency, agreement, quantification, word order etc. The errors in the lexicon
domain concern cases when the original word is replaced in the correction by
a different word with a different meaning and it is not a result of a random
morphonological error. If necessary, two or more error domains can be used for
the classification of any error.

6 Automatic Identification of Errors in Inflection

The process of error classification, both manual and automatic, can be simplified
by a preliminary automatic rule-based analysis of the errors, which can add
useful information about each error. It can determine whether an error meets
the criteria for an orthographic error or distinguish between errors in the bases of
words and errors in inflection. For the errors in inflection, it cat further analyze
the properties of the incorrect ending. The input for the automatic identification
of errors is the original text and the final target hypothesis (TH), aligned word-
to-word. We use the manual emendation from CzeSL-man for now, but we expect
to use automatically corrected word forms in the future.

In the first phase, the words from the TH are analyzed, and in case of inflec-
tional words, they are split into a word-base and inflectional suffixes (and some-
times prefixes), using the morphological tag, lemma and a dictionary of para-
digms and their properties.

Then the original word is analyzed, comparing the original word with the
TH word character by character, allowing for a list of minor errors: changes in
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diacritics; changes of characters such as r/l, g/h, j/y typical for Czech learners;
character alternations such as palatalization h/z, k/c; metathesis (jesm/jsem)
etc. If the ratio of character changes is not too high, i.e. the stem can be seen as
identical, the most likely ending of the original word is deduced.

For example, if the original, incorrect form is stromom ‘tree’ and the TH is
strom with empty inflectional ending, the system should not compare only the
two last characters of both words, but compare the whole stems and determine
that the ending of the original word is -om (strom|om). Using the stems and
endings for both the original and TH word, a two-dimensional comparison of
the stems and of the inflectional affixes is then performed. If the stems (original
and TH) differ, two facts are checked: whether there are any minor (orthographic,
phonologic) errors in the stem, and whether the original stem is an allomorph of
the stem from the TH word as in v Prahe/Praze ‘in Prague’, where the original
stem Prah (incompatible with the ending -e) is used to form other (correct) cases
of the same lemma, e.g. Prah|a, Prah|y etc.

If the endings differ, they are also checked for minor changes (orthogra-
phy, e.g. diacritics), and independently, whether the incorrect ending is used
within the given paradigm for other morphosynt. properties or whether the end-
ing is used with other paradigms to express the same morphosynt. properties.
The observed differences correspond roughly to the proposed error classification
scheme: all errors in orthography and most of the errors in morphonology can
be identified automatically. Incorrect endings indicate an error in morphology;
if the incorrect ending is an existing one, expressing the same morphosyntactic
properties, it may be an error only in morphology, otherwise it has to be seen
as a possible error in syntax as well. If the original word is correct and has the
same morphosyntactic properties as the TH word, but the lemma is different,
the error may belongs to the domain of lexicon (except for functional words).
The relationship between the automatic classification and the classification into
error domains is not straightforward. A manual test on a sample of 500 learner’s
errors shows that the approach is reliable with more than 90% of categories deter-
mined correctly. As the system is rule-based, it can be fine-tuned by modifying
the rules.

7 Results of Automatic Classification of Errors
in the Inflection of Nouns

We tested the rule-based system on the data of the CZESL-man corpus, con-
centrating only on Czech nouns (tokens disambiguated as nouns on the level of
the target hypothesis), as there is a higher percentage of errors and more error
variety. Using text metadata, we divided the data by language proficiency of
the authors (CEFR, see [2]). The levels are not evenly distributed, as shown in
Table 1.

We performed two analyses of nouns in the CZESL-man corpus: one more
general, determining the proportion of incorrect nouns in the corpus, one
detailed, focused only on errors in inflection endings of nouns.
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Table 1. Data distribution by language proficiency

A1 A2 B1 B2 C1 Total

Number of tokens 6 961 42 252 39 987 28 182 5 522 122 904

Percentage of the data 5.66 34.38 32.54 22.93 4.49 100.00

Table 2 shows the proportion of correct nouns, nouns with an incorrect
ending (jeskyne/jeskyně ‘cave’), with an incorrect stem and a correct ending
(Prahe/Praze ‘Prague’) and with both stem and ending incorrect (delki/délky
‘length’) or impossible to split automatically (těmy/tématu ‘theme’).

Table 2. Proportion of correct and incorrect nouns by proficiency levels

A1 A2 B1 B2 C1 Total

Correct 61.32 68.15 77.45 78.01 95.09 74.25

Incorr. ending 9.10 10.68 6.30 6.30 0.97 7.72

Incorr. stem 18.91 14.20 11.18 11.23 3.17 12.31

Incorr. whole 19.77 17.65 11.37 10.76 1.74 13.44

Total 100.00 100.00 100.00 100.00 100.00 100.00

The proportion of correct nouns increases with the proficiency level, but
there is little change between B1 and B2. There is an unexpectedly big difference
between B2 and C1 in the proportion of correct nouns. The highest proportion
of incorrect endings is in the texts of the level A2.

We analyzed in more detail the errors in nominal endings: all nouns with
either a correct word base, or with minor changes compared with the TH were
examined. Two parameters were observed: whether the error in the ending can
be an error in orthography, and whether the ending is an existing Czech ending
used either to express the same case, number and gender in other paradigms, or
is used in the same paradigm to express other morphosynt. properties. Table 3
shows the analysis of errors in nouns in CzeSL. Six subtypes of nouns with
incorrect ending were registered:

– Other paradigms: an ending that is used for other paradigms (Úvalách/Úvalech
‘Úvaly, town name’), likely syntactically correct

– Other paradigms & orthography: nouns with an ending that is used for other
paradigms and is an error in orthography in the same time (Prázě/Praze
‘Prague’)

– Paradigm: nouns with an ending used inside the paradigm for other mor-
phosynt. properties (na procházka/procházku ‘on/for a walk’); likely an error
in syntax

– Paradigm & orthography: as above, the previous error with an error in orthog-
raphy (lidi/lid́ı ‘people’)
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Table 3. Proportion of types of errors in endings of nouns

A1 A2 B1 B2 C1 Total

Other paradigm 12.19 14.90 14.16 18.97 16.20 15.23

Other p. & orthography 8.87 4.51 7.08 6.91 7.82 6.83

Paradigm 19.38 30.77 22.83 24.03 24.02 25.34

Paradigm & orthography 4.03 3.24 5.25 5.14 11.73 4.40

Orthography 7.65 2.94 3.65 7.00 7.82 4.06

Other 47.88 43.64 47.03 37.94 32.40 44.14

Total 100.00 100.00 100.00 100.00 100.00 100.00

– Orthography: only an error in orthography, none of the above (pracé/práce
‘work’)

– Other: all other instances

We observe a steady decrease of “Other” errors, and an increase in the pro-
portion of orthographic errors with language proficiency levels (the authors with
a higher proficiency make less errors in general, but keep omitting diacritics).
The system allows also for the analysis of individual endings: we observed, for
example, that endings with high ambiguity such as -e, -i, -́ı are more prone to
errors (already noted in [4], p. 220).

8 Conclusion

When analyzing learner’s texts, we cannot be always sure about the causes of
observed deviations from the standard language. We propose an error annotation
scheme where the errors are annotated using the levels of language description:
orthography, morphonology, morphology, syntax, lexicon. Two or more language
domains can be used to describe an error, if the cause is not clear. A rule-based
automatic system analyzing errors has been developed to assist the task of error
annotation of learner’s texts, both by NLP tools and manually. This rule-based
system could be adapted for example to provide feedback in e-learning software
for non-native speakers of Czech.

The rule-based system is too interconnected with Czech morphology to easily
adapt to another language, but the approach to error annotation of learner
language according to the levels of language description with the possibility of
assigning multiple potential error labels to one error is, in our opinion, useful for
error annotation of learner’s texts in any language.
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TSD 2012. LNCS, vol. 7499, pp. 127–134. Springer, Heidelberg (2012). doi:10.1007/
978-3-642-32790-2 15
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Abstract. The progression of the disease in Parkinson’s patients is
commonly evaluated with the unified Parkinson’s disease rating scale
(UPDRS), which contains several items to assess motor and non–motor
impairments. The patients develop speech impairments that can be
assessed with a scale to evaluate dysarthria. Continuous monitoring of
the patients is suitable to update the medication or the therapy. In this
study, a robust speaker model based on the GMM–UBM approach is pro-
posed for the continuous monitoring of the state of Parkinson’s patients.
The model is trained with phonation, articulation, and prosody features
with the aim of evaluating deficits on each speech dimension. The perfor-
mance of the model is evaluated in two scenarios: the monitoring of the
UPDRS score and the prediction of the dysarthria level of the speakers.
The results indicate that the speaker models are suitable to track the
disease progression, specially in terms of the evaluation of the dysarthia
level of the speakers.

Keywords: Parkinson’s disease · UPDRS · Dysarthria · Phonation ·
Articulation · Prosody · Speaker model

1 Introduction

Parkinson’s disease (PD) is a neurological disorder characterized by the progres-
sive loss of dopaminergic neurons in the midbrain producing several motor and
non–motor impairments [1]. The progression of the disease is currently evalu-
ated with the third section of the movement disorder society unified Parkinson’s
disease rating scale (UPDRS) [2]. Only one of 33 items of the scale are related
to the speech impairments of the patients; however, speech disorders are among
the most prevalent, and an early sign of further motor impairments [3]. As gen-
eral speech impairments developed by PD patients are described as hypokinetic
dysarthria, a scale to assess dysarthria such as the Frenchay dysarthria assess-
ment (FDA) [4] could be used to assess speech of PD patients.
c© Springer International Publishing AG 2017
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There are several studies focused on monitoring the disease progression of
PD. In [5] the authors aims to predict the PD progression from speech using
information from sustained vowels. Speech of 42 PD patients was recorded once
per week during six months, and neurologist experts evaluated the patients three
times during the study. The best result reported by the authors corresponds to
a mean absolute error (MAE) of 7.5 points in the predictions of the UPDRS
score; however the MAE is not a good performance measure for the addressed
problem, besides the authors performed a linear interpolation to obtain most
of the labels. In [6] 80 PD patients were recorded in two sessions separated
between 12 and 88 months. In both sessions the patients were evaluated by
neurologist experts according to the UPDRS score. The speech deficits of the
patients were also perceptually rated in terms of voice, articulation, prosody,
and fluency. The authors found significant differences for acoustic features such
as shimmer, pause ratio, and vowel articulation index when features from the
first recording session were compared with the same features calculated upon
the second session. In [7] the authors recorded four male PD patients every
week during one month to monitor the disease progression. Several features
were computed to describe phonation deficits. The features were correlated with
the Hoehn and Yahr (H&Y) scale in each recording session. The authors found
that tremor and biomechanical features evolve differently with the treatment;
however, the authors claimed that different time intervals between evaluations
should be considered to obtain more conclusive results. Recently, in [8] a speaker
model based on Gaussian mixture models–universal background models (GMM–
UBM) was proposed to evaluate the neurological state of PD from speech. UBMs
were trained with information from 61 PD patients and 50 healthy control (HC)
speakers. Specific GMMs were adapted for seven PD patients recorded in three
sessions. The Bhattacharyya distance was computed between the UBMs and
the speaker models. Then, the distance was correlated with the UPDRS score
of the patients. A Pearson’s correlation of up to 0.60 was reported between the
UPDRS scores and the distance measures. In this study, a more robust approach
of the presented in [8] is performed. GMM–UBMs speaker models are trained
using features based on phonation, articulation, and prosody with the aim to
analyze the deviation of each speech dimension relative to the UBM. GMMs
for phonation, articulation and prosody are combined following two strategies
described in Sect. 3.3, and they are correlated with the UPDRS score and with
a modified version of the FDA score (m–FDA) introduced previously [9]. The
original version of FDA requires the patient to be with the examiner, which is
not possible in most of the cases with PD patients due to their reduced mobility.
The m–FDA can be applied even when only speech recordings of the patient are
available. According to results, it is possible to monitor the disease progression
of PD patients following the speaker models.

2 Data

The PD and HC speakers were labeled by three phoniatricians according to the
m–FDA [4]. The original version of the FDA needs the patient to be with the
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examiner. The proposed version considers only the speech recordings and evalu-
ates 13 items including among others the movements of the lips, larynx, palate
and tongue, the respiration, and the intelligibility. The evaluation of each item
ranges from 0 to 4, for a total range from 0 to 52 (0 normal, and 52 completely
dysarthric). The phoniatricians agreed in the first ten evaluations, and then per-
formed the evaluation of the other recordings. The inter–rater reliability among
the labelers is 0.75. The median among the labels of the evaluators was consid-
ered as the label of the speaker. Previous studies have considered the m–FDA
score to assess the speech disorders of the patients [10].

An extended version of the PC–GITA database [11] is considered. The data
contain speech utterances from 68 PD patients and 50 HC subjects. All of them
are Colombian Spanish native speakers. 33 of the patients were recorded in
several sessions between 2012 and 2016. Seven of them were recorded in four
sessions. This set of seven patients comprises our test set, i.e., they were used
to adapt and test the proposed approach. The remaining 61 patients and 50 HC
subjects were used to train the UBMs. Table 1 details the information of the
seven patients used for test. The speech tasks performed by the subjects contain
ten isolated sentences, a read text, a monologue, and six diadochokinetic (DDK)
exercises such as the rapid repetition of the syllables /pa-ta-ka/, /pa-ka-ta/,
/pe-ta-ka/, /pa/, /ta/, and /ka/.

Table 1. List of patients used to test the models. M–FDA and UPDRS scores in each
session (S1, S2, S3, S4) are included.

P1 P2 P3 P4 P5 P6 P7
male female female female (male (male (female

64 years old 57 years old 51 years old 55 years old 59 years old 68 years old 55 years old
UPDRS m–FDA UPDRS m–FDA UPDRS m–FDA UPDRS m–FDA UPDRS m–FDA UPDRS m–FDA UPDRS m–FDA

S1 31 28 29 41 15 38 13 43 23 6 29 14 23 29
S2 15 19 36 35 21 49 12 10 37 8 23 25 28 26
S3 19 13 26 33 14 44 24 19 19 24 24 7 23 26
S4 – – 34 33 20 45 19 – 22 21 28 – 21 30

3 Methods

The proposed method consists of 4 stages: (1) phonation, articulation, and
prosody features are extracted, (2) UBMs are trained with the different fea-
ture sets and GMMs are adapted from the UBMs, (3) a distance measure is
computed between the UBMs and the GMMs for phonation, articulation, and
prosody, and (4), the distances for each speech dimension are combined using
two proposed strategies (similarity and area). Pearson’s correlation (r) is used
to evaluate the predicted scores.

3.1 Feature Extraction

Several studies have described the speech impairments of PD patients in terms
of different dimensions such as phonation, articulation, and prosody [3,12].
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Phonation is related to the capability of the speaker to make the vocal folds
vibrate [5,13]. Articulation is related with the modification of the position, stress,
and shape of several limbs and muscles to produce speech [3,12,14]. Finally,
prosody reflects variation of loudness, pitch, and timing to produce natural
speech [14].

Phonation– The analysis comprises nine descriptors: the first and second
derivative of the fundamental frequency, jitter, shimmer, the log–energy and
their first two derivatives, the amplitude perturbation quotient (APQ), and the
pitch perturbation quotient (PPQ). The descriptors are computed for frames
of 40 ms length with a time-shift of 10 ms. PPQ and APQ are computed every
eleventh and fifth frame, respectively due to those descriptors model the long
term variability of the pitch and amplitude contours. Six statistical function-
als are calculated per descritor (mean, standard deviation, skewness, kurto-
sis, maximum, and minimum), forming a 54–dimensional feature vector per
utterance [13].

Articulation– The features include twelve MFCCs and their derivatives, the
first two formant frequencies (F1 and F2) with their derivatives, and the energy
distributed into 22 frequency bands according to the Bark scale computed in
the transitions from unvoiced to voiced segments (onset), and from voiced to
unvoiced (offset). The same six statistical functionals are computed, forming a
560–dimensional feature vector [12].

Prosody– The features are based on the duration of voiced segments, the
fundamental frequency, and the energy. The same six statistical functionals are
computed on the contours of the fundamental frequency, the energy, and the
duration of voiced segments. The feature vector is completed with the voiced
rate and the pause rate, forming a 20–dimensional feature vector per utterance.

3.2 Speaker Models

The speaker models are based on the GMM–UBM approach introduced previ-
ously to evaluate the progress of PD [8]. Individual UBMs are trained using
phonation, articulation, and prosody–based features. The number of Gaussian
components is estimated using the Akaike information criterion (AIC) [15]. After
training the UBMs, individual GMMs are adapted for the seven speakers of the
test set using the maximum a posteriori (MAP) strategy. Finally, a distance mea-
sure is computed between the UBMs and the adapted models for each speaker.
Such distances are correlated with the severity of the disease of the patients.

3.3 Distance Computation and Model Combination

The Bhattacharyya distance (δ) is used to compare the UBMs and the speaker
models. Such a distance measures the change between two multivariate Gaussian
probability density functions considering both the mean vectors and the covari-
ance matrices [16]. The distance is computed for the models trained with phona-
tion, articulation, and prosody features. Those distances are combined using
two strategies. The first strategy is a non–linear transformation of the distances
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with the aim of obtaining a similarity score S between the UBMs and the speaker
models. The transformation is performed using Eq. 1, where δphon, δart, and δpros
correspond to the distance between the speaker models and the UBMs for phona-
tion, articulation, and prosody, respectively. If the distances are close to zero,
S will be close to one, indicating that the speaker model is close to the UBM;
conversely, if the distance measures are higher, S will tend to zero, indicating
that the difference between the speaker model and the UBM is larger.

S =
1

1 + (δphon + δart + δpros)
(1)

The second combination strategy is based on computing the area of a tri-
angle, where each vertex corresponds to the distance obtained on each speech
dimension: phonation, articulation, and prosody. Larger areas of the triangles
indicate larger differences between the speaker model and the UBM. Figure 1
shows an example of the triangle. The most deviated speech dimension can be
observed in the triangle as the largest distance from the centroid to the vertex.

Fig. 1. Triangle created with the distance between the UBM and the speaker models
for phonation, articulation, and prosody.

4 Experiments and Results

The speaker models are adapted from UBMs trained with features extracted from
three groups of speaker: PD patients, HC speakers, and the combination of PD
and HC speakers. The distances between the speaker models and the UBMs are
correlated with the UPDRS and m–FDA scores. Results for individual models
based on phonation, articulation, and prosody are reported. The combination
of the models using the two proposed strategies is also tested. The results of
the correlation between the speaker models and the UPDRS scores are shown
in Table 2. Note that the correlations obtained using the area of the triangle
and the similarity measure are always opposite. This fact is because the area is
proportional to the level of impairment, i.e., larger areas indicate more deficits
in phonation, articulation, and/or prosody, while the similarity is inverse, i.e.,
larger similarity indicates less level of impairment. In general the combination
strategies provides the highest correlation, specially for patients P1, P2, and P4.
Note that for P5 the results are inverse to the obtained for the remaining patients
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Table 2. Pearson’s correlation between the Bhattacharyya distance and the UPDRS
score of the seven patients (P1, ..., P7).

UBM Analysis P1 P2 P3 P4 P5 P6 P7 Avg.

HC+PD Area 0.91 0.50 0.67 0.95 −0.99 −0.08 0.30 0.32

Similitude −0.90 −0.63 −0.48 −0.96 0.99 0.06 −0.46 −0.34

Phonation −0.55 0.24 −0.71 −0.82 0.82 0.11 0.76 −0.02

Articulation −0.51 0.59 −0.44 0.23 0.20 −0.42 −0.63 −0.14

Prosody −0.99 −0.92 −0.11 −0.99 0.93 0.02 −0.42 −0.36

HC Area 0.91 0.95 −0.78 0.97 −0.84 −0.04 0.22 0.20

Similitude −0.91 −0.93 0.75 −0.98 0.90 −0.29 −0.07 −0.22

Phonation −0.58 −0.54 0.45 −0.99 0.95 0.14 0.04 −0.08

Articulation −0.90 −0.84 0.12 −0.56 0.99 0.87 −0.87 −0.17

Prosody −0.99 −0.94 0.75 −0.99 0.77 −0.63 0.25 −0.26

PD Area −0.72 −0.66 −0.15 −0.66 0.72 0.61 0.10 −0.11

Similitude −0.91 −0.80 −0.40 −0.97 0.87 0.34 −0.43 −0.33

Phonation −0.67 −0.59 0.07 −0.84 0.82 −0.03 0.35 −0.13

Articulation −0.20 0.31 −0.74 0.64 0.06 0.73 −0.47 0.05

Prosody −0.99 −0.90 −0.23 −0.99 0.84 0.47 −0.23 −0.29

although a high correlation is obtained with the prosody model (r = 0.93). The
average correlation indicates that the best results are obtained with the UBMs
trained with PD and HC speaker, which confirms previous observations [8].

Table 3 shows the results obtained predicting the m–FDA score of the seven
patients. High correlations are obtained, specially for the patients P1, P3 and
P6. In general the combination of speech dimensions using the area or the simi-
larity strategies improves the results relative to the separate prediction; however,
note that for patient P4 a high correlation is obtained only with the articula-
tion model. Figure 2 shows the triangles obtained for the seven patients across
the recording sessions. For most of patients (P3, P4, P5, P6, and P7) the high-
est distance is observed for the prosody models, indicating that such a speech
dimension could be the most impaired one for those patients. Note also that
the areas of the triangle are changing (mainly compressing) across the sessions.
For instance, a triangle with a certain area is observed for patient P1 in session
1, but the area becomes smaller across the sessions. Finally, in order to assess
the progression of the disease of the patients, Fig. 3 illustrates the change in

Fig. 2. Triangles for the seven patients in several recording sessions.
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Table 3. Pearson’s correlation between the Bhattacharyya distance and the m–FDA
score of the seven patients (P1, ..., P7).

UBM Analysis P1 P2 P3 P4 P5 P6 P7 Avg.

HC+PD Area 0.99 0.57 0.87 −0.53 0.66 0.99 −0.40 0.45

Similitude −0.99 0.52 −0.76 0.50 −0.68 −0.99 0.56 −0.41

Phonation −0.86 −0.64 −0.38 0.72 −0.69 −0.14 −0.12 −0.30

Articulation −0.07 −0.81 −0.76 0.85 −0.32 0.29 −0.47 −0.18

Prosody −0.94 −0.09 −0.58 0.16 −0.59 −0.93 0.58 −0.34

HC Area 0.99 −0.15 −0.11 −0.49 0.25 0.99 0.38 0.27

Similitude −0.99 0.07 0.07 0.45 −0.40 −0.89 −0.51 −0.31

Phonation −0.88 −0.30 0.03 0.15 −0.50 −0.96 0.29 −0.31

Articulation −0.60 −0.33 −0.39 0.58 −0.70 −0.65 −0.12 −0.32

Prosody −0.83 0.39 0.04 0.28 −0.45 −0.67 −0.72 −0.28

PD Area −0.96 0.01 −0.47 0.89 −0.60 −0.89 0.71 −0.19

Similitude −0.90 −0.63 −0.48 −0.96 0.99 0.06 −0.46 −0.34

Phonation −0.93 0.11 −0.13 0.70 −0.63 −0.41 0.70 −0.08

Articulation −0.62 −0.29 −0.89 0.55 −0.43 0.58 −0.64 −0.25

Prosody −0.91 −0.32 −0.66 0.14 −0.53 −0.92 0.60 −0.37

the values of the area of the triangles for the seven patients across the recoding
sessions. The area of the triangles is compared to the UPDRS and the m–FDA
scores. Note that the speaker model is highly accurate for patients P1, P3, and
P7. Note the behavior of patient P5, where the speaker model is not able to
trace the UPDRS score, but it is highly accurate to trace the progression of the
m–FDA score.

Fig. 3. Comparison of the area of each triangle with the progression of the disease both
for the UPDRS and the m–FDA scores

5 Conclusion

A speaker model based on GMM–UBMs trained with phonation, articulation,
and prosody features is proposed to track the disease progression in PD patients.
A novel approach is introduced to combine phonation, articulation, and prosody
models, which allows to evaluate which dimension of speech is more impaired.
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The performance of the speaker models is tested by predicting the UPDRS score
and a dysarthria level according to a modified version of the FDA scale of seven
PD patients recorded in four sessions between 2012 and 2016. The speaker models
are able to trace the disease progression, specially in terms of the dysarthria level
of the speakers. This result confirms previous observations reported in [9], where
the researchers conclude that, although the speech production is a motor process,
it is maybe not convenient to pretend the prediction of a neurological scale
(like the UPDRS) based only on speech signals. The combination of phonation,
articulation, and prosody models improves the performance of the method. The
proposed approach should be validated with information from more patients
with the aim of obtaining more conclusive results. The proposed model will also
be implemented in a mobile platform to perform an unobtrusive monitoring of
the patients.

Acknowledgments. The work reported here was started at JSALT 2016, and was
supported by JHU via grants from DARPA (LORELEI), Microsoft, Amazon, Google
and Facebook. Thanks also to CODI from University of Antioquia by the grant Num-
bers 2015–7683 and PRV16-2-01.

References

1. Hornykiewicz, O.: Biochemical aspects of Parkinson’s disease. Neurology 51(2
Suppl 2), S2–S9 (1998)

2. Goetz, C.G., et al.: Movement Disorder Society-sponsored revision of the Unified
Parkinson’s Disease Rating Scale (MDS-UPDRS): scale presentation and clinimet-
ric testing results. Mov. Disord. 23(15), 2129–2170 (2008)

3. Rusz, J., Cmejla, R., Tykalova, T., Ruzickova, H., Klempir, J., Majerova, V.,
Picmausova, J., Roth, J., Ruzicka, E.: Imprecise vowel articulation as a poten-
tial early marker of Parkinson’s disease: effect of speaking task. J. Acoust. Soc.
Am. 134(3), 2171–2181 (2013)

4. Enderby, P.M., Palmer, R.: FDA-2: Frenchay Dysarthria Assessment: Examiner’s
Manual. Pro-Ed, Texas (2008)

5. Tsanas, A., Little, M., McSharry, P.E., Ramig, L.: Accurate telemonitoring of
Parkinson’s disease progression by noninvasive speech tests. IEEE Trans. Biomed.
Eng. 57(4), 884–893 (2010)

6. Skodda, S., Grönheit, W., Mancinelli, N., Schlegel, U.: Progression of voice and
speech impairment in the course of Parkinson’s disease: a longitudinal study.
Parkinson’s Dis. 2013, 1–8 (2013). Article ID 389195
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Abstract. Psycholinguistic properties of words have been used in var-
ious approaches to Natural Language Processing tasks, such as text
simplification and readability assessment. Most of these properties are
subjective, involving costly and time-consuming surveys to be gathered.
Recent approaches use the limited datasets of psycholinguistic proper-
ties to extend them automatically to large lexicons. However, some of
the resources used by such approaches are not available to most lan-
guages. This study presents a method to infer psycholinguistic properties
for Brazilian Portuguese (BP) using regressors built with a light set of
features usually available for less resourced languages: word length, fre-
quency lists, lexical databases composed of school dictionaries and word
embedding models. The correlations between the properties inferred are
close to those obtained by related works. The resulting resource con-
tains 26,874 words in BP annotated with concreteness, age of acquisition,
imageability and subjective frequency.

Keywords: Psycholinguistic properties · Brazilian Portuguese · Lexical
resources

1 Introduction

Besides frequency, form, and meaning, words have several other less known prop-
erties, such as imageability, concreteness, familiarity, subjective frequency, and
age of acquisition (AoA). These are subjective psycholinguistic properties, which
depend on the experiences individuals had using the words. According to [14],
word imageability is the ease and speed with which a word evokes a mental
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image; concreteness is the degree to which words refer to objects, people, places,
or things that can be experienced by the senses; experiential familiarity is the
degree to which individuals know and use words in their everyday life; subjec-
tive frequency is the estimation of the number of times a word is encountered
by individuals in its written or spoken form, and AoA is the estimation of the
age at which a word was learned. Psycholinguistic properties have been used in
various approaches: for Lexical Simplification [11]; for Text Simplification at the
sentence level, aiming to reduce the difficulty of informative text for language
learners [17]; to predict the reading times (RTs) of each word in a sentence to
assess sentence complexity [13] and also to create robust text level readability
models [16].

Because of its inherent costs, the measurement of subjective psycholinguistic
properties is usually used in the creation of datasets of limited size [2,6,7,14].
For the English language, the most well known database of this kind is the
MRC Psycholinguistic Database1, which contains 27 subjective psycholinguis-
tic properties for 150,837 words. For BP, there is a psycholinguistic database2

containing 21 columns of information for 215,175 words, but no subjective psy-
cholinguistic properties. We aim to overcome this gap by automatically inferring
the psycholinguistic properties of imageability, concreteness, AoA and subjec-
tive frequency for a large database of 26,874 BP words, using a resource-light
regression approach. This work relies heavily on the results of [11] who proposed
an automatic bootstrapping method for regression to populate the MRC Data-
base. We explore here three research questions: (1) is it possible to achieve high
Pearson and Spearman correlations values and low MSE values with a regression
method using only word embedding features to infer the psycholinguistic prop-
erties? (2) which size a database with psycholinguistic properties should have
to be used in regression models? Does merging databases from different sources
yield better correlation and lower MSE scores? (3) can the inferred values help
in creating features that result in more reliable readability prediction models?
In addition, we assessed interrater reliability (Cronbachs alpha) between ratings
generated by our method and the imageability and concreteness produced for
237 nouns by [8]. We also analyzed the relations between the inferred ratings
and other psycholinguistic variables.

2 Related Works

To the best of our knowledge there are only two studies that propose regres-
sion methods to automatically estimate missing psycholinguistic properties in
the MRC Database [4,11]. [4] propose a computational model to predict word
concreteness, by using linear regression with word attributes from WordNet
[3], Latent Semantic Analysis (LSA) and the CELEX Database3 and use these
attributes to simulate human ratings in the MRC database. The lexical features
1 websites.psychology.uwa.edu.au/school/MRCDatabase/mrc2.html.
2 www.lexicodoportugues.com.
3 celex.mpi.nl/.

http://websites.psychology.uwa.edu.au/school/MRCDatabase/mrc2.html
www.lexicodoportugues.com
http://celex.mpi.nl/
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used were 19 lexical types from WordNet, 17 LSA dimensions, hypernymy infor-
mation from WordNet, word frequencies from the CELEX Database, and word
length (i.e., number of letters), totalling 39 attributes. The Pearson correlation
between the estimated concreteness score and the concreteness score in the test
set was 0.82.

[11] automatically estimate missing psycholinguistic properties in the MRC
Database through a bootstrapping algorithm for regression. Their method
exploits word embedding models and 15 lexical features, including the number
of senses, synonyms, hypernyms and hyponyms for word in WordNet and also
minimum, maximum and average distance between the words senses in Word-
Net and the thesaurus root sense. The Pearson correlation between the estimated
score and the inferred score for familiarity was 0.846; 0.862 for AoA; 0.823 for
imagenery and 0.869 for concretness, which is better than the results of [4].

3 A Lightweight Regression Method to Infer
Psycholinguistic Properties of Words

The fact that the methods developed by [4,11] are based on a large, scarce
lexical resource as WordNet, led us to raise the question “Could we have a
similar performance with a simpler set of features which are easily obtainable
for most languages?”. Therefore we decided to build our regressors using only
word length, frequency lists, lexical databases composed of school dictionaries
and word embeddings models. One critical difference between the strategy of [11]
and ours is that they concatenate all features to train a regressor, while we take a
different approach. Although simply combining all features is straightforward, it
can lead to noise insertion, given that the features greatly contrast among them
(e.g. word embeddings and word length). Instead, we adopted a more elegant
solution, called Multi-View Learning [18]. In a Multi-View Learning, multiple
regressors/classifiers are trained over different feature spaces and then combined
to produce a single result. Here, the fusion stage is made by averaging the values
predicted by the regressors [18].

3.1 Adaptation of Databases with Psychological Norms
for Portuguese Words

We present in Table 1 surveys involving the subjective psycholinguistic properties
of words focused in this study (concreteness, age of acquisition, imageability and
subjective frequency), both for European Portuguese (EP) and BP.

If, in one hand, manually produced resources fulfill the needs for which they
were collected, on the other hand, they are very limited for Natural Language
Processing purposes, given their limited size. There are ways, however, to auto-
matically infer subjective psycholinguistic properties for several words, using the
existing ones. To achieve this goal, however, we need, first of all, to rely on a set
of words with values for each aimed property.
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Table 1. Norms for Portuguese on the focused psycholinguistic properties.

Study Participants Words Property Variant Scale

[14] 2,357 3,789 Concreteness, imageability,
subjective frequency

EP 1–7

[2] 685 1,748 AoA EP 1–9

[6] 719 909 Concreteness BP 1–7

[7] 110 834 AoA EP 1–7

[8] 103 249 Imageability, concreteness EP 1–7

In BP, we only have 909 words with concreteness values [6]. Therefore, we
decided to incorporate EP resources to our set, as well as to combine different
resources containing values for the same property. In order to turn EP resources
usable for our study in BP, we executed adjustments in the word lists. Most of
them were in orthography, as for example: acção/acão (action), adopção/adoção
(adoption), amnistia/anistia (amnesty). Other adjustments pertained to con-
cepts that the two variants of Portuguese lexicalize in different ways, such as:
ficheiro/arquivo (file), assasśınio/assassinato (murder), apuramento/apuração
(calculation). Finally, some words have been discarded, as they lexicalize con-
cepts related to fauna, flora, and culinary traits native to Portugal, such as:
faneca (pout), faia (beech) and rebuçado (candy). In theory, there should not
be a problem in concatenating two or more lists of words with the same psy-
cholinguistic property. We did this for concreteness, merging the list of [14],
once adapted for BP, with the one of [6], which was created for BP. As both lists
rated concreteness using a Likert scale of 7 points, the values were comparable.
However, in what concerns AoA, the two lists available, [2,7], rated concrete-
ness using Likert scales of 7 and 9 points, respectively. It is worth mentioning
that both lists contain AoA ratings produced by adults (AoA could be, alter-
natively, gathered using the proficiency of children of different ages in object
naming tasks). Therefore, to turn them comparable, we had to convert the scale
of 9 points into a scale of 7 points. After concluding the lexical adjustments,
converting the scale of 9 points into 7 points for AoA lists, merging the lists and
eliminating duplicated words, we obtained sizeable datasets for all word prop-
erties addressed in this study. Table 2 shows the number of entries obtained for
each property, between the parentheses.

3.2 Features

Our regressors use 10 features from several sources, grouped in: (i) lexical (1–8);
(ii) Skip-Gram word embeddings (9) [9]; and (iii) GloVe word embeddings (10)
[12]:

1. Log of Frequency in SUBTLEX-pt-BR [15], which is a database of BP word
frequencies based on more than 50 million words from film and television
subtitles;
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2. Log of Contextual diversity in SUBTLEX-pt-BR, which is the number of
subtitles that contain the word;

3. Log of Frequency in SubIMDb-PT [10]: this corpus was extracted from sub-
titles of family, comedy and children movies and series;

4. Log of Frequency in the Written Language part of Corpus Brasileiro, a corpus
with about 1 billion words of Contemporary BP;

5. Log of Frequency in the Spoken Language part of Corpus Brasileiro;
6. Log of Frequency in a corpus of 1.4 billion tokens of Mixed Text Genres in

BP;
7. Word Length;
8. Lexical databases from 6 school dictionaries for specific grade-levels;
9. Word’s raw embedding values of word embeddings models created using the

Skip-Gram algorithm [9], with word vector sizes of 300, 600 and 1,000;
10. Word’s raw embedding values of word embeddings models created using the

GloVe algorithm [12], with word vector sizes of 300, 600 and 1,000.

Reading time studies provide evidence that more processing time is allocated
to rare words than high-frequency words. Besides that, the logarithm of word fre-
quency was used here because reading times are linearly related to the logarithm
of word frequency, not to raw word frequencies [1]. We trained our embedding
models using Skip-Gram word2vec and GloVe over a corpus of 1.4 billion tokens,
and 3.827.725 types composed by mixed text genres, including subtitles to cover
spoken language besides written texts.

3.3 Using Regression in a Multi-View Learning Approach

We used a linear least squares regressor with L2 regularization, which is also
known as Ridge Regression or Tikhonov regularization. We choose this regression
method due to the promising results reported by [11]. We trained three regressors
in different feature spaces: lexical features, Skip-Gram embeddings, and GloVe
embeddings.

4 Evaluation

We experimented with several dimensions of word embeddings, but for space rea-
sons, here we include only the best results: Skip-Gram and GloVe embeddings with
300 word vector dimensions. We used 20× 5-fold cross-validation in order to per-
form our experiments. As evaluation metrics, we used Mean Square Error (MSE),
Spearman’s (ρ), and Pearson’s (r) correlation. For the MSE metric, a repeated
measures ANOVA with Dunnet post-test was used to compare the best regressors
with the others to significance level of 0.05. Table 2 shows the evaluation results of
our method. For subjective frequency, the best result was given by the combination
of Lexical, Skip-gram and GloVe embeddings. For AoA, the best result was given
by the combination of Lexical and GloVe embeddings. For AoA, the three better
lexical features responsible for such results were grade-level lexical databases, the
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log frequency in Sub-IMDb-PT and word length. The regressors in bold presented
statistically significant differences when compared with the others. However, for
AoA, we did not find a statistically significant difference between the Lexical +
GloVe regressor and the Lexical + Skip-gram + GloVe regressor.

Table 2. MSE and Pearson and Spearman correlation scores of the regression models.

Regressors Concreteness (4088) Subjective

frequency (3735)

Imageability (3735) AoA merging (2368)

MSE r ρ MSE r ρ MSE r ρ MSE r ρ

Lexical 1.24 0.54 0.56 0.55 0.72 0.73 0.74 0.58 0.59 0.67 0.73 0.73

Skip-gram 0.52 0.84 0.84 0.58 0.70 0.71 0.46 0.77 0.77 0.81 0.66 0.66

GloVe 0.62 0.80 0.81 0.40 0.81 0.81 0.49 0.75 0.75 0.63 0.75 0.75

Lexical + Skip-gram 0.64 0.82 0.82 0.44 0.79 0.79 0.47 0.77 0.78 0.59 0.77 0.77

Lexical + GloVe 0.70 0.80 0.80 0.39 0.81 0.81 0.50 0.75 0.76 0.54 0.79 0.79

Skip-gram + GloVe 0.49 0.85 0.85 0.41 0.80 0.80 0.42 0.79 0.79 0.62 0.75 0.75

Lexical + Skip-gram

+ GloVe

0.55 0.85 0.84 0.38 0.82 0.82 0.43 0.79 0.78 0.54 0.79 0.79

Portuguese databases with AoA properties are small in size, therefore we
evaluated three different databases for this property. The first has 765 words [7],
the second has 1717 words [2], and the third is composed by a merging of the
first and the second converted into a 7-scale; the merging resulted in a database
with 2368 different words, which is still small compared to the other 3 properties
evaluated here. The resulting correlations and MSE for AoA (see Table 3) show
that merged datasets yield better results. There was a drop of 0.26 in MSE scores
and an increase of 0.07 and 0.08 of Pearson and Spearman values.

Table 3. MSE, Pearson, and Spearman correlations of the regression models.

Regressors AoA (765) AoA (1717) AoA merge (2368)

MSE r ρ MSE r ρ MSE r ρ

Lexical 0.91 0.67 0.66 1.04 0.76 0.75 0.67 0.73 0.72

Skip-gram 1.30 0.56 0.58 1.36 0.68 0.65 0.81 0.66 0.66

GloVe 1.18 0.62 0.63 0.93 0.79 0.75 0.63 0.75 0.75

Lexical + GloVe 0.80 0.72 0.71 0.79 0.83 0.80 0.54 0.79 0.79

We also compared the four properties’ interdependency among themselves by
using Pearson correlation. Table 4 presents the results obtained for our compar-
isons, as well as the results obtained on similar comparisons from related contri-
butions. In Table 4, dashes represent evaluations which were not performed on a
given study. Our results are close to those reported in the literature, except for
the correlation between age of aquisition and concreteness, which is stronger in
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Table 4. Pearson correlations among properties.

Properties compared OURS [7] [2] [14] [7] vs. [14] [2] vs. [14]

AoA vs. Concreteness −0.37 −0.52 −0.61 - −0.49 −0.54

AoA vs. Imageability −0.73 −0.69 −0.66 - −0.66 −0.62

AoA vs. Sub. Freq −0.52 - - - −0.65 −0.60

Imageability vs. Sub. Freq 0.11 - - 0.04 −0.10 -

Concreteness vs. Sub. Freq −0.05 - - −0.09 - -

Imageability vs. Concreteness 0.92 - - 0.88 0.82 -

other studies. This may be related to the fact that a full dictionary has a larger
proportion of rare words than observed in the lists of those studies.

To validate the reliability of our automatically inferred psycholinguistic prop-
erties, we conducted internal consistency analyses. We calculated alpha scores
between our automatically produced imageability and concreteness properties
and those present in the psycholinguistic dataset of [8]. In total, 237 words
were considered. The alpha scores for imageability and concreteness are 0.921
and 0.820, which are similar to the values achieved by [14], and suggest that
our features do, in fact, accurately capture the psycholinguistic properties being
targeted.

We built a database of plain words which was populated with the inferred
values for the four psycholinguistic properties targeted in this study. For this,
we exploited Minidicionário Caldas Aulete’s entries [5] and their respective first
grammatical category. We selected only nouns, verbs, adjectives and adverbs.
All loanwords (foreign words used in BP) were discarded. Then we searched
the frequency of each word in the large corpus of 1.4 billion words we used to
train our word embeddings models, and after a manual analysis, we decided to
disregard words with less than 8 occurrences, as they are very uncommon. The
final lexicon is available4 and contains 26,874 words, being 15,204 nouns, 4,305
verbs, 7,293 adjectives and 72 adverbs with the information of the four inferred
psycholinguistic properties using the better results with less features (shown in
bold in Table 2).

5 Evaluating Psycholinguistic Features in Readability
Prediction

In order to evaluate the use of psycholinguistic properties in predicting the read-
ability level of BP informative texts from newspapers and magazines for early
school years, we trained a classifier using a corpus of 1,413 texts which were
classified as easy to read for 3rd to 6th graders. These texts were annotated by
two linguists (0,914 weighted kappa) and the corpus distribution by grade levels

4 http://nilc.icmc.usp.br/portlex/index.php/en/psycholinguistic.

http://nilc.icmc.usp.br/portlex/index.php/en/psycholinguistic
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is 183 texts for 3rd grade, 361 texts for 4th grade, 537 texts for 5th grade and
332 texts for 6th-grade year. We are still in the annotation process of a dataset
similar in size to the one of [16]. We compared the use of our four psycholin-
guistic features and six traditional readability formulas: Flesch Reading-Ease
adapted to BP Brunét, Honoré, Dale-Chall, Gunning Fox and Moving Average
Type-Token Ratio (MATTR). We used the mean and standard deviation of our
psycholinguistic properties as features to train SVM classifiers with RBF ker-
nel for each psycholinguistic information and a single-view classifier for all four
properties. All results presented here were obtained by a 10-fold cross-validation
process. Table 5 shows that subjective frequency provided better results than the
other psycholinguistic features in classifying grade levels and achieved the 3rd
best result for individual features. The single-view classifier of psycholinguistic
features overcame all traditional formulas but MATTR and Brunét Index for
grade-level classification in F1-measure. Both MATTR and Brunét Index mea-
sure the lexical diversity of a text and are independent of text length. Their high
performance in this evaluation suggests that lexical diversity is a strong proxy
to distinguish grade levels in primary school years.

Table 5. Evaluating Psycholinguistic and Classic readability formulas for readability
prediction.

Features Flesch Honoré Concreteness Familiarity AoA Dale-
Chall

Gunning
Fox

Subjective
frequency

Psycholin-
guistics

MATTR Brunét

F1 0.26 0.29 0.27 0.23 0.25 0.36 0.37 0.32 0.45 0.48 0.54

6 Conclusion and Future Work

In this work, we set our aims at finding a light set of features available for
most languages to build regressors that infer psycholinguistic properties for BP
words. We have made publicly available a large database of 26,874 BP words
annotated with psycholinguistic properties. With respect to our research ques-
tions (1) and (2), we have shown we can infer psycholinguistic properties for
BP using word embeddings as features. Nonetheless, our regressors need a rea-
sonably large number of training instances (at least, more than two thousand
examples), as well as complementary lexical resources to yield top performance
for AoA and subjective frequency. As for research question (3), our results show
that psycholinguistic properties can potentially aid readability prediction. These
results ratify the claims of [13], which state that (i) words with higher concrete-
ness are easier to imagine, comprehend, and memorize and therefore increase the
readability of texts, and (ii) age of acquisition is helpful in predicting reading
difficulty. As future work, we propose to extend our extrinsic evaluation to other
tasks, to use new modelling techniques for our psycholinguistic features (besides
the average and standard deviation of the inferred values) and to use a more
robust approach to perform the fusion of regressors, e.g. stacking regression.

Acknowledgments. This work was supported by CNPq and FAPESP.



Automatically Inferring Psycholinguistic Properties of Brazilian Portuguese 289

References

1. Graesser, A.C., McNamara, D.S.: Computational analyses of multilevel discourse
comprehension. Top. Cogn. Sci. 3(2), 371–98 (2011)

2. Cameirao, M.L., Vicente, S.G.: Age-of-acquisition norms for a set of 1,749 Por-
tuguese words. Behav. Res. Meth. 42(2), 474–480 (2010)

3. Fellbaum, C.: Wordnet: An Electronic Lexical Database. MIT Press, Cambridge
(1998)

4. Feng, S., Cai, Z., Crossley, S.A., McNamara, D.S.: Simulating human ratings on
word concreteness. In: Proceedings of 24th FLAIRS Conference, pp. 1–6 (2011)

5. Geiger, P.: Minidicionário contemporâneo da ĺıngua portuguesa (2011)
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cretude para 909 palavras da ĺıngua portuguesa. Psicologia: Teoria e Pesquisa, pp.
195–204 (2007)

7. Marques, J.F., Fonseca, F.L., Morais, S., Pinto, I.A.: Estimated age of acquisition
norms for 834 Portuguese nouns and their relation with other psycholinguistic
variables. Behav. Res. Meth. 39(3), 439–444 (2007)
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Abstract. We present an end-to-end system for open-domain non-
factoid question answering. We leverage the information on the ever-
growing World Wide Web, and the capabilities of modern search engines
to find the relevant information. Our QA system is composed of three
components: (i) query formulation module (QFM) (ii) candidate answer
generation module (CAGM) and (iii) answer selection module (ASM). A
thorough empirical evaluation using two datasets demonstrates that the
proposed approach is highly competitive.

Keywords: Question answering · Learning to rank · Neural network ·
BLSTM

1 Introduction

The popularity of QA websites such as Quora, and Yahoo! Answers highlights
users’ preference to express information needs as natural language questions,
rather than keyword based queries. Currently, the person who posts the question
has to wait for the answer until someone responds with the correct answer. Often
the answer to the posted question is already out there on the World Wide Web
(WWW), as an answer to a similar question, or embedded in the content of a
web page. This observation was inspired evaluation forums such as the TREC
LiveQA Track1, and QALD Challenge2 that are facilitating the research on the
automated QA problem.

Developing an automated QA system that is capable of answering factoid
or non-factoid questions from any domain (e.g. health, sports, cooking, etc.) is
a challenging problem. In this paper we present our take on this problem. The
end-to-end system that we have developed consists of three modules: (i) QFM
converts the free-text question into a boolean query that can be processed by
a commercial search engine; (ii) CAGM extracts all the promising candidate
answers from the top ranked web pages returned by the search engine and (iii)
ASM employs different ranking and classification approaches to select the best
answer from the set of candidates. In the subsequent sections we describe our

1 https://sites.google.com/site/trecliveqa2015/.
2 https://project-hobbit.eu/challenges/qald2017/.
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novel approach which combines several machine learning models together and is
trained on a large sanitized dataset.

The subproblem of answering factoid questions using a static collection of
documents has been researched since late 60’s [6,12,20]. One of the recent exam-
ples is work by Bian et al. [4] where they built a framework which allows to
extract facts from the data source and rank them. Their work defines a set of
textual features some of which we use in our work. Suryanto et al. [18] proposed
a similar method using the reputation of the question asker and the answerer
to determine the relevance of the answer. Both papers are focused on factoid
QA using Yahoo! Answers data. Our method is focused on non-factoid questions
with using the entire Web as the data source.

Soricut and Brill [16] published one of the first papers on non-factoid question
answering, and many others have followed [13,14,17]. As a training set they used a
corpus of 1M question-answer pairs from FAQ collected on the Web. To search for
the answer candidates they used MSNSearch and Google. Our work uses different
algorithm for QFM, is trained using Yahoo! Answers dataset and uses learning to
rank techniques which started to advance in mid-00s. In recent years the advance-
ments in NLP/ML techniques and availability of large QA datasets have propelled
research and contests on answering open-domain non-factoid questions [3]. Wang
et al. [21,22] works were the winner of two subsequent TREC LiveQA competi-
tions. In the first paper they trained an answer prediction model using BLSTM
Neural Network. In the second - Neural Machine Translation techniques to train
the model which generates the answer itself given only a question. We use their
method as a baseline comparing our work against to.

2 Open Domain Factoid/Non-factoid QA System

We use a typical architecture for our QA system. The natural language question
is transformed to a keyword based boolean query by the QFM. A commercial
search engine, Bing, is then used to obtain the relevant web pages to the boolean
query. CAGM mines the downloaded web pages for candidate answers to the
original question. Finally, ASM identifies the best answer from all the candidates,
and presents it to the user.

Query Formulation Module (QFM): The QFM transforms the natural lan-
guage question to a well-formed boolean conjunctive query that can be evaluated
by a search engine. This is a challenging problem as questions are often verbose.
They contain information that is useful for a human but is superfluous, or even
misleading, if included in the query. We address this verbosity problem at mul-
tiple levels. First, not every sentence in the question contributes to the query.
Only sentences that start with WH-words (e.g. Who, When, Where, Why) and
end with a question mark do [19]. Second, within a sentence only certain parts
of the question are included in the query. For example, transforming the follow-
ing question Why’s juice from orange peel supposed to be good for eyes? into a
boolean query: (orange) AND (peel) AND (juice) AND (good) AND (eyes) is
not effective because most of the retrieved web pages are about orange juice and
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not about orange peel juice. In order to achieve this, QFM performs grammatical
analysis of the question. Specifically, we use the Stanford Dependency Parser [8]
to obtain the grammatical structure of the sentence, and then apply a recursive
logic to identify various phrases (noun, verb, preposition, and adjective phrases).
This allows us to identify important phrases, rather than just individual words.
For the above question this approach selects a noun phrase orange peel, an adjec-
tive phrase good for eyes, and a single word juice. The final boolean conjunctive
query is constructed as follows: (juice) AND (orange peel) AND (good for eyes).
This query is successful at retrieving web pages about orange peel juice rather
than about orange juice even though the latter has the more dominant presence
on the web.

The English closed class terms (pronouns, determiners, prepositions) in the
question are often ignored since they do not capture the topic of the question.
However, in certain situations the prepositions should be included in the query.
In case of the following question How much should I pay for a round trip direct
flight from NYC to Chicago in early November?, if the preposition words, from
and to, are ignored then the information about the travel direction is lost. To
address this issue, the grammatical tree structure of the sentence is leveraged
(using Stanford parser) to identify the preposition phrases, such as, from NYC
and to Chicago, and these are included as-is in the boolean query.

The verb phrases are also important because the verb alone is too broad
to be a standalone keyword in the query. For question What should I have in
my disaster emergency kit stored outside my house?, without the verb phrase
detection, the system generates (disaster emergency kit) AND (outside house)
AND (store). Some of the web pages retrieved by this query are about stores
that sell disaster emergency kit. Whereas with verb phrase detection logic, a
better query is generated: (disaster emergency kit) AND (store outside house).

Candidate Answer Generation Module (CAGM): The boolean query cre-
ated by QFM is executed against the commercial search engine, Bing. The top
20 web pages returned for the query are downloaded, and each page is passed
through the following text processing pipeline. The first step extracts ASCII
text from the web page using an html2text library3. We refer to the extracted
text as a document. This document is next split into passages, where each pas-
sage consists of four consecutive sentences, the most popular answer length in
Yahoo! Answers dataset. A sliding span of four consecutive sentences is used to
generate the passages. Thus a document containing 5 sentences would generate
two passages. This approach generates many passages, specifically, 1 + (n− 4),
where n is the total number of sentences in the document. Passages that do
not contain any of the query terms, or that contain more than 2 line breaks,
or more than 10 punctuation marks, or non-printable symbols are eliminated.
Also, passages that are not in English are filtered out. The langdetect library4 is
employed for language identification. All the passages that survive the filtering
step are considered as candidate answers.
3 https://pypi.python.org/pypi/html2text.
4 https://pypi.python.org/pypi/langdetect.

https://pypi.python.org/pypi/html2text
https://pypi.python.org/pypi/langdetect
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Answer Selection Module (ASM): In this final step of the QA pipeline, the
best answer from all the candidate answers is chosen. We experiment with three
algorithms for this task: 1. Learning To Rank based LambdaMart algorithm [7],
2. Neural Network based BLSTM algorithm [11], and 3. A combination approach
that employs both, LambdaMart and BLSTM.

There is a rich history of LeToR approaches being applied to automated
QA [1,5,17]. Following on this tradition, for the baseline approach, we employ
the LambdaMart algorithm to learn a ranking model for scoring the candidate
answers, and the highest scored answer is selected as the final answer. We refer
to this answer selection approach as LLTR. A subset of the Webscope Yahoo!
Answers L6 dataset5 is used for training the LLTR model. For many questions
in this dataset one of the answers for the question is identified as the best answer.
For training LLTR the best answer is assigned the highest rank label, and the
remaining answers are assigned a rank label proportional to their BM25 score
with the best answer. The following feature set is computed for each <question,
answer>pair: Okapi BM25 score, cosine similarity, number of overlapping terms,
number of punctuation marks in the passage, number of words in the answer,
number of characters in the answer, query likelihood probability, largest distance
between two query terms in the answer, average distance between two terms,
number of terms in longest continuous span, maximum number of terms matched
in a single sentence, maximum number of terms in order. Before computing each
of these features, all terms from query and candidate answer were stemmed using
Porter.

Recurrent Neural Network (RNN) based approaches have received a lot of
attention from the QA community recently [10,15,21,22]. Since carefully feature
engineering is completely unnecessary for NNs these networks lend themselves
very well to the QA problem where it is difficult to defining features that gener-
alize well. In fact, the best performing system (Encoder-Decoder) at the TREC
2016 LiveQA track employed a recurrent neural network based approach. In our
work we have employed the Bidirectional Long Short Term Memory (BLSTM)
neural network because it adapts well to data with varying dependency spans
length. The bidirectional property of this network allows for tracking of both,
forward and backward relations in the text. We use a modification of network
architecture implemented in [21]. The network consists of several layers: the word
embedding layer followed by BLSTM layer, dropout layer to reduce overfitting,
mean pooling, and dense layer for the output. The output for the network is a
number from 0 to 1 identifying how likely the answer matches the question. It was
trained with ADAM optimizer, with binary cross-entropy as a target loss func-
tion. To train the network a subset containing 384K<question, answer>pairs
from the Webscope Yahoo! Answers L6 dataset was used.

The third answer selection approach that we investigate simply combines
the above two approaches. The score assigned by BLSTM to each<question,
answer>pair is used as an additional feature in the feature set used by the
LLTR ranking algorithm.

5 http://webscope.sandbox.yahoo.com.

http://webscope.sandbox.yahoo.com


294 M. Khvalchik and A. Kulkarni

3 Experimental Setup and Evaluation Data

In order to compile the subsets of L6 dataset that are used to train the LLTR
and BLSTM models, we used two steps to filter out low-quality question-answers.
We were discarding: questions with less than 3 answers, questions (or answers)
that were too small (less than two sentences) or too long (greater than 1000
characters). A subset of 48,000 question-answers from the L6 dataset was used
to train the LLTR ranking model6.

For training BLSTM, the answers voted as the best one for the questions
were assigned the positive label, and answers for another random question were
assigned the negative label. For the embedding layer we used the pretrained
Google News word2vec model7. It was found that the most efficient to use the
word2vec vector size of 200 with 15000 most popular words (i.e. all words except
these are discarded). We couldn’t use more words or word2vec dimensionality
because of the overfitting. The input size for BLSTM was 128 words and the
dropout was set to 0.5.

To evaluate the ASM we employed the LiveQA track data from TREC 2015
and TREC 2016, which both contain the answers from all participant systems
for approximately 1000 questions. Each answer is rated by human judges on the
scale from 1 (poor) to 4 (excellent). The effectiveness of the three answer selection
approaches was evaluated with the above two datasets. Standard evaluation
metrics were used for this task: NDCG (Normalized Discounted Cumulative
Gain), MAP (Mean average precision) at rank X, and MRR (Mean Reciprocal
Rank) at rank X. As a point of reference we also define a baseline QA approach:
the original question is used as-is for the query (stopwords excluded), the top
web page retrieved by Bing is downloaded, and the passage with highest BM25
score with respect to the question, is selected as the final answer.

4 Results and Analysis

Table 1 provides the results for the evaluation of the ASM. For the TREC 2015
LiveQA evaluation set, the results for the best performing system for this task
are available [22], and are included in the table (Encoder-Decoder). LLTR is
less effective than the state-of-the-art approach, Encoder-Decoder, across all
the metrics. However, the neural network based approach, BLSTM performs
substantially better than Encoder-Decoder and LLTR for both datasets. The
results for LLTR+BLSTM illustrate that two approaches have complementary
strengths that can be combined to obtain the best results for the task. The
difference between LLTR and LLTR+BLSTM is statistically significant.

We believe that quality of the model can be improved by sanitizing the train-
ing dataset. Currently, two main problems are: (i) presence of words with mis-
spellings which make computations of statistical features imprecise; (ii) quality
of the best answers manually selected by voters. There exists a few approaches
6 The datasets will be shared after publication.
7 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Table 1. Results of answer ranking

NDCG MAP@ MRR@

2 3 4 2 3 4

TREC 2015

Encoder-Decoder 0.6346 0.5124 0.3390 0.1657 0.5645 0.3672 0.1779

LLTR 0.6222 0.4843 0.3162 0.1551 0.5490 0.3522 0.1562

BLSTM 0.6562 0.5462 0.3470 0.1744 0.5874 0.3790 0.2046

LLTR+BLSTM 0.6602 0.5498 0.3487 0.1763 0.5901 0.3810 0.2059

TREC 2016

LLTR 0.6484 0.5124 0.3463 0.2165 0.6211 0.3806 0.2410

BLSTM 0.6712 0.5591 0.3788 0.2541 0.6478 0.4033 0.2879

LLTR+BLSTM 0.6754 0.5674 0.3835 0.2567 0.6504 0.3990 0.2928

to diminish impact of both issues such as [9] for misspellings and [2] for keeping
only high-quality answers.

Evaluating the end-to-end QA system is tricky because the generated answer
might change if the search engine results change, and thus manual assessment of
answer relevance cannot be a one-time activity. As a compromise, we attempt
to provide quantitative evaluation by computing similarity between the answer
generated by our system and the best answer assessed by TREC annotators. The
intuition being that higher the similarity score the more effective the system is.

Table 2. Overall system quality results

Metric
name

Jaccard coefficient Cosine similarity KLD similarity

Question
length
(in tokens)

[0;10] [11;32] [33;) [0;10] [11;32] [33;) [0;10] [11;32] [33;)

Number
of
questions

134 152 148 134 152 148 134 152 148

BM25 0.05
± 0.01

0.05
± 0.01

0.06
± 0.01

0.07
± 0.01

0.08
± 0.02

0.07
± 0.01

0.43
± 0.05

0.48
± 0.05

0.44
± 0.06

LLTR 0.12
± 0.02

0.11
± 0.01

0.11
± 0.02

0.23
± 0.03

0.25
± 0.02

0.25
± 0.03

0.64
± 0.04

0.65
± 0.05

0.67
± 0.06

BLSTM 0.13
+ 0.02

0.12
± 0.02

0.12
± 0.02

0.23
± 0.02

0.26
± 0.03

0.26
± 0.04

0.65
± 0.05

0.65
± 0.06

0.68
± 0.06

LLTR+
BLSTM

0.13
± 0.02

0.13
± 0.02

0.13
± 0.02

0.24
± 0.03

0.26
± 0.03

0.27
± 0.04

0.67
± 0.04

0.68
± 0.05

0.70
± 0.05
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Table 3. Answers returned by the system compared to best human answers

Question: How do you fix a computer programme that run for itself instead of

serving you?

System’s Answer: Run AdwCleaner. Click the “Scan” button in AdwCleaner
to scan your computer for infections. This may take 20 min or so to complete.
Once the “Clean” to remove any infections that AdwCleaner found.
Best Human Answer: More information would be useful.

Question: What’s the best tablet to get?
System’s Answer: 7-inch Apple iPad Pro is the best tablet yet. We love the sleek
design and stunning True Tone display, which makes the most of the 1 million
tablet-specific apps available in the iOS App Store. Not only can this slate’s
12-megapixel camera shoot in 4K, the A9X processor inside can also edit mul-
tiple 4 K streams without a hiccup. Plus, this more portable Pro tablet lasts a
remarkable 10 h and 53 min on a charge, and it supports the $99 Apple Pencil.
Best Human Answer: Transformer prime if your looking for customization
and uniqueness. iPad if you like it simple.

Question: Should the WWE hire AJ Styles? What do you think?
System’s Answer: WWE would hire Sting before they hire AJ Styles.not only
that.they’d make him cover his tattoo of “AJ” and then change his name and make
out of some NXT rookie and give him some generic name like, “Kyle Evans”. AJ
isnt a rookie and shouldnt be treated as such.
Best Human Answer: WWE has tried several times to sign AJ Styles. AJ
Styles has turned WWE down every time. AJ Styles can make more money
working for New Japan Pro Wrestling, Ring of Honor and Independent
Professional Wrestling Promotions all over the world. AJ Styles works where he
wants, when he wants and as often as he wants.

Question: Can midline shift be corrected by elastics? I got upper braces and I’m
getting the bottom ones soon.
System’s Answer: You should let your dentist know so he can correct his own
work (that‘s what you paid him for, right?) or at least ask for more rubber bands.
I wanted to prevent my midline from shifting due to my braces but my dentist
waited to correct mine, so I certainly understand your concern. I began asking
for extra rubber bands of the kind I needed at every dentist visit so I could start
correcting it on my own.
Best Human Answer: What you need to realize is that what “a lot of people”
have had has nothing to do with what you need. Every case is different. Patient
“A” can have a midline shift and will be corrected with elastics. Patient “B” can
have a midline shift that may need surgery. There are many other factors,
including the formation of the jaw, that come into play. Mention using elastics
to your orthodontist and s/he will be able to tell you, and show you in x-rays,
why surgery is being recommended for your particular situation.

Question: Which is worse? Gambling or cheating with PEDs on the game of
baseball? Why?
System’s Answer: That gambling creates the moral hazard of being potentially
so in hock to bookies that they require you to throw a game – something that
apparently didn’t happen to Rose but quite easily could have – must be noted
as well. No one takes PEDs to lose or only takes them before important games.
Results are more important than statistics. This would seem self-evident, but it’s
a claim Rose makes explicit.
Best Human Answer: PEDs. using a illegal substance and not working hard
to improve your craft is worse. Gambling is just stupid, as there’s still a chance
you could gamble wrong
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The absolute similarity scores are not the focus, but the relative difference in
system scores is worth analyzing.

Table 2 reports the similarity score using Jaccard, Cosine, and Negative
& Symmetric KL Divergence metrics for the TREC 2015 LiveQA evaluation
dataset. The presented results are also binned based on question-length, so as to
analyze the effects of question-length on the system’s performance. Compared
to the baseline (BM25-based QA system), all the versions of our system per-
form better, with the combination approach (LLTR+BLSTM) being the best
one. This trend is seen across the three metrics, and the different query-lengths.
In future we plan to employ more powerful metrics, such as, METEOR8 and
doc2vec9 that can capture synonyms and paraphrasing. In Table 3 we present
examples of the answers given by our system for some of the dataset questions.
In some cases, such as a question about computer programs the QA system pro-
duces more comprehensive answer than humans. Also, it is worth noting that
the quality of the questions varies dramatically which is one of the big challenges
for this problem.

5 Conclusions and Future Work

In this paper we presented our attempt at tackling the challenging problem of
answering open-domain non-factoid questions. The empirical evaluation illus-
trates that the simple approach of combining LLTR and BLSTM outperforms
the state-of-the-art system. The qualitative evaluation shows that the system is
capable of producing high-quality answers. Possible directions for future research
include use of recurrent neural networks for summarizing the question and
answer to generate better queries and more concise answers10. The quality of the
training dataset could also be improved to increase the performance of answer
selection models.
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Abstract. Inspired by the great potential of linguistic features in pre-
serving and revealing writers’ state of mind and conception in certain
space and time, we use linguistic features as a vehicle to extract pieces
of significant information from a large set of text of known origin so as
to construct a context for personal inspection on the writer(s). In this
research, we choose a set of linguistic features, each of a grammatical
function or a grammatical association pattern, and each represents a dif-
ferent perspective of contextual annotation. In particular, the selected
grammatical items include personal pronoun, negation, noun chunk, and
are used as text slicing tubes for extracting a certain aspect of infor-
mation. The initial results show that some selected grammatical con-
structions are effective in extracting descriptive evidence for construing
historical context. Our study has contributed to exploring an effective
avenue for innovative history studies by means of examining linguistic
evidence.

Keywords: Linguistic feature · Historical context

1 Introduction

Linguistic features are variant and invariant units of language use, and have been
considered as a basis of distinction for a variety of purposes in language analy-
sis. In particular, corpus linguistics exploits linguistic features as some of the
identifiable patterns in natural texts for both quantitative and qualitative ana-
lytic frameworks. Simple occurrence count of a linguistic item or a grammatical
construction presents an objective reference for some lexical and grammatical
studies. More complex association patterns of linguistic and non-linguistic fea-
tures provide additional in-depth information that is essentially indicative to
the investigation of the use of a linguistic feature and the varieties of texts, e.g.,
registers, dialects, historical periods [1]. For example, some of the lexical and
grammatical choices are identified as register features in the context of schooling
that requires authoritativeness and explicit logical presentation [12].
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Authorship attribution is another area of study motivated by identifying
unique linguistic features for the purpose of determining the authorship of an
anonymous text [11]. An ideal context of authorship attribution is to have a lim-
ited closed set of candidates and a sufficiently large collection of training text for
each known author. Recent research categorizes authorship attribution in real-
life scenarios into three variants: (1) the profiling problem, where there is no can-
didate set available and the task is to gain the unknown author’s demographic
or psychological information, (2) the needle-in-a-haystack problem, where the
size of the candidate set is large and the writing sample is very limited, and
(3) the verification problem, where the question is whether the suspect is the
author [10]. Authorship attribution problems have recently received much atten-
tion with the encouraging results in forensic linguistics [4], as well as in literary
research [3,7]. An interesting application in Chinese literature is to help resolve the
long-standing debate of authorship in Dream of the Red Chamber, one of China’s
Four Great Classical Novels, written sometime in the middle of the 18th cen-
tury during the Qing Dynasty. Research has provided statistical evidence that
reveals linguistic differences between the first 80 chapters, by the known author,
Cao Xueqin, and the later 40 chapters, presumably by a second author [8,13].

Inspired by the great potential of linguistic features in preserving and reveal-
ing writers’ state of mind and conception in certain space and time, we use
linguistic features as a vehicle to extract pieces of significant information from
a large set of text of known origin so as to construct a context for personal
inspection on the writer(s). Our research interest is motivated by the need in
historical study, with the opportunity of abundant text dataset, to gather as
much descriptive evidence as possible to better understand an iconic figure, a
social group, or an era that may either shed light on new conjecture or verify
previous speculation. From the perspectives of systemic functional linguistics
[5], there exists some obligatory linguistic features which appear regularly for
underlying certain functions in text. In response to different contexts, writers
consciously and subconsciously make lexical and grammatical choices to fulfill
different functional purposes. Linguistic features in terms of lexical and gram-
matical association patterns, therefore, reflect the context of a text’s production.
By analyzing linguistic features in historical text, we attempt to establish a link
between what were prominently expressed in a focused list of words and what
were indicative in the historical context.

In this research, we choose a set of linguistic features, each of a grammatical
function or a grammatical association pattern, and each represents a different
perspective of contextual annotation. In particular, the selected grammatical
items include personal pronoun, negation, noun chunk, and are used as text slic-
ing tubes for extracting a certain aspect of information. Our research purpose is
two folds. First, we examine whether certain types of linguistic-based contextual
information from historical text can be useful in complementing subject under-
standing in historical study. Second, we verify the language behavior of certain
types of linguistic features in different registers of actual historical text. In other
words, we attempt to establish a two-way link connecting linguistic features and



Linguistic Features as Evidence for Historical Context Interpretation 301

historical context and expect its future expansion. The initial results show that
some selected grammatical constructions are effective in extracting descriptive
evidence for construing historical context.

2 Data and Methodology

For the purpose of historical study, we focus on one particular individual, Lei
Chen (Lei henceforth), based on his iconic status as a political leader and the
availability of his writing in digital format. Lei was a political pioneer in advo-
cating democracy and freedom in the era of Taiwan’s authoritarian regime. He
founded and edited the periodical Free China in 1949 and published articles that
criticized government and demanded reform in political and juridical systems.
He also attempted to form a political party in opposition to the authoritative
ruling party, and in 1960 was charged with treason and jailed for 10 years. After
his release from prison, Lei was still under government surveillance until his pass
away in 1979.

The text data (in Mandarin Chinese) that involves Lei’s writing include Lei’s
personal diary and the periodical Free China Journal. We differentiate Lei’s
article in Free China with articles by other authors and form three sets of text.
The resulted background information are shown in Table 1. The organization of
the text sets involves variables in genre, authorship, and register. First, the same
author’s writing in different genres, e.g., Lei’s personal dairy vs. Lei’s public
journal articles, can be compared. Second, authorship in the same register, albeit
one versus group, e.g., Lei’s journal articles vs. Non-Lei’s journal articles, can
be inspected. Third, Lei’s political life ended by imprisonment brings into three
different writing registers in personal diary for further observation.

Table 1. Background information on text data

Text set # of word tokens # of entry/articles

Lei’s diary 1,233,433 9,444

Part 1, politically active, 1948–60 627,464 3,649

Part 2, imprisonment, 1961–70 459,489 4,208

Part 3, politically withdrawn, 1971–79 146,480 1,587

Lei’s articles in Free China, 1949–60 379,121 87

Non-Lei’s articles in Free China, 1949–60 7,867,019 3,063

The set of linguistic features we selected are intended for providing a van-
tage point that allows strategical retrieval of some contextual interpretation from
authorship production. In this regard, we consider a few representative grammat-
ical construction based on their functional purposes in instantiating/revealing
author’s social context in content subject (field) and role relationships between
writer/reader (tenor) [6].
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Personal pronoun includes first person singular, first person plural, second
person singular, second person plural, third person singular, and third person
plural. Writers make pronominal choices to instantiate self-representation (per-
sonal self) and to interpret own position in social context (social self) [2]. Thus,
personal pronoun us-age is proposed as an index of a writer’s social functioning
status.

Negation expression is a universal property of natural language. Many lan-
guages use negative markers to reverse the truth value of affirmative sentences
and no language explicitly marks affirmative sentences [14]. In this regard, neg-
ative markers serve as a reference point to the subjects of negation. Thus, the
compound of negative marker and the subject of negation may provide an index
of a writer’s judgmental and affective status.

Noun chunk is a sequential combination of words with part-of-speech of
noun and other grammatical types to form a large semantic unit in a sentence. In
this research, we consider two types of paired word chunk, noun-noun and noun-
verb. Noun and verb have been central to the semantic content of expression.
By retrieving noun-noun and noun-verb chunks, we hope to capture an essential
part of a writer’s content subject.

We apply the set of linguistic features to the text set and retrieve the matched
lexical items. Each lexical item retrieved is accumulated with a frequency of
occurrence. The absolute frequency in each text is then converted to the relative
frequency per million words (tokens). In other words, occurrence frequency of
lexical item is normalized so as to be comparable among text of different size.
Lexical items in each featured type of grammatical construction are then ranked
by the normalized frequency so that the most significant lexical items in each
category are identified.

3 Analytical Results

The use of personal pronoun reflects writers’ psychological proximity between
personal self and others in an interactional context [9]. The relative frequency
among the pronominal choice indicates the primary and secondary interactional
roles in the social embedding of the writer’s text production.

Figure 1 show the normalized frequency of the personal pronoun usage in
the three text set. The list of pronominal choices are arranged from ‘I ’ at right
to ‘they ’ at left in increasing psychological proximity distance to self (the first
‘you’ is the singular form, the second ‘you’ is the plural form, the second ‘he’
is another less used third person singular form in Mandarin Chinese). All three
texts show multi-polar interactional roles. The primary interactional roles in
the diary involve self and the third personal singular (he), with a much higher
frequency than in other two texts. This indicates that the diary has a high
concentration on reflecting the writer’s own status and the interactional process
with a third person. In contrast, both Lei’s and non-Lei’s articles in Free China
have three primary interactional roles, ‘we’, ‘he’, ‘they ’ that are not as polarized
as the diary. This confirms that the articles are of public advocate nature and
are intended to involve the addressee in a community sense.



Linguistic Features as Evidence for Historical Context Interpretation 303

Fig. 1. Comparison of personal pronoun
usage among texts

Fig. 2. Comparison of personal pro-
noun usage within diary

Figure 2 further examines the diary in three parts. The first part of the diary
has the least frequency of ‘I ’ and higher aggregated frequency of third persons.
At this stage in life, Lei was politically active and engaged in much social inter-
action. The second part of the diary shows the next highest frequency of ‘I ’ and
least frequency of third person. At this stage, Lei was in prison with constrained
and limited social interaction. The psychological attention was on person self.
The third part of the diary has both the highest frequency of ‘I ’ and ‘he’. This
also seems to concur with the more reflective nature in Lei’s mostly family living
life of political withdrawn.

Table 2. Top 3 indicative lexical items following the negation marker bu4 (no, not)
in normalized frequency (per million words)

Next, we examine the most frequent lexical items subject to the negation
marker of bu4 (no, not). The most negated lexical item in both texts of Free
China is , which is a copula in grammatical sense as ‘be’ with a five to seven
times ratio to the second in rank. In contrast, the most negated lexical item in
the diary is (good), with a two times ratio to the next frequent item,
(copula/be). Other lexical items being frequently negated in all three texts are
‘know ’, ‘wish’, ‘should ’, ‘dare’. Table 2 shows more indicative lexical items being
negated with frequency somewhat lower than these modality items. This seems
to support that diary is more judgmental in personal context and articles in Free
China are more argumentative of certain affairs.

For comparison within the diary, as shown in Table 3, the subject of negation
in part one is projected toward outside affairs. When Lei was in confinement,
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Table 3. Top 3 indicative lexical items following the negation marker bu4 (no, not)
in normalized frequency (per million words) in Lei’s Dairy

the subject of negation turns to his own physical and mental status. In the last
stage of his life, Lei’s frequency of negation reduced and involved both nature
of opinion and physical condition.

Lastly, we observe the most frequent noun-noun chunks and noun-verb
chunks in the texts. In Table 4, the top frequency noun subject in Lei’s diary
is Mr. Hu, which refers to Hu Shih, a pioneering intellect and a key contributor
to Chinese liberalism and language reform. Hu was president of Beijing Uni-
versity and later president of the Academia Sinica in Taipei. Hu was an ally of
Lei’s political movement and the diary reveals Hu’s significance in Lei’s own
account with the highest frequency. 3 pm (in the) afternoon reveals the peak
hour of notable activities that worth recording. It may also indicate Lei’s (and
others’) habit of substantial noon break at that time. Noun subjects in both
texts of Free China are consistent with the content nature of advocating politi-
cal reform. However, Lei’s articles show a higher concentration in reviewing and
disputing political issues than non-Lei’s articles.

Table 4. Top 3 lexical items of noun-noun chunk in normalized frequency (per million
words)

Lei’s diary Lei’s articles in Free China Non-Lei’s articles in Free China

(Mr. Hu) 923 (democracy politics) 702 (democracy politics) 186

(3 pm afternoon) 566 (public opinion institution) 424 (democracy country) 145

(family) 463 (democracy country) 413 (imperialism) 129

For comparison within the diary in Table 5, in part one, Mr. Hu was men-
tioned with an even higher frequency while Lei was politically active, followed
by temporal annotation of activity. In part 2 and part 3, the central attention
shifted toward family. A prison officer surnamed Dong appears to be influential
in Lei’s prison life. Cheng Shewo was a journalist and publisher, who owned
a newspaper. Lei’s frequent interaction with Cheng in the last stage of his life
seems to indicate some kind of writing agenda. Lei also faced physical health
issue in later years with frequent visit to a clinic. Another prominent noun-
noun chunk item, secret service agency, also come up in the top ten list of Lei’s
third-part diary, indicating his awareness of being constant surveillance.
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Table 5. Top 3 lexical items of noun-noun chunk in normalized frequency (per million
words) in Lei’s Dairy

Part 1 Part 2 Part 3

(Mr. Hu) 1508 (family) 825 (family) 737

(3 pm afternoon) 631 (prison officer Dong) 655 (Cheng Shewo) 471

(today morning) 475 (3 pm afternoon) 594 (central clinic) 410

In terms of noun-verb chunk, Table 6 offers a few interesting observation.
First, writing and visiting are Lei’s primary activities. Second, the central themes
in Free China are indeed political and judicial reform. Third, the higher fre-
quency of primary noun-verb chunks in Lei’s articles than non-Lei’s articles
supports that Lei did play the role of prime advocate.

Table 6. Top 3 lexical items of noun-verb chunk in normalized frequency (per million
words)

Lei’s diary Lei’s articles in Free China Non-Lei’s articles in Free China

(today write) 275 (speech freedom) 181 (local autonomy) 75

(today sunny) 266 (local autonomy) 108 (democracy freedom) 69

(morning went) 122 (judicial independence) 92 (speech freedom) 68

In Table 7, noun-verb chunks are compared within the diary. Part one shows
active social activity, while part 2 and part 3 are mostly individual activity,
especially in writing. The relative frequency indicates that Lei’s activities in
part one were more diverse, in contrast to more concentration in part 2 and part
3. Lei’s frequent hill-climbing in the morning also indicates that he had paid
more attention to his physical condition in his later years.

Table 7. Top 3 lexical items of noun-verb chunk in normalized frequency (per million
words) in Lei’s Dairy

Part 1 Part 2 Part 3

(morning went) 239 (today write) 690 (home write) 867

(airport send) 207 (today sunny) 520 (morning write) 382

(morning visit) 127 (last night sleep) 222 (morning hill-climbing) 375
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4 Discussion and Conclusion

Text production involves essential linguistic focus on lexical choices and gram-
matical patterns, especially those that deliver viewpoints of a writer. Extra-
linguistic context entails the relation between the micro-structure of text and
the macro-structure of society. Corpus linguistic and language use analysis pave
the way for studying the empirical basis of society in these micro-macro rela-
tions. Integrating theoretical knowledge of systematic functional linguistics with
computational text analysis, our research presents a case of applying the linguis-
tic feature approach to extract significant information for construing historical
contexts, and to further identify writing variations across genres and registers.
Instead of assuming all words are equal and relying on statistical properties of
common n-gram models, this approach exploits existed linguistic knowledge so
as to effectively target meaningful components of expression. The language use
behavior is also observed in the complete corpus of the subject of study. This
allows us to use simple normalized frequency as adequate indicator of significance
in presenting important contextual information.

The research implications comprise two folds. First, linguistic features
attested in the historical text provide objective micro-evidences for better under-
standing historical issues. This study confirms that factual data produced by a
comparative analysis on Lei’s diary and journal articles are aligned with expert
interpretations on prior subjective knowledge. Second, this study demonstrates
the possibility for historians exploiting linguistic features to leverage large-sized
historical text for new insights. This bilateral interaction may lead to fruitful
endeavor in systematically digesting a sea of historical text for research advances.
Our future research includes more thorough examination on sources of linguistic
feature occurrences as well as replicating the inter-disciplinary collaboration in
other historical texts and accumulating linguistic evidence for historical inter-
pretation. Words and texts convey thoughts and express feelings. Our empirical
study has contributed to exploring an effective avenue for innovative historical
studies by means of examining linguistic evidence.
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Abstract. In the paper, we present some technical issues concerning
processing 17th & 18th century texts for the purpose of building a corpus
of that period. We describe a chain of procedures leading from translit-
erated source texts to morphological annotation of text samples that
was implemented for building the Baroque Corpus of Polish, a relatively
large historical corpus of Polish texts from 17th & 18th c. The described
procedure consists of: automatic transliteration from original spelling
to modern one, morphological analysis (including the construction of
an inflectional dataset for Baroque Polish) and a tool for manual mor-
phosyntactic annotation. The toolchain is being used to create a small
manually validated subcorpus, which will serve as training data for a sto-
chastic tagger. Then a larger corpus will be annotated automatically and
made available via the Poliqarp corpus search tool.

Keywords: Historical corpora · Morphosyntactic annotation · Baroque
Polish

1 Introduction

The purpose of this paper is to present technical details of processing text sam-
ples for the Baroque Corpus of Polish (BCP).1 The process involves manual
typing of historical texts (transliteration), automatic transcription from original
to contemporary spelling, automatic tokenization and morphological analysis,
and adjustment to manual morphosyntactic annotation (disambiguation) in a
multi-access web application.

Processing historical texts is a much more laborious and time-consuming
process than in the case of contemporary linguistic data. Historical texts need
1 The work being reported was co-financed by a National Science Centre,

Poland grant DEC-2014/15/B/HS2/03119 and a Ministry of Science and Higher
Education National Programme for the Development of Humanities grant
0036/NPRH2/H11/81/2012.
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to be transliterated properly from original typesetting and transcribed2 to mod-
ern spelling. Text processing tools, from sentencer to morphological analyzer,
need to be adjusted to capture the diversity of historical inflectional forms, vari-
ability, punctuation rules and all kinds of conventions that do not appear in
modern texts. While processing historical texts one needs to cope with much
less standardized lexis, inflection, and spelling. In the article, we present our
own attempt at dealing with 17th & 18th century Polish texts for the purpose of
building a corpus of that period. We will focus on technical details of automated
text processing, leaving apart more theoretical and philological problems such
as acquiring and selecting text samples and creating a sound and adequate mor-
phosyntactic tagset, although we keep them in mind and solve them in parallel.

The final Baroque corpus will be about 12 million tokens large, manually
transliterated and automatically transcribed to modern spelling. A small sub-
corpus (ca. 500,000 tokens) of manually disambiguated samples (ca. 200 words
each) will serve as a training data set for a stochastic tagger with which the rest
of the corpus will be automatically annotated.

2 Automatic Transcription

The source texts of BCP are not homogeneous regarding the form in which
they were acquired. They divide into three types: (1) original editions (in orig-
inal spelling), (2) 19th century editions of Baroque texts edited in 19th century
spelling, (3) contemporary editions in contemporary spelling. Texts represent-
ing the last type require no adjustment before further processing but they are
a minority. Thus most of the samples require transcription which needs to be
conducted automatically. For the purpose of transcription, we use the converter
created by Janusz Bień and his team for the IMPACT project – a rule-based
tool3 [7] for substituting letters or sequences of letters based on the context in
which they appear. The procedure itself is simple, but it requires building a
relatively large set of rules which are created manually.

Different sets of rules were used for texts in categories (1) and (2), but the
main body of rules is common for both types (the total amount of rules is between
3000 and 4000). The structure of a rule is based on regular expressions, cf. the
following examples:

2 Although it is possible to omit the transcription step (either manual or automatic)
and operate on transliterated historical texts directly, we have decided to transcribe
all texts to standard modern spelling. This allows us to avoid including all possible
orthographic variations in the inflectional dictionary, which would be costly in terms
of work required and dictionary size. Based on our experiences from other projects
we claim that in the case of Polish omitting the transcription step is possible for
texts published after 1830, when the spelling rules became more standardized and
more similar to modern ones.

3 https://bitbucket.org/jsbien/pol.

https://bitbucket.org/jsbien/pol
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left context match right context replace with exceptions

1. .* ô̂ .* go null

2. ˆ naiw .* najw naiwn.*

3. T j T y mjr

1. Replace every ô̂ (which is used in the source corpus to denote o in the super-
script) with go independent on the context, for example: ieo → iego4 (‘his,
him’).

2. Replace initial naiw with najw if the following character is not an n: naiwięk-
szy → największy (‘the biggest one’), but naiwny → naiwny (‘naïve’).

3. Replace every j between consonants (capital T denotes any consonant) with
a y : zwjczaj → zwyczaj (‘habit’), but mjr (abbreviation for major ‘squadron
leader’) remains unchanged as the only exception from this rule.

Original editions (1) required a special set of rules which was prepared for
the purpose of unifying differences in transliteration standards of two sources
of the used texts (these include representation of special characters such as his-
torical ligatures). Additional rules were provided to normalize the differences
in manually introduced combining characters (for example, there is a difference
between grave accent, modifier letter grave accent, combining grave accent, and
modifier letter middle grave accent). Most rules operate on prefixes, but some
modify whole words; sometimes it is more efficient to provide a rule that can
be applied to the only one string rather than to specify the contexts or enu-
merate the exceptions. Special care was taken of the cases where a word was
incorrectly split but newly formed tokens were recognized as existing forms, e.g.
the string poidzie could be tokenized as po (ambiguous preposition) and idzie
(‘goes’), while it should be transcribed and analyzed as pójdzie (‘will go’).

The goal of transcription was to normalize the texts to make them better
suited for morphological analysis with the tools described in the next section.
This goal has been achieved as can be seen from Table 1. The process of transcrip-
tion slightly changes the number of tokens in the corpus, but more importantly
it greatly reduces the number of token types that have to be catered for by
morphological analyzer. Due to normalization the percentage of unrecognized

Table 1. Number of tokens in the two representations of the corpus

Transliteration Transcription

Token occurrences 12,814,830 12,832,214
Token types 646,410 476,733
Unrecognized token types 75.55% 48.08%
Unrecognized token occurrences 24.04% 5.4%

4 Subsequently this form is changed to jego by another rule.
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tokens drops from hardly acceptable 24% to modest 5.4% (which is about twice
the number for contemporary text).

3 Morphological Analysis

A morphological analyzer is an essential tool in building corpora for inflectional
languages. Since compiling extensive morphological data sets is extremely time
and cost consuming, it is much more reasonable to modify existing resources than
to create new ones from scratch. The obvious choice for morphological analysis
is Morfeusz 2 [12], most widely used in Polish NLP and highly configurable
analyzer. It allows to customize all linguistically sensitive parts of the analysis:
inflectional dictionary, tokenization and tagset.

For the purpose of the Baroque analyzer’s dictionary we have used all exist-
ing inflectional data that was available, namely (1) inflectional information from
the Electronic Dictionary of 17th & 18th century Polish (e-SXVII) [6], and
(2) contemporary data of Grammatical Dictionary of Polish (SGJP) [10,13] mod-
ified (“aged”) to fit into the tagset for Baroque morphosyntax, as well as (3) some
automatically obtained extensions of inflectional paradigms from e-SXVII.

The data obtained from e-SXVII is relatively small, the dictionary is still
under development, currently it consists of ca. 25,000 lexical entries but many
of them are just stubs containing little inflectional data. The dictionary notes
only those word forms that were attested in source texts. As a consequence
it contains only ca. 70,000 word forms, which gives a ratio of less than three
forms per paradigm, meaning that larger part of inflectional paradigms in the
dictionary are incomplete. Over a half of the lexical entries contains only one
form from the whole paradigm.

A much larger linguistic resource is the contemporary inflectional data of
SGJP which serves as a basis for standard modern version of Morfeusz 2. Its
extensive lexical basis goes back as far as last decades of 18th century, which
makes it a perfect resource also in applications concerning historical corpora.
SGJP consists of over 330,000 lexemes and nearly seven million word forms,
which makes it the largest and most widely used inflectional data source for
Polish. However, the data needs at least some adjustments to apply them in the
Baroque. The adjustments, which we call “aging” of SGJP, are twofold: (a) fitting
existing paradigms of modern inflectional system into Baroque tagset and (b)
automatically generating forms absent in contemporary Polish but highly regular
and of significant frequency in 17–18th c.

The fact that the grammatical gender system looked slightly different in 17–
18th c. than now can serve as an example of the former. A so called masculine
personal gender was only evolving during that period so contemporary gender
system needed to be mapped into historical one to fit into Baroque tagset.

The later can be exemplified by historical feminine accusative adjectival forms
of non-complex declension such as piękną ‘beautiful’, radosnę ‘cheerful’, which
can be obtained by simple substitution of the last character from modern form
piękną, radosną. Same applies to superlative forms of adjectives and adverbs
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such as napiękniejszy ‘most beautiful’, napiękniej ‘most beautifully’ which can
be produced from modern forms najpiękniejszy, najpiękniej. Also some regular
verbal imperative forms of dualis (nonexistent in modern Polish) were massively
reconstructed for most verbs, e.g. zamorduj ‘murder’ (modern imp. 1st pers.
sing.), zamordujta (historical imp. 2nd pers. dual.), zamordujwa (historical imp.
1st pers. dual.). Such regularities apply to extensive classes of lexemes with
almost no exceptions, leading to obvious overproduction of historical forms for
lexemes that didn’t exist in 17–18th c. This is however a minor problem as long as
those forms are not systematically homonymous with some other forms existing
in the dictionary and do not cause a significant increase of morphological ambi-
guity. However, since the analysis at this stage serves mainly as a supporting
tool for human annotators, even moderate increase of homonymous interpreta-
tions in the dictionary is less problematic than no interpretation at all, thus a
reasonable overgeneration of forms is to some extent useful.

Some effort was put into automatic reconstruction of inflectional paradigms
of lexemes noted in e-SXVII. The applied procedure goes as follows. For every
existing paradigm in e-SXVII containing at least two different forms, a set of
pairs consisting of ending and morphological tag is created. Endings are obtained
simply by cutting off the longest common prefix of all the forms in the paradigm.
With the set of pairs for all paradigms created, the procedure looks for supersets
of every given set of pairs. If found, it applies the endings to the stem of the
original lexeme together with a morphological tag, which creates a new form
in the dictionary. For example, given two nouns celnictwo ‘customs admin-
istration’ and bogactwo ‘richness’ in the dictionary and their respective sets
of forms {celnictwo, celnictwem, celnictwie}, {bogactwo, bogactwa, bogactwem,
bogactwie, bogactw} together with their morphological tags, by cutting off the
longest common prefixes for both sets we obtain two sets of pairs:

(-o, subst:sg:nom:n),
(-em, subst:sg:inst:n),
(-ie, subst:sg:loc:n)

(-o, subst:sg:nom:n),
(-a, subst:sg:gen:n)
(-em, subst:sg:inst:n),
(-ie, subst:sg:loc:n)
(∅, subst:pl:gen:n)

It is easy to notice that one is a subset of the other. The difference is a set of
two pairs which can now be applied to the stem of lexeme celnictwo, producing
two new forms in the dictionary: celnictwa and celnictw with their morphologi-
cal interpretations. If a given paradigm has several matching supersets the one
corresponding to the longest common suffix of forms is chosen.

The procedure of reconstructing paradigms is very simple, general and easy
to apply. It is also relatively reliable. It gives favor to regular series of lexemes
of the same inflectional characteristics. On the other hand it also propagates
irregularities: both inflectional idiosyncrasies and dictionary errors. Many such
errors were corrected thanks to this procedure as they became easier to spot.
On the other hand the procedure is only heuristic and produces some incorrect
forms. Large amount of those forms were eliminated as they contain bigrams
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and trigrams of characters not appearing in the source dictionary. The procedure
enriched the data set by over 210,000 new forms.

The procedure of “aging” SGJP and reconstructing forms unnoted in e-SXVII
allowed to reduce the number of tokens unrecognized by Baroque analyzer in the
corpus from 11% to 5,4%. The ratio of unknown tokens is still higher than in the
case of modern texts, but “aging” significantly decreases the number of morpho-
logical interpretations that need to be typed in manually by human annotator.
The analyzer’s dictionary is in constant development and is being enhanced
based on annotators’ feedback. Based on the manual annotation of the subcor-
pus the analyzer’s dictionary will be extended before the automatic annotation
of the full BCP.

Apart from analyzer’s dictionary, tokenization rules also needed to be
adjusted. Baroque Polish, when compared to modern language, is characterized
by wider use of joint spelling that includes preposition spelled together with
the succeeding noun, pronoun, adjective or numeral; nie ‘no’ particle spelled
together with verbal forms; as well as numerous postpositional clitics of various
grammatical characteristics: conditional mood particle (by), emphatic particles
(-ż, -że, -ć), personal auxiliaries (-m, -ś, -śmy, -ście, -śwa, -śta), and their vari-
ants, which in Baroque Polish are much more mobile and can be attached to a
wider range of forms than nowadays. Analyzer’s tokenization rules needed to be
significantly modified to cover all these phenomena.

4 Manual Annotation

The process of manual annotation of the corpus is performed using a web-based
application called Anotatornia 2. A similar tool [9] was used for manual annota-
tion of National Corpus of Polish (NKJP) [8]. Unfortunately, due to fast aging
of toolkits used to build web applications it turned out very difficult to deploy
this tool in a new project. More importantly, the old tool did not meet a crucial
requirement of the current project – parallel access to both transliterated and
transcribed layers of the text sample. For that reason we have decided to build
a new tool for morphosyntactic annotation of corpora.

Anotatornia 2 is a web-based application that allows for the work of a group of
annotators. We assume that the text being annotated is divided into samples that
are annotated separately. A sample should consist of a few paragraphs (or parts
thereof), which consist of sentences, which in turn consist of tokens. Each token
has its text provided in the transliterated and transcribed form. Interpretation
of a token consists of a lemma and a morphosyntactic tag. We also have to track
the number of page given token appears on in the printed original. This element
of text structure is absent in contemporary NKJP but it is commonly requested
by the users of historical corpora. Unfortunately, page divisions cross all other
levels of text structure, which makes it difficult to represent in XML. The input
and the output of Anotatornia is expressed in TEI XML.

The annotator is responsible for several tasks. The first is correcting automat-
ically determined sentence boundaries. If a sample starts or ends in the middle
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Fig. 1. A sample being annotated as seen by an annotator in Anotatornia 2

of an incorrectly determined sentence, such part of a sentence is excluded from
annotation.

The next task is to check whether the tokens are determined correctly. As
mentioned in the previous section, words are split into several tokens much more
often in Baroque text than in a contemporary one. So the main point here is
checking such split words.

The transcribed version of the text has to be checked for each token. Ano-
tatornia by default displays the text sample in the transliterated form, that is
the form closer to the printed original. However, the transcribed form is used on
the list of morphosyntactic interpretations. This way both variants are shown
simultaneously to the annotator and can be verified.

Finally, the annotator has to validate and complete inflectional interpreta-
tions. Anotatornia displays all interpretations generated by the morphological
analyzer allowing the annotator to choose one of them with a single click. More-
over, the annotator can change all elements of a morphosyntactic interpretation
or provide a new one. The system checks that modified morphosyntactic tags
are consistent with the defined tagset. This is very important for the quality of
annotation.

We adhere to the established best practice in manual corpus annotation: each
text sample is annotated independently by two annotators, then the system com-
pares their resulting annotation and, in case of conflicts, an adjudicator (“super-
annotator”) steps in to resolve them. In fact, there is an intermediate phase: when
conflicts are detected the sample is shown once again to both annotators. The
conflicting tokens are highlighted, but only the user’s own annotation is shown.
This way annotators are encouraged to check their work for simple errors but
are not tempted to switch to other annotator’s version. When allotting samples
to annotators the system maximizes the number of different pairs of annotators
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working together. This is to minimize the biases introduced to annotation by
particular annotators.

The adjudicator operates on a list of differences between annotations pro-
vided by the two annotators. He has to resolve all conflicts, which can be done
by selecting one of the existing annotations or providing a new one. Moreover,
the adjudicator has access to all elements of annotation of all tokens and can
change any decision made by the annotators.

In the present project, a corpus of 500,000 tokens of BCP will be manually
annotated. This work has only started, which means we have very limited data
for evaluation (ca. 54,000 tokens). All tokens marked as a punctuation, foreign
elements or structural markers were excluded for the purpose of the evaluation.
The percentages of manual changes introduced by annotators are as follows:
modification of transcription −2.43% of tokens, of tokenization −1.73%, mor-
phological interpretation modified by the annotator −8.61%. If an annotator
changes transcription or tokenization, the text is not passed again to the ana-
lyzer and an interpretation has to be constructed manually. This means that the
number of modified interpretations includes two previous numbers. Currently
annotators generate conflicts on 14.1% of tokens (this number is expected to
drop in time since the annotators are still learning).

5 Poliqarp 2

Poliqarp is a corpus query engine developed and used for National Corpus of
Polish. Its newer version, Poliqarp 2,5 is much more flexible with respect to data
and metadata that can be represented in the corpus. This version will be used to
make BCP accessible for the users, which will allow to represent the text in both
transliterated and transcribed forms and to address both forms in queries. Also
metadata of BCP is more complicated than in the contemporary corpus since
sometimes it is important to include information describing both the original
publication and its later critical edition which was used as the base for including
the text in the corpus.

6 Conclusions and Further Work

The BCP is a work in progress since the manual annotation of the subcorpus
is ongoing. All components involved in processing text samples are being con-
stantly enhanced according to the feedback from annotators and adjudicators,
but it seems that the tools are already quite stable. Only minor changes are still
introduced in transcription rules. Most frequent lexemes are already introduced
in dictionary of the morphological analyzer.

When the manually annotated corpus is ready, a stochastic tagger [11] will be
trained on the annotations and the rest of the BCP corpus will be automatically
annotated. We also plan to check whether machine learning techniques can be
5 https://sourceforge.net/projects/poliqarp2/.

https://sourceforge.net/projects/poliqarp2/
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used to train a better transcriber based on transcriptions manually corrected by
the annotators.

The presented toolchain will also be used to prepare a similarly organized
corpus of 19th century Polish texts.
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Abstract. While unit selection speech synthesis tries to avoid speech
modifications, it strongly depends on the placement of units into the
correct position. Usually, the position is tightly coupled with a distance
from the beginning/end of some prosodic or rhythmic units like phrases
or words. The present paper shows, however, that it is not necessary
to follow position requirements, when the phonetic knowledge of the
perception of prosodic patterns (mostly durational in our case) is con-
sidered. In particular, we focus on the effects of using word-final units in
word-internal positions in synthesized speech, which are often perceived
negatively by listeners, due to disruptions in local timing.

Keywords: Speech synthesis · Unit selection · Target cost · Word final
lengthening

1 Introduction

Interactions between the segmental and prosodic levels of speech may be exempli-
fied in several ways, but it is perhaps the temporal domain in which this inter-
action can most readily be observed. Temporal segmentation and the rhythm
of speech have been shown to affect listeners to a great extent. Arhythmical
or temporally unpredictable speech leads to longer reaction times in monitor-
ing experiments [3,19] and, therefore, to increased cognitive processing of the
incoming speech signal. In addition, speech with unnatural durational patterns
has been shown to decrease intelligibility [18], or to induce negative perceptions
regarding the speakers, making the speakers sound, for instance, more nervous
and anxious [30] or less competent.

In the field of text-to-speech (TTS) synthesis, the durational patterns
(as well as other prosody patterns) can either be modelled explicitly, i.e. by
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means of an estimator, assigning a particular duration value to each speech unit
to be synthesized [8,12,20], or by a symbolic description, defining only deep-level
description (discriminative features defining what the prosody should/should not
be) and expecting that the appropriate surface-level duration patterns (the par-
ticular unit durations) will emerge as a result of this description. While the
former approach is used mainly in generative approaches like HMM [11], DNN
[33] or single instance speech synthesis [16,27], the latter is mostly employed in
unit selection speech synthesis, where it provides more robust selection criteria
when compared to the following of generated prosody contours [24]. The insidi-
ous part is, however, the definition of the discriminative features. The usual way
is to describe the position of speech units within a prosodic pattern (whether
a phrase, word or syllable) in the source speech recordings and to select each
particular unit into the most similar position in the synthesized phrase. The
side effect is the increased pressure on the selection criteria, trying to balance
the trade-off for all the features used, which is in details described in Sect. 3.
First, however, let us look at the specific cases where it is important to consider
temporal/durational properties of speech units and why this is necessary.

2 The Special Status of Final Syllables

Concatenative speech synthesis may be regarded as one of the key stimulating
factors in the research of the effects of the prosodic domain on the duration
of speech segments. Klatt [13] showed how segmental duration interacts with
linguistic characteristics at various levels and devised a series of rules which pre-
dicted the durations of speech sounds in American English through the multipli-
cation of a base value by coefficients related to various segmental and prosodic
attributes (see [5,22] for similar studies).

The above-mentioned and other studies document several ways in which seg-
mental duration is affected by the prosodic structure of utterances. In many
languages, accented syllables are realized as longer than unaccented ones, or syl-
lables tend to shorten in longer words [9]. Probably the most salient reflection
of prosodic structure in the segmental strand is called phrase-final lengthening,
which appears to be related to the general declination observed on a number
of levels: ends of prosodic phrases are thus marked by lower speech rate and a
drop in fundamental frequency [10,14], as well as larger and longer articulatory
gestures [4] and laxer phonation [17]. Phrase-final lengthening has been docu-
mented in many languages [9], including Czech [7,29], and is considered to be
universal in speech. A number of studies (see the Refs. in [9]) have agreed that
the rate lowering concerns the rhyme of the final syllable (i.e., the vowel nucleus
plus any consonants in the coda following the vowel).

Lengthening is thus a well-documented phenomenon at the level of prosodic
phrases. In this study, we are interested in temporal adjustments at the level of
individual words, which have been researched considerably less (although men-
tioned in literature). When comparing the duration of the schwa vowel framed
in sentences /Herpoppa posed a problem/ and /Her pop opposed the marriage/,
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Beckman and Edwards [2] found the schwa in the first sentence significantly
longer. Similar results were obtained by [6], who compared pairs like /lettuce–
let us/ or /inquires–in choirs/, though the effect was relatively small. More
recently, word-final lengthening is discussed in [31], who, however, did not reach
a definitive conclusion, and in [32], who report significantly longer durations in
word-final positions. All of these studies consider English, though.

Until recently, no data on word-final lengthening have been available for
Czech. A new study on the acoustic characteristics of Czech lexical stress [23]
showed, however, that duration is the only parameter which systematically varies
with lexical stress – note that Czech is a language with stress fixed on the first
syllable of the base rhythm unit, also called the prosodic word [21]. Figure 1
shows part of the duration data taken from multi-syllabic words in spontaneous
speech; only words which did not appear as phrase-final were analysed in the
study. The results differ from what is typical in most languages: the vowel in
the stressed syllable tends to be shortest and that in the last syllable is always
longest (though not always statistically significant).

Fig. 1. Vowel duration in individual syllables of 3-, 4-, and 5-syllabic words; based
on [23].

The account presented in this section indicates that phrase-final lengthen-
ing is essentially a ubiquitous and very salient phenomenon, but even word-
final lengthening is non-negligible. The present study examines speech sounds
in the last syllable of phonological words from the perspective of concatenative
unit-selection synthesis of Czech. The results presented by [23] suggest that the
word-final syllable may enjoy a special status in the prosodic hierarchy of Czech,
and this may need to be reflected in the speech synthesis algorithm. Specifi-
cally, it is possible that units which appeared in the word-final position in the
source recordings should not be selected for synthesis within words. This study
therefore tests the hypothesis that the presence of word-final (source) units in
word-internal positions in synthesized speech will be perceived negatively by
listeners, since the lengthening will disrupt the local timing.
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3 Handling of Unit Position in TTS Systems

The previous section indicates the great importance of the last syllable. We
decided to check this in our TTS system ARTIC based on unit selection speech
synthesis method. The highest influence of the unit position has the design of
target cost (TC).

The target cost, as usually handled, is set to strive for putting the units
into the same suprasegmental surroundings as they originally had in the source
recordings, which is achieved when target features match. Thus, to make sure
that the last-syllable position is handled properly, as described in Sect. 2, we
could simply define an additional feature with onset, nucleus, coda symbolic
values assigned to units recorded in the last syllable, and with not-last value
for units from other syllables. Based on the match or mismatch of such feature
values, an additional penalty would be added to the total TC, encouraging (in
theory) the placement of units into the required position. However, in case of
value mismatch, there is the same penalty no matter the value mismatch – i.e.
the same penalty for e.g. unknown↔nucleus as for coda↔onset (unless a feature
exchange matrix is defined somehow). An alternative way of defining the last-
syllable position as a binary feature, i.e. a unit either belongs to the last syllable
or not, is not going to improve the situation very much – there is better change to
avoid mismatch of last/non-last syllable units, but units within the last syllable
may still be interchanged between coda and onset parts (while both match the
feature), which is not better either.

In our current TTS version, therefore, the computation of position within
a prosodic word (hereafter referred to as p-word) is based on the assumption
that there is no need to put a unit into the identical position in which the
unit was originally recorded [26,28]. This is achieved through the definition of a
suitability to the required position related to the beginning/middle/end of each
p-word, represented by 3 values, each corresponding to one von Hann window
spanned through the p-word, as illustrated in Fig. 2. Such a position feature can
avoid a completely wrong placement (i.e. unit originating at the beginning of
a p-word to be placed to its end), while it still allows some kind of flexibility
in units interchanging, when the unit originates in a position which is “close”
to the one in which it is to be placed. From the point of view of the selection

Fig. 2. The illustration of the correspondence of windowing functions to a prosodic
word “synthesis”. Individual windows are distinguished by line style, points correspond
to the values describing the candidates.
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algorithm, the set of candidates suitable for the given p-word position (as defined
by the three values) is wider than if the position were defined as, for example,
distance from the beginning and from the end of the p-word. And the wider set
to select from gives the algorithm a better chance to choose a more appropriate
unit, when the other target and concatenation features are taken into account
as well.

On the other hand, such a position measure (and either of similar) is not able
to handle a “last-syllable” occurrence feature reliably. We observed unnatural
unit lengthenings close to the end of a p-word which occurred when a unit from
the last syllable was placed to the penultimate syllable, since its position was
suitable to the position required, as measured by the current approach.

4 New Unit Position Reflecting Final Syllable Status

Based on the findings from Sect. 2, we thus re-defined the unit position feature
in a way that instead of measuring appropriateness for the given position, we
strongly penalize placements into inappropriate positions, while expecting any
other placements to be equally suitable, i.e. not penalizing them in any way.
Let us emphasize that this completely replaces the original position function
from Sect. 3, instead of just being added as an extra measure. The reason is that
adding a feature would increase the pressure on the selection algorithm, lowering
the set of candidates matching the feature and thus increasing the chance that
a unit not matching the required position will be used after all. And moreover,
ensuring a position placement is not that significant, as suggested in Sect. 2.

Let us also note that there was no exact syllabification used to identify
the last p-word syllable (neither is it possible to detect syllables exactly [15]).
Instead, we simply found the last vowel (or syllabic consonant) V in each
p-word, and the diphones [*-V], [V-*] as well as the remaining diphones until
the end of p-word were considered to be the syllable constituents (cf. references
in Sect. 2 which show that the rhyme of the final syllable is most affected by
final lengthening).

Having the new positional feature, we synthesized more than a million phrases
by the original (marked as TTSbase hereafter) and by the modified version of
unit selection method (TTSsyll) embedded into our TTS system. The resulting
sequences of units provided by TTSbase for each phrase were further analysed
– both sequence of the phrase units and its corresponding selected units were
passed through TTSsyll module which returned the high TC value for units with
inappropriate syllable position. This number of position misplacements was used
as the base score for the selection of phrases to be evaluated by listening tests.

4.1 Listening Tests Overview

To verify our presumption, we carried out a large 3-scale preference listening test,
where two variants of the same phrase, synthesized by TTSbase and TTSsyll, were
compared. To select the phrases for the evaluation, the set of all the synthesized
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phrases was first limited to those having 40 characters at most, since smaller
differences in long phrases are rather hard for listeners to recall [1]. Then, only
the phrases with two or more misses, as described in Sect. 4, were kept. The
final set of 25 phrase pairs was selected randomly, while 4 different professional
synthetic voices, two male and two female, were used – in total 100 phrases were
thus compared.

22 listeners participated in the test, 7 of them being speech synthesis experts,
6 being phoneticians and 9 naive listeners. We intentionally did not inform any of
them about the experiment’s details, since the aim was to test the overall quality
of the new TTS system. Furthermore, during the listening test, the order of the
samples was randomized across the listening prompts, so the listeners did not
know which one was synthesized by TTSbase and by TTSsyll. The listeners were
able to listen to each stimulus repeatedly, they were instructed to use earphones,
and had to choose one of the following choices: sample A sounds better/samples
are of the same quality/sample B sounds better. The A/B assignments were
then normalized to A = 1 where TTSsyll variant was preferred, A = −1 where
TTSbase was preferred, and A = 0 otherwise. The final score s of the listening
test T was then computed using the Eq. 1

s =
∑

A∈T A
∑

A∈T 1
(1)

Thus, the positive value of s indicates the improvement of the overall quality
when using the new last-syllable feature.

Let us note that for the purpose of this testing, we did not use the procedure
designed in [25]. The main reason is that we do not have to rely on numbers
of changed units when comparing the output sequences from the two system
versions; instead we can simply detect wrong cases in TTSbase, as described in
Sect. 4. Nevertheless, we plan to use the procedure before the final deployment
of TTSsyll to the production-ready version of our TTS system.

5 Results

The results of the listening tests are shown in the Table 1. All the score values s
are positive, indicating a considerable improvement of the quality of synthesized
samples.

Since the score value for male speaker 1 obtained from phonetics experts’
answers seems to be low and not so conclusive, we decided to prove the sta-
tistical significance of this result. We have carried out the sign test with the
null hypothesis H0:the outputs of the both systems are of the same quality, and
alternative hypothesis H1:the output of one system sounds better. The computed
p-value = 0.0193, so we can reject the null hypothesis H0 at α = 0.05 significance
level, concluding that the quality of TTSsyll system is really higher.

However, there is a considerable number of “same quality” evaluations. It
suggests that not all candidates from the last syllable cause a speech artefact



Last Syllable Unit Penalization in Unit Selection TTS 323

Table 1. The results obtained from listening tests. The table contains the number of
listener answers and the score values s computed by Eq. 1.

Male spkr 1 Male spkr 2 Female spkr 1 Female spkr 2 All speakers

Numbers of answers in percents

TTSsyl better 58.7% 56.4% 65.1% 53.6% 58.5%

Same quality 20.0% 27.1% 21.8% 29.3% 24.5%

TTSbase better 21.3% 16.5% 13.1% 17.1% 17.0%

Score value s

All listeners 0.375 0.398 0.520 0.365 0.415

TTS experts 0.531 0.480 0.531 0.457 0.500

Phonetics experts 0.187 0.313 0.520 0.387 0.352

Naive listeners 0.378 0.391 0.511 0.280 0.390

when placed to non-last syllable position – note that, as described in Sect. 4, we
know that there is a unit from the last syllable placed to non-last position in the
TTSbase.

On the other hand, the listeners sometimes preferred the TTSbase variant.
Therefore, we inspected the problematic prompts, trying to find the cause of the
preference. The main problem was a disturbing artefact of another kind (not
directly related to syllable position) in TTSsyl variant, while none of the sylla-
ble position misses in TTSbase was perceived negatively, nor was there another
artefact. In a few cases, moreover, even TTSsyl still contained unnatural inter-
phrase lengthenings. These originated from the failures of p-word tokenization
in source recordings, and thus the system used the last-syllable unit into inap-
propriate position without being able to realize it.

6 Conclusion

The results of the listening tests clearly confirm the importance of the correct
handling of the last syllable of a p-word. Let us also note that the change of
paradigm, when instead of “forcing” units into the expected position we try to
avoid their use in positions where they are known to cause audible artefacts,
follows the principle of units synonymy/homonymy established in [24,26]. We
believe that this is the right direction towards the tuning of unit selection fea-
tures, as it allows the use of units in a much wider range of placements (than
the one in which the unit has been placed in the source recordings), and it also
avoids the definition of a penalty function which would evaluate a distance of
what the unit is (where it is placed) to what it is required to be (where we try
to place it).

One of the possible further improvements will now be the focus of p-word
tokenization which was found to be incorrect in some of the cases examined and
proved to be the clear cause of TTSbase preference in these. Also, the findings
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in Sect. 5 suggest that there may be some durational (or prosodic, in general)
patterns, allowing the exchange of the last syllable and non-last syllable units
under some conditions. Answering this phenomena would even more relax the
pressure on the selection algorithm, thus widening the set of candidates to be
used.
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7. Dankovičová, J.: The domain of articulation rate variation in Czech. J. Phonetics
25, 287–312 (1997)

8. Fernandez, R., Rendel, A., Ramabhadran, B., Hoory, R.: Prosody contour predic-
tion with long short-term memory, bi-directional, deep recurrent neural networks.
In: Proceedings of Interspeech, pp. 2268–2272. ISCA (2014)

9. Fletcher, J.: The prosody of speech: timing and rhythm. In: The Handbook of
Phonetic Sciences, pp. 521–602. Blackwell Publishing Ltd. (2010)

10. Gussenhoven, C.: The Phonology of Tone and Intonation. Cambridge University
Press, Cambridge (2004)
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Abstract. We show that a recently proposed neural dependency parser
can be improved by joint training on multiple languages from the same
family. The parser is implemented as a deep neural network whose only
input is orthographic representations of words. In order to successfully
parse, the network has to discover how linguistically relevant concepts
can be inferred from word spellings. We analyze the representations of
characters and words that are learned by the network to establish which
properties of languages were accounted for. In particular we show that
the parser has approximately learned to associate Latin characters with
their Cyrillic counterparts and that it can group Polish and Russian
words that have a similar grammatical function. Finally, we evaluate the
parser on selected languages from the Universal Dependencies dataset
and show that it is competitive with other recently proposed state-of-the
art methods, while having a simple structure.

Keywords: Dependency parsing · Recurrent neural networks · Multi-
task training

1 Introduction

Parsing text is an important part of many natural language processing appli-
cations. Recent state-of-the-art results were obtained with parsers implemented
using deep neural networks [3]. Neural networks are flexible learners able to
express complicated input-output relationships. However, as more powerful
machine learning techniques are used, the quality of results will not be lim-
ited by the capacity of the model, but by the amount of the available training
data. In this contribution we examine the possibility of increasing the training
set by using treebanks from similar languages.

For example, in the upcoming Universal Dependencies (UD) 2.0 treebank
collection [27] there are 863 annotated Ukrainian sentences, 333 Belarusian, but
nearly 60k Russian ones (divided into two sets: a default one of 4.4k sentences and
SynTagRus with 55.4k sentences). Similarly, there are 7k Polish sentences and
a little over 100k Czech ones1. Since these languages belong to the same Slavic
1 However, experiments use UD 1.3 dataset which does not include Belarusian and

Ukrainian.
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language family, performance on the low resource languages should improve by
joint training the model also on a better annotated language [5]. In this paper,
we demonstrate this improvement. Starting with a parser competitive with the
current state-of-the-art, we are able to further improve the results for tested lan-
guages from the Slavic family. We train the model on pairs of languages through
simple parameter sharing in an end-to-end fashion, retaining the structure and
qualities of the base model.

2 Background and Related Work

Dependency parsers represent sentences as trees in which every word is con-
nected to its head with a directed edge (called a dependency) labeled with the
dependency’s type. Parsers often contain parts that are learned on a corpus.
In example, transition-based dependency parsers use the learned component to
guide their actions, while graph-based dependency parser learn a scoring that
measures the quality of inserting a (head, dependency) edge into the tree.

Historically, the learning algorithms were relatively simple ones, e.g.
transition-based parsers used linear SVMs [25,26]. Recently, those simple learn-
ing models were successfully replaced by deep neural networks [3,8,14,31]. This
trend coincides with successes of those models on other NLP tasks, such as
language modeling [19,24] and translation [33].

Neural networks have enough capacity to directly solve the parsing task.
For example a constituency parser can be implemented using a sequence-to-
sequence network originally developed for translation [32]. Similarly, a graph-
based dependency parser can be implemented by solving two supervised tasks:
head selection and dependency labeling. Both are easily solved using neural net-
works [11,12,21,35]. Moreover, neural networks can extract meaningful features
from the data, which may augment or replace manually designed ones, as it is the
case with word embeddings [23] or features derived from the spelling of words
[4,11,20].

Another particularly nice property of neural models is that all internal com-
putations use distributed representations of input data that are embedded in
highly dimensional vector spaces [18]. These internal representation can be eas-
ily shared between tasks [7]. Likewise, neural parsers can share some of their
parameters to harness similarities between languages [2,5,13,17]. Creation of
multilingual parsers is further facilitated by the introduction of standardized
treebanks, such as the Universal Dependencies [27].

3 Model

Our multilingual parser can be seen as n identical neural dependency parsers for
n languages, which share parameters. When all parameters are shared a single
parser is obtained for all n languages. When only a subset of parameters is
shared the model can be seen as a parser for a main language that is partially
regularized using data for other languages.
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Each of the n parsers is a single neural network that directly reads a sequence
of characters and finds dependency edges along with their labels [11]. We can
functionally describe four basic parts: Reader, Tagger, Labeler/Scorer, and an
optional POS Tag Predictor (Fig. 1).

Cw

F1

F2

F3

Rw Ew

Ew0 H0

H1

H2

H3

H4

Ew1

Ew2

Ew3

Ew4

Fig. 1. The model architecture.

The reader is tasked with transforming the orthographic representation of
a single word w into a vector Ew ∈ R

Edim, also called the word w’s embedding.
First, we represent each word as a sequence of characters fenced with start-of-
word and end-of-word tokens. We find low dimensional characters embeddings
and concatenate them to form a matrix Cw. Next we convolve this matrix with
a learned filterbank F

Rw,i = max(Cw ∗ Fi), (1)

where Fi is the i-th filter and ∗ denotes convolution over the length of the word.
Thanks to the start- and end-of-word tokens the filters can selectively target
infixes, prefixes and suffixes of words. Finally, we max-pool the filter activations
over the word length and apply a small feedforward network to obtain final word
embedding Ew = MLP(Rw).

The tagger processes complete sentences and puts individual word embed-
dings Ew into their contexts. We use a multi-layer bidirectional GRU Recurrent
Neural Network (BiRNN) [9,28]. The output of the tagger is a sequence of the
BiRNN’s hidden states H0,H1, . . . , Hn with Hi ∈ R

Hdim, where H0 corresponds
to a prepended ROOT word and n is the length of the sentence. Please observe
that while the embedding Ei of the i-th word only depends on the word’s spelling,
the corresponding hidden state Hi depends on the whole sentence. We have also
added an auxiliary network to predict POS tags based on hidden states
Hi. It serves two purposes: first, it can provide extra supervision on POS tags
known during training. Second, it helps to attribute errors to various parts of
the network (c.f. Sect. 4.4). The POS tag predictor is optional: its output is not
used during inference because the tagger communicates all information to the
scorer and labeler through the hidden states Hi.

Finally, the network produces the dependency tree by solving two supervised
learning tasks: using a scorer to find the head word, then using a labeler to
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find the edge label. The scorer determines whether each pair of hidden vectors
(Hw,Hh) forms a dependency. We employ per-word normalization of scores: for
a given word location w ∈ 1, 2, . . . , n scores are SoftMax-normalzied over all
head locations h ∈ 0, 1, 2, . . . , n. The labeler reads a pair of hidden vectors
(Hw,Hh) and predicts the label of this dependency edge. During training we
use the ground-truth head location, while during inference we use the location
predicted using the scorer. We employ the following training criterion: L =
αhLh + αlLl + αtLt, where Lh, Ll, Lt are negative log-likelihood losses of the
scorer, the labeler and POS tag predictor, respectively.

4 Experiment Details and Results

4.1 Model Hyperparameters

We have decided to use the same set of hyperparameters for all languages and
multilingual parsers, which were a compromise in model capacity for languages
that had small and large treebanks. The reported size of recurrent layers is
slightly too big for low-resources single-language parser, but we have determined
that it is optimal for languages with large treebanks and for multilingual training.

The reader embeds each character into vector of size 15, and contains 1050
filters (50·k filters of length k for k = 1, 2,. . . , 6) whose outputs are projected
into 512-dimensional vector transformed by a 3 equally sized layers of feedfor-
ward neural network with ReLU activation. Unlike [11,20] we decided to remove
Highway layers [30] from the reader. Their usage introduced a marginal accu-
racy gain, while nearly doubling the computational burden. The tagger contains
2 BiRNN layers of GRU units with 548 hidden states for both forward and back-
ward passes which are later aggregated using addition [11]. Therefore the hidden
states of the tagger are also 548-dimensional. The POS tag predictor consists of
a single affine transformation followed by a SoftMax predictor for each POS cat-
egory. The scorer uses a single layer of 384 tanh for head word scoring while the
labeller uses 256 Maxout units (each using 2 pieces) to classify the relation label
[16]. The training cost used the constants αh = 0.6, αl = 0.4, αt = 1.0.

We regularize the models using Dropout [29] applied to the reader output
(20%), between the BiRNN layers of the tagger (70%) and to the labeller (50%).
Moreover we apply mild weight decay of 0.95.

We have trained all models using the Adadelta [34] learning rule with epsilon
annealed from 1e-8 to 1e-12 and adaptive gradient clipping [10]. Experiments
are early-stopped on validation set Unlabeled Attachment Score (UAS) score.
Unfortunately, due to limited computational resources we are only able to present
the results for a subset of the UD treebanks that are shown in Table 1.

Multilingual models use the same architecture. We unify the inputs and out-
puts of all models by taking the union of all possible token categories (characters,
POS categories, dependency labels). If some category does not exist within a par-
ticular language we use a special UNK token. All parsers are trained in parallel
minimizing a sum of their individual training costs. We use early-stopping on the
main (first) language UAS score. We equalize training mini-batches such that
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Table 1. Baseline results of single language models from UD v1.3. Our models use only
orthographic representations of tokenized words during inference and work without a
separate POS tagger. Ammar et al. [2] uses version 1.2 of UD and uses gold language
ids and predicted coarse tags. SyntaxNet [1,3] works on predicted POS tags, while
ParseySaurus [1] uses word spellings.

Language #sentences Ours SyntaxNet Ammar et al. ParseySaurus

UAS LAS UAS LAS LAS UAS LAS

Czech 87 913 91.41 88.18 89.47 85.93 - 89.09 84.99

Polish 8 227 90.26 85.32 88.30 82.71 - 91.86 87.49

Russian 5 030 83.29 79.22 81.75 77.71 - 84.27 80.65

German 15 892 82.67 76.51 79.73 74.07 71.2 84.12 79.05

English 16 622 87.44 83.94 84.79 80.38 79.9 87.86 84.45

French 16 448 87.25 83.50 84.68 81.05 78.5 86.61 83.1

Ancient Greek 25 251 78.96 72.36 68.98 62.07 - 73.85 68.1

each contains the same number of sentences from all languages. We determined
the optimal amount of parameter sharing and show it in Table 2. Moreover, we
never share the start-of-word and end-of-word tokens to indicate to the network
which language is parsed.

4.2 Main Results

Our results on single language training are presented in Table 1. Our models
reach better scores than the highly tuned SyntaxNet transition-based parser [3]

Table 2. Impact of parameter sharing strategies on main language parsing accuracy
when multilingual training is used for additional supervision.

Shared parts Main lang Auxiliary lang UAS LAS

- Polish - 90.26 85.32

Parser Polish Czech 90.72 85.57

Tagger, Parser Polish Czech 91.19 86.37

Tagger, POS Predictor, Parser Polish Czech 91.65 86.88

Reader, Tagger, POS Predictor, Parser Polish Czech 91.91 87.77

Parser Polish Russian 90.31 85.07

Tagger, POS Predictor, Parser Polish Russian 91.34 86.36

Reader, Tagger, POS Predictor, Parser Polish Russian 89.16 82.94

- Russian - 83.29 79.22

Parser Russian Czech 83.15 78.69

Tagger, POS Predictor, Parser Russian Czech 83.91 79.79

Reader, Tagger, POS Predictor, Parser Russian Czech 84.78 80.35
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and are competitive with the DRAGNN based ParseySaurus which also uses
character-based input [1].

Multilingual training (Table 2) improves the performance on low-resource
languages. We observe that the optimal amount of parameter sharing depends
on the similarity between languages and corpus size – while it is beneficial to
share all parameters of the PL-CZ and RU-CZ parser, the PL-RU parser works
best if the reader subnetworks are separated. We attribute this to the quality of
Czech treebank which has several times more examples than Polish and Russian
datasets combined.

4.3 Analysis of Language Similarities Identified by the Network

We have first analyzed whether a PL-RU parser can learn the correspondence
between Latin and Cyrillic scripts2. We have inspected the reader subnetworks
of a PL-RU parser that shared all parameters. As described in Sect. 3, the model
begins processing a word by finding the embedding of each character. For the
analysis we have extracted the embeddings associated with all Polish and Russian
characters. We have paired Polish and Russian letters which have similar pronun-
ciations. We note that the pairing omits letters that have no clear counterparts
(e.g. the Russian letter correspond to the syllable “ja” in Polish).

Adapting the famous equation king − man + woman ≈ queen [23] we
inspected to what extent our network was able to deduce Latin-Cyrillic cor-
respondences. For all distinct pairs (p1−r1, p2−r2) of letter correspondences we
computed the vector C(p2)−C(p1)+C(r1), where C stands for char embedding,
and found Russian letter which had the closest embedding vector. In 48.3% cases
we choose the right vector. We found it quite striking given that the two lan-
guages have separated from their common root (Proto-Slavic) more than 1000
years ago. Moreover, relations between Polish and Russian letters are side effects,
not the main objective of the neural network.

We have also examined word representations Ew computed for Polish and
Russian by the shared reader subnetwork. As one could expect, the network
was able to realize that in these languages morphology is suffix based. However,
the network was also able to learn that words built from different letters can
behave in similar way. We can observe it in both monolingual or multilingual
context. Table 3 shows some Polish adjectives and the top-7 Russian words with
the closest embedding. All Russian words which are not italics have the same
morphological tags as the Polish word. In the first row we can observe 2 suf-
fixes (skoy) and (nnoy) quite distant from polish -owej
(ovey). In the second row we see that the model was able to correctly alias
the Polish 3-letter suffix -ych with the Russian 2 letter suffix which are pro-
nounced the same way. The relation found by the network is purely syntactical –
there is no easy-to-find connection between semantics of these words.

2 Conveniently, the Unicode has separate codes for Latin and Cyrillic letters.
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Table 3. The network learns to group Polish words with Russian words that have a
similar grammatical function.

4.4 Common Error Analysis

We have investigated two possible sources of errors produced by the parser. First,
we verified if using a more advanced tree-building algorithm was better than using
a greedy one. We have observed that the scorer produces very sharp probability
distributions that can be transformed into trees using a greedy algorithm that
simply selects for each word the highest scored head [11,12]. Counterintuitively,
the Chu-Liu-Edmonds (CLE) maximum spanning tree algorithm [15] often makes
the decoding results slightly worse. We have established that the network is so
confident in its predictions that non-top scores do not reflect alternatives but are
only noise. Therefore when the greedy decoding creates a cycle the CLE usually
breaks it in a wrong place introducing another pointer error.

We have used the POS predictor to pinpoint which parts of the network
(reader/tagger or labeler/scorer) were responsible for errors. Tests showed that
if the predicted tag was wrong, the scorer and labeler will nearly always produce
erroneous results too.

5 Conclusions and Future Works

We have demonstrated a graph-based dependency parser implemented as a sin-
gle deep neural network that directly produces parse trees from characters and
does not require other NLP tools such as a POS tagger. The proposed parser
can be easily used in a multilingual setup, in which parsers for many languages
that share parameters are jointly trained. We have established that the degree of
sharing depends on language similarity and corpus size: the best PL-CZ parser
and RU-CZ shared all parameters (essentially creating a single parser for both
languages), while the best PL-RU parser had separate morphological feature
detectors (i.e. readers). We have also determined that the network can extract
meaningful relations between languages, such as approximately learning a map-
ping from Latin to Cyrillic characters or associate Polish and Russian words
that have a similar grammatical function. While this contribution focused on
improving the performance on a low-resource language using data from another
languages, similar parameter sharing techniques could be used to create one
universal parser [2].
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We have performed qualitative error analysis and have determined to regions
for possible future improvements. First, the network does not indicate alterna-
tives to the produced parse tree. Second, errors in word interpretation are often
impossible to correct by the upper layers of the network. In the future we plan
to investigate training a better POS tagging subnetwork possibly using other
sources of data.
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Abstract. This study analyzes and compares the linguistic expressions
of three sets of body-part terms extracted from the largest, balanced and
widely-used Mandarin Chinese corpus, and aims to find their actual usage
patterns in the real world context of Mandarin Chinese. It is found that
PERSON and EMOTION are the most prevalent metonymic meaning in the
six body part terms. As for the metonymic and metaphorical meanings in
the six body-part terms and their corresponding word component struc-
tures, it is found that when the body-part terms denote PERSON, the
most dominant word component structure is [NN]N; when they denote
EMOTION, [NN]N and [VN]V are the most dominant structures. In addi-
tion, the [NN]N structure shows the highest frequency of occurrences in
all the six body part terms when they are used metaphorically.

Keywords: Meaning extensions · Word component structures · Tag-
ging · Metonymies · Metaphors

1 Introduction

Metaphor and metonymy are considered two important mechanisms that people
apply to understand abstract concepts [4]. Human body parts are regarded as the
most primary source domain which people map to understand abstract concepts
in the target domain, for we are all born with our body parts and they are
the foremost way we interact with the world. In English, people often use the
linguistic expression – lose face to mean ‘lose one’s own dignity or self-respect’,
and a similar expression – diūliǎn ‘lose face’ is also found in Mandarin
Chinese [11].
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Prolific findings based on systematic cognitive networks have been proposed
for the analysis of metonymic and metaphorical expressions with body-part
terms. However, studies of body-part term metaphors are mostly based on lin-
guistic data limited to reliable and stable dictionaries or underdeveloped cor-
pora, leading to their findings more of a theoretically-based reasoning than an
empirically-based treatment (e.g. [4,8,10–16]). Particularly, corpora with a mul-
titude of linguistic expressions have shown that language use is not always stable
and fixed but dynamic [1]. Novel usages often emerge from various contexts, and
continue to change for different communicative purposes. For instance, dǎliǎn

‘hit face’ has recently been used metonymically and metaphorically among
young generations and even among news reporters or anchors. Nowadays, the
word is used not only to express their literal meaning ‘to hit one’s face’ but also
to be extended to express ‘to cause someone to feel embarrassed or ashamed’.

In addition, viewing the components of words in terms of their form class
identity (i.e. syntactic form class identity or ‘part of speech’) can tell us what
systematic knowledge native speakers possess to understand and use the words
[6]. From usage-based linguistic evidence, it is highly expected that generalized
patterns can be found based on the interaction between the form class of the
word constituents and their senses.

To better capture such dynamicity and the generalized patterns exhibited
by language use, this study, incorporating computational linguistics approaches,
corpus-based approaches, and cognitive semantic theories, aims to find actual
usage patterns in the real world context of Mandarin Chinese. By combining
these approaches, we analyze and compare the linguistic expressions of three
sets of body-part terms in Mandarin Chinese – face ( liǎn/ miàn), eye (
yǎn/ mù), and mouth ( zǔı/ kǒu). The three sets of body-part terms are
selected because they are considered the most distinctive body-parts on which
people depend to understand and interact with the outside world: people recog-
nize others through their faces, perceive the outside world through their eyes
and express themselves through their mouths. Therefore, these three prominent
body parts are regarded as a good starting point to understand human cognition
and the six body part terms are the source domain vocabularies this paper uses
to identify metonymies and metaphors in the corpus.

2 Related Work

2.1 Metaphors and Metonymies with Body Part Terms in Mandarin
Chinese:AnOverview for

Body-parts are everything that human beings are made of and are keys to
human existence in spatial and temporal domains. We depend on our body-
parts to interact with the outside world. The important status of face in human
body parts has attracted many scholars to investigate how liǎn and its counter-
part miàn are used in Mandarin Chinese. It is suggested that four non-literal
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meanings can be found in liǎn and miàn. They would be used to express “PER-

SON, CHARACTER, EMOTION, or DIGNITY” [11,12,16]. Qin [7] studies the con-
ceptual metaphors of yǎn & mù and proposes that the metaphorical use of
yǎn & mù consists of four major experiential domains: knowledge/intellection;
emotion/attitude; social relationship/relationship between entities; and
shape/time. Zhao [14] in his dessertation re-examines the metaphoric and
metonymic expressions containing yǎn or mù in Chinese, and proposes that
at least six metonymies: PERSON, EMOTION, EYESIGHT/ABILITY, INTELLECTION,
FOCUS, and QUANTITY, and three metaphors: NEAR TIME/SPACE, TINY HOLE, and
CENTER can be identified. Zhao [14] has found four metonymic usages of zǔı: EMO-

TION, FLAVOR, CHARACTER, and UTTERANCES, five in kǒu: PERSON/QUANTITY,
EMOTION, FLAVOR, CHARACTER, and UTTERANCES, and two metaphoric usages
of kǒu: MOUTH-SHAPED and GATEWAY. He has also found that zǔı is harder to
be extended into metaphoical meanings.

2.2 Describing Word Components: Form Class Description

Many ways have been proposed to characterize and describe the word
components: relational description, modification structure description, semantic
description, syntactic description and form class description [6:21–33]. Among
these descriptions, Packard [6] favors the “form class” method of word compo-
nent analysis, for this approach avoids problems that cannot be solved under
other approaches. Form class description is the method used by Lu [5] in his
work Word Formation in Chinese. Under this approach, a word’s component
morphemes are described in terms of their syntactic form class identity, or “part
of speech”, and they are often coded in this way: [M1 M2]w1, M1 M2 represent
the form class identity of a word’s component morphemes and w1 refers to the
form class identity of the word [6]. Some advantages are proven by adopting this
approach. One is that if word’s components are viewed in terms of their form
class identity, they can be easily and systematically categorized. Also, “it allows
us to account for different types of systematic knowledge that native speakers
possess regarding the composition of words [6:32].”

3 Method

3.1 The Data

The data are all extracted from Academic Sinica Balanced Corpus of Mod-
ern Chinese 4.0 (simplified as Sinica Corpus 4.0) Sinica Corpus is considered
the first, the largest and the most representative word-based Chinese Corpus
established by Institute of Information Science and CKIP group in Academic
Sinica Taiwan [3]. The words are segmented in Sinica Corpus 4.0 and tagged
with their grammatical functions. By incorporating computational linguistics
approaches, instances containing either one of the six target body-part terms
liǎn/miàn, yǎn/mù and zǔı/kǒu in Sinica Corpus 4.0 are extracted based on the
reliable word segmentation results. The target body-term liǎn/miàn, yǎn/mù
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and zǔı/kǒu are first searched in the corpus. Then, once the target body-part
terms are located in the texts, the words containing the target body-part terms
are extracted according to the CKIP segmentation. Lastly, the raw data are
exhibited in the excel templates with the following information: word, part of
speech, and frequency.

(i) Word: It is the target instance containing the target body-part terms which
is segmented according to the CKIP segmentation. In this study, only disyl-
labic words are analyzed.

(ii) Part of Speech: It shows the part of speech of the “word” (not the word
components) containing the target body-part terms in the texts collected by
the corpus according to CKIP parsing results. The information of the words’
part of speech is important for our form class identity (i.e. word component
structure) analyses. According to Packard [6], the internal structure of word
components may influence the output of the word, namely, the part of
speech of the words.

(iii) Frequency: It represents the number of the occurrence that the word con-
taining the target body-part terms is used in the texts collected by the
corpus. In this present study, it is important information to show the dis-
tribution of the meanings and word component structures.

3.2 Coding Schema

Based on the raw data, we develop several steps to analyze the forms and mean-
ings of the words containing the target body-part terms. The form class identity
of word components and the meanings of words are analyzed according to the
following steps.

(i) Step One (class identification): The form class of the target body-part terms
are first identified as they are listed in authoritativeChineseDictionary estab-
lished by Ministry of Education, R.O.C (http://dict.revised.moe.edu.tw/
cbdic/index.html) and Chinese Wordnet (http://cwn.ling.sinica.edu.tw).

(ii) Step Two (structural analysis): Once the form class of the target body-part
terms are identified, the form classes of the other components that co-occur
with target body-part terms in disyllabic words are analyzed based on the
components’ role and position within that word and the form classes as they
are listed in the Chinese Dictionary and Chinese Wordnet [7]. For example,
a disyllabic word like diūliǎn ‘lose face’ is analyzed as a verb []V com-
posed of a verb and a noun elements ([VN]V); yǎnj̀ıng ‘glasses’ is ana-
lyzed as a noun []N constructed by two noun elements ([NN]N); zhèngmiàn

‘front’ is analyzed as a noun []N composed of an adjective and a noun
([AN]N).

(iii) Step Three (meaning identification): The various meanings of the six tar-
get body-part terms are analyzed and categorized based on their linguistic
context and their usages in the real world context, with previous findings

http://dict.revised.moe.edu.tw/cbdic/index.html
http://dict.revised.moe.edu.tw/cbdic/index.html
http://cwn.ling.sinica.edu.tw
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as references (e.g. [14]). For instance, the disyllabic word like liǎnjià
‘cheek’ is analyzed and categorized into “body-part terms that denote literal
meanings”, while word like shǎngliǎn ‘to honor someone’ is analyzed
and categorized into “body-part terms that denote non-literal meanings”,
and here, it denotes the non-literal meaning DIGNITY.

4 Results

The results are displayed in the following tables. In total, 1076 types of disyllabic
words containing the target body part terms were analyzed: 66 for liǎn; 334 for
miàn; 192 for yǎn; 122 for mù; 66 for zǔı; and 296 for kǒu (Table 1). As for the
distribution of meanings in liǎn, miàn, yǎn, mù, zǔı, and kǒu, it is found that the
counterparts of liǎn, yǎn, and zǔı – miàn, mù, and kǒu are much more frequently
used to denote non-literal (metonymic and metaphorical) meanings (Table 1).

Table 1. Number of types and the distribution of literal and non-literal meanings in
liǎn, miàn, yǎn, mù, zǔı, and kǒu

Body part terms Number of types % Literal Metonymic Metaphorical Total (%)

Liǎn 66 6.13% 48.63% 51.37% 0.00% 100.00%

Miàn 334 31.04% 3.37% 24.97% 71.66% 100.00%

Yǎn 192 17.84% 42.83% 37.27% 19.91% 100.00%

Mù 122 11.34% 0.49% 6.27% 93.24% 100.00%

Zǔı 66 6.13% 66.28% 27.93% 5.79% 100.00%

Kǒu 296 27.51% 6.09% 49.01% 44.90% 100.00%

Total 1076 100%

The distribution of metonymic meanings in liǎn, miàn, yǎn, mù, zǔı, and
kǒu is given in Table 2. Based on the data extracted from Sinica Corpus 4.0,
the six body part terms all denote the metonymic meanings PERSON and EMO-

TION. Compare liǎn, yǎn, and zǔı with their counterparts – miàn, mù, and kǒu,
and it is found that they exhibit a very similar pattern: the metonymic mean-
ings that liǎn, yǎn, and zǔı denote are nearly the same as their correspond-
ing counterparts. For instance, liǎn and miàn both denote PERSON (e.g.
tóuliǎn ‘people’; rénmiàn ‘people’), EMOTION (e.g. fānliǎn ‘suddenly
get mad’; miànróng ‘countenance’), CHARACTER (e.g. hēiliǎn ‘appear
as the hatchet man’; jiǎmiàn ‘masked’), DIGNITY (e.g. diūliǎn ‘lose
face’; q́ıngmiàn ‘face-saving’), and APPEARANCE (e.g. lóuliǎn ‘show
up’; lóumiàn ‘show up’). Yǎn and mù also denote the same metonymic
meanings: they are both used to denote PERSON (e.g. yǎnméi ‘spy’;
tóumù ‘leader of a tribe’), EMOTION (e.g. yǎnshén ‘expression in one’s
eyes’; dàngmù ‘stare in anger’), ABILITY (e.g. yīgyǎn ‘sharp eyes’;
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Table 2. The distribution of metonymic meanings in liǎn, miàn, yǎn, mù, zǔı, and
kǒu

Terms/
Freq

Metonymies Total

Liǎn

(%)
PERSON EMOTION CHARACTER DIGNITY APPEARANCE

0.51 71.18 9.26 13.38 5.66 100.00

Miàn

(%)
PERSON EMOTION CHARACTER DIGNITY APPEARANCE CONFRONT QUANTITY

11.56 4.95 0.21 3.97 17.12 62.07 0.13 100.00

Yǎn

(%)
PERSON EMOTION ABILITY INTELLECTION FOCUS

0.23 38.37 13.17 30.61 17.62 100.00

Mù

(%)
PERSON EMOTION ABILITY INTELLECTION FOCUS

5.52 13.25 1.36 34.92 44.94 100.00

Zǔı

(%)
PERSON EMOTION FLAVOR UTTERANCES CHARACTER

3.55 14.20 15.38 49.70 17.16 100.00

Kǒu

(%)
PERSON EMOTION FLAVOR UTTERANCES QUANTITY

33.48 0.50 16.36 47.82 1.84 100.00

yīngmù ‘sharp eyes’), INTELLECTION (e.g. mı́ngyǎn ‘discerning eye’;
mùguāng ‘vision’), and FOCUS (e.g. yàoyǎn ‘dazzling’; duómù ‘to catch
one’s eyes’). Zǔı and kǒu both denote PERSON (e.g. mı́ngzǔı ‘pundit’;
hùkǒu ‘number of households’), EMOTION (e.g. dūzǔı ‘pout’; pīkǒu
‘yell at someone suddenly’), FLAVOR (e.g. tiāozǔı ‘be fussy about food’;

kǒugǎn ‘texture’) and UTTERANCES (e.g. dǐngzǔı ‘talk back’;
kǒucái ‘eloquence’). In terms of the percentage of frequency, liǎn (71.18%) and
yǎn (38.37%) are used to denote EMOTION the most frequently; miàn (62.07%)
denotes CONFRONT (e.g. miàndùı ‘face (v.)’) the most frequently; mù
(44.94%) denotes FOCUS the most frequently; and both zǔı (49.70%) and kǒu
(47.82%) denote UTTERANCES the most frequently.

The distribution of metaphorical meanings in miàn, yǎn, mù, zǔı, and kǒu is
displayed in Table 3. Liǎn denotes no metaphorical meanings. Three metaphor-
ical meanings are found in miàn: SURFACE (e.g. d̀ımiàn ‘ground’), CON-

DITION (e.g. sh̀ımiàn ‘market conditions’) and SIDE (e.g. běimiàn ‘the
north’), with SIDE showing the highest frequency. Yǎn and mù both denote
NEAR TIME/SPACE (e.g. yǎnqiàn ‘at present’; mùqiàn ‘at present’),
TINY HOLE (e.g. wǎngyǎn ‘tiny hole of a net’; wǎngmù ‘tiny hole of a
net’), and CENTER (e.g. ćıyǎn ‘motif of lyrics’; gāngmù ‘outline’), and
they are used to denote NEAR TIME/SPACE the most frequently. Mù also denote
ENTRY (e.g. shūmù ‘bibliography’), which is extended from the metaphorical
meaning TINY HOLE. Both zǔı and kǒu are used to denote MOUTH-SHAPED (e.g.

hùzǔı ‘spout’; kǒudài ‘pocket’), while kǒu has two more metaphori-
cal meanings GATEWAY (e.g. j̀ınkǒu ‘import’) and NEAR TIME/SPACE (e.g.

dāngkǒu ‘at present’). Zǔı is only used to denote the metaphorical meaning
MOUTH-SHAPED (100.00%), and kǒu shows the highest percentage of frequency
when it denotes the metaphorical meaning GATEWAY (87.39%).
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Table 3. The distribution of metaphorical meanings in miàn, yǎn, mù, zǔı, and kǒu

Terms/Freq Metaphors Total

Miàn % SURFACE CONDITION SIDE

22.55% 18.04% 59.41% 100.00%

Yǎn % NEAR TIME/SPACE TINY HOLE CENTER

84.19% 1.03% 14.78% 100.00%

Mù % NEAR TIME/SPACE TINY HOLE CENTER ENTRY

52.56% 0.13% 22.95% 24.36% 100.00%

Zǔı % MOUTH-SHAPED

100.00% 100.00%

Kǒu % MOUTH-SHAPED GATEWAY NEAR TIME/SPACE

11.90% 87.39% 0.71% 100.00%

In general, the six body-part terms are all used to denote the metonymic
meanings PERSON and EMOTION. Because only these two metonymic meanings
are shared by all the six body-part terms, here, only their corresponding word
component structures are compared. It is found that when the six target body
part terms denote the metonymic meaning PERSON, their word component struc-
tures show the highest frequency of occurrences in [NN]N, such as tóuliǎn
‘people’; rénmiàn ‘people’; yǎnméi ‘spy’; tóumù ‘leader of a
tribe’; mı́ngzǔı ‘pundit’; and hùkǒu ‘number of households’. When
liǎn, miàn and yǎn denote the metonymic meaning EMOTION, the [NN]N struc-
ture also shows the highest frequency of occurrences, such as zǔıliǎn ‘facial
expressions’; miànróng ‘countenance’; and lèiyǎn ‘tearful eyes’, while
[VN]V shows the highest frequency of occurrences when mù, zǔı and kǒu denote
EMOTION, such as dàngmù ‘stare in anger’; dūzǔı ‘pout’; and
pīkǒu ‘yell at someone suddendly’.

As for the metaphorical meanings in the six body part terms and their cor-
responding word component structures, the [NN]N structure shows the highest
frequency of occurrences in all the six body part terms when they are used
metaphorically, such as yǎnqiàn ‘at present’ and mùqiàn ‘at present’.
The only difference is that when kǒu is used to denote the metaphorical mean-
ing GATEWAY, the [VN]V structure is preferred rather than the [NN]N structure,
such as j̀ınlǒu ‘import’.

5 Discussions

This corpus-based study attempts to investigate the exact usages of body-part
terms in Mandarin Chinese and the syntagmatics in their meaning extensions.

Recently, how to identify and quantify metonymies and metaphors in corpora
has been a trend [9]. Several studies have been done to identify the grammar in
metaphors in English, and it is found that when source domain nouns are used
to denote metaphorical meanings, they bear different part-of-speech: they are
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used as verbs, e.g. dog [2]. However, still little research has been done to quan-
tify metonymies and metaphors in corpora, and in particular, little research
has been done to investigate the correlation between word component struc-
tures and meanings in Mandarin Chinese. This paper provides a systematic way
to identify the word component structures and metonymic and metaphorical
expressions with body-part terms in disyllabic words found in Sinica Corpus 4.0
with quantification and statistical evaluation.

Although previous studies have identified some metonymic and metaphori-
cal meanings that liǎn, miàn, yǎn, mù, kǒu, and zǔı may denote, what exact
metonymic and metaphorical meanings the six body part terms denote in peo-
ple’s everyday usages still cannot be discovered from the traditional and intro-
spective approach. By analyzing words that contain body part terms extracted
from Sinica Corpus 4.0, a more comprehensive and complete picture is provided
to exhibit how people used the six body part terms. It is found that miàn, mù,
and kǒu are more frequently used to denote non-literal meanings than their
counterparts – liǎn, yǎn, and zǔı (Table 1). This may be the reason why there
are two candidates which refer to the same body part in Mandarin Chinese: both
of the two candidates refer to the same body part, but one is “literal-meaning-
oriented” and the other is “non-literal-meaning-oriented”. In addition, it is found
that PERSON and EMOTION are the most prevalent metonymic meanings in the
six body-part terms. This shows that when body parts are extended to denote
non-literal meanings, denoting PERSON and EMOTION is the initial stage in their
non-literal meaning extensions, that is, other metonymic meanings are extended
on the basis of either PERSON and EMOTION. As for their corresponding word
component structures, it is found that when the body-part terms denote PER-

SON, the most dominant word component structure is [NN]N; when they denote
EMOTION, [NN]N and [VN]V are the most dominant structures. And, the [NN]N
structure shows the highest frequency of occurrences in all the six body part
terms when they are used metaphorically.

It is highly expected that the results may provide some insights for future
study to refine procedures to help identify metaphors and metonymies in corpora
and then accelarate quantification and statistical evaluation.
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Abstract. Attitude prediction strives to determine whether an opin-
ion holder is positive or negative towards a given target. We cast this
problem as a lexicon engineering task in the context of deep linguistic
grammar formalisms such as LFG or HPSG. Moreover, we demonstrate
that attitude prediction can be accomplished solely through unification
of lexical feature structures. It is thus possible to use our model without
altering existing grammars, only the lexicon needs to be adapted. In this
paper, we also show how our model can be combined with dependency
parsers. This makes our model independent of the availability of deep
grammars, only unification as a processing mean is needed.

Keywords: Sentiment · Opinion inference · Lexical functional grammar

1 Introduction

Attitude prediction comprises the identification of an opinion holder, an opinion
target and the positive or negative attitude of the holder towards the target. It
is a variant of stance detection where the targets are not known in advance and
the writer is not necessarily the only opinion holder. Take Peres accused Syria
to support Hezbollah. Here, the writer claims that Peres (an opinion holder)
has a negative attitude towards Syria (the target). However, the sentence also
implies that Peres is against the Hezbollah (another target). Moreover, Hezbollah
is the (potential) beneficiary of a support event which - as the reason of the
accusation - is (contextually) perceived as being negative. Being against a event
means that one is also against any beneficiaries of that event. Correspondingly,
one has a positive attitude towards victims of any disapproved event (e.g. in A0
complained that A1 was hurt, A0 is a proponent of the victim A1). As discussed
in [7], the truth commitment that comes with particular verbs, its interaction
with negation in the course of the determination of event factuality [9] are crucial
components of any attitude prediction. So far, attitude prediction has been cast
as logic-based inference, either with machine learning (Probabilistic Soft Logic,
see [2]) or Description Logics (cf. [7]). In this paper, we introduce a lean model
for attitude prediction. Instead of deduction, unification is used and instead of
rules, verb classes are specified on the basis of attribute value pairs (features).
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 344–352, 2017.
DOI: 10.1007/978-3-319-64206-2 39
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Our model can easily be combined with existing deep grammars such as the
Pargram LFG grammars [1]. Only the lexicon needs to be adapted leaving the
grammar rules as they are. However, our model is independent of the existence
of such grammars. We only need unification, not unification grammars. Actually,
we show how to combine our model with dependency parsers. This makes our
approach widely applicable. Our current model is for German.

2 Unification-Based Grammars

The core of unification or constraint-based grammars are feature structures
(f-structure, henceforth) and unification. A feature structure is a list of attribute
value pairs, where the attributes are, among others, names of grammatical func-
tions or morphological categories. Values are atomic or complex, i.e. feature
structures again. Unification of two feature structures is successful if the unifica-
tion of corresponding attributes is successful. Attribute values unify if both are
atomic and identical or, in the case of complex values, both recursively unify.
We work with LFG [3] and the Xerox Linguistic Environment (XLE) gram-
mar engineering tool [4]. In addition to the standard unification principle, LFG
requires feature structures to be coherent (a governable function must have a
governor) and complete (any governed function must be realized). In XLE so-
called templates are available. A template is a means to build classes and to save
specification effort (which is interesting from an engineering perspective).

3 Attitudes and Polar Effects

If we assume that the writer is committed to the truth of his text, we can infer
the attitudes among the entities referred to, but we also are able to find out
whether the scenario is good or bad of or for a referent. If A0 injures A1 this is
bad of A0 and bad for A1. We call these resulting states a predicate produces
the polar effects and use polar roles like PFOR (positive for) to denote that a
referent occupies such a role. Polar effects are crucial, they allow to understand
the role a referent plays in a text. They allow to understand how an entity is
perceived (or cast) by the text author. For instance, we found that the German
Chancellor, Angela Merkel, takes quite often the role of a negative actor (a NOF
(negative of) role) given the texts of the AfD, a German right-wing party.

Obviously verbs are most crucial for these tasks. For instance, we know that
cheat means that A0, the actor, acts in a negative way and thus should be
regarded as a villain, while A1, the patient, is a victim. If we know the polar
effect of a verb (on the target), we know the attitude (of the opinion holder
towards the target). The (situation-specific) attitude of A0 expressed by cheat
towards A1 is negative. The point is that these polar effects and - to a certain
degree also the attitudes - depend on the factuality status of the sentence.

We refer to the concept of event factuality as discussed in [9]. If an event is fac-
tual, polar effects take place, if an event is counterfactual, the inverted effects might
(depending on the verb) take place. If the event is nonfactual, no effect is cast.
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The truth of Italy has helped the migrants to survive makes Italy a benefactor and
the migrants a beneficiary. The negated form, Italy not helped the migrants to sur-
vive, turns Italy into a villain and the migrants into a victim. Finally the modal,
nonfactuality indicating version Italy might help the migrants to survive blocks any
inferences.

Such verbs do have a truth commitment wrt. their complement clause. An
affirmative and truth committed subclause gives rise to event factuality. Thus
cheat denotes a true event given that A0 regrets that he cheated A1 is true. If
the subclause is negated, the truth commitment makes the event counterfactual:
A0 regrets that he not has told the truth. In this case, the inverse event is true
(he lied). We also have to take the affirmative status of the matrix verb into
account, which might alter the truth commitment.

According to [7], we need to distinguish for each verb a signature for the
affirmative and for the negated usage (see also [5]). We propose to have three
categories: ‘T’ (truth committing), ‘F’ (falsehood committing) and ‘N’ (no com-
mitment). For instance, regret as a factive verb has ‘T’-‘T’ (affirmative-negated),
while force has ‘T’-‘N’ and refuse has ‘F’-‘N’. A0 refuses to cheat means that
cheat is counterfactual, while in A0 not refuses to cheat we cannot tell whether
there will be a cheating event. Finally, non-factive verb like hope have ‘N’-‘N’.
It crucial not to confuse truth commitment and factuality. The first one holds
for the whole (even negated) subclause, while the second relates to the event
expressed by the verb.

4 Unification-Based Attitude Prediction and Role
Assignment

We have specified a reasoning scheme on the basis of unification. Constraining
equality and existential constraints are building blocks for this. Constraining
equality (notation = c) is a global constraint mechanism that demands that a
particular value is introduced by a defining equation (notation =) somewhere
in the lexicon or grammar. Existential constraints pose the restriction that a
particular attribute must or must not be present.

Figure 1 shows the f-structures of two sentences: Peres accuses Syria to sup-
port Hezbollah (left-hand side) and Peres regrets that Syria supports Hezbollah
(right-hand side). The predicted attitudes are captured under the attribute REL
(either pro or con), the polar roles here are PFOR and POF (in the regret
sentence). For instance, the accuse version gives rise to the negative attitude
of Peres towards Syria, represented by (dropping the grammatical functions)
con<Peres,Syria> in Fig. 1. Only in the regret version, we find a pro relation,
pro<Syria,Hezbollah> (since support then is factual) and a POF filled by Syria
and a PFOR role filled by Hezbollah.

A verb subcategorizing for a complement clause gets a verb signature (‘T’, ‘F’
or ‘N’) depending on the affirmative status (affirmative or negated) of the verb.
We introduce an attribute TCOM and embed it under the subcategorized clausal
complement (either COMP or XCOMP). In Fig. 1 support has TCOM N in the
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Fig. 1. F-structures for Peres accuse/regret Syria support Hezbollah

case of accuse while TCOM T with regret. Figure 2 shows the (partial) entry for
beschuldigen (accuse), a verb that has signature ‘T-N’. We use XLE notation:
verb form followed by part of speech, the morphology indicator * and the feature
equations1. Line 1 gives the semantic form of the verb (with the subcategorized
grammatical functions). Line 2 is a control equation (beschuldigen has object
control). Line 3 is the disjunctive condition for truth commitment (realization of
‘T-N’). The attribute NEG exists if the verb is negated, otherwise the attribute
is not present at all. The existential constraint (↑NEG) thus checks whether the
clause is negated. It is a kind of precondition for the assignment of the subclause’s
truth commitment): ‘T’ if affirmative (˜(↑NEG)), ‘N’ if negated (↑NEG).

Fig. 2. Lexical entry for the verb beschuldigen (accuse)

Lines 4 and 5 are template invocations that relate to the two main tasks,
the prediction of polar effects and attitudes. Most of the time, the subject is the
opinion source. The Target role is more flexible, either OBJA, OBJD or OBJP
might occupy it (depending on the verb). We use the polar roles PFOR (positive
for), NFOR (negative for), POF (positive of) and NOF (negative of) to model
the verb-specific polar effects. For instance, criticize has a PFOR role (if factual)
and the direct object OBJA as the target. Given the verb enjoy, it is the subject
that takes the PFOR role. These polar roles are, thus, abstract semantic roles
with a polarity load. The template @nforverb (line 4 from Fig. 5) is invoked with
the target role, ROLE, which for accuse is OBJA.

1 An up arrow inserts a feature into the feature structure defined by the equation.
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Before we introduce @nforverb we briefly discuss (the template for) factuality:

factual =

{˜(↑NEG) (↑TCOM)=c T| (↑NEG) (↑TCOM)=c F|˜(COMP↑) ˜(XCOMP↑) ˜(↑MOD) ˜(↑NEG)}.

Factuality holds, if the verb is affirmative and has T as signature, or if negated
and the signature is F, or if it is not embedded (inside-out determination) and
there is neither modality nor negation present. ˜(COMP↑) prohibits (inside-out)
embedding under COMP. This realises factuality determination of the outmost
matrix verb.

Figure 3 shows the definition of (the verb class) @nforverb. @nforverb and
@pforverb carry out the assignment of polar roles under factuality and counter-
factuality. They also establish the inner attitude prediction, i.e. in cases where
source and target have the same verbal head (the templates @direct con and
@direct pro from Fig. 3). Line 1 from Fig. 3 sets the target role. The rest of the
definition depends on the factuality status of the verb. If the verb is factual (line
2) then the target role is set as NFOR. If the verb is counterfactual (line 3) the
polar role is inverted, e.g. set to PFOR. The verb criticize, e.g., is a @nforverb
verb. If A0 criticizes A1, this is negative for A1 (NFOR) and the attitude of A0
towards A1 is negative (@direct con). IF criticize ist nonfactual (line 4 and 5),
e.g. embedded into hope, then no polar role is set. However, in order to deter-
mine the outer attitude, namely the one of the opinion source of the matrix
clause towards the referents of the embedded verb in nonfactual cases, we need
to know the polar role profile of the verb. Is the target someone who would ben-
efit (PFOR) or suffer (NFOR) from a situation where the event denotated by
the verb was true? To provide this information is the function of the attributes
NFORView and PFORView : they define the role profile without instantiating
roles.

Fig. 3. Template definition

Figure 4 shows the definition of the @disapprove template responsible for
attitudes between the matrix clause and the subclause. Again, the factuality
status is crucial, but this time it is the one of the matrix clause.

First of all, given a verb like accuse of type @disapprove, the opinion holder
of the matrix clause is against the subject of the subclause if the matrix clause
is factual: this is the function of the template call @(subj con C), line 1.
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Fig. 4. Template definition

The variable C indicates the subclause type (XCOMP, COMP). If the subclause
obeys to a PFORView (accuse that A0 has helped A1 ) (see line 2) then a con
relation is set. REL is an attribute that takes a set as its value (since the opinion
source might have more than one attitude): ∈ is used, thus, instead of (↑=↓). If
the matrix is factual but the subclause turns out to have a NFORView (accuse
that A0 not has helped A1 ) then the relation is pro (line 3). The corresponding
definition holds for counterfactuality (see line 4–6). In case that the sublclause
is a verb without a polar viewpoint, @NOView applies (it just verifies that the
verb has no polar view).

In our model, direct inferences are restricted to a single level of embedding.
We claim that this is sufficient. Inferences for deeper nested structures like in the
sentence X criticizes that A0 has not helped to free A1 where X has a positive
attitude towards A1 can be drawn with transitive rules like: con<X,A0> ∧
con<A0,A1> → pro<X,A1>.

5 Model Initialisation from a Dependency Parse

We used the verb resource2 of [6] in our implementation. It was automatically
mapped to XLE specifications like the one shown in Fig. 2.

Our model for attitude prediction is purely lexicalistic. A lexical entry of a
verb fully specifies its behavior either as an embedding or embedded verb in
a simple or complex sentence. It thus can be combined with any existing deep
linguistic grammar. But we also can combine it with dependency parsers. We
only need to determine the grammatical functions of the involved verbs at the
right embedding level. This information is available from the dependency tree.
Figure 5 shows an example. The right-hand side is the result of the mapping:
a feature structure of type DepFS with one embedding level. All information
stems from the dependency tree. The label obji is mapped to XCOMP. We need
a single XLE grammar rule (slightly simplified) in order to parse this: G →
DepFS V V: {(↑COMP)=↓ |(↑XCOMP)=↓}.

The expression to be parsed is: parse {initFS accuse support} (in general:
initFS matrix verb subclause verb1 subclause verb2 . . .). First initFS is identi-
fied as DepFS, its f-structure is unified with those of the matrix verb (accuse).
2 Available from https://pub.cl.uzh.ch/projects/opinion/lrec data.txt.

https://pub.cl.uzh.ch/projects/opinion/lrec_data.txt
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Fig. 5. Peres beschuldigt (accuses) Syrien die Hisbollah zu unterstützen (to support)

The subclause verb is unified with the result, its f-structure gets embedded under
XCOMP. See Fig. 1 for the resulting f-structure.

6 Empirical Evaluation

It comes as a surprise that the interannotator agreement for the task at hand
is low. In the empirical evaluation reported in [7] comprising 160 sentences it is
43% (Cohens κ = 0.19). One of the reasons is that humans seem to be “selec-
tive annotators and focus on the most striking attitudes more than on the more
hidden ones” (see [7, p. 83]). They also report that the two annotators often pro-
duced different and - as it turned out - complementary annotations for a given
sentence. Thus, reconciliation was unproblematic, i.e. both accepted their respec-
tive additional attitude annotations. This indicates that attentiveness might be
a problem, but also that factors might play a role that are beyond the verb
semantics, e.g. stemming from world knowledge.

We used the data from [7]. Note that our two models are similar3, but our
model is leaner and realized with a totally different framework. Also, our notion
of factuality differs (see Related Work). However, our attitude labels are easily
mapped onto theirs.

Their data consists of (a) 80 complex made-up sentence (their precision was
83.89%, recall is 93.72%) and (b) 80 newspaper sentences (59.04% precision and
71.15% recall). Our system achieved 85.12%, recall 91.52%) for (a) and 65.24%
precision and 75.13% recall for (b). It is obvious that this is but a first evaluation.
A larger data set is needed - which is not available yet. We also need to clarify
how humans actually perform attitude prediction. This is future work.

7 Related Work

The goal of the rule-based approach of [2] is to detect entities that are in a
positive (PosPair) or negative (NegPair) relation to each other. Rules are realized
in the framework of Probabilistic Soft Logic, where the rule weights depend on
the output of the preprocessing pipeline made out of two SVM classifiers and

3 We also use the parser in [10].
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three existing sentiment analysis systems. The model of [2] also copes with event-
level sentiment inference, however factuality is not taken into account. Also, polar
roles do not play any role in their framework.

[7] stress the point that factuality determination is a crucial part of senti-
ment inferences. They introduce a rule-based system for German realized with
Description Logic and SWRL. The rules also are taking the affirmative and fac-
tuality status of the sentence into account. The goal is to instantiate relations
(con and pro) expressing the attitudes of entities towards each other. We agree
that factuality is a crucial part of such a model. However, we use a tripartite
distinction while their factuality labels are binary.

Recently, [8] have presented an elaborate model that is meant to explicate
the relations between all involved entities: the reader, the writer, and the entities
referred to by a sentence. Also, the internal states of the referents and their values
are part of the model. The underlying resource, called connotation frames, was
created in a crowd sourcing experiment, the model parameters (e.g. values for
positive and negative scores) are average values. Our verb resource is, on the
contrary, specified by experts. Again, factuality is not taken into account in
their model.

8 Conclusion

In this paper, a purely unification-based approach for sentiment reasoning is
introduced. The approach is independent of any existing deep linguistic gram-
mar, but can be coupled easily with it. Only the verb lexicon needs to be aug-
mented with additional verb-specific features. This would result in a system that
carries out attitude prediction etc. while parsing instead of afterwards (like cur-
rent systems do). In the current paper, we pursued another possibility. Namely,
to couple the model with a dependency parser. Only the embedding skeleton
needs to be derived from the dependency tree. Then unification with verb entries
carries out the whole inference process. To the best of our knowledge, our work
is the first that exploits the idea of feature unification on top of a dependency
parse tree in order to solve a sophisticated problem. Feature structures and uni-
fication are an elegant representational scheme and provide powerful processing
means. We have shown how to reap the benefits of this. This might stimulate
other researcher to also pose their problems in terms of such a framework.

Our system realizes a linguistically informed approach to solve the problem
of attitude prediction and the assignment of polar roles. Future work will focuses
on a broader evaluation in the context of stance detection.
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Abstract. This paper deals with using models with a variable number
of states in the HMM-based speech synthesis system. The paper also
includes some implementation details on how to use these models in sys-
tems based on the HTS toolkit, which cannot handle the models with
an unequal number of states directly. A bypass to enable this function-
ality is proposed here. A data-based method for the determination of
the optimal number of states for particular models is proposed here and
experimentally tested on 4 large speech corpora. The preference listening
test, focused on local differences, proved the preference of the proposed
system to the traditional system with 5-state models, while the size of
the proposed system (the total number of states) is lower.

Keyword: HMM-based speech synthesis

1 Introduction

In the statistical parametric approaches to speech synthesis, hidden Markov
models (HMMs) are traditionally used for the acoustic modeling of speech [7].
Recently, deep neural networks (DNNs) have been successfully applied in many
areas of speech processing, including the speech synthesis [2]. Today, HMMs seem
to be outperformed, especially their potential for the further quality increasing
is infinitesimal.

However, from a practical perspective, tunning of the system parameters to
achieve the possibly best results is always very important. This paper deals with
a fundamental feature of HMM-based TTS systems – the number of states. In
traditional systems, this number is equal for all models; it is usually set to 5. The
main reason is probably the limitation of the HTS toolkit that is commonly used
to train the models; this toolkit cannot handle models with a variable number
of states directly.

This research was supported by the Czech Science Foundation (GA CR), project
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projects contributing to the National Grid Infrastructure MetaCentrum, provided
under the programme CESNET LM2015042, is greatly appreciated.
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Setting the optimal number of states for particular models could have the
positive effect on the speech quality – system size ratio. 5-state models seem to
represent the optimal choice in traditional systems; the benefit of more states for
all models is dubious. However, maybe some models don’t need 5 states, whereas
some other models could take advantage of more than 5 states. The fundamental
issue of this work is: Are there any benefits of using a variable number of states
in a HMM-based TTS system?

This paper is organized as follows, Sect. 2 describes briefly the baseline HMM-
based TTS system with one equal number of states for all models and the mod-
ification to enable the use of the variable number of states. The procedure for
determination of the optimal number of states for particular phones is proposed
in Sect. 3. The performed experiments and the evaluation are described here as
well. Finally, Sect. 4 concludes this paper and outlines the future work.

2 System Description

2.1 Baseline System

This section gives only a brief description of the baseline HMM-based TTS sys-
tem. We focus primarily on the differences from the standard HMM-based TTS
system [7] and on features important for the subsequent description of our exper-
imental system.

In the baseline system, speech is described by a sequence of parameter vectors
containing 40 mel-generalized cepstral coefficients (MGC), pitch (logF0) and 21
band a periodicity coefficients (BAP). MGCs and BAPs were obtained by the
STRAIGHT analysis method [1]; the pitch was extracted by using the PRAAT
software1. The speech parameter vectors are modeled by a set of multi-stream
context dependent HMMs by using the HTS toolkit2.

In the HMM-based speech synthesis framework, the prosody is modeled
implicitly by using models with large context description, i.e. individual models
are defined for various phonetic, prosodic and linguistic context. Then, a speech
unit is given as a phone with its phonetic, prosodic and linguistic context infor-
mation. In our baseline system, a context-depended unit is represented by the
following string template

p1 - p2 + p3 @P: pw1 pw2 @S: sw1 | sh1 sw2 | sh2 @W: wh1 wh2 / Px

where all subscripted bold letters are contextual factors defined in Table 1 and
the remaining characters in the template help to refer to particular factors, which
is important during the model clustering stage.

1 Praat: doing phonetics by computer, www.praat.org.
2 HMM-based Speech Synthesis System (HTS), http://hts.sp.nitech.ac.jp.

www.praat.org
http://hts.sp.nitech.ac.jp


Optimal Number of States in HMM-Based Speech Synthesis 355

Table 1. Definition of contextual factors. Note: All the position-related factors are
forward and backward (fw and bw). Their values are limited to 5, since we assume
that the marginal positions are most prominent and the following positions are less
relevant.

Factors Values

p1,p2,p3 Previous, current and next phoneme Czech phoneme set
(see Table 2)

pw1,pw2 Position of phone in prosodic word (fw, bw) 1–5

sw1, sw2 Position of syllable in prosodic word (fw, bw)

sh1, sh2 Position of syllable in phrase (fw, bw)

wh1,wh2 Position of prosodic word in phrase (fw, bw)

Px Prosodeme (type of phrase) P0, P1.1, P2.2, P3.1
(see [4] for more details)

The standard training procedure involves 3 main stages3:

1. initialization and training of models for single phones (i.e. disregarding the
context)

2. training of full-context models (initialized from the corresponding phone
models)

3. model clustering

The clustering of full-context models substantially improves their robustness,
reduces the total number of models/states/parameters and the clustering trees
built during this process enable to derive models for contexts unseen in the
training data.

2.2 Experimental System

The main issue is that the HTS toolkit does not support models with a variable
number of states. This is probably the principal reason why the equal number
of states is so typical in HMM-based speech synthesis. A possible solution, so-
called hard state skipping, was proposed by X. Shao [5]: all models have the
same number of states, but some states are marked as “unproductive” and are
skipped. However, a number of algorithmic changes are required in both training
and synthesis stages.

Since we did not want to perform any complex HTS modification, we pro-
posed a simple bypass that allows to use a variable number of states in the cur-
rent system: We split all models into particular states and obtained a sequence of
1-state models this way4. The indices of default states are turned into additional
3 The detailed scheme of the training procedure is more complex, e.g. the reestimation

and clustering of models are usually repeated twice.
4 A bug had to be fixed in HTS toolkit ver.2.2 (file HFB.c) to allow using the 1-state

models or else it did not work properly.
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contextual factors and the derived 1-state models are represented by the following
string template

p1 - p2 ^ i1 ^ i2 + p3 @P: pw1 pw2 @S: sw1 | sh1 sw2 | sh2 @W: wh1 wh2 / Px

where i1 and i2 are the forward and backward state indices, respectively. For
example, the following 3-state model

#-a+b@P:1 5@S:1|1 3|5@W:1 5/P0

is turned into the following sequence of 1-state models

#-a^1^3+b@P:1 5@S:1|1 3|5@W:1 5/P0
#-a^2^2+b@P:1 5@S:1|1 3|5@W:1 5/P0
#-a^3^1+b@P:1 5@S:1|1 3|5@W:1 5/P0

Using the state indices as the contextual factors enables to define the related
clustering questions. Then, states with different indices can be clustered together,
which was not possible in the baseline system. To increase the flexibility of
clustering process, forward and backward state indices were introduced similarly
as for other positional factors.

The modified training procedure involves the following stages5:

1. individual initialization of phone models (only HInit and HRest)
2. splitting of phone models into 1-state phone models and their reestimation

(first use of HERest)
3. training of 1-state full-context models (initialized by 1-state phone models)
4. clustering of 1-state full-context models

It is obvious that the numbers of states have to be specified before the transi-
tion to 1-state models, i.e. we can define different number of states for particular
phones. It is also possible to start directly with the 1-state models; however,
the proposed procedure allows simply to use a phone-level segmentation for the
model initialization.

3 Experiments and Results

3.1 Experimental Data

For our experiments, 4 large Czech6 speech corpora recorded for the purposes
of speech synthesis [3] were used: 2 male voices (denoted as M1 and M2) and
2 female voices (denoted as F1 and F2). From each corpus 10,000 declarative
sentences (about 14 h of speech) were selected.

5 Names of HTS tools are stated here to specify the point of transition to 1-state
models as precisely as possible.

6 However, proposed methods are certainly not language-dependent.
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3.2 Optimal Number of States

The system proposed in the Sect. 2.2 is capable to use models with a variable
number of states. This section deals with the issue how to determine the optimal
number of states for particular models. We proposed a simple procedure based
on the Viterbi algorithm.

1. The available data are divided into 2 parts: training and alignment data.
2. Sets of full-context models with one general number of states are successively

estimated from training data. The number of states ranged between 1 and 7
in our experiments.

3. The alignment data is successively time-aligned with all model sets (by using
the Viterbi algorithm).

4. The average likelihood per frame is calculated for each phone and number of
states; an example of the dependence between the likelihood and the number
of states is presented in Fig. 1.

5. The optimal number of states is determined for each phone.

Fig. 1. Dependence of the likelihood-per-frame on the number of states: examples for
speaker M1. Selected numbers are marked with “diamonds”.

The optimal number of states is not necessarily related to the maximum
likelihood since the difference around the maximum seems to be insignificant
in some cases and it is probably better to use the lower value. Moreover, for
some longer and frequent phones, e.g. long vowels and diphthongs, the likelihood
tends to continue rising even for a higher number of states than 7. To obtain
reasonable values, we decided to select the number of states from which the
further likelihood increase is lower than 1.0.

Results for particular speakers are summarized in Table 2. The selected
speech data was divided in half, i.e. 5,000 utterances were using for training and
remaining 5,000 for alignment. Results seem to be partly speaker-dependent;
therefore, an individual setting was used for each speaker in the following exper-
iments.

Two systems were created for each speaker: the baseline system with 5-state
models and the system with the optimal number of states, referred to as 5s andVs,
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Table 2. The optimal number of states for particular phones and speakers. SAMPA
alphabet [6] is used for the transcription of particular phones. Examples in brackets
are not phonetically transcribed, but the related characters are highlighted.

SAMPA (example) M1 M2 F1 F2 SAMPA (example) M1 M2 F1 F2

a (máma) 5 6 5 5 a: (táta) 4 5 4 5

a u (auto) 5 5 5 5 b (bod) 4 5 4 5

c (kutil) 4 5 4 4 d (den) 5 5 6 6

d z (leckdo) 4 4 5 5 d Z (léčba) 4 5 5 5

e (pes) 5 5 5 4 e: (lépe) 5 5 5 4

e u (euro) 5 6 5 7 f (facka) 4 3 4 3

F (nymfa) 4 3 5 3 g (guma) 4 6 3 5

G (bych ho) 3 4 5 3 h\ (hák) 4 4 3 3

i (pivo) 5 5 5 5 i: (v́ıno) 4 4 4 5

j (voják) 4 4 3 3 J (laň) 5 4 5 4

J\ (děti) 5 6 6 5 k (oko) 6 5 4 5

l (los) 3 5 3 4 l= (vlk) 4 4 4 4

m (mı́r) 5 5 5 4 m= (osm) 6 4 3 4

n (nos) 4 4 6 5 N (banka) 4 4 3 4

o (bok) 5 4 5 6 o: (jód) 4 3 3 4

o u (pouto) 5 6 5 4 p (pak) 5 4 6 4

P\ (moře) 6 4 4 4 Q\ (tři) 5 4 4 4

r (rak) 4 5 6 5 r= (bratr) 6 6 5 7

s (osel) 4 4 3 3 S (pošta) 4 4 3 3

t (otec) 5 6 5 6 t s (ocel) 4 5 4 5

t S (oči) 5 5 5 4 u (rum) 5 5 5 5

u: (r̊uže) 4 5 4 4 v (vlak) 4 5 4 4

x (chyba) 4 3 3 3 z (koza) 4 3 4 3

Z (žena) 4 4 4 4

respectively. Table 3 presents the number of clustered states in particular systems;
it is directly proportional to the final number of model parameters in each system.
For all speakers, Vs contains about 10% less clustered states than 5s. It is impor-
tant for the further comparison since Vs is not advantaged by using more states
than 5s.

3.3 Listening Test

To ascertain the benefit of using models with a variable number of states, a
preference listening test was carried out.



Optimal Number of States in HMM-Based Speech Synthesis 359

Table 3. Number of clustered states for particular speakers. Note that particular
parameter streams are clustered independently; therefore the number of clustered states
is different for each stream.

Param. stream M1 M2 F1 F2

# % # % # % # %

5s unclust. 721,065 100.00 692,025 100.00 666,960 100.00 754,580 100.00

mgc 4,094 0.57 4,481 0.65 3,555 0.53 3,528 0.46

lf0 13,175 1.83 9,731 1.41 11,398 1.71 14,633 1.94

bap 2,954 0.41 3,336 0.48 2,974 0.45 2,832 0.38

Vs unclust. 635,438 100.00 650,256 100.00 598,097 100.00 684,907 100.00

mgc 3,641 0.57 3,666 0.56 2,933 0.49 3,138 0.46

lf0 12,473 1.96 8,341 1.28 10,084 1.69 12,840 1.87

bap 2,607 0.41 2,606 0.40 2,398 0.40 2,498 0.36

Fig. 2. The word “viróza” [viro:za] synthesized with M1 voice by 5s and Vs system,
respectively. Differences in waveform (both shape and duration) and spectrum of vowels
o: and a are evident.

However, we noticed that the baseline and experimental systems produce often
audibly almost identical utterances. The assumed reason is that the 5-state models
in the baseline system are rich enough to capture all relevant speech properties in
most situations. The quality seems to culminate around this number, only several
phones have higher optimal number of states. This is why the 5-state models are
employed in standard HMM-based speech synthesis systems.
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However, all utterances were not equal, some pairs were definitely different.
They did not vary globally, the differences were usually limited to one phone and
its vicinity – see example in Fig. 2. To find the suitable sentences for the listening
comparison, 500 utterances were synthesized by both 5s and Vs systems. Then,
the DTW alignment was applied on parameter trajectories. Sentences with the
highest value of maximum local difference were selected for the test.

Test contained 70 pairs of utterances – only for speakers M1 and F1; speech
corpora for M2 and F2 were processed additionally and therefore they could not
be included in the test. 10 listeners participated in this test; they were instructed
to focus on local differences and used a 4-point evaluation scale:

– the 1st utterance is preferred over the 2nd
– no preference – utterances are identical
– no preference – utterances are different
– the 2nd utterance is preferred over the 1st

Detailed results of the test are presented in Table 4 and Fig. 3. The default
system with 5-state models was preferred in about 11% cases, proposed system
in almost 45% cases and remaining 44% cases were evaluated as of equal quality.
Results for particular speakers were consistent.

Table 4. Results of the preference listening test.

Speaker 5s preferred w/o preference Vs preferred

Equal Different

M1 8.94% 26.02% 21.95% 43.09%

F1 13.22% 14.94% 25.29% 46.55%

Avg. 11.08% 20.48% 23.62% 44.82%

Fig. 3. Results of the preference listening test.
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4 Conclusion

This paper presented experiments on using models with a variable number of
states in HMM-based speech synthesis. We described a simple bypass to enable
the use of such models in systems based on the HTS toolkit. We also proposed
and compared the optimal number of states for 4 different speakers. A preference
listening test, focused on local differences, proved the preference of the proposed
system, while the size of the system (the number of clustered states) is slightly
lower.

The proposed approach could be also used to minimize the system, i.e. for a
consistent quality-balanced reduction of the number of states, for example, when
less training data is available. Results seem to be partly speaker-dependent, how-
ever, a general speaker-independent setting would be useful for a quick creation
of new voices.
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Abstract. In supervised learning algorithms for text classification the
text content is usually represented using the frequencies of the words it
contains, ignoring their semantic and their relationships. Words within
temporal expressions such as “today” or “last February” are partic-
ularly affected by this simplification: the same expression can have a
different semantic in documents with different timestamps, while differ-
ent expressions could refer to the same time. After extracting temporal
expressions in documents, we model a set of temporal features derived
from the time mentioned in the document, showing the relation between
these features and the belonging category. We test our temporal app-
roach on a subset of the New York Times corpus showing a significant
improvement over the text-only baseline.

Keywords: Temporal features · Automatic text classification · Seman-
tic annotation

1 Introduction

The goal of text classification tasks is to assign the category of a text document
(such as an email or a web page) given the features that represent its content.
Usually, a document is represented using a bag-of-word: a boolean vector with
one element for each word in the document collection. In the bag-of-word repre-
sentation, the feature (i.e. an element of the boolean vector) denotes the presence
or the absence of each word. A text classifier, trained using these features, will
estimate the category of a document given the presence or absence of the more
representative words.

Intuitively, the better the features can describe documents with respect to
their categories, the higher will be the accuracy of a model trained with such fea-
tures. Processing the text features using NLP techniques with the goal of enhanc-
ing accuracy has a long history in Information Retrieval and Text Classification
tasks. In practice, most of the attempts made using a richer, linguistic representa-
tion of text, instead of traditional word tokens, were ineffective, bringing no evi-
dence to justify a text processing much more complex than the simple tokenization
[10]. More recently however, the use of semantic annotations in addition to tokens
has improved the accuracy of retrieval tasks significantly [6,9,14]. Moreover, a new
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 362–370, 2017.
DOI: 10.1007/978-3-319-64206-2 41
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trend is emerging which gives particular attention on the temporal dimension of
text [4], and for which temporal semantic annotation and extraction is a crucial
step [1,3].

The particular interest towards content-level temporal information resides in
its great variance in expressing the same object, because synonymy and poly-
semy relations in temporal expressions (timexes) are more complex than in other
named entities:

– Synonyms of absolute timexes: any absolute mention of a time interval such
as “4 October 2016”, can have a number of variations for each mention-
able time interval (e.g. “4/10/2016”, “4 October 2016”, “the fourth of

October 2016” etc.).
– Synonyms of relative timexes: the same moment in time can be mentioned

using a relative time expression such as “tomorrow” or “one year ago”,
depending on the time of writing. What was “today” for a philosopher of the
ancient Greece becomes “two thousand years ago” in the present time.

– Hypernyms of relative timexes: the same time expression can refer to any
interval, depending on the time of writing: “next year” could refer to 1950
if written in 1949, or could refer to 2017 if written in 2016.

Improving text categorization by means of semantic annotations of named
entities has been considered in the past [2], however to the best of our knowledge
no work has been done to exploit content-level time for text categorization.

In this paper we propose a temporal features space, in addition to the tra-
ditional text features space, to improve text classification tasks such as topic
categorization or new event detection. The set of novel temporal features for
documents, derived from time mentioned in text, captures the temporal pecu-
liarities of the documents related to their category in a low-dimensional repre-
sentation. These features take in consideration how much time is mentioned in a
document, the central time of the narrated events, and the span of the intervals
cited.

After formally defining how these features are built, we show the results of
ANOVA (analysis of variance) to assure correlation between temporal features
and categories on the New York Times dataset, a well-known corpus of manually
categorized documents. Finally, we evaluate how much accuracy improvement is
obtained using both temporal and text features sets.

2 Temporal Feature Space

Each document, in its textual content, cites a number of absolute and relative
dates (content-level time). For instance, a certain document can contain a tem-
poral expression such as “On 2016 Christmas eve” referring to the absolute date
2016-12-24. The same document could also contain a relative temporal expres-
sion such as “the match we watched yesterday”, referring to a relative date,
which depends on the creation time of the document (a timestamp known as
document creation time or DCT). All the temporal expressions, both absolute
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and relative, can be annotated and normalized into exact timestamp intervals
using a temporal annotator, such as Heideltime [13]. We define this set of all the
mentioned intervals as the temporal scope of the document.

The temporal features we define are all derived from the temporal scope of
documents. From this set of intervals, we extract different time features that are
able to finely describe the document characteristic in the temporal space, without
using a plain bag-of-chronons that would require a very high-dimensionality
representation:

1. Temporality feature: some texts are more time-related than others (e.g.
news article vs philosophy argument). In the same way, documents belonging
to different categories can have a significantly different temporality. Tempo-
rality is an indicator of how much time there is in a document.

2. Focus and mean time features: these two features denote the central
scope of the intervals mentioned in the text, with two different notions on
what is the central time window of the narrated events.

3. Interval size feature: depending on the topic, the mentioned intervals can
be short, such as one day, or longer such as years and millenniums. The
interval size considers the span’s length of the mentioned intervals.

2.1 Temporality

We define the temporality of a document as the number of timexes in a document.
Despite its simplicity, this feature captures a property that can strongly discern
some topics and categories. This is due to the fact that the subjects of some
categories rely on many time mentions, while others hardly make use of time in
their narrative.

Definition 1 (Temporality). Given the temporal scope TD of a document as
the set of all the mentioned intervals in its content, the temporality is the
cardinality of TD.

timetemporality(TD) = |TD| (1)

2.2 Mean Time and Focus Time

The set of time expressions in a document often revolves around a central time
window, such as the time of the main event described. We provide two different
central time definitions: mean time and focus time.

Definition 2 (Mean time window). Given the temporal scope of a document
as the set of all the mentioned intervals in its content, the mean time window
is an interval [ts, te] where ts is the mean of all the start times in the temporal
scope and te is the mean of all the end times in the temporal scope.

timewindow(TD) = [
1

|TD|
∑

t∈TD

ts,
1

|TD|
∑

t∈TD

te] (2)
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The mean time window, aggregating all the mentioned intervals, gives a rich
information on the time extent of the document. However, averaging the intervals
can lose a very crucial information, which is what the “focus” of the document is.

Different works in literature have different conceptions on what the focus time
of a document is. For Strotgen et al. [12] the focus time is the most frequent time
in a document, while in more complex approaches [8] the focus time is the one
with which the document’s terms are mostly associated in the corpus. Following
the former notion of focus time [12], we define our focus time as the mode of the
frequency distribution, that is, the interval which is most frequently mentioned
in the document.

Definition 3 (Focus time). Given the temporal scope of a document as the
set of all the mentioned intervals in its content, the focus time is an interval
[ms,me] where ms is the mode of all the start times in the temporal scope and
me is the mode of all the end times in the temporal scope.

timefocus(TD) = [mode(ts),mode(te)] (3)

In order to illustrate how well the focus time can approximate the time of a
document, and the difference between the focus time and the mean time window,
we picked two very different documents.

Fig. 1. Temporal scope for two documents: a New York Times article on the WTC
terrorist attack and the Wikipedia main article on Napoleon. Top frame shows Mean
time and Focus time.

In Fig. 1 we represent the content time of the two different documents as a
frequency distribution of each interval. On the left, a New York Times article on
the WTC 2001 attack, written in 2002, shows a peak on the day of the attack, but
it also shows other mentioned intervals about events happened after the attack,
along the year 2002. For this reason, the mean time window for this article is the
period from 16/10/2001 to 1/12/2001, while the focus time identifies only the
main event time as the 11th of September 2001. The same results are obtained
on a totally different kind of text document: the Wikipedia article on Napoleon
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Bonaparte. The focus time is 2 December 1804, the date of his incoronation,
while the mean takes into account all the related events.

2.3 Interval Size

The temporal expressions found in a document, once normalized to time inter-
vals, can have a different size depending on the span of the cited time. For
instance, in the gregorian calendar, this time span can be of 7 days if a week is
mentioned, 28 to 31 days if a month is mentioned, 365 days for the year and so on.
Moreover, there can be found a smaller percentage of irregular intervals, in tem-
poral expressions such as “I will train for 10 days” or “The Great War

lasted from 28 July 1914 to 11 November 1918”. Put together, all these
intervals compose a set that can be very diversified, but can also follow some
patterns depending on the topic of a document and, therefore, on its category.

Definition 4 (Intervals size). The intervals size of a document is the mean
size of all the intervals of its temporal scope.

timesize =

∑
x∈TD

xe − xs

|TD| (4)

This feature, although simple in its definition, is valuable in discriminating
documents from different categories, as we show in the next section.

3 Experimental Results

We evaluate the proposed features on a random subset1 of 75 thousand docu-
ments from the The New York Times Annotated Corpus2, which is the most
used corpus for temporal related tasks [1,11] because of its temporal richness
both in content (we extracted 15 million temporal expressions over 1.8 million
documents) and in production time variance (it spans over 20 years of articles).
Timexes have been identified and normalized using Heideltime [13], considered
the state of the art tagger able to recognize even BC period dates. The cate-
gory annotation of New York Times articles is provided by the New York Times
Newsroom, the New York Times Indexing Service and the online production
staff at nytimes.com.

After annotating all the temporal expressions in the corpus and extracting
the normalized time intervals, we randomly sampled 5,000 articles for each one of
the 15 most occurrent online section categories: Arts, Business, Magazine, New
York and Region, Obituaries, Opinion, Paid Death Notices, Real Estate, Sports,
Style, Technology, Travel, U.S., Week in Review, World.

1 Dataset with precomputed features available at https://smartdata.cs.unibo.it/data/
TFTC/.

2 NYT Corpus available at https://catalog.ldc.upenn.edu/LDC2008T19.

https://www.nytimes.com
https://smartdata.cs.unibo.it/data/TFTC/
https://smartdata.cs.unibo.it/data/TFTC/
https://catalog.ldc.upenn.edu/LDC2008T19
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3.1 Significance Study

The ANOVA test (analysis of variance) is a statistical model to analyze the
difference for a specific variable (feature) over a set of groups (categories). The
ANOVA test has been widely used for feature selection because it gives a measure
of the reliability of a feature [7]. All the proposed features have significantly
different averages across different categories (p-value � 0.01), meaning that the
difference between the mean values of the categories, for each defined feature, is
not due to chance.

5 10 15 20 25 30

Temporality (number of occurrences)

Week in Review
Business

Technology
New York and Region

World
Travel

U.S.
Opinion

Obituaries
Magazine

Real Estate
Paid Death Notices

Arts
Style

Sports

Fig. 2. Mean (circle) and variance (line) of temporality for each category in NYT
Section dataset. (Color figure online)

In Fig. 2 we show the mean temporality for each category and the variance
within the same category. Circle points denote the mean temporality for the cat-
egory, while horizontal lines over each point denote the extension of the variance.

By looking at the variance lines overlaps, it is possible to visually identify
categories with a significantly different temporality: if the variance line for two
or more categories overlaps, these categories do not significantly differ, thus a
classifier trained only on this feature will not be able to discriminate between
them. As an example, in Fig. 2 we highlight in blue the Arts category, while
in red are shown 13 categories that significantly differs from Arts. In gray, the
Magazine category is the only category which cannot be distinguished from Arts
with significant confidence.

Among the fifteen categories, the mean time is less scattered than the other
features, as shown in Fig. 3. Despite this most categories are significantly different
from each other. The highlighted examples in blue is the category Real Estate:
the average of its mean time is totally indistinguishable from the category Travel,
however it is well distinguishable from the other 13 categories.

The means of interval sizes in Fig. 4 are also quite diverse among categories.
The category U.S., highlighted in blue, is an unlucky example: the sizes of its
mentioned intervals are similar to World, New York and Region and Opinion,
while significantly different from the other 11 categories.
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Fig. 3. Mean (circle) and variance (line) of mean time for each category in NYT
Section dataset. (Color figure online)
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Fig. 4. Mean (circle) and variance (line) of interval size for each category in NYT
Section dataset. (Color figure online)

It is noteworthy that, for each pair of categories in this corpus there exists
at least one of the defined features for which they significantly differ.

3.2 Classification Accuracy

To test the improvement in accuracy we combine two simple kNN (k Nearest
Neighbor) classifiers: one trained on the text features (tf.idf vector), the other
trained using the novel temporal features. We set k as 35 for both classifiers since
this is a known good choice to yield stable effectiveness [16]. Once we evaluate the
accuracy for the single classifier, we use this accuracy as the weight in the linear
combination of the two classifier [15]. We obtain an F1 macro-averaged accuracy
of 0.247 using the temporal features only and 0.681 using the traditional tf.idf
features, while combining both temporal and text features we obtain 0.694.

We further test the improvement using a state-of-the-art classifier, the tree
boosting model XGBoost [5], on the union set of both feature spaces, this time
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using a single classifier. In this setting we obtain 0.417 using only time features,
0.852 using text features and 0.864 using both.

Applying the t-test on the predicted categories of all tests it results that
the improvement obtained adding the temporal features is not due to chance
(p-value � 0.01).

4 Conclusion

In this paper we have shown how the time mentioned in documents is category-
dependent, thus can be exploited to recognize the category of documents with
higher accuracy. We defined a set of time features to synthesize the temporal
scopes of documents by their centrality, extent and size. Analyzing the variance
of these features among different categories, it results that most categories are
far apart from a temporal point of view while smaller groups of categories share
similar temporal aspects. The experimental evaluation confirms that while using
solely the proposed temporal features does not lead to adequate accuracy, their
combination with traditional terms-based features yields a significant improve-
ment over the text-only baseline.
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9. Kara, S., Alan, Ö., Sabuncu, O., Akpinar, S., Cicekli, N.K., Alpaslan, F.N.: An
ontology-based retrieval system using semantic indexing. Inf. Syst. 37(4), 294–305
(2012). Semantic Web Data Management

10. Moschitti, A., Basili, R.: Complex linguistic features for text classification: a com-
prehensive study. In: McDonald, S., Tait, J. (eds.) ECIR 2004. LNCS, vol. 2997,
pp. 181–196. Springer, Heidelberg (2004). doi:10.1007/978-3-540-24752-4 14

11. Radinsky, K., Agichtein, E., Gabrilovich, E., Markovitch, S.: A word at a time:
computing word relatedness using temporal semantic analysis. In: Proceedings of
the 20th International Conference on World Wide Web, WWW 2011, pp. 337–346.
ACM, New York (2011)

12. Strötgen, J., Alonso, O., Gertz, M.: Identification of top relevant temporal expres-
sions in documents. In: Proceedings of the 2nd Temporal Web Analytics Workshop,
pp. 33–40. ACM (2012)

13. Strötgen, J., Gertz, M.: Heideltime: High quality rule-based extraction and normal-
ization of temporal expressions. In: Proceedings of the 5th International Workshop
on Semantic Evaluation, pp. 321–324. Association for Computational Linguistics
(2010)

14. Vallet, D., Fernández, M., Castells, P.: An ontology-based information retrieval
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Abstract. This paper presents preliminary results of individual speaker
models for monitoring Parkinson’s disease from speech using a smart-
phone. The aim of this study is to evaluate the suitability of mobile
devices to perform robust speech analysis. Speech recordings from 68 PD
patients were captured from 2012 to 2016 in four recording sessions. The
performance of the speaker models is evaluated according to two clini-
cal rating scales: the Unified Parkinson’s Diseae Rating Scale (UPDRS)
and a modified version of the Frenchay Dysarthria Assessment (m-FDA)
scale. According to the results, it is possible to assess the disease pro-
gression from speech with Pearson’s correlations of up to r = 0.51. This
study suggests that it is worth to continue working on the development
of mobile-based tools for the continuous and unobtrusive monitoring of
Parkinson’s patients.

Keywords: Parkinson’s disease · Monitoring · Mobile device · Speaker
model

1 Introduction

Parkinson’s disease (PD) is a neurological disorder caused by the progressive loss
of dopamine in the substantia nigra of the midbrain [1]. PD produces motor and
non-motor impairments. The primary motor symptoms include resting tremor,
slowness of movement, postural instability, rigidity and several dimensions of
speech are affected including phonation, articulation, prosody, and intelligibility
[2,3]. Currently the neurologist relies on medical history, physical and neurologi-
cal examinations to assess the patients. However, the motor skills of patients with
PD are impaired, thus to visit a hospital to perform medical screenings and/or
assessments is not a straightforward task [4]. There have been proposed many
approaches focused on the telemonitoring of PD from speech using portable
devices [5–8]. Most of these devices consider sustained phonations to evalu-
ate disorders in the vocal folds vibration. The set of features used include the
c© Springer International Publishing AG 2017
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fundamental frequency and its variability, the sound pressure level, and the vocal
formants, however, more speech tasks need to be included to perform more
complete screenings. Furthermore, these portable devices are original designs,
thus they are not open source systems. Other studies consider mobile device
applications for the at-home monitoring of PD patients. In [9] it is presented
a smartwatch-based system to monitor speech and voice impairments of PD
patients. The system consists of the combination of a tablet and smartwatch
to perform the data collection. Speech problems are analyzed considering the
sustained phonation of vowel /a/. The speech recordings are sent to a cloud-
based server to store and perform the speech analyses; however, those analyses
are limited to only phonation measures. In [10] the authors present a portable
system for the automatic recognition of the syllables /pa-ta-ka/. The proposed
approach consists of a tablet and a headset to capture the speech signals. The
system was trained using speech recordings from two group of speakers: patients
with traumatic brain injuries and PD patients. The automatic recognition of
/pa-ta-ka/ is performed in the mobile device using an Automatic Speech Recog-
nition (ASR)-based system. Speech impairments are assessed using a single met-
ric, which consists of the syllable error rate. Another platform to monitor PD
using a smartphone is presented in [11]. The application includes several tests
to evaluate different PD symptoms related to dysphonia, postural instability,
bradykinesia, and tremor. The monitoring and assessment of PD symptoms is
performed with a defined protocol used to measure different motor impairments
in voice, gait, dexterity, and balance. Although several motor impairments are
considered, it is not clear whether the proposed system is suitable to assess each
patient individually. There is an increasing interest in the research community to
develop methodologies for the at-home monitoring of PD using mobile devices-
based systems. This paper presents a methodology for the automatic monitoring
of the progression of PD from speech using a smartphone-based application. The
method is based on the Gaussian Mixture Model–Universal Background Model
(GMM–UBM) approach, which was already used in [12] to assess the PD progres-
sion using individual patient/speaker models. This methodology is implemented
in the smartphone application Apkinson which was introduced during the Third
Frederick Jelinek Memorial Summer Workshop at Johns Hopkins University1.
This initial version was upgraded later on in [13]. The system provides a mobile
solution for the continuous and unobtrusive monitoring of PD from speech. The
main objective of this paper is to evaluate the suitability of Apkinson for the
assessment of PD using a robust-in-phone approach.

2 Methods

Articulatory model
Speech problems are modeled using the articulation approach proposed in [14].
Voiced and unvoiced segments are extracted and grouped separately. Ham-
ming windowing with 30 ms length and a time-shift of 10 ms is applied.
1 https://www.clsp.jhu.edu/workshops/16-workshop/remote-monitoring-of-neurode

generation-through-speech/.

https://www.clsp.jhu.edu/workshops/16-workshop/remote-monitoring-of-neurodegeneration-through-speech/
https://www.clsp.jhu.edu/workshops/16-workshop/remote-monitoring-of-neurodegeneration-through-speech/
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Voiced/unvoiced frames are modeled with 12 MFCCs and the log-energy of the
signal distributed in 17 Bark bands, forming a 29-dimensional feature vector.

Gaussian Mixture Model-Universal Background Model
The Gaussian Mixture Models (GMM)-based systems are capable to represent
arbitrary probabilistic densities. In speech processing GMMs are used to rep-
resent the distribution of feature vectors extracted from a single speaker or a
group of speakers. If the GMM is trained using features extracted from a large
sample of speakers, the resulting model is called Universal Background Model
(UBM). The training process of the UBM consists of calculating the weights ω,
the mean vectors μ, and the covariance matrices Σ that represent the popula-
tion of speakers. The speaker model is found by adapting the parameters of the
UBM using the training data from the speaker to be modeled [15].

Distance computation
The speech of PD patients can be assessed using the individual speaker mod-
els obtained from the GMM-UBM approach. The resulting models are based on
probabilistic representations of the articulatory model, i.e., voiced/unvoiced seg-
mentation. Hence, the Bhattacharyya distance dBha is used to detect changes in
speech of PD patients. This methodology was first presented in [12] and showed
promising results for tracking PD progression from speech. Thus, we imple-
mented this approach to evaluate the progression of PD patients using a mobile
application.

3 Apkinson

The mobile application used in this paper was originally introduced during the
Third Frederick Jelinek Memorial Summer Workshop at Johns Hopkins Uni-
versity [16] and further upgraded in [13]. Apkinson is designed as a portable
solution for the continuous and unobtrusive monitoring of PD from speech. The
key feature of the application is that allows to capture speech from phone calls to
perform the analyses, therefore the speech of the patients can be analyzed with-
out interrupting their daily routine, i.e., the patients do not notice that they
are been monitored. Apkinson comprises four main processes on its background:
(1) phone call detection, (2) recording, (3) collection of meta data, and (4) signal
analysis. The phone call detection is constantly running in the background. In
order to preserve the privacy of the people, Apkinson only records the speech of
the patient under monitoring, who has to sign an informed consent before start
using the App. The mobile use-patterns and meta data provide useful informa-
tion about the patient, for instance date, time, contact who called or was called,
and the duration of the conversations can show important information about
the mood state of the patient. These data can help to understand non-motor
symptoms also developed by PD patients like depression [17]. The speech signal
analysis is meant to be implemented in a separate plug-in in order to reduce
the overall size of the application. This is a key feature in Apkinson because it
allows to other developers to create additional plug-ins for speech analysis with-
out applying major changes in the main application. In this study the speaker
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model-based approach presented in [12] is implemented in the speech analysis
stage of Apkinson in order to assess the suitability of the mobile devices to
perform robust processing.

4 Experimental Setup

Clinical scales
All of the patients considered in this study were evaluated by clinical experts
according to two scales: the Movement Disorders Society – Unified Parkin-
son’s Disease Rating Scale (MDS-UPDRS) [18] and a modified version of the
FDA scale [19]. The MDS-UPDRS is a perceptual scale used to assess motor
and non-motor abilities of PD patients. In this study only the third section
(MDS-UPDRS-III) is considered because it evaluates the motor capability of
the patients. The modified version of the FDA scale, i.e., m–FDA was intro-
duced during the Third Frederick Jelinek Memorial Summer Workshop at Johns
Hopkins University [16]. The original version of FDA requires the patient to be
with the examiner, which is not possible for most of the PD patients due to
their reduced mobility. The m–FDA can be applied considering speech record-
ings of the patient, thus the patient is not required to visit the clinician to be
administered.

Data description
Recordings of 68 PD patients (35 male and 33 female) collected in five record-
ing sessions from 2012 to 2016 are considered. The original sampling frequency
was 44.1 kHz, thus the signals were down-sampled to 16 kHz in order to meet
with Apkinson’s requirements. A subset of seven patients participated in four
sessions, thus their speech samples are considered here as the test set. For the
experiments presented here, only the repetition of /pa-ta-ka/ was considered.
The MDS-UPDRS-III and m–FDA scores of the seven patients used to test the
speaker models are provided in Table 1. The MDS-UPDRS-III labels of the third
recording session were not available.

Speaker model on a mobile device
The training process is performed off-line, i.e., the parameters λ = {ω,μ,Σ} are
pre-calculated off-line. The set of features used to train the UBM are extracted
from the voiced/unvoiced segments as in [20]. The trained parameters are stored
in the smart-phone as a plain text file in the Apkinson’s folder. The speech
recordings of the test patients are locally stored in the smart-phone prior to the
adaptation process. Voiced/unvoiced segmentation and feature extraction are
performed in the smart-phone. The pre-computed parameters {ω,μ,Σ} are con-
sidered to obtain the individual speaker models by using the Maximum A Pos-
terior (MAP) adaptation approach. Finally, the Bhattacharyya distance (dBha)
between the adapted model and the UBM is calculated. Figure 1 summarizes the
methodology.
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Table 1. Demographic information of the patients considered in the test set (those who
participated in five recording sessions). S-i, i ∈ {1, . . . , 5}, and indicates the recording
session.

Patient Sex Age MDS-UPDRS-III m–FDA

S-1 S-2 S-3 S-4 S-5 S-1 S-2 S-3 S-4 S-5

P1 M 64 28 19 - 13 - 31 15 17 16 -

P2 F 57 41 35 - 33 33 29 39 24 21 40

P3 F 51 38 49 - 44 45 14 20 1 12 15

P4 F 55 43 10 - 19 - 13 13 13 21 15

P5 M 59 6 8 - 24 21 21 36 12 13 17

P6 M 68 14 25 - 7 - 37 22 18 23 31

P7 F 55 29 26 - 26 30 23 26 16 16 14

Offline training

Test

Speakers
for training

Voiced/Unvoiced
segmentation

Feature
extraction

Universal
Background Model

Trained parameters
from the UBM

Speaker to be
modeled

Adapted speaker
models

= { , , Σ}

Fig. 1. General methodology.

Validation of models
The performance of the speaker models is evaluated estimating the Pearson’s cor-
relation coefficient r between the estimated distances and (1) the MDS-UPDRS-
III, and (2) the m–FDA scores. It is important to note that in the beginning, the
Spearman’s correlation was also considered; however, since this measure works
with ranked variables, the obtained results were biased due to the low amount
of data.

5 Experiments and Results

Three different versions of the UBM were considered for training: using only
features from the voiced segments, only with features from unvoiced segments,
and merging the set of features from both segments. The number of Gaussians
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used to train the UBM ranges from 2 to 16 in steps of 1. Table 2 shows the
Pearson’s correlation between the Bhattacharyya distances (dBha) and the MDS-
UPDRS-III scores. Average values among the seven patients are also included.
It can be observed that the highest correlations (r = 0.51) are obtained when
only features from the voiced segments are considered for training. When only
features from unvoiced segments are considered, the correlation is r = 0.33.
When both sets of features are merged for training, the correlation does not
improve.

Table 2. Pearson’s correlation between dBha and the MDS-UPDRS-III. M: Number
of Gaussians used to train the model. AVG: Average of the correlations per model.

Segment M Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 Patient 6 Patient 7 AVG

Voiced 11 0.94 0.83 0.28 0.39 −0.54 0.99 0.67 0.51

Unvoiced 4 0.26 −0.18 0.71 0.55 0.61 −0.30 0.66 0.33

Fusion 6 0.96 0.94 −0.48 0.44 0.41 0.17 0.37 0.40

Table 3 shows the results obtained when the performance of the models is
evaluated considering the m–FDA scores. Similarly to the MDS-UPDRS-III,
the best results were obtained with voiced segments with correlations of up to
r = 0.40. It can be observed that these results are lower than those obtained with
MDS-UPDRS-III. This result was not expected because the m–FDA is designed
to assess specific speech problems developed by Parkinson’s patients; however, it
may be considered that this experiment only included the repetition of /pa-ta-
ka/. A fair evaluation of the m–FDA scale needs to include other speech tasks like
sustained phonation of vowel /a/, read text, and monologue. Previous studies
have shown that it is possible to model the speech problems of the patients
according to the m–FDA scale with correlations of up to 0.72 [21].

Table 3. Pearson’s correlation between dBha and m–FDA. M: Number of Gaussians
used to train the model. AVG: Average value of the correlations per trained model.

Segment M Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 Patient 6 Patient 7 AVG

Voiced 16 0.78 0.55 0.01 −0.58 0.98 0.12 0.93 0.40

Unvoiced 6 −0.69 0.11 0.43 −0.20 0.41 0.97 0.09 0.16

Fusion 14 0.92 0.57 0.32 −0.12 0.65 −0.79 −0.10 0.21

Figures 2A and B show the best results obtained considering features
extracted upon voiced segments. The x-axis represents the recording sessions and
the y-axis indicates the normalized values of the dBha and the clinical scores. As
the ranges of the two scales are different, the normalization (using the z-score
approach) is necessary for displaying purposes, i.e., to make the curves com-
parable in the same picture. The distances computed from each speaker model
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represent the progression of the disease. Note that in Fig. 2A and B the trends of
the computed distances follow the trend of the neurological and dysarthria scales.
This behavior can be observed clearly for patients P1, P2, and P6. For patients
P5 and P7 this behavior is only observed in Fig. 2B. These results indicate that,
to some extent, the MDS-UPDRS-III scale is reflecting speech impairments in
PD patients; however, as it was shown in [21] when more speech tasks are con-
sidered, the predictions of the m–FDA scores exceed those obtained with the
neurological scale. Figure 2C compares the real labels of the MDS-UPDRS-III
and m–FDA scales in the same recording sessions for patient. It can be observed
that both scales do not follow the same trend, indicating that although the
speech production is a motor process, a general neurological scale could not be
the most suitable to assess speech impairments.

Disease progression

Recording sessions

P1 P2 P3 P4 P5 P6 P7

A

B

C

Fig. 2. Parkinson’s disease progression curves per patient. A. dBha (Gray line) vs.
MDS-UPDRS-III labels (Black line). B. dBha (Gray line) vs. m–FDA (Black line).
C. m–FDA (Black line) vs. MDS-UPDRS-III labels (Gray line).

6 Conclusions

In this study a methodology to assess the PD progression from speech using
a mobile device application is presented. The method is based on the GMM-
UBM approach to obtain individual speaker models. The training of the uni-
versal background model was performed off-line. The obtained parameters are
stored in the smart-phone and used afterwards to obtain the speaker models.
The speech problems of the patients are modeled using an articulation approach
based on the voiced/unvoiced segmentation. The performance of the models was
evaluated according to the MDS-UPDRS and the m–FDA scales. According to
the results it is possible to model the variation in the speech of the patients with
correlations of up to r = 0.51 with the neurological scale. The results reported
here are promising but still not satisfactory. In order to improve them, especially
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those related with the correlations with the dysarthria scale, future versions of
the mobile application need to include more speech tasks. This paper is a step
forward in the development of mobile-based tools for the continuous and unob-
trusive monitoring of people with Parkinson’s disease. Currently, data collection
using Apkinson is ongoing, thus in the near future we expect to develop speaker
models using recordings of real phone calls and/or dedicated tests captured with
smart-phones.
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Abstract. We present an experiment designed to collect both mono-
logue and dialogue speech, produced under conditions that will tax the
attentional resources of the speaker. Pairs of participants (native speak-
ers of French) were asked to perform tasks involving use of the auditory
memory, complex memorisation and recall, and collaborative exchange
of information. Following the dual-task paradigm, we induced continuous
attentional load to one of participants, using the Continuous Tracking
and Reaction (ConTRe) task, in a driving simulator. In this article, we
present the corpus and an initial analysis of the prosodic characteris-
tics (silent pauses, filled pauses, disfluencies) in speech produced under
cognitive load.

Keywords: Dialogue · Cognitive load · French · Attention · Prosody ·
Disfluencies · Hesitation · Dual-task paradigm

1 Introduction

Cognitive load reflects the mental demand placed by a task on the person per-
forming it, and is derived from the limited capacity of cognitive systems, such
as working memory and attention [4,12,13]. Speech production (conceptuali-
sation of a message, formulation and articulation) and speech perception and
comprehension are processes that engage cognitive resources, including working
memory, to a different degree. It is expected that situations of high cognitive
load will cause detectable effects, among others, in the prosodic structuring of
speech.

The objective of the present study was to collect both monologue and dia-
logue speech produced under conditions that will tax the attentional resources
of the speaker. Furthermore, we sought to create a realistic communicative sit-
uation that would encourage participants to produce long stretches of speech.
We elicited both monologue and collaborative dialogue speech between pairs
of participants, while one of them was using a driving simulator. We used the
dual task paradigm to induce cognitive load: one of the two participants (“the
driver”) is constantly performing a secondary task, which demands attention
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 380–392, 2017.
DOI: 10.1007/978-3-319-64206-2 43
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and co-ordination, in the driving simulator. The other participant (“the pas-
senger”) is not engaging in any secondary task. During the same experimental
session, participants switched roles: a first recording was performed with the
first participant in the role of the driver, and a second recording was performed
with the second participant in the role of the driver (a design that facilitates
within-subject comparisons). In this article, we present the experimental design,
the structure and annotations of the corpus collected, and an initial study on
prosodic features of speech produced under varying levels of cognitive load.

2 Experimental Design

The experimental sequence for a given pair of participants ran in three phases:

1. Syntactically Unpredictable Sentences (SUS) speech perception test,
2. Radio News collaborative dialogue task, and
3. Taboo Game task.

Each task was repeated in two conditions: a “slow” and a “fast” driving
condition, by changing the configuration of the task performed on the driving
simulator (see below). The objective of this manipulation was to induce higher
attentional load on the participant by increasing the difficulty of the secondary
task (driving).

2.1 Perception of Syntactically Unpredictable Sentences

In the SUS speech perception test participants listened to short sentences pre-
sented over their headphones, and were asked to repeat them as faithfully as pos-
sible. The sentences were selected from the French Syntactically Unpredictable
Sentences corpus [1,11]. The SUS corpus contains sentences following one of the
following syntactic forms:

Adverb det. Noun1 Verb-t-pron. det. Noun2 Adjective?
Determiner Noun1 Adjective Verb determiner Noun2
Determiner Noun1 Verb preposition determiner Noun2

The content words are singular, monosyllabic (unless a final schwa was
uttered) and have a high frequency of use according to the BRULEX lexicon;
prepositions and determiners are also monosyllabic; adjectives normally placed
before a noun in French were avoided. The choice of words is such that the
sentences are definitely meaningless: it is thus not possible to use the context
or logical induction to infer a word that was not perceived correctly. The SUS
list was read by a professional male speaker in a soundproof booth, and the
recordings were sampled at 16 kHz (16 bits, mono) in the Wave format. The
SUS Phrase Audio corpus was further refined by optimising “for homogene-
ity in terms of phoneme-distribution as compared to average French, and for
word occurrence frequency of the employed monosyllabic keywords as derived
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from French language databases” [11, 2028]. Twenty lists of 12 sentences each
are publicly available by the Groupe Audio-Acoustique of the LIMSI research
centre, as part of the SUS calibrated audio corpus. The sentence lists used in
the experiment can be found in the Annex. These sentences were mixed with
multi-talker babble noise, to create the stimuli used in the speech perception
experiment. The signal-to-noise ratio ranged from 0 dB (no noise) to −20 dB, in
−2 dB intervals. A small computer programme was written to control the presen-
tation of stimuli. The experimenter would listen to the sentence as repeated by
the participant; if more than half of the content words were correctly repeated,
the experimenter decreased the SNR (i.e. the next stimulus would be presented
in louder babble noise), otherwise the experimented increased the SNR.

2.2 Recitation and Collaborative Dialogue in the Radio News Task

The second, and main, phase of the experiment consisted of the Radio News col-
laborative task. In this task, the driver listened to four consecutive radio news
items, extracted from the corpus described in [7]. The news items were recorded
during 2006–2008 from the Belgian radio stations “La Première” and “Bel-RTL”.
Only the driver listened to the radio news items, through their headphones. A
list of four questions related to the content of the news items was simultane-
ously presented to the passenger’s computer screen. After the playback of the
radio news items was finished, the driver was asked to give a summary of the
news, containing as much information as possible (in order to help the passen-
ger to answer the questions, but without knowledge of the questions at this
point). After the driver completed the summary, the passenger would attempt
to answer the comprehension questions in sequence, and giving their answers
aloud. If there was missing information (as was frequently the case) the driver
and the passenger engaged in dialogue in order to find the best answer. After
each set of four comprehension questions, a series of four open-ended questions
was presented to the passenger, one at a time, as a means to stimulate discussion
on a subject related to the news items. The passenger posed the question to the
driver, and the two participants exchanged views on the subject. The questions
were selected to stimulate debate about topical, societal issues, and to encour-
age participants to express their personal opinion. Two sets of four items were
presented per driving simulator condition to each pair of participants; therefore,
for each pair of participants we recorded 4 driver summaries (2 per condition),
4 driver-passenger exchanges on the comprehension questions (2 per condition)
and 8 short dialogues (4 per condition).

2.3 The Taboo Task

In the third and final phase of the experiment, the participants engaged in fast-
paced collaborative dialogue in a game of Taboo. A target word was presented
on the computer screen of the passenger (invisible to the driver) along with
a list of “forbidden” words. The task of the passenger was to help the driver
guess the target word, giving clues but without using the forbidden words.
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The objective was to have the driver guess as many words as possible in one
minute. The passenger had the possibility to skip a word. The presentation of
the next word (when the driver had correctly guessed or when a forbidden word
was used) was controlled by the experimenter. We recorded one game per driver
simulator condition.

After completing the three phases, driver and passenger exchanged roles,
and the experiment was repeated. Different SUS sentences, radio news items
and related questions, as well as the Taboo words were used (i.e. participants
were confronted with new material, regardless of whether they were taking the
role of the driver in the first run or in the second run). At the end of the exper-
iment, participants were asked to fill in a questionnaire with basic demographic
information and a subjective rating of the perceived difficulty of each task.

2.4 Driving Simulator and the Continuous Tracking and Reaction
Task

The driving simulator used was the OpenDS Pro, version 3.5, a Java-based open
source system (the Pro version used is commercially licensed). The participant
was controlling the simulator by means of the Thrustmaster T500 RS steering
wheel and foot pedals. The driving task used was the ConTRe (Continuous
Tracking and Reaction) task (see Fig. 1).

(a) Cylinders (b) Traffic lights

Fig. 1. ConTRe task screenshots

The driving task is described as follows in [9]: “The driver’s primary task
in the simulator is comprised of actions required for normal driving: operating
the brake and acceleration pedals, as well as turning the steering wheel. Sys-
tem feedback, however, differs from normal driving. In the ConTRe task, the
car moves autonomously with a constant speed through a predefined route on a
unidirectional straight road consisting of two lanes. Neither operating the accel-
eration or brake pedal, nor changing the direction of the steering wheel does
have an effect on speed or direction of the vehicle. Accordingly, motion rather
feels like a video clip. Steering, braking and using the gas pedal do not actually
control the car, but instead manipulate a moving cylinder which is rendered in
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front of the car. On the road ahead, the driver perceives two such cylinders,
which continuously move at a constant longitudinal distance (20 m) in front of
the car. The two cylinders differ only in colour: one is blue and the other one
is yellow. The latter is called the reference cylinder, as it moves autonomously
cording to an algorithm. The movement direction and the movement speed of
the reference cylinder are neither controlled nor predictable by the user, except
that the cylinder never exceeds the roadsides. In contrast, the driver controls the
lateral position of the blue cylinder with the help of the steering wheel, trying
to keep it overlapping with the reference cylinder as well as possible. As the user
turns the steering wheel, the controllable cylinder moves to the left or to the
right, depending on the direction of the steering wheel and its angular velocity
(i.e. the steering wheel controls the cylinder’s lateral acceleration). Effectively,
this corresponds to a task where the user has to follow a curvy road or the exact
lateral position of a lead vehicle, although it is more strictly controlled and thus
with less user-dependent variability. Furthermore, there is a traffic light placed
on top of the reference cylinder containing two lights: The lower one can be
lighted green, whereas the top light shines red when it is switched on. Either
none or only one of these lights appears at a time. The red light requires an
immediate brake reaction with the brake pedal, whereas green indicates that an
immediate acceleration with the gas pedal is expected. As soon as the driver
reacts correctly, the light is turned off”. (pp. 2–3).

The task’s parameters were configured to provide two levels of task diffi-
culty. In the EASY condition, the speed of the lateral movement of the reference
cylinder was 0.4 m/s, while in the DIFFICULT condition, the speed was 1.0 m/s;
the maximum speed of the controllable cylinder was 4 m/s. These values were
selected after a pilot study involving 10 participants (cf. [5] for a study using
three levels of difficulty) (Fig. 2).

(a) Driver (b) Passenger

Fig. 2. Participants in the driving simulation collaborative dialogue study
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3 Participants and Method

3.1 Participants

A pilot study was run with 10 participants (all female, all university students).
The pilot study subjects participated in the experiment for course credit and
were not otherwise remunerated. The main study, reported here, was conducted
with 28 participants, in 14 pairs (6 male participants and 22 female). The
average age of the main study participants was 22.3 years (standard deviation:
3.2; min: 19; max: 36). Most participants were university students, and were
recruited through the participant pool of the Faculty of Psychology at Univer-
sité catholique de Louvain. All participants reported French as their mother
tongue; 23 participants were born and raised in Belgium and 5 participants in
Metropolitan France. 26 participants reported knowledge of one or more sec-
ond languages. None of the participants reported any auditory problems and 9
participants had musical training. Regarding their driving experience, 20 partic-
ipants reported having a driver’s licence (obtained on average 2.93 years before
the experiment) and 16 participants reported driving regularly. With regards to
the relationship between the participants, 16 did not know each other before the
experiment; 10 participants were friends; and 2 were in an intimate relationship.

The demographic data was collected by means of a questionnaire, given to
both participants at the end of the experiment (both recording sessions). The
subjective task difficulty ratings were also collected using the same questionnaire.
One participant did not complete the questionnaire.

3.2 Data Acquisition

Data from multiple sources was collected throughout the experiment. Both par-
ticipants were wearing a Sennheiser ME3 head-worn microphone and Philips
FX4M headphones. They could listen to each other, and they were relatively iso-
lated from outside noise. Their speech was recorded throughout the experiment.
The microphones were connected to a Focusrite 18i8 audio interface (through
two microphone preamplifiers), which was used to control the interconnection
between the driver’s microphone and the passenger’s headphones and vice versa;
the audio signal was then routed to a Zoom Z24 multi-track recorder. The stim-
uli were presented using a dedicated laptop PC running Windows; the stimuli
were presented through the special interface developed for the SUS phase of the
experiment, and using Winamp for the Radio News phase of the experiment.
The audio signal of the stimuli presented to the participants was also routed
to the Zoom multi-track recorder. Two audio synchronisation signals, from the
eye-tracker and the driving simulator, were also connected to the Zoom recorder;
finally the internal microphone of the recorder was used to capture ambient noise
in the room and to serve as a backup recording. Using this configuration, we col-
lected an 8-track time-synchronised recording of the driver’s and passenger’s
speech, the stimuli presented to the driver and passenger, the events of the eye
tracker (start and stop) and of the driving simulator (start, stop, red light, green
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light, coded as short pure tones with different frequencies) and of any interaction
with the experimenter. The audio recordings were performed using a sampling
rate of 44.1 kHz and 16-bit resolution.

In addition to the audio recordings, eye tracker data was collected for the
driver only, using the portable head-mounted Pupil eye-tracker [8]. In this study,
we used the second-generation model, recording both eyes at a sampling rate
of 60–80 Hz. The OpenDS driving simulator system, which was running on a
dedicated laptop Windows PC, also recorded driving behaviour data: the precise
time at which the driver pressed the acceleration or brake pedal in response to the
traffic lights (and a calculated response time), as well as steering wheel position
and the deviation of the controllable cylinder from the reference cylinder. The
driving simulator data were stored in a MySQL database.

3.3 Speech Corpus Annotation and Analysis

The speech recordings of the driver and passenger were split in sections depend-
ing on the task performed and the driving simulator condition, using the
Ardour audio editor. The following sections were separated: SUS/Driver and
SUS/Passenger, EASY and DIFF conditions; Radio News part 1 and part 2
(8 + 8 questions) Driver and Passenger, EASY and DIFF conditions; Taboo
game, EASY and DIFF conditions. The total duration of speech recorded (i.e.
including both recording channels, the Driver and the Passenger) was 47.6 h.
The SUS task sub-corpus contains 555.6 min (9.2 h) of recordings; the Radio
News task sub-corpus contains 1915.9 min (31.9 h) of recordings; and the Taboo
Game sub-corpus contains 385 min (6.4 h) of recordings. The total number of
section recordings is 442. Due to the large amount of data collected, we focus
our analysis only on the Radio News task sub-corpus.

The Radio News task sub-corpus was further processed and its recordings
split into corpus samples, using the following breakdown: Summary by the driver;
Exchange between the driver and the passenger on the basis of the compre-
hension questions; Dialogue between the driver and the passenger (each ques-
tion/topic is a different corpus sample). The sub-corpus contains 657 sections (in
1314 audio files since the driver and passenger speech were recorded in different
channels). The total duration of the sub-corpus, after removing the regions of
recordings where the driver was listening to the radio news stimuli (and therefore
there is no speech to analyse) is 1424.5 min (23.7 h).

Samples were selected for manual transcription. The selection was represen-
tative of all tasks performed under both conditions (e.g. we selected 8 question-
based dialogues for each pair of participants, 4 in the EASY and 4 in the DIFF
driving conditions, out of the original 16 dialogues), giving priority to dialogues
longer than one minute. This selection of samples was then transcribed under
Praat, and the transcriptions imported in Praaline. The final corpus analysed is
8.7 h long and its contents are presented in Table 1.

A cascade of automatic analysis tools was applied: the orthographic transcrip-
tions were converted into phonetic transcriptions and aligned with the speech
signal at the phone and syllable level using EasyAlign [6]. A morphosyntactic
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Table 1. Radio news sub-corpus (manually transcribed and analysed) contents

Condition/Task Driver or Passenger Total (both)

Count Duration (min) Count Duration (min)

DIFF 116 150,46 176 265,79

Summary 28 35,14 28 35,14

Exchange 27 31,80 54 63,61

Dialogue 61 83,52 122 167,04

EASY 114 144,34 172 256,22

Summary 28 32,46 28 32,46

Exchange 30 35,88 60 71,76

Dialogue 56 76,00 112 152,00

Grand total 230 294,80 (4,9 h) 348 522,01 (8,7 h)

analysis of the corpus was performed using the DisMo annotator [3]. The Proso-
gram script [10] was applied to the entire corpus (using the automatic annotation
functionality in Praaline [2]), to obtain detailed prosodic information on each syl-
lable, based on pitch stylisation. The corpus contains 54.002 tokens and 73.381
syllables.

4 Results

4.1 Subjective Ratings of Task Difficulty

This section presents the analysis of the subjective ratings of task difficulty, as
reported by the participants. The questionnaire used a 7-point Likert scale for
task difficulty rating. The results of the subjective ratings are shown in Table 2
and Fig. 3. The most difficult tasks were, as expected, listening to the radio
news (comprehension) and summarising them (production). Tasks performed
under the fast driving condition were systematically rated more difficult than
task performed under the slow driving condition. The passenger’s participation
in the Radio News and Taboo tasks was rated as the easiest tasks; however,
repeating the SUS sentences as a passenger was rated as more difficult than
participating in the free exchange dialogue or playing the Taboo game while
driving in the slow condition.

4.2 Prosodic Analysis of the Corpus

We focus on the temporal characteristics of the speech of the participants, while
performing different tasks and under different conditions (driver in the EASY or
DIFF driving simulator, passenger). We first turn our attention to articulation
ratio and silent pause ratio: as can be seen on Fig. 4, the task associated with the
highest cognitive load (S: summary) is associated with the highest silent pause
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Table 2. Summary of subjective ratings of task difficulty

Task/Condition Mean Std Dev

RListen DrvFast Listening to news, fast driving 5,11 1,52

RSummary Drv Summarising (driver) 5,11 1,42

RListen DrvSlow Listening to news, slow driving 4,30 1,30

SUS DrvFast Repeating SUS, fast driving 4,15 1,10

Taboo DrvFast Taboo game, guessing, fast driving 3,37 1,22

RDialogue DrvFast Open-ended dialogue, fast driving 3,26 1,35

SUS DrvSlow Repeating SUS, slow driving 3,19 1,16

SUS Pass Repeating SUS, passenger (no dual task) 3,11 1,45

Taboo DrvSlow Taboo game, guessing, slow driving 2,81 1,06

RDialogue DrvSlow Open-ended dialogue, slow driving 2,74 1,07

Taboo Pass Taboo game, describing (no dual task) 2,38 1,18

RAnswers Pass Answering questions (no dual task) 1,74 0,97

RQuestions Pass Asking questions (no dual task) 1,26 0,52

RDialogue Pass Open-ended dialogue, passenger (no dual task) 1,22 0,42

Fig. 3. Subjective difficulty ratings of tasks in this study (mean and standard error)

ratio, and the lowest articulation ratio. Among the dialogue tasks, exchanging
information on the comprehension questions (E: exchange) has a higher artic-
ulation ratio and lower silent pause ratio compared to the free dialogue (Q:
questions).

A more detailed analysis of the duration of silent pauses, as a mixture of 2
log-normal distributions is presented in Fig. 5 and Table 3. It can be observed
that the long silent pause component distribution has a higher weight factor



A New Corpus of Collaborative Dialogue Produced Under Cognitive Load 389

(a) Articulation Ratio (b) Silent Pause Ratio

Fig. 4. Articulation Ratio (left) and Silent Pause Ratio (right) per Task and Speaker
Role (means and 95% CI)

across tasks (the relevant figures are in boldface); whereas speech produced by
the passenger (under no cognitive load) has a more balanced distribution between
short and long silent pauses. However, there is no clear correlation between the
short/long pause balance and the task that the driver is executing. The task of
driving is altering the silent pause distribution coarsely, with higher cognitive
load associated with a higher proportion of long pauses in speech. Furthermore,
a Wilcoxon rank sum test indicates a significant difference in mean silent pause
duration produced by the Driver and the Passenger (p< 0.001).

Table 3. Analysis of silent pause length as a mixture of 2 component log-normal
distributions, per task, driving condition and speaker role

Task/Condition/Speaker role Component weight λ Mean value μ Std deviation σ

Comp1 Comp2 Comp1 Comp2 Comp1 Comp2

S EASY 25,6% 74,4% 1,824 2,828 0,349 0,288

S DIFF 29,7% 70,3% 1,844 2,838 0,352 0,314

E EASY driver 20,6% 79,4% 1,743 2,767 0,262 0,325

E DIFF driver 27,8% 72,2% 1,666 2,748 0,282 0,309

E EASY passenger 57,3% 42,7% 2,285 2,781 0,620 0,229

E DIFF passenger 44,5% 55,5% 2,241 2,698 0,557 0,275

Q EASY driver 17,5% 82,5% 1,610 2,714 0,255 0,340

Q DIFF driver 20,8% 79,2% 1,723 2,726 0,355 0,341

Q EASY passenger 60,7% 39,3% 2,362 2,730 0,587 0,269

Q DIFF passenger 43,2% 56,8% 2,265 2,768 0,583z 0,250

Regarding filled pauses, Fig. 6 presents two measures calculated per task type
(S: summary, E: exchange and Q: dialogue on questions) and speaker role (Driver
vs. Passenger): the filled pause ratio, i.e. the percentage of speech time covered
by filled pauses, and the filled pause rate, i.e. the number of filled pauses per
second. A Wilcoxon rank sum test indicates that filled pause ratio is significantly
higher for the driver compared to the passenger (p< 0.0001), while filled pause
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(a) Summary (Driver) Easy (b) Summary (Driver) Diff

(c) Exchange Driver Easy (d) Exchange Driver Diff

(e) Exchange Passenger Easy (f) Exchange Passenger Diff

(g) Dialogue Driver Easy (h) Dialogue Driver Diff

(i) Dialogue Passenger Easy (j) Dialogue Passenger Diff

Fig. 5. Analysis of silent pause durations as a mixture of 2 log-normal distributions,
per task, driving condition and speaker role
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(a) Filled Pause Ratio (b) Filled Pause Rate

Fig. 6. Filled pause ratio (left) and filled pause rate (right) per task and speaker role

(a) Median filled pause duration (b) Mean turn duration

Fig. 7. Median filled pause duration per task and speaker role (left) and Mean turn
duration for the two dialogue tasks, per speaker role (right)

rate is not significantly different for the two speaker roles. In other words, the
additional attentional requirements of the secondary task (driving) do not lead
to more filled pauses, but to globally longer filled pauses (cf. Fig. 7a: median
filled pause length per task and speaker role). This finding is consistent with the
previously mentioned observations on silent pauses and articulation ratio.

Finally, with respect to dialogue dynamics, Fig. 7b presents the mean turn
duration (in seconds) per task type and speaker role for the two tasks involving
dialogue (E: exchange of factual information on the radio news and Q: open-
ended dialogue based on questions). The difference in means is statistically sig-
nificant between the two task types (Wilcoxon rank sum test, p< 0.0001) but not
between driver and passenger in each of the two tasks: this measure is affected
by the communicative context with the E task being more dynamic as expected.

5 Conclusion

We have presented an experiment to collect monologue and dialogue speech,
produced under varying levels of cognitive load. An initial study on the prosodic
characteristics of the corpus indicated that tasks associated with a higher cogni-
tive load had a higher silent pause ratio and a lower articulation ratio; that the
additional attentional requirements of the secondary task (driving) did not lead
to more filled pauses, but to globally longer filled pauses; and that with respect
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to dialogue dynamics, the communicative context had a stronger effect than the
induced cognitive load. This study has produced a large new corpus of French
dialogue, which is still being annotated and analysed, with a view to making it
available to the community.
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Abstract. Accurate and automatic phonetic segmentation is crucial for
several speech based applications such as phone level articulation analy-
sis and error detection, speech synthesis, annotation, speech recognition
and emotion recognition. In this paper we examine the effectiveness of
using visual features obtained by processing the image spectrogram of
a speech utterance, as applied to phonetic segmentation. Further, we
propose a mechanism to combine the knowledge from visual and percep-
tual domains for automatic phonetic segmentation. This process can be
considered analogous to manual phonetic segmentation. The technique
was evaluated on TIMIT American English Corpus. Experimental results
show significant improvements in phonetic segmentation, especially for
lower tolerances of 5, 10 and 15 ms, with an absolute improvement of
8.29% for TIMIT database for a 10 ms tolerance is observed.

Keywords: Unsupervised phonetic segmentation · Edge detection ·
Multi-taper · Visual phonetic segmentation

1 Introduction

In the terms of speech signal processing, a phone is defined as a distinct speech
sound independent of the spoken language. Phonetic segmentation is the process
of identifying the boundaries between phones within a given speech utterance.
Accurate phonetic segmentation forms the basis for speech tasks such as phone
level articulation analysis, speech synthesis, transcription, annotation, speech
recognition, emotion recognition etc.

Manual segmentation and labeling is carried out by an expert who marks the
phonetic boundaries in the speech utterance by referring to speech spectrograms,
energy, duration of various speech sound units and pitch. In practice, accurate
phone segmentation is obtained manually by using both perceptual and visual
cues for the task. This process is described as human spectrogram reading and
ensures perceptual validity. Studies have examined inter- and intra-transcriber
consistencies in manual segmentation [11,14,19], where it has been observed that
no two human annotators are likely to produce the same phonetic boundary for
a given speech utterance. Owing to large sizes of speech corpora and transcriber
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 393–401, 2017.
DOI: 10.1007/978-3-319-64206-2 44
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fatigue, manual segmentation turns out be tedious, time-consuming and less
efficient. Hence, research into automatic segmentation methods becomes
inevitable. Techniques for phonetic segmentation are categorized into (1) Super-
vised and (2) Unsupervised methods. Supervised methods are model based and
require extensive training on speech corpora, that have been transcribed accu-
rately. Generally, these methods employ a two-stage process for automatic pho-
netic segmentation, with the automatic speech recognizer (ASR) providing an
initial estimate of phone boundaries, followed by a boundary refinement process
as described in [1,9,10,16,20]. A variety of boundary refinement techniques have
been used in literature such as specific boundary level acoustic models [20],
regression tree [1], acoustic-phonetic knowledge [10], phone-transition-dependent
SVM classifiers [9]. Yet another supervised technique uses a discriminative
learning [6]. In [5], author describes a phonetic segmentation method using a
combination of auditory attention and phone posterior features. Unsupervised
methods on the other hand are heuristic based and make use of speech features
such as spectral measures, energy, duration and pitch and peak-picking algo-
rithms for boundary detection. In [4] authors use energy changes and sub-band
analysis in the short-term Fourier transform (STFT) of a speech utterance. Sup-
port Vector Machine (SVM)-based technique wherein a biomimetic model of the
human auditory processing is used for automatic phonetic segmentation [7]. In
[8], authors present an image processing approach to speech phoneme segmen-
tation. Despite excellent results, manually annotated data is considered more
reliable for speech processing tasks.

In this paper we propose a method for automatic phonetic segmentation
(APS) that is very similar to the manual segmentation done by experts who use
both visual and perceptual cues to segment the phone boundaries. The main con-
tribution of this paper is a method that makes use of the visual cues obtained by
treating the spectrogram of a speech utterance as an image in combination with
perceptual cues obtained from Perceptual Linear Prediction Cepstral Coefficients
(PLPCC) along with Spectral Transition Measure (STM) [18]. Both the visual
and perceptual cues make use of a multi-taper based spectral estimation [17].

The rest of the paper is organized as follows. In Sect. 2, we describe the
methodology used to obtain phonetic segmentation, Sect. 3 describes the exper-
imental set up and the data used, In Sect. 4 we describe the results for various
tolerance levels and we conclude in Sect. 5.

2 Proposed Technique

In this paper, we propose a technique for automatic phonetic segmentation to
be analogous to manual segmentation process wherein both visual and percep-
tual cues are used for segmentation process. Figure 1 shows an overview of the
proposed technique.
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Fig. 1. Proposed technique for phonetic segmentation

2.1 Visual Domain Phonetic Segmentation

Conventionally spectral estimation of speech is done by applying a Hamming-
window or a single taper for speech signal processing. A major limitation of
the single taper method is that, by using one taper a significant portion of
the signal is discarded and the data points at the extremes are down-weighted,
giving a high variance for the direct spectral estimate [12]. Hence, a multi-taper
method is used so that the statistical information lost by using just one taper is
partially recovered by using multiple windows for the same duration. The multi-
taper spectrum is a weighted sum of the several tapered periodograms. Spectral
estimation of a signal s using multi-taper method is as follows,

S(m,k) =
1
M

M−1∑

p=0

λ(p)
N−1∑

j=0

wp(j)s(m, j)e−i2π k
N j (1)

where wp(j) is the pth data taper function, M is the number of tapers and λ(p)
is the weight corresponding to the pth taper, N is the speech frame length and
k is the FFT points. In practice, weights are designed so as to compensate for
increased energy loss at higher order tapers. The spectrograms used for both
visual cues as well as perceptual were derived from multi-taper spectral estima-
tion described above.

Visual cues are obtained by treating the spectrogram of a speech utterance
as a 2D image, where frequency bins are plotted along the y-axis and time
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frames along the x-axis with the intensity of the image indicating the energy at
a particular frequency. A visual inspection of a spectrogram clearly displays the
transition pattern between phones as shown in Fig. 2. This visual information
is used by annotators in addition to the Perceptual cues for manual phonetic
segmentation.

For a given utterance s(t) Multi-taper based spectral estimation is used to
compute 2D spectrogram image I(x, y) using Eq. 1. Edge detection algorithm is
then applied on the spectrogram image I(x, y) of the speech utterance to obtain
an initial estimate of the phonetic boundaries. In this paper, we use Canny edge
detection algorithm from MATLAB toolbox.

Figure 2 shows the correspondence between phonetic segmentation and the
edges detected in the spectrogram of the speech utterance s(t).

Fig. 2. (a) Speech signal s(t) with manual segment boundaries, (b) Multi-tapered spec-
trogram I(x, y), (c) Edge detection output J(x, y)

STMv(x) =
n∑

i=1

J(x, yi) (2)

where, x = 1, 2, ...m (total number of frames) and y = 1, 2, ...n (number of FFT
bins).

A vertical projection based on pixel value of image J(x, y) is computed using
Eq. 2, wherein the pixel values are summed over a column of the edge detected
image J(x, y). This projection profile can be considered as the contour (STMv)
whose peaks indicate the location of edges along the time axis. A threshold deter-
mined dynamically from the projection profile contour STMv, i.e. a threshold
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specific to a given speech utterance is used to eliminate over-segmentation. Of
the statistical measures such as mean and median, the mean of the projection
profile was found to be the most suitable as threshold τM using Eq. 4.

STMvt(x) =

{
STMv(x), if STMv(x) > τM

τM , otherwise
(3)

τM =
1
m

m∑

x=1

STMv(x) (4)

It was observed that this technique achieved high recall of approximately 87%
(refer Table 2) indicating a high percentage of correct boundaries within a given
tolerance level. However, the process was also pervaded with low precision, indi-
cating high over-segmentation. The phonetic boundaries thus obtained using
visual cues were further refined using perceptual cues as described in Sect. 2.2.

2.2 Combining Knowledge from Perceptual and Visual Domains

The process for phonetic segmentation using multi-taper based PLPCC-STM
has been described in [18]. The STM (Spectral Transition Measure) contour
obtained from this process is used to refine the phonetic boundaries from the
visual domain. Given that both the processes provide a contour whose peaks
indicate the presence of a phonetic boundary, we treat the contour value as the
probability of occurrence of a peak. Let p(u) be the probability of occurrence
of a boundary in the visual contour (STMvt) and p(v) be the probability of
occurrence of a boundary in the perceptual contour (PLPC-STM). We compute
the mixed probability p(uv) ≈ p(u) × p(v) as a transition measure/contour. This
is done in order to maximize the probability of a phone boundary when using
both visual and perceptual cues. A peak picking algorithm is used on the contour
provided by p(uv) to obtain the final phonetic boundaries. Figure 3 shows the
speech utterance with boundaries marked manually along with automatically
obtained phonetic segmentation using Visual (STMvt), Perceptual (PLPCC-
STM) and the proposed technique.

3 Experimental Setup

All experiments were carried out on TIMIT American English corpus [3]. TIMIT
contains 2,34,925 between-phone boundaries manually determined by experts.

3.1 Multi-taper Spectral Estimation

Multi-taper spectral estimation was done using Discrete Prolate Spheroidal
sequences (DPSS) also known as Thomson or Slepian tapers [17] with 6 ortho-
normal tapers.

wp(j) =
sin[ωcT (p − j)]

(p − j)
, j = 0, 1, . . . , N − 1 (5)
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Fig. 3. (a) Speech signal with manually segmented boundaries, (b) Multi-taper spec-
trogram I(x, y), (c) Edge detection output J(x, y), (d) p(u) computed using visual
features STMvt, (e) p(v) computed using perceptual features PLPLCC-STM, and
(f) p(uv) computed using combining perceptual+visual evidences

where N denotes the desired window length in samples, ωc is the desired main-
lobe cut-off frequency in radians per second, and T is the sampling period in
seconds. Twelve dimensional PLPCC features were computed using Thomson
multi-taper spectral estimation with a 30 ms window and a 10 ms shift rate. For
spectrogram computation we have used 256 FFT bins with a 30 ms window and
a 10 ms shift rate.

4 Results and Analysis

In Table 1, we compare the performance of our proposed technique with known
unsupervised techniques in the literature, for TIMIT clean speech for a tolerance
level of 20 ms. Automatic phonetic segmentation was carried out as described
in Sect. 2. In this paper we have used Precision, Recall and F-score as a perfor-
mance measures to evaluate the phonetic segmentation results. For evaluation
of automatic phonetic segmentation performance we also use various tolerance
levels such as 20 ms, 15 ms, 10 ms and 5 ms. Table 2 gives an indication of the per-
formance of phonetic segmentation from visual domain only. It can be seen that
F-score is impacted by a low precision, caused by over-segmentation. The percep-
tual cue-based phonetic segmentation serves in reducing the over-segmentation
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Table 1. Unsupervised APS meth-
ods comparison for TIMIT corpus

Method Precision Recall F-score

(Pr) (Re) (Fs)

Dusan et al. [2] [2006] 72.73 75.2 73.94

Qiao et al. [13] [2008] 78.76 77.5 78.13

Shah et al. [15] [2014] 60.69 80.2 69.1

Baseline [18][2016] 84.6 75.8 80

Visual domain 67.40 86.64 75.82

Proposed

(visual+perceptual)

82.52 81.11 81.81

Table 2. APS using visual features only for
TIMIT corpus

Database TIMIT

Tolerance

(ms)

Visual-Spectrogram Visual-MT

Spectrogarm

Pr Re Fs Pr Re Fs

5 29.00 40.14 33.67 30.68 39.44 34.51

10 49.18 68.05 57.10 51.53 66.23 57.96

15 59.46 82.29 69.04 61.92 79.60 69.66

20 64.33 89.02 74.69 67.41 86.64 75.82

to a great extent as can be seen in Table 3. The overall effect of the proposed
technique is to improve the F-score over the baseline for all tolerance levels of
20 ms, 15 ms, 10 ms and 5 ms. However, significant improvements were seen at
lower tolerance levels. The process of combining the two probability contours as
discussed in Sect. 2.2 serves to relocate phonetic boundaries so as to be closer
to the ground truth as compared to the boundaries obtained by the visual and
perceptual domains alone.

Table 3. APS using baseline [18] and proposed technique for TIMIT corpus

Database TIMIT

Tolerance (ms) Baseline - Perceptual Proposed - Visual+Perceptual

Pr Re Fs Pr Re Fs

5 31.75 27.60 29.53 37.74 37.09 37.41 (+7.88)

10 58.32 50.70 54.24 63.02 61.94 62.47 (+8.29)

15 76.67 66.65 71.31 75.74 74.44 75.08 (+3.77)

20 84.64 75.82 79.99 82.52 81.11 81.81 (+1.82)

5 Conclusion

Accurate and automatic phonetic segmentation is very helpful in several speech
based applications like phone level articulation analysis, speech synthesis,
phoneme level speech corpus annotation, automatic speech recognition and even
speech emotion recognition. The best accuracies are achieved by expert human
annotators who look at the spectrogram of the speech utterance and listen to the
utterance for perceptual cues to manually mark phone boundaries. In this paper,
motivated by this observation, we have proposed a novel and robust technique
that makes use of the visual and perceptual cues to identify phone boundaries.
The initial estimate of the phone boundary segments are obtained by performing
simple image processing technique of edge detection followed by contour building
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on the 2D image spectrogram of the utterance. The obtained phone boundaries
are refined using perceptual cues obtained from Perceptual Linear Prediction
Cepstral Coefficients (PLPCC) along with Spectral Transition Measure (STM).
This approach of mimicking the manual phone segmentation process adopted by
an expert human is the main contribution of this paper. The use of multi-taper
based spectral estimation to construct the spectrogram of an utterance instead of
a single taper results in better estimate of phone boundaries, this is yet another
contribution of this work. The usefulness and robustness of proposed technique
was evaluated on the standard TIMIT American English Corpus. Experimental
results show an absolute improvement of 8.29% for TIMIT database for a 10 ms
tolerance. The improvement is visible especially for lower tolerances of 5, 10 and
15 ms and for tolerance of 20 ms our approach performs as well as the state of
the art phone segmentation. As a way forward, an exploration into identifying
a suitable pre-processing technique to enhance the edges of the spectrogram
image or a post-processing technique to reduce over-segmentation will render
the proposed technique well suited for unsupervised phonetic segmentation.
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Abstract. This paper focuses on impact of phonetic inaccuracies of
acoustic training data on performance of automatic speech recognition
system. This is especially important if the training data is created in
automated way. In this case, the data often contains errors in a form of
wrong phonetic transcriptions. A series of experiments simulating various
common errors in phonetic transcriptions based on parts of GlobalPhone
data set (for Croatian, Czech and Russian) is conducted. These exper-
iments show the influence of various errors on different languages and
acoustic models (Gaussian mixture models, deep neural networks). The
impact of errors is also shown for real data obtained by our automated
ASR creation process for Belarusian. The results show that the best per-
formance is achieved by using the most accurate data; however, certain
amount of errors (up to 5%) does have relatively small impact on speech
recognition accuracy.

Keywords: Speech recognition · Gaussian mixture models · Deep
neural networks · Phonetic annotations · Phoneme corruption

1 Introduction

Modern Automatic Speech Recognition (ASR) systems are composed of two
different parts, language dependent and language independent. To adapt the
ASR system to a new language, the language dependent components have to be
altered while the language independent components remain unchanged. The lan-
guage dependent components are pronunciation lexicon, Language Model (LM)
and Acoustic Model (AM). The orthographic components (lexicon and LM) are
built from large corpus of target language. The corpus can be easily gathered
by downloading texts from various Internet sources. While the creation of LM
model is fairly straightforward the building of AM is much more complicated. It
needs tens of hours of recorded speech from many speakers as well as phonetic
annotations. It is necessary to spend a lot of time and human effort to create
such a speech database. It is also possible to buy already created databases (e.g.
GlobalPhone [12]), but these tend to be quite expensive.

c© Springer International Publishing AG 2017
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Therefore, we proposed an approach for automatic creation of all necessary
parts with only minimal human intervention based on free Internet resources.
In [9], we showed how this approach was used to create ASR system for all
South Slavic languages in almost automated way. The approach for building AM
is based on scanning web pages and downloading large amount of audio/video
data with any related text. The downloaded data is transcribed by an existing
ASR system (of target or closely related language). The output is then compared
with the related text to find matching segments. Finally, these segments are cut
out and used for further processing. If the match between the recognized text
and the related text is 100%, the segments are automatically used for training
of new AM. If the match is higher than 70% but not perfect, the segments are
transcribed with the new improved AM and so on. The transcription can be
also manually tuned by using our effective tool. It can show the recognized and
reference text, play the audio as well as highlight mismatched words.

This approach guarantees very accurate phonetic transcriptions suitable for
AM training. However, the amount of obtained training data is significantly
lower than the amount of downloaded data. For this very reason, an extensive
amount of data needs to be downloaded and processed to obtain enough training
data. Therefore, it is vital to know the influence of various amount of errors in
training data on speech recognition performance. Another important thing is
if the influence is similar on different languages or not. For this purpose, we
evaluate all experiments on three different Slavic languages (Croatian, Czech,
Russian). Note that we focused on Polish language in [11].

The amount of related works focusing on influence of inaccurate training data
on speech recognition performance is scarce. However, in [13], the authors showed
these effects using Gaussian Mixture Models (GMM). The errors were simulated
by substituting phonetically similar and dissimilar phonemes. The result showed
that even 20% word error rate did not significantly influence the performance.
Similar works but from different fields focused on dealing with errors in training
data in image processing [4], class imbalances in training data [1] and identifying
and filtering mislabeled training data [2].

2 ASR System

Our ASR system has been in development for more than 15 years and at this
point it is capable of real-time transcription using a lexicon of size over a half
million words. The original application was aimed for Czech language. However,
now we a have working solution for almost all Slavic languages [9]. The ASR
system has been used in various application over the years: voice dictation,
transcription of historical audio archive [10] or broadcast monitoring [8]. The
ASR system is modular and separates the language independent parts (signal
processing, decoder) from the language dependent ones (acoustic model, lexicon
and language model). This allows us to easily apply it for different languages or
modify it for different application.
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Our system supports two types of acoustic models: GMM-HMM (Gaussian
Mixture Models - Hidden Markov Models) and DNN-HMM (Deep Neural Net-
works - Hidden Markov Models). The former ones are triphone multi-gaussian
models [5] with 32 mixtures to represent the phonemes. The models are speaker-
independent and context-dependent. 39-dimensional Mel-Frequency Cepstral
Coefficients (MFCC) are extracted from the input signal. Additionally, Cepstral
Mean Subtraction (CMS) and HLDA transformation are applied. Note that the
frame length is 25 ms and the time shift is 10 ms. The training is done using
HTK speech recognition toolkit1.

The latter acoustic model follows the DNN-HMM architecture presented
in [3] with the exception of no pre-training. To represent the input signal, 39-
dimensional log filter banks are computed. These features are also locally nor-
malized within 1 s long window. To provide context, the final input feature vector
is a concatenation of 5 previous frames, current frame and 5 following frames. To
speed-up the training process, the hyper-parameters of DNN are slightly toned
down from the ones we normally use [7]. The hyper-parameters used in this work
are as follows. The networks have 5 hidden layers each consisting of 768 neurons.
The employed activation functions are ReLU and softmax for hidden layers and
output layer, respectively. The networks are trained within 15 epochs using the
mini-batches of size 1024 with the learning rate set to 0.08. Note that torch
library2 is used to train the networks.

The orthographic part of the ASR system is composed of lexicon and language
model. These parts are gathered from a large amount of text data (corpus) of
given language. The lexicon is created by selecting the most frequent words in the
corpus. For these words, a phonetic transcription is generated by G2P system or
in special cases by hand. Each of the words can also have multiple pronunciation
variants. The employed language models are based on N-grams. Due to the large
size of the lexicon, the recognizer uses only bigrams. The unseen bigrams are
backed-off by the Knesser-Ney smoothing algorithm [6].

3 Experimental Work

The main focus of the experiments was to evaluate the influence of inaccurate
training data on speech recognition performance. We simulated the inaccuracies
by random substituting phonemes and by random deleting or repeating words.
The experiments were conducted using 3 Slavic languages to compare the influ-
ence of errors on different phonetics (and different sized phoneme sets). The
Sect. 4 describes another experiment on Belarusian data with real inaccuracies.
It studied the relation between the amount of training data and the quality of
phonetic annotations. The evaluation was done using GMM-HMM and DNN-
HMM acoustic models.

1 http://htk.eng.cam.ac.uk/.
2 http://torch.ch.
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3.1 Train and Test Data

The experiments were done for 3 Slavic languages (Croatian, Czech, Russian) on
data from GlobalPhone database. For each language, approximately one hundred
utterances from one hundred speakers were available. Hence, the results are
comparable among the evaluated languages. Each language data was divided
into train and test data set. The first 10 speakers were used for evaluation and
the remaining 90 speakers were utilized for training of acoustic models. The
distribution of data is shown in Table 1. Note that the experiments could be
easily replicated as the GlobalPhone database is accessible.

Table 1. The distribution of train and test sets of GlobalPhone for different languages
in hours.

Language Train Test Phonemes

Croatian 14.0 2.0 35

Czech 27.0 3.8 40

Russian 23.9 2.5 52

3.2 Experimental Setup

The conducted experiments can be divided into two main groups. The first one
focused on the effect of phoneme substitutions while the latter one studied the
effect of inserting repeating or removing words from training data.

To study the effect of phoneme substitution on speech recognition perfor-
mance, we had to alter the phoneme transcriptions of GlobalPhone data. For
each phoneme a probability was rolled. If this number was lower than a cer-
tain threshold, the phoneme was substituted. The percentage of substituted
phonemes ranged from 1% to 50% (half of the phonemes corrupted) and dif-
fered for each experiment. The replacement phonemes were randomly selected
from the phoneme set of given language. The same procedure was then repeated
for clusters of phonemes of size 2 and 3.

Quite often the speakers accidentally repeat or omit words from their utter-
ances. To simulate this situation, we randomly (with probability ranging from
1% to 40%) repeated (insertions) or removed (deletions) words from data.

3.3 Results

The experiments are evaluated using standard Word Error Rate (WER) metric:

WER[%] =
I + S + D

N
∗ 100, (1)

where I, D and S are the number of insertions, deletions and substitutions,
respectively. N is the total number of words in the reference text.
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Figure 1 shows the comparison of different languages within the scope of
experiment with a random substitution of phonemes using DNN models. It is
evident that WER grew with the amount of substituted phonemes. However,
this grow was not so significant, e.g. WER only got worse by 5% for 20% of
substituted phonemes. The increase in WER was more noticeable with additional
substitutions. Nevertheless the performance was still decent even with a half of
the data corrupted.

Fig. 1. Performance comparison on various languages based on amount of phoneme
substitutions.

As the Fig. 1 shows, the behaviour of WER on all languages was fairly com-
parable. The different steepness of increase in WER was due to different amount
of training data for each language (larger amount of data (Czech) had enough
correct data to train better model than languages with less resources). Due to
the high similarity between the results of different languages and to increase the
readability of figures, we further evaluate experiments only on Russian data.

In the second experiment, we focused on the influence of substituted clus-
ters. Such clusters can be created e.g. when voice assimilation wrongly affects
the whole cluster of consonants during automatic creation of pronunciation in
lexicon. The Fig. 2 depicts the results of experiments based on substitution of one
phoneme, two consecutive phonemes and three following phonemes in training
data. The amount of substituted phonemes is comparable in all cases.

The models based on clustered substitutions of bigger size outperformed
the single phoneme substitutions. This was caused by employment of triphone
model. When errors were randomly distributed in the train set, each substituted
phoneme affected three triphones (the current one and the two surrounding
ones) meaning that three random substituted phonemes altered nine triphones.
In case of altering clusters of size 3, only five triphones were affected (the three
substituted ones and the two surrounding ones).

The following experiment was about the influence of deleting or inserting
repeating words. It simulated situations when the speaker repeats some words
or completely omits them during recording. It may also happen in our auto-
matic mining process if the match between the recognized text and related text
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Fig. 2. The influence of substituted cluster sizes on speech recognition performance.

is not 100%. That means that there may be some wrong, missing or added
words. The results in Fig. 3 show the influence of repeating and deleting words
from training data on performance of GMM-HMM and DNN-HMM models. The
results showed that repetition of words is not a significant problem and that the
performance was only slightly worsened. On the other hand, the word dele-
tions significantly impacted the performance, especially for DNN. It was caused
by assignment of phonemes to frames during training. The repeated words got
assigned to the lowest count of frames possible while the remaining frames were
assigned mostly correctly. When a word was deleted from a transcription, all of
its corresponding frames had to be reassigned to surrounding phonemes. This
resulted in larger amount of influenced frames.

Fig. 3. Influence of insertions and deletions on performance of GMM-HMM and DNN
models.

Finally, the last experiment compared the behaviour of GMM-HMM and
DNN-HMM trained on corrupted training data. The results are shown in Fig. 4.
Note that all GMM-HMM and DNN-HMM pairs were always trained on the same
corrupted data. As expected, DNN-HMM model outperformed GMM-HMM on
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clear data. However, it was significantly more vulnerable to errors in training
data. It was due to different training process and assignment of phonemes to
frames of audio signal. GMM-HMM reassigned phonemes in each iteration of
training by using new model each time, while DNN used the same assignment
all along the training.

Fig. 4. Performance comparison between GMM-HMM and DNN-HMM models.

4 Practical Experiment with Automatically Created
Training Data

In this experiment, we focused on finding a relation between amount of train-
ing data and its accuracy. As we are currently working on Belarusian language
for our ASR system, we chose it for this experiment as well. All acoustic data
downloaded from public TV and radio stations’ web pages were processed auto-
matically and only segments with 100% match between recognized text and
related text were used for training. We studied the influence of adding segments
with more than 95%, 90% and 80% match to training set. This means that the
most refined model had the least amount of data and vice versa. Note that the
errors were mostly caused by missing words, inserted words or wrong phoneme
transcriptions of words.

Table 2. Results on Belarusian language with various amount of errors in training
data.

Data precision Hours WER

100% 16.6 35.95

95%+ 19.2 38.24

90%+ 20.7 39.32

80%+ 27.2 41.80
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To test the models, our TV/radio data set for Belarusian3 was employed.
The data set annotated by native speakers consisted of TV and radio shows
in total length of hour and half. The results, as summarized in Table 2, show the
importance of clean annotations over the amount of training data.

5 Conclusions

In this paper, we focused on importance of precise phonetic transcriptions for
speech recognition task. We presented several experiments focused on different
phonetic corruption of annotations. The results (performance wise) can be sum-
marized as follows:

– up to 5% of substitutions, the reduction in performance was fairly low;
– the differences between languages were negligible;
– the bigger clusters of substituted phonemes outperformed single substitutions;
– repetitions of words did not worsen the performance significantly;
– deletions on the other hand dropped in performance noticeably;
– the performance of DNN-HMM models dropped significantly more than

GMM-HMM models (especially with more errors).

We can say that if maximum precision is not the main goal, certain amount
of phonetic inaccuracies (up to 5%) may still result in high-performing speech
recognition system. On the other hand, by using the most precise annotations,
slight reduction in WER can be achieved. However, obtaining such clean data
can be time consuming as well as costly. We confirmed our hypothesis by the
experiments conducted on Belarusian data set where the performance dropped
by 2% by adding data with up to 5% of various errors.

Acknowledgements. This work was supported by the Technology Agency of the
Czech Republic (Project No. TA04010199) and by the Student Grant Scheme 2017 of
the Technical University in Liberec.
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Abstract. Parkinson’s disease (PD) is the second most common neu-
rodegenerative disorder of mid-to-late life after Alzheimer’s disease. Dur-
ing the progression of the disease, most individuals with PD report
impairments in speech due to deficits in phonation, articulation, prosody,
and fluency. In the literature, several studies perform the automatic
classification of speech of people with PD considering various types of
acoustic information extracted from different speech tasks. Nevertheless,
it is unclear which tasks are more important for an automatic classifica-
tion of the disease. In this work, we compare the discriminant capabilities
of eight verbal tasks designed to capture the major symptoms affecting
speech. To this end, we introduce a new database of Portuguese speakers
consisting of 65 healthy control and 75 PD subjects. For each task, an
automatic classifier is built using feature sets and modeling approaches
in compliance with the current state of the art. Experimental results per-
mit to identify reading aloud prosodic sentences and story-telling tasks
as the most useful for the automatic detection of PD.

Keywords: Parkinson’s disease · Phonation · Articulation · Prosody

1 Introduction

Parkinson’s disease (PD) is a progressive degenerative disorder of the central
nervous system characterized by motor and non-motor symptoms. The cardinal
motor signs of PD include the characteristic clinical picture of resting tremor,
rigidity, bradykinesia, and impairment of postural reflexes, while non-motor
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symptoms include cognitive disorders, sleep and sensory abnormalities. These
symptoms slowly worsen during the disease with a nonlinear progression. Motor
symptoms of PD influence also the speech production of language. Dysarthria
is typically observed in PD patients, it is characterized by weakness, paraly-
sis, or lack of coordination in the motor-speech system, affecting respiration,
phonation, articulation and prosody. The main deficits of PD speech are: loss of
intensity, monotony of pitch and loudness, reduced stress, inappropriate silences,
short rushes of speech, variable rate, imprecise consonant articulation and harsh
and breathy voice. The standard method to evaluate and rate the neurologi-
cal state of Parkinson’s patients is based on the revised version, provided by
the Movement Disorders Society, of the unified Parkinson’s disease rating scale
(MDS-UPDRS) [1]. The motor part of the MDS-UPDRS (Sect. 3) addresses
speech evaluating volume, prosody, clarity and repetition of syllables. There are
several speaking tasks that could be used to evaluate the extent of speech and
voice disorders in PD. The most traditional of them are the sustained vowel
phonation, rapid syllable repetition (diadochokinesis), and variable reading of
short sentences, longer passages or freely spoken spontaneous speech [2].

Recently, the automatic detection of Parkinson’s disease through speech has
gained the interest of the scientific community. Current state of the art includes
plenty of works targeting either the discrimination of PD patients from healthy
controls (HC) [3–5] or the evaluation of the correlation among different speech
characteristics and the severity of the disease [6–8]. These works differ on many
aspects: on the set of features considered, on the speech tasks used for the analy-
sis, and on the statistical approach used in the characterization of the problem.
Nevertheless, there are few studies that specifically focus on comparing common
speech production tasks typically used for diagnosis in terms of their utility for
automatic PD discrimination [3].

The main goal of this work is to investigate the role of common speech pro-
duction tasks used for the automatic detection of PD. To this end, we consider
a new database of Portuguese speakers consisting of 65 healthy control (HC)
and 75 PD subjects, each one of them performing 8 different speech tasks that
are typically used in Speech and Language Therapy clinical evaluations. For
each one of these tasks, we report individual automatic PD detection experi-
ments based on a conventional machine learning approach. Feature extraction
is based on a selection of the most representative measures typically considered
in studies assessing how the symptoms of this disease affect the speech produc-
tion. Thus, we are not interested in comparing the large amount of different
acoustic measures and learning approaches that have emerged along the years,
but rather in defining a feature set and classification strategy, based on the liter-
ature review, that can be suitable for assessing the different speech tasks. In the
following, Sect. 2 reports on some recent works in the area of automatic detection
of the disease. Section 3 describes the data and the speech tasks, while Sect. 4
explains the approach followed in this study. Results are presented and discussed
in Sect. 5. Finally, the conclusions are provided in Sect. 6.
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2 Related Work

In the last years there has been an increasing number of research works aiming at
the automatic characterization and assessment of dysarthria in PD using speech.
The primary focus of these studies is either discerning PD patients from HC or
attempting to monitor the disease progression through the estimation of the
UPDRS scale.

For instance, in Bocklet et al. [3], the authors investigate four different sys-
tems in order to assess acoustic, prosodic and voice-related features. The cor-
pus used is composed of 88 German speaking subjects affected by PD and 88
HC subjects performing eight tasks. The proposed systems deal with different
acoustic and prosodic features (MFCCs, F0, energy, duration, pauses, jitter, and
shimmer), and with the estimation of the parameters of the physical glottis.
Another system performs feature extraction with openSMILE [9] considering
the 1582 acoustic features of the INTERSPEECH 2010 Computational Paralin-
guistic Challenge (ComParE2010) baseline [10]. With the combination of all the
speech tasks and the fusion of the four systems, the authors report a recognition
result of 79% in discriminating HC subjects from PD patients.

In Bayestehtashk et al. [6], the authors investigated the automatic evaluation
of the severity of PD from speech. The corpus used is composed of 168 Eng-
lish speaking patients at different stages of the disease. The recordings include
three different tasks: sustained phonation of the English vowel /a/, diadochoki-
nesis (DDK) evaluation and reading text. The classifiers are based on the Com-
ParE2010 feature set. According to the results, the reading text and DDK tasks
are the most effective to perform the evaluation of the extent of the disease.
The authors reported a mean absolute error of 5.5 using the motor sub-scale of
UPDRS that takes values in the [0, 108] range.

In Orozco-Arroyave et al. [5], the authors explore different acoustic measures
on a set of recordings composed of the five vowels existing in the Spanish lan-
guage. The corpus is composed of 50 subjects affected by PD and 50 healthy
subjects, both groups are balanced by gender and age. The analysis includes
several acoustic measures, among these the first two formants (F1 and F2), the
pitch, the jitter, the shimmer, the vowel articulation index (VAI), the triangular
vowel space area (tVSA), and three new measures based on the tVSA. Results,
in agreement with previous studies, have shown that measures of the variability
of the pitch are among the most important features. Also, combining articulation
and phonation features led to an improvement in the results, achieving 81.3% of
classification accuracy.

Finally, regarding PD for European Portuguese, Proença et al. [11] investi-
gated acoustic and phonetic-prosodic characteristics of speech produced by PD
patients while reading phonetically rich sentences and isolated words. The cor-
pus is composed of 22 patients (12 females, 10 males) with different degrees
of PD severity. Only vowels in continuous speech context were analyzed. First
and second formant frequencies, vowel space area (VSA), VAI, MFCC, spectral
and prosodic parameters were calculated for each speaker. Results have shown
a centralization of vowel formant frequencies for PD speech, besides exploiting
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acoustic, spectral and prosodic features for classifying PD speech have shown
that dynamic features are of highest importance in this task.

3 Corpus Description

The FraLusoPark database [12] contains 140 European Portuguese speakers.
The control group, composed of 65 healthy volunteers, is age-matched and
sex-matched with the PD group, composed of 75 subjects. Patients were
recorded twice, OFF medication (i.e.: at least 12 h after withdrawal of all anti-
Parkinsonian drugs), and ON medication (i.e.: following at least 1 h after the
administration of the usual medication).

Subjects were recorded in a quiet room, with a specialized speech recording
equipment (Marantz PMD661 MKII recorder), using a unidirectional headset
microphone sampled at 48 kHz with 16-bit resolution.

Participants were required to perform several speech production tasks with
an increasing complexity in a fixed order: (1) three repetitions of the sustained
phonation of the vowel /a/, (2) two repetitions of the maximum phonation time
(vowel /a/ sustained as long as possible), (3) oral diadochokinesia (repetition of
the pseudo-word pataka at a fast rate for 30 s.), (4–5) reading aloud of 10 words
and 10 sentences, (6) reading aloud of a short text (“The North Wind and the
Sun”), (7) storytelling speech guided by visual stimuli, and (8) reading aloud of
a set of sentences with specific prosodic properties.

The total duration of the recordings is approximately 6 h and 31 min for the
control group, and 7 h and 30 min for the PD group. Demographics data of the
corpus are presented in Table 1.

Table 1. Demographic and clinical data for patient and control groups.

PD patients Controls

M F M F

Gender 38 37 34 31

Age 64.6± 11.9 66.9± 8.5 62.4± 12.4 66.6± 14.4

Years diagnosed 6.7± 4.5 10.8± 5.6 – –

MDS-UPDRS-III 32.1± 12.9 38.3± 14.5 – –

4 Methodology

In this work, we use the database described in the previous section to conduct
an analysis of the performance of automatic PD classification for each one of the
8 speech production tasks. For the purpose of this study, only recordings ON
medication were considered. Data was manually preprocessed in order to remove
the therapist’s speech. Additionally, each spontaneous intervention introduced
by the subject, that was not directly related with the task, was removed as well.
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After that, recordings were down-sampled to 16 kHz. The selected feature set,
described in detail in the next Sect. 4.1, has been extracted with the openSMILE
toolkit [9]. The selected model is a Random Forest classifier as implemented in
the WEKA toolkit [13]. This implementation relies on bootstrap aggregating,
also known as bagging, a machine learning ensemble meta-algorithm designed
to improve the stability and accuracy of machine learning algorithms used in
statistical classification and regression. Bagging reduces variance and helps to
avoid over-fitting. A stratified k -fold cross validation per speaker strategy is
used for training and evaluation of each speech task separately, with k being
equal to 5. Thus, we ensure that the train and the test sets at each iteration do
not contain the same speakers. Also, the percentage of speakers of each class is
balanced in the two data sets at each iteration.

4.1 Features Selected for PD Detection

Motor symptoms of PD affect also the motor-speech system, influencing the pro-
duction of language at various dimensions: phonation, articulation, and prosody.
Phonation problems are related with vocal fold bowing and incomplete closing
of vocal folds [14,15]; articulation deficits are manifested as reduced amplitude
and velocity of the articulatory movements in the lips, tongue and jaw [16];
prosody impairments comprise changes in loudness, pitch, and timing, which
overall contribute to the resulting intelligibility of speech [17].

In the literature the most traditional measures used in examining phona-
tion include measurement of F0, jitter, shimmer, and Harmonics to Noise Ratio
(HNR) [5,17]. Articulation is typically assessed considering differences in vocal
tract resonances. The first and second formant frequencies and the vowel space
area are frequently studied [11,18]. Prosodic analysis includes measurements of
F0, intensity, articulation rate, pause, and rhythm [3,17,19].

In this study we consider some of the measures that are repeatedly referred
in the majority of the works examined. In particular, our custom set of features
is reported in Table 2. First, these features are initially computed at the frame
level, the so-called low-level descriptors, which are obtained based on a sub-set of
the Geneva Minimalistic Acoustic Parameter Set (GeMAPS) [20] and the MFCC
pre-built configuration files. Then, in a second step, two functionals (mean and
standard deviation) are applied in order to obtain a feature vector of constant
length for the whole utterance. For some features, (F0 and loudness), mean and
standard deviation of the slope of rising/falling signal parts were also computed.
Finally, we obtain a 114-dimensional feature vector composed of 78 MFCC based
features and 36 GeMAPS based features. Notice that some other features also
frequently mentioned in the literature (i.e.: the articulation rate, pause analysis,
or VSA) were not considered in order to build a general purpose feature set,
which could be suitable for each task under assessment.
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Table 2. Description of the acoustic features based on 53 low-level descriptors plus 6
functionals.

Descriptors Functionals

Logarithmic F0 (1), Loudness (1) mean and stdev, mean and
stdev of the slope of
rising/falling signal parts (x6)

Jitter (1), Shimmer (1), Formant 1 bandwidth (1),
Formant 1, 2, 3 frequency (3), amplitude (3),
Harmonic to Noise Ratio (1),
Harmonic difference: H1-H2 (1), H1-A3 (1),
MFCC [1–12] (12), LOGenergy (1), First and second
derivative of MFCC and Log-energy (26)

mean and stdev (x2)

4.2 Sentence-Level vs. Segmental Feature Extraction

On a first attempt, the recordings of every speech production task for each
speaker have been processed as described previously to obtain a feature vector
of 114 elements. We refer to this approach as sentence-level feature extraction.
This strategy results in a single feature vector per speaker and task. In other
words, cross-validation experiments for each task are limited to only 140 sample
vectors, which will probably result in poorly trained models and less reliable
results. Alternatively, in order to increase the number of samples, we have also
performed a segmental feature extraction strategy. In this case, we obtain a
feature vector as previously described for each audio sub-segment of fixed length
equal to 4 s with a time shift of 2 s. This approach permits increasing the amount
of training samples for the cross-validation experiments, besides extracting more
detailed information of the speech productions.

5 Experimental Results and Analysis

Table 3 shows classification accuracy (%) results for each speech production task
following the two feature extraction strategies described previously: sentence-
level and segmental. As expected, the former approach led to poorer results,
mostly motivated by the reduced number of training samples (only 112 in each
task at each cross-validation iteration). However, we also believe that we are los-
ing valuable information when applying the functionals to long speech segments
as the ones corresponding to each speech production. On the other hand, the
segmental feature extraction strategy leads to very remarkable improvements in
terms of classification accuracy. In particular, the reading words task achieves
a maximum of 40.6% relative improvement, followed by the reading sentences
task with 31.5% relative improvement.

Overall, from these results we can observe that the reading prosodic sentences
task achieved the best recognition accuracy (85.10%). In fact, this is the best
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Table 3. Task-dependent recognition results on the 2-class detection task (PD vs. HC).

Feature extraction results - accuracy (%)

Task Sentence level Segmental

Sustained vowel phonation (/a/) 55.00 58.14

Maximum phonation time (/a/) 60.00 75.65

Rapid syllables repetitions 60.71 73.28

Reading of word 54.29 76.35

Reading of sentences 62.14 81.74

Reading of text 65.00 79.86

Storytelling guided by visual stimuli 66.43 82.32

Reading of prosodic sentences 70.71 85.10

performing task also in the case of sentence-level feature extraction. This obser-
vation confirms the relevance of this task, which was carefully designed in order
to explore language-general and language-specific details of PD dysprosody. The
second most discriminant task in terms of automatic PD classification is the
storytelling one (82.32%). As a matter of fact this task corresponds to the pro-
duction of spontaneous speech, since the subject has to create a story based
on temporal events represented in a picture. Although its overall duration is
extremely variable and dependent on the speaker, this task definitely contains
many important acoustic and prosodic information. This result is very encour-
aging for the development of tele-monitoring applications that may use sponta-
neous speech recorded over the telephone. The next most discriminant tasks
are those consisting of reading short passages of text and sentences. Again,
we believe that these productions are richer in terms of acoustic and prosodic
information, which makes them more convenient for automatic PD detection in
contrast to less informative rapid syllables repetitions or maximum phonation
time of vowel /a/. In general, it is likely that more complex tasks will contain
more linguistics phenomena, like for instance co-articulations, that may provide
important cues for discrimination. Moreover, these more complex tasks consist
generally of longer speech productions, which is expected to be beneficial for
the segmental feature extraction approach. Nevertheless, we also note that both
feature extraction strategies provide coherent results in terms of identifying the
top-4 most significant speech production tasks. Finally, we observe that the sus-
tained phonation of vowels /a/ is the task that achieved the worst results with
the segmental approach by a large margin (58.14%). From a quick analysis we
notice that this task is the one with shortest speech productions, resulting in
less speech segments. Anyway, this result deserves a deeper analysis, since it is
in contradiction with some previous observations for other languages.
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6 Conclusions

In this work, we have analyzed the potential discriminative ability of a large set
of common speech production tasks for the automatic detection of PD. For this
purpose, we considered a database containing European Portuguese PD and HC
speakers performing 8 tasks designed to assess speech disorders at various dimen-
sions. For each task, automatic classification experiments have been conducted
using a Random Forest classifier and a custom set of acoustic features carefully
selected based on the study of the state of the art. The experimental results
have shown that the most important production tasks are reading of prosodic
sentences and storytelling, achieving a PD classification accuracy of 85.10% and
82.32%, respectively. Future work includes the analysis of conversational speech
production tasks, besides the use of i-vector based classifiers, which is the cur-
rent state of the art in speech recognition tasks such as speaker or language
recognition.
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Skodda, S., Rusz, J., Nöth, E.: Voiced/unvoiced transitions in speech as a potential
bio-marker to detect Parkinson’s disease. In: Interspeech, pp. 95–99 (2015)
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Nöth, E.: Parkinson’s disease progression assessment from speech using GMM-
UBM. In: Interspeech, pp. 1933–1937 (2016)

8. Orozco-Arroyave, J.R., Vasquez-Correa, J., Hönig, F., Arias-Londoño, J.D.,
Vargas-Bonilla, J.F., Skodda, S., Rusz, J., Noth, E.: Towards an automatic moni-
toring of the neurological state of Parkinson’s patients from speech. In: 2016 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 6490–6494. IEEE (2016)

http://dx.doi.org/10.1007/978-3-319-10816-2_45


An Analysis of Speech Production Tasks Used for PD Diagnosis 419
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J.F., Nöth, E.: Design and implementation of an embedded system for real time
analysis of speech from people with Parkinson’s disease. In: Symposium of Signals,
Images and Artificial Vision - 2013, STSIVA - 2013, pp. 1–5, September 2013

19. Skodda, S., Schlegel, U.: Speech rate and rhythm in Parkinson’s disease. Mov.
Disord. 23(7), 985–992 (2008)

20. Eyben, F., Scherer, K.R., Schuller, B.W., Sundberg, J., Andr, E., Busso, C.,
Devillers, L.Y., Epps, J., Laukka, P., Narayanan, S.S., Truong, K.P.: The Geneva
Minimalistic Acoustic Parameter Set (GeMAPS) for voice research and affective
computing. IEEE Trans. Affect. Comput. 7(2), 190–202 (2016)



Unified Simplified Grapheme Acoustic Modeling
for Medieval Latin LVCSR
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Abstract. A large vocabulary continuous speech recognition (LVCSR)
system designed for dictation of medieval Latin language documents
is introduced. Such language technology tool can be of great help for
preserving Latin language charters from this era, as optical character
recognition systems are often challenged by these historical materials.
As corresponding historical research focuses on the Visegrad region, our
primary aim is to make medieval Latin dictation available for texts and
speakers of this region, concentrating on Czech, Hungarian and Polish.
The baseline acoustic models we start with are monolingual grapheme-
based ones. On one hand, the application of medieval Latin knowledge-
based grapheme-to-phoneme (G2P) mapping from the source language
to the target language resulted in significant improvement, reducing the
Word Error Rate (WER) by 13.3%. On the other hand, applying a Uni-
fied Simplified Grapheme (USG) inventory set for the three-language
acoustic data set complemented with Romanian speech data, resulted
in a further 0.7% WER reduction - without using any target or source
language G2P rules.

Keywords: G2P · Medieval Latin · Under-resourced speech recogni-
tion · Unified simplified grapheme modeling

1 Introduction

The pronunciation of Latin texts mainly depends on the era and region of their
origin [3]. Apart from the two widely studied classical and ecclesiastical pronun-
ciation styles [1], many other regional pronunciations exist that emerged after
the classical era. One of these pronunciation groups is the East-Central Euro-
pean [3] one, described in detail in Sect. 3.2. Although the target pronunciation
is considered to be uniform for this group, it also has to be taken into account,
that the acoustic base of the different source languages varies, which can lead
to various accents. It also has to be noted, that apart from the variations in
the pronunciations, orthographic and grammatical variations of Latin are also
exhibited through regions.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 420–428, 2017.
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This raises the question of how to create a speech recognition system which
has to deal with pronunciation variations of native speakers of different languages
reading linguistically different texts. We propose a system built for the recogni-
tion of medieval Latin speech spoken by speakers from the Visegrad region. It
is also important to collect in-domain textual/language data for the language
model from the relevant geographican regions and time. We describe the data
acquisition process in Sect. 2.1.

Our baseline system consists of separately trained grapheme-based acoustic
models for three of the Visegrad languages (Czech, Hungarian, Polish) com-
plemented with the Romance language Romanian. We apply two different
acoustic/pronunciation modeling techniques to develop models that are superior
to the baseline. The first one, discussed in detail in Sect. 3.2, is a knowledge-
based pronunciation modeling technique, where the source language phonemes
are mapped to the target language phonemes. The second method applied is a
Unified Simplified Grapheme (USG) acoustic modeling approach, where a joint
grapheme inventory is established for all the languages participating in the joint
acoustic model training, described in Sect. 3.3. The evaluation of all systems is
presented in Sect. 4.

RelatedWork. Different adaptation techniques have been proposed in [5] and [2]
to train acoustic models from multiple source languages for a single target language
where training data was limited. Similar work has been done for multi-dialectal
languages such as Arabic in [12] where jointly trained acoustic models were out-
performed by methods that unify dialect specific-acoustic models using knowledge
distillation and multitask learning. However, no approach is known for the authors
where the graphemes of multiple languages are merged successfully and applied for
acoustic modeling of a different language. To our knowledge, no previous work has
been done on medieval Latin speech recognition, nor on classical Latin for that
matter.

2 Data

2.1 Textual Data

As part of our inquiry was to cover linguistic variability across the Visegrad
region, aquiring textual data posed a few challenges. First of all, textual data
are scarce for medieval Latin, and texts originating from this geographical region
are even more difficult to obtain in electronic format. Additionally, most of the
available sources mix local languages and Latin, with no metadata to separate
them. For the scope of this paper, we collected monolingual (Latin) texts only.

Training Data. A smaller amount of in-domain data (medieval charters) were
collected from [10] (Monasterium), with an overall of 480k tokens. These doc-
uments are originating from the Hungarian Kingdom, from 1000 to 1524 AD.
To increase the vocabulary size of the language model, we collected a relatively
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larger (but still small, compared to state-of-the-art language models used in
speech recognition) 1.3M-token corpus from [11] (LatinLibrary). This corpus
consists of literary and historical texts from the post-classical era. In spite of
our efforts, at the time of writing this paper, we could not gather a measurable
amount of textual data from the age and area of the Kingdoms of Bohemia and
Poland.

Test Data. Using independent sources, three charters were selected from the
Kingdoms of Bohemia (CZ), Hungary (HU) and Poland (PL), from around 1200–
1300 AD, as test data for evaluating the language model, and to test the perfor-
mance of the LVCSR approaches. The test sets were read out loud by historians
fluent in medieval Latin.

Alternate Spellings. One interesting feature of the acquired corpora was that
they contained a significant number of spelling variants. Having spelling vari-
ants in the corpus with identical pronunciation introduces noise, and thus has
a negative effect on recognition results. We merged the spelling for the variants
by favouring the more frequent variant in the corpus (e.g. maiestati to majes-
tati). Resolving spelling variants resulted in a more consistent corpus in terms
of perplexity (reducing it from 775 to 672), and reduced the OOV rate by 0.8%.

Language Model. The word trigram language models we built from the two
corpora were estimated with the SRI Language Modeling toolkit (SRILM) [6]
using modified Kneser-Ney smoothing method. After estimating the mixture
parameter, linear interpolation was used to merge the two language models.

The perplexity measures on the test data showed that the Monasterium cor-
pus originating from the time and era of the Hungarian Kingdom was indeed
best fitting with the Hungarian subset of the test data with a perplexity of 82,
and an OOV rate of 0.9%. The perplexities measured on the Czech and Polish
origin text sets were ranging from 500 to 3200. Adding the LatinLibrary corpus
increased the perplexity significantly (up to 672), but reduced the OOV rate
by 7% on the overall test data, as well as the WER, so we decided to use the
interpolated language model.

2.2 Speech Data

Training Data. For Czech, the read part of Speecon database [9] was used,
recorded with medium distance microphone, 76 h in sum. The 567-hour data-
base for Hungarian consisted of the Speecon [8] database, manually transcribed
broadcast news (112 h) and conversational speech data. With the exception of the
Hungarian knowledge-based model (described in Sect. 3.2), the 112-hour broad-
cast news set was used for training. For Polish, only broadcast news data [7] was
available, comprising 31 h of manually transcribed speech. The Romanian speech
database used for the experiments was originally collected for [7] consisting of
35 h of broadcast news.
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Test Data. Native speakers of Czech, Hungarian, Polish and Slovak - all of
whom have experince with medieval Latin - were asked to record the three test
sets described in Sect. 2.1. The recording conditions were accurately controlled:
close-talking microphones, quiet, non reverberant acoustic environment, fluent,
flawless speech, and at least 16 kHz, 16 bit (linear PCM) encoding. No instruc-
tions were given regarding the pronunciation, the speakers were using their
expertise on medieval Latin pronunciation - affected certainly by their native
language. The overall length of the recorded test speech was around 30 min. The
recordings can be found at the project webpage.1

3 Acoustic Modeling

Building an acoustic model for speech recognition requires long hours of tran-
scribed speech. As of today (medieval) Latin is not spoken natively, and as to
our knowledge, there is no recorded speech database. One obvious way to han-
dle this problem is by creating a medieval Latin database; a proposition that
requires lot of time, resources and trained speakers of medieval Latin. Another
way of circumventing the lack of available speech data is to use speech data of
spoken languages, preferably those ones whose native speakers are going to use
the system.

For all the different pronunciation modeling methods, the acoustic models
were trained as follows. Mel-Frequency Cepstrum+Energy features were used
with Linear Discriminant Analysis (LDA)+Maximum Likelihood Linear Trans-
formation (MLLT), with a splice context of ±4 frames, 10 ms of frame shift.
9 × 40 dimensional spliced up feature vectors served as input to the feed-forward,
6 hidden-layer neural network with p-norm [4] activation function. Prior to DNN
training, a Gaussian Mixture Model (GMM) pre-training was performed. Clus-
tering and Regression Tree (CART) [4] was applied to obtain acrossword con-
text dependent shared state phone (or graph) models and their time alignment.
The number of senones (and so the size of the DNN softmax output layer) was
between 7.000 and 11.000 depending on the nature of the training data. The
size of the hidden layers was kept constantly on 2.000. A minibatch size of 512,
an initial learning rate of 0.1, and final learning rate of 0.01 was applied in
20 epochs using the Kaldi toolkit [4].

3.1 Grapheme-Based Pronunciation Modeling

For our three separately trained baseline systems, grapheme-based acoustic mod-
els were used where pronunciation is modeled using graphemes as subword units.
The language-specific graphemes (e.g. ö, ń) that are not part of the Latin alpha-
bet were trained, but not used in the recognition phase.

1 http://medilatin.speechtex.com.

http://medilatin.speechtex.com
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3.2 Source-Target Grapheme to Phoneme Mapping (G2P)

This method utilizes already trained acoustic models where the source language
phonemes are mapped to the target language phonemes using expert knowledge.
The source language acoustic models are trained with G2P mapping from ortho-
graphic transcriptions to native phonemes. In our experiments we used Czech and
Hungarian as (separately trained) source languages for the target language Latin.
After mapping source language phonemes to Latin phonemes, Latin-specific pro-
nunciation rules were implemented. These include a set of context indepen-
dent digraph mappings and context dependent rewrite rules, summarized in
Tables 1 and 2 respectively, for both Czech and Hungarian. Both languages fully
cover the phoneme inventory of medieval Latin which is of size 24.

Table 1. Latin digraph context-insensitive rewrite rules.

Digraph

ae oe ph qu

CZ e oe f kv

HU e ø f kv

Table 2. Latin context-sensitive rewrite rules. V: vowel, VP: palatal vowel, ˆVP: every-
thing but a palatal vowel, C: consonant, ∗: zero or any, ˆ: beginning of word, [ˆstx]:
not s, t or x.

GR c c ch ch gu gu ti ti

PH ts k h k gv gu tsi ti

Rule cVP cˆVP VC*ch ˆC*ch guV guC [ˆstx]tiV tiC

3.3 Unified Simplified Grapheme Acoustic Modeling

The second method used for improving speech recognition of medieval Latin
- this time in a fully data driven way - was the Unified Simplified Grapheme
(USG) acoustic modeling technique. Our motivation with using this technique
was three-fold:

1. Develop a target language acoustic model using available language resources.
2. Support recognition of medieval Latin spoken by speakers of diverse native

language background.
3. As the writing systems in the Visegrad region are originating from medieval

Latin, we were aiming to validate the intuition that by unifying and simpli-
fying the native graphemes, the deviations from the common ancestor may
cancel out.



Medieval Latin LVCSR 425

We experimented with joint three- and four-language USG acoustic mod-
els of any combination of the four languages (Czech, Hungarian, Polish and
Romanian). The joint acoustic model requires a unified grapheme inventory
for the training. Our proposal was to simplify all special characters, i.e.
those graphemes that had a diacritic mark (acute, caron, etc.) on them, were
mapped back to their normalized form. Table 3 contains examples of the unifi-
cation/simplification process for all four languages. For the four languages an
overall of 32 of such unifications/simplifications were made, reducing the unified
grapheme inventory set from 58 to 26. Further than that, those graphemes that
are non-native to Latin, and can straightforwardly mapped to a native Latin
grapheme(s), were also replaced. These included mappings from x to ks, y to
i and w to v. As a result, a unified and simplified grapheme inventory set was
produced, formally compatible with medieval Latin. The USG units were then
used as acoustic model units in the multiple language training.

Table 3. Simplification examples for the unified model.

Language CZ HU PL RO

Orthographic form řekl őz mís apă

USG transcription rekl oz mis apa

4 Experimental Results

We conducted experiments on medieval Latin, spoken by native speakers of four
languages (Czech, Hungarian, Polish and Slovak), where the test texts were
originating from different regions, as described in Sects. 2.1 and 3. The best
performing monolingual grapheme-based model results were that of Hungarian,
with 34.6% overall WER (see in Table 4), possibly because of the larger training
data - this was the reference value when comparing the results. On a related note,
we also found that only the Hungarian monolingual grapheme-based acoustic
model had the best performance over its own test sets.

Table 4. Word Error Rate (WER[%]) results for monolingual grapheme-based acoustic
models of Czech, Hungarian, Polish and Romanian (CZ, HU, PL, RO).

Speaker

AM language CZ HU PL SK
∑

CZ 53.6 73.8 62.9 45.7 59.0

HU 33.7 28.6 47.1 29.1 34.6

PL 65.0 67.6 46.4 51.1 57.5

RO 53.6 69.1 44.7 43.8 52.8
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Table 5. WER[%] for Czech-Latin source-
target G2P model. Acoustic model training
set: 76 h.

Latin test text

Speaker CZ HU PL
∑

CZ 43.8 28.2 49.1 40.4

HU 48.7 40.0 58.7 49.1

PL 53.3 18.2 53.2 41.6

SK 30.3 30.0 44.0 34.8
∑

43.9 28.9 50.8 41.2

Table 6. WER[%] for Hungarian-
Latin source-target G2P model.
Acoustic model training set: 567 h.

Latin test text

Speaker CZ HU PL
∑

CZ 19.4 6.4 28.0 17.9

HU 25.0 25.4 20.2 23.5

PL 28.9 15.4 41.3 28.5

SK 20.4 9.1 22.9 17.5
∑

22.6 12.5 28.1 21.1

4.1 Source-Target G2P Mapping Results

The results on the experiments with the knowledge-based pronunciation model-
ing technique, where the native phonemes of the source phoneme-based acoustic
models were mapped to the target phonemes in the pronunciation dictionary, are
in Table 5 for the source language Czech, and in Table 6 for the source language
Hungarian. The Hungarian knowledge-based acoustic model - possibly due to
the larger data set - outperforms the (Hungarian grapheme-based) baseline sig-
nificantly, with an 21.1% overall WER. It is worth mentioning that the Czech
and Slovak speaker test sets achieve a surprisingly low 6.4% and 9.1% WER
respectively on the Hungarian text test set.

4.2 USG Results

The results for the three-language joint acoustic models are in Table 7. Among
the three-language USG models, the Czech-Hungarian-Romanian model had the
best performance with a competitive overall 21.9% WER. Complemented with
Polish, we got the best experimental results of 20.4% with the four-language
USG model (see in Table 8). We also measured the WER on any combination
of three of the four languages, and found that each language contributed to the
four-language model.

It is worth mentioning, that compared to the knowledge-based Hungarian
model (Table 6), the results on the Polish speaker test set improved by an
absolute 6.5%. This could be due to the ability of the four-language model
to generalize better over different speaker test tests. This generalizing ability
intensifies when adding training data of a new language, as the models of similar
graphemes are merged, and work better on different native language speaker test
sets.

When comparing Tables 6, 7 and 8, it is somewhat surprising that the Hun-
garian speaker test set had an absolute 10.8% less WER on the Hungarian text
test set using the knowledge-based G2P model. We had expected the Hungar-
ian speakers to perform better with the Hungarian knowledge-based model and
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Table 7. WER[%] for all the three-language
USG models.

Speaker

AM language CZ HU PL SK
∑

CZ+HU+PL 28.2 28.2 27.7 22.4 26.6

CZ+HU+RO 23.3 21.4 23.9 19.2 21.9

CZ+PL+RO 24.6 33.1 25.6 19.8 25.8

HU+PL+RO 24.8 21.5 25.7 20.7 23.2

Table 8. WER[%] for USG model
of Czech, Hungarian, Polish and
Romanian (CZ+HU+PL+RO).

Latin Test Text

Speaker CZ HU PL
∑

CZ 20.4 11.8 30.7 21.0

HU 21.1 14.6 25.7 20.5

PL 23.0 10.0 33.0 22.0

SK 14.5 12.7 24.8 17.3
∑

19.9 12.2 29.0 20.4

Hungarian text test set setting, but in fact the phoneme mapping masked the
difference between mid-front /e:/ and open-front /E/ in the pronunciation of the
Hungarian speakers. In addition to that, they were pronouncing the named enti-
ties using their native pronunciation, which also increased the WER in case of
the knowledge-based approach. Similarly, we see an absolute 3% WER improve-
ment on the whole Hungarian speaker test set whith the four-language USG
model when comparing it to the Hungarian G2P results.

Finally, the results show that the experiments conducted on the Hungarian
origin text test set yielded to the best results with all models. This is due to the
fact that the in-domain part of the language model training data was originating
from the Hungarian language region, see Sect. 2.1.

5 Conclusions

In this paper, we introduced two acoustic modeling techniques for a target lan-
guage independent medieval Latin speech recognizer to elevate the efforts of dig-
itizing medieval Latin charter data. Our goal was to build an acoustic model for
medieval Latin, borrowing speech data from different source languages (Czech,
Hungarian, Polish and Romanian). Our test set consisted of medieval Latin char-
ters originating from different regions read by native speakers of the above lan-
guages. With the objective of building an acoustic model without source language
speech data, we presented two approaches: knowledge-based G2P modeling, and
USG modeling.

The results showed that both methods outperform by far the best baseline
system. We found that the best model was the four-language USG model. When
comparing it to the knowledge-based Hungarian phoneme-based model, which
was using expert knowledge to map words to phoneme sequences, and trained on
larger amount of data, it seemed that the four-language USG model was better
in evening out the inconsistencies of the pronunciations in different speaker test
sets.
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Future research directions include acquiring a considerable amount of
medieval speech and textual data, as well as implementing a more refined G2P
modeling using a unified phoneme inventory set. Furthermore, adding more data
when using the USG approach may result in even higher recognition accuracy,
allowing dictational applications.
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Abstract. In offline speaker diarization systems, particularly those
aimed at telephone speech, the accuracy of the initial segmentation of a
conversation is often a secondary concern. Imprecise segment boundaries
are typically corrected during resegmentation, which is performed as the
final step of the diarization process. However, such resegmentation is
generally not possible in online systems, where past decisions are usually
unchangeable. In such situations, correct segmentation becomes critical.
In this paper, we evaluate several different segmentation approaches in
the context of online diarization by comparing the overall performance
of an i-vector-based diarization system set to operate in a sequential
manner.

Keywords: Speaker diarization · Speaker change detection · i-vectors ·
Convolutional neural network

1 Introduction

Speaker diarization is a speech processing task which aims at categorizing differ-
ent speech sources in a conversation of two or more speakers, such that utterances
produced by the same speaker are assigned the same label. In other words, we are
trying to determine “Who speaks when?”, typically without any prior knowledge
about the number and identities of the speakers.

Speaker diarization systems can be divided into two main categories: offline
and online. Offline systems process a given audio recording as a whole, requiring
that the entirety of the data is available at the beginning of the process. This
allows these systems to use all available information for their decisions. Online
systems, by contrast, operate in a strict left-to-right manner and can process an
incoming audio stream in real-time. The decisions made by these systems can
be based only on previously seen data, independent of future information, and
once made, cannot be changed.

The most common diarization approach, used by both offline and online sys-
tems, consists of two main steps: segmentation and clustering. The input signal
c© Springer International Publishing AG 2017
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is split into short intervals and these are then merged into clusters corresponding
to the individual speakers. Common algorithms include clustering based on the
Bayesian information criterion (BIC) [11] or on distances between i-vectors [12].
In the case of offline systems, there is often an additional resegmentation step,
which refines the original segment boundaries.

An alternative diarization approach combines segmentation and clustering
into a single iterative process, often with the use of Hidden Markov Models
(HMMs) or related concepts [1,9]. However, this approach is not typically used
in online diarization.

There are many possible ways to perform segmentation. Ideally, we want to
have segments which only contain a single speaker. This is best achieved with
speaker change detection (SCD) - identifying possible speaker boundaries and
then splitting the conversation there. Common approaches include the Bayesian
Information Criterion (BIC), Generalized Likelihood Ratio (GLR) [11], Support
Vector Machines (SVM) [5] or Deep Neural Networks (DNNs) [7,15].

However, the SCD approach is problematic in spontaneous telephone con-
versations. These typically contain very short speaker turns and frequent over-
lapping speech, which makes it difficult to correctly detect speaker turns. For
this reason, most authors in the telephone domain (e.g. [6,12,13]) choose to sim-
ply cut the conversation into very short intervals of fixed length. It is assumed
that any inaccuracies can be resolved during the later stages of the diariza-
tion process, typically by performing a final resegmentation step. This was also
confirmed in our recent paper [16], which compared the fixed length approach
with SCD-based segmentation using GLR distance. There, we showed that even
though the SCD approach led to better initial clusters, the final results of both
options after resegmentation were comparable.

Unfortunately, no such resegmentation is possible in online systems. This
means that a proper initial segmentation again becomes important.

This paper is in part inspired by the recent work of Zhu and Pelecanos [19],
who have proposed an incremental adaptation process for online i-vector based
speaker diarization. Their original paper focuses mainly on the clustering step
and sidesteps the question of segmentation by utilizing oracle segmentation
based on reference transcripts (although this has very recently been extended
with ASR-based segmentation [3]). In our work, we follow up on their results
by implementing the suggested online approach in our own diarization system,
while using a different segmentation.

The main goal of this paper is then to compare multiple different segmen-
tation options in the context of online speaker diarization. For this purpose, we
use the aforementioned i-vector-based system and evaluate its performance on
telephone data from the CALLHOME American English corpus [2]. As most tele-
phone conversations involve only two individuals, our system explicitly assumes
the presence of only two speakers and we limit our experiments to the two-
speaker subset of the corpus.
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2 Offline Diarization System

For our online diarization experiments, we have re-purposed an originally offline
state-of-the-art diarization system which is based on i-vectors. In this section,
we describe this base offline system, while the subsequent adjustments to a more
sequential approach will be presented in Sect. 3.

The basic structure of the system is based on the i-vector approach which has
recently become standard in speaker diarization [12,19]. The specific implemen-
tation largely follows the descriptions presented in our previous papers [8,16]
and a diagram of the main steps can be seen in Fig. 1. The diarization process
starts with the extraction of acoustic features from the conversation, followed by
its splitting into short segments. This segmentation step can use one of multiple
possible approaches, some of which will be explored in Sect. 4.

Fig. 1. Diagram of the offline diarization system.

As the next step of the process, we obtain a simplified representation of the
individual segments. For each segment of the conversation, we first accumulate
a supervector of statistics [17], from which we subsequently extract an i-vector
via Factor Analysis [4]. The size of the i-vectors is further reduced with the aid
of a conversation-dependent Principal Component Analysis (PCA) transforma-
tion [14].

Following this, the i-vectors are clustered in order to determine which parts
of the conversation were produced by the same speaker. As we limit our data to
conversations between only two speakers, we can use a simple k-means algorithm
based on cosine distance between i-vectors [14].

Finally, we perform a frame-wise iterative resegmentation based on Gaussian
Mixture Models (GMMs) trained on the data from each cluster. This serves to
refine the speaker boundaries and correct mistakes caused by imprecise segmen-
tation.

3 Online System

As our main goal was simply to investigate the sequential segmentation and
clustering process, without the need for actual real-time output, we decided
against implementing a complete, fully online diarization system. Rather, we
have simply adjusted the original offline process which was described in Sect. 2
so that each of the steps separately operates in a left-to-right manner. As such,
the initial steps of both systems are identical. However, the original k-means
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clustering is replaced by a sequential algorithm, while both the conversation-
dependent PCA reduction of i-vectors and the final resegmentation step, which
are not possible to perform online, are removed entirely.

As the clustering step, we employ the i-vector adaptation process proposed
by Zhu and Pelecanos [19], which is given by

Tn = αVnV T
n + (1 − αn)I , αn =

n

n + R
, (1)

where n is the number of i-vectors which have been processed so far, Vn is the
first principal component of the i-vectors, Tn is an i-vector transformation matrix
and R is the relevance factor which controls the rate of the adaptation.

The resulting sequential clustering then works as follows: For each new
i-vector (which corresponds to a new segment), we first update the transfor-
mation matrix Tn using the formula in (1) and use it to transform all i-vectors
seen up to this point. Then we calculate the cosine distance between the new
transformed i-vector and all existing clusters, where the distance to a cluster is
calculated as the average of the distances to all of its i-vectors. If the distance to
the closest cluster is lower than a threshold (we will designate this threshold as
θ) or the maximum number of clusters is reached (in our case, this number is 2),
the new i-vector is assigned to this cluster. Otherwise, a new cluster is created.

Because all decisions made by the system are final and unchangeable, an
incorrect decision at an early point in a recording can significantly impact the rest
of the clustering process. In this regard, extremely short segments, particularly
those under 0.5 s are the most problematic, as they typically do not contain
sufficient information about the speaker in order to be correctly clustered.

As some of the segmentation approaches which we compared may produce
such short segments, it was necessary to slightly adjust the clustering algorithm
in order to avoid this issue. We achieve this by excluding any segments under
1 s in length from the regular clustering process. Instead, the corresponding
i-vectors (which we do not consider to be representative of any speakers) are
simply labeled as the nearest existing cluster (they are never used to create a
new one), but they are not included in the calculation of Tn in (1) and we also
do not consider them in later distance calculations.

4 Segmentation

In this paper, we compare several different segmentation approaches. For these
experiments, we chose to use the segmentation algorithms which were previ-
ously described in our two recent papers [8,16] in the context of offline speaker
diarization. All of these segmentation approaches assume the possibility of their
use in online diarization, i.e. they operate sequentially or can be relatively easily
adjusted in such manner.

Some of the described approaches rely on information about the presence of
silence and speech which would under real conditions be provided by a voice
activity detector (VAD). However, in order to avoid any specific VAD method
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from influencing the results of the segmentation, we chose to use oracle VAD
obtained from the reference transcripts and we discuss the possible dependence
on VAD in the description of each segmentation method.

When performing segmentation, it is also important to consider the length
of the resulting segments. In particular, we need to have a sufficient amount
of information in order to be able to extract an i-vector from each segment.
Typically, a segment length of at least 1–2 s is considered to be the minimum in
order to obtain i-vectors which are representative of the speakers.

4.1 Fixed Length Segments

The simplest segmentation option is to split the input stream into short intervals
of equal length, without considering any potential speaker boundaries. In our
system, we follow the example of [12] by using overlapping segments. This allows
us to increase the amount of information contained in a single i-vector while
retaining a higher precision of the segmentation. Specifically, we chose to use
segment length of 2 s with a 1 s overlap between neighboring segments.

4.2 GLR-Based Speaker Change Detection

As the first speaker change detection approach, we used the Generalized Like-
lihood Ratio (GLR)-based algorithm described in our previous paper [16]. This
is a two-pass algorithm, which means that it is not suitable for true online
diarization in its current form. However, we believe that it should be possible to
implement a relatively similar algorithm in a strictly left-to-right form.

In the original two pass approach, which we used here, the algorithm first
calculates the GLR distance between two sliding windows over the entirety of
the conversation. A smaller number of the most likely speaker change points
are found as the local maxima whose topographical prominence exceeds a set
threshold. During the second pass, segments above a specific length are split
according to the algorithm suggested in [16].

Finally, any segments which contain only a small percentage of speech frames
(as determined by VAD), are labeled as silence and subsequently discarded. This
means that the performance of this approach depends on VAD implementation
and also gives it an advantage over the other approaches when reference VAD is
used (as was done in our experiments).

4.3 CNN-Based Speaker Change Detection

The second SCD-based segmentation method which we considered uses a Con-
volutional Neural Network (CNN) as a regressor. We employ a CNN which was
trained on spectrograms of acoustic signal using the method described in [8]. The
reference training labels were in the form of a fuzzy labeling function L. Figure 2
depicts an example of a spectrogram, the values of the labeling L and the CNN
output as a probability of speaker change P . Speaker changes are then identified
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Fig. 2. The input speech as spectrogram is processed by the CNN into the output
function P (a probability of change in time). The L-function (the reference speaker
change) for the CNN training is depicted on top.

as peaks in the signal P using non-maximum suppression with a window size of
5 samples (0.5 s). We also apply a threshold of 0.5 on the detected peaks in order
to remove insignificant local maxima. The signal between two detected speaker
changes is considered as one segment.

Additionally, we also utilize the information about the change P from the
CNN for weighting of the acoustic data in a segment, in order to refine the
statistics accumulation process used for the subsequent i-vector generation [18].

In the offline version of this segmentation approach, we discard any segments
under 1 s in length, as they are considered unreliable. They are only processed
later during resegmentation. However, in the online variant, which does not have
resegmentation, we keep all segments, regardless of length.

Processing the spectrogram window using a CNN takes only a very short
time, which makes this approach suitable for online diarization. It should also
be noted that the network is trained to detect all types of speaker boundaries
and as such, does not need any information from a voice activity detector.

4.4 Oracle Segmentation

For comparison purposes, we also implemented oracle segmentation. In this app-
roach, the conversations are split according to the reference transcripts: each
individual record from the transcript becomes a single segment. As many of
these segments are very short (often under 1 s), we adjust them slightly by join-
ing any two segments from the same speaker which are separated by a silence
of less than 0.5 s (this does not, however, eliminate all short segments). Other-
wise, the segments are kept exactly as recorded in the transcripts, including any
partial overlaps.

5 Results

For the evaluation of our system, we used the CALLHOME American English
corpus of telephone speech [2], with both channels mixed into a single one. As
35 of the recorded conversations had been used for training the CNN which we
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use for one of the segmentation approaches, we limited our experiments to the
remaining 77 conversations with only two participants.

The results are evaluated using the Diarization Error Rate (DER), as defined
by NIST [10], with the customary tolerance collar of 0.25 s around speaker bound-
aries. Contrary to a common practice in telephone speech diarization, we do not
ignore overlapping segments during the evaluation. However, our listed error
rates only include two of the three components of DER: missed speech (speech
incorrectly labeled as silence) and speaker error (speech labeled as the wrong
speaker). False alarm (silence incorrectly labeled as speech) is removed before
evaluation with the help of the reference transcripts.

In Table 1, we present the results achieved with the four segmentation meth-
ods for a fixed decision threshold θ = 0.6 and different values of the relevance
factor R, which controls the rate of the adaptation (see Sect. 3). This includes
R = ∞, which is equal to not using adaptation. We may notice that the adap-
tation process proposed in [19] can improve the final DER in all four cases, but
the individual segmentation approaches have different optimal values of R.

For comparison, we also show the results of the offline system (adapted from
our previous works [8,18]).

Table 1. Offline and online diarization results for different segmentation approaches,
measured in terms of DER [%]. R is the relevance factor of the i-vector adaptation,
with the value of ∞ being equal to no adaptation. Decision threshold for the online
approach was θ = 0.6. Offline results (except oracle) were adapted from [8,18].

Offline Online

R – ∞ 8192 . . . 1024 512 256 128 64 32

Fixed length 9.23 18.62 18.47 . . . 18.88 19.34 19.80 20.43 – –

GLR 11.98 15.04 – 14.29 14.15 14.12 13.74 14.23 14.29

CNN 7.84 15.16 – 14.77 14.95 14.91 15.93 – –

oracle 6.80 10.98 – – 9.60 9.58 9.30 9.78 10.71

The table shows that in the offline scenario, the näıve fixed length segmen-
tation produces reasonable results (likely due to resegmentation [16]), although
it is surpassed by the CNN-based approach. However, in our online system, this
simple option is no longer sufficient, achieving nearly double the error of the
oracle option. This suggests that correct segmentation is much more important
in online systems.

Of the two SCD-based approaches, the GLR-based method scored bet-
ter. However, this may be influenced by its reliance on VAD (as discussed in
Sect. 4.2). As our experiments used oracle VAD from reference transcripts, this
gives the approach an advantage compared to the CNN-based option, which did
not use any information from VAD.
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6 Conclusion

In this paper, we compared several different segmentation approaches in an
i-vector-based speaker diarization system operating in a left-to-right manner.
We have found that the final system performance highly depends on the quality
of the segmentation step. In particular, the simple näıve splitting by fixed length,
which is commonly used in offline systems, does not appear to be sufficient for
an online approach. Instead, more sophisticated methods are required, such as
one of the other approaches which we explored here.

Acknowledgments. This research was supported by the Ministry of Culture of the
Czech Republic, project No. DG16P02B009.
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Abstract. We propose a visual parametrization method for the task of
lipreading and audiovisual speech recognition from frontal face videos.
The presented features utilize learned spatiotemporal convolutions in a
deep neural network that is trained to predict phonemes on a frame
level. The network is trained on a manually transcribed moderate size
dataset of Czech television broadcast, but we show that the resulting
features generalize well to other languages as well. On a publicly available
OuluVS dataset, a result of 91% word accuracy was achieved using vanilla
convolutional features, and 97.2% after fine tuning – substantial state of
the art improvements in this popular benchmark. Contrary to most of
the work on lipreading, we also demonstrate usefulness of the proposed
parametrization in the task of continuous audiovisual speech recognition.

Keywords: Audiovisual speech recognition · Deep learning ·
Spatiotemporal convolutional network · Lipreading

1 Introduction

Automatic lipreading is a task of recognizing speech purely from a video of a
talking face. It is an inherently difficult task due to limited information content,
speech ambiguities and high speaker-dependence. Majority of the work in this
area has therefore traditionally concentrated on simplified applications such as
phrase or continuous digit recognition. An area closely related to lipreading is
audiovisual speech recognition (AVSR), where the main role of lipreading lies in
enhancing performance of acoustic decoders, typically under noisy conditions.
However, mainly due to the lack of publicly available data, large vocabulary
lipreading is scarcely investigated even when coupled with acoustic decoders.
For an overview of pre-deep learning advances in lipreading and AVSR see [14].

With its rapid advancement over the past decade, deep learning has grad-
ually found its way into visual speech recognition as well as other applied
research areas. One of its first applications in lipreading was in [6], where Ngiam
et al. employed deep autoencoder trained via layer-by-layer stacked Restricted
Boltzmann Machines. Purpose of the resulting deep belief network was to create
joint audio-video bottleneck parametrization, which Ngiam et al. subsequently
c© Springer International Publishing AG 2017
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used in a support vector machine (SVM) to classify videos of isolated letters and
digits on two popular datasets AVletters and CUAVE. Another example is [7],
where Noda et al. trained a convolutional neural network (CNN) on still images
of mouths to predict phonemes and classified 300 Japanese isolated words using
a hidden Markov model (HMM) trained on deep bottleneck features. A fully
end-to-end approach was taken by Wand et al. [12], where 51 isolated words
were classified using long short term memory (LSTM) recurrent network. Most
recently, two advanced end-to-end deep learning systems for lipreading sentences
were presented in [1,2]. Assael et al. [1] trained the system to recognize structured
sentences of the GRID corpus by optimizing connectionist temporal classifica-
tion (CTC) criterion and significantly improved state of the art word error rate
(WER) from 13.6% to 4.8% in a multi-speaker split, albeit with still only 51
word vocabulary. Chung et al. [2] designed a first end-to-end trained truly large
vocabulary deep learning system for lipreading sentences in the wild. To this
end, they utilized watch, listen, attend, and spell framework instead of CTC,
and were able to push the results on GRID even further down to 3.3%. Their
system was, however, pre-trained on a large proprietary dataset of BBC televi-
sion broadcast with over 100 thousands audiovisual utterances, not available to
other researchers.

In this work, we exploit the predictive power of deep learning methods
from a perspective of feature extraction for lipreading, similarly to e.g. [7]. We
employ spatiotemporal convolutional network in order to predict frame-level
labels, therefore also utilizing speech dynamics. As a basic visual speech unit,
we choose phonemes, as it has repeatedly been shown, see e.g. [11], that even for
purely visual tasks, visemes suffer from several key problems such as low ratio of
between to inner class variance and strong context dependence. We then utilize
the unnormalized log-probability, the network last layer’s output, as a visual
parametrization for a traditional HMM-based decoding system. In the experi-
ments section we show that despite the network being trained to predict Czech
phoneme set (PACZ) [8], the features achieve state of the art results on English
data too, demonstrating their generalization ability and robustness. Advantages
of this approach mainly include easy integration into existing frameworks, where
the visual information can be plugged into as an additional modality. The pro-
posed visual parametrization is evaluated in both lipreading and continuous
speech AVSR.

2 Convolutional Features

Spatiotemporal convolution has been proven successful in video classification
tasks, see e.g. [3]. It generalizes classic 2D convolution by also considering the
time dimension, i.e.

(x � w)t0,u0,v0,c0 =
l∑

t=0

m∑

u=0

n∑

v=0

C∑

c=1

wc0,t,u,v,cxt+t0,u+u0,v+v0,c + bc0 (1)
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where x represents a 4D input video sequence of l frames with m×n pixels and
C channels (e.g. RGB images), w is a bank of d 4D convolution kernels, and b
is an added bias.

Here, we exploit its representational power to classify short video chunks x
into one of 48 Czech phoneme classes including silences. The chunks consist of
7 or 11 frames of 64× 64 RGB region of interest (ROI) that cover the speaker’s
mouth and its closest surroundings. We stack four blocks of spatiotemporal con-
volutions (1), batch normalization, spatiotemporal max-pooling and rectified
linear unit, with each new layer having twice more convolution kernels than
the previous one. In order to produce probability for each class, a linear layer
with output dimension equal to the number of phonemes is added after the last
convolution. See Fig. 1 for the details.

Fig. 1. Spatiotemporal convolutional network architecture

The optimal parameters θ∗ (i.e. weights and biases) of the network are esti-
mated by minimizing a softmax cross entropy loss of the network output vector
f(x;θ) against ground truth labels r, i.e.

minimize
θ

∑

x,r∈X
−f(x;θ)r + log

∑

j

ef(x;θ)j (2)

where X is a training set consisting of labeled pairs (x, r). For the optimiza-
tion, we employ the mini-batch stochastic gradient descent algorithm with a
momentum of 0.9.

After the network is trained, we use its output vector f(xi;θ∗), whose j-th
element represents an unnormalized logarithmic probability of the j-th phoneme,
as a robust visual parametrization for the i-th frame. In order to deal with
borderline cases, the input video is padded with the first and last frames on its
respective ends.

The features are post-processed by concatenating parametrization vectors for
several consecutive frames and reducing their dimensionality via linear discrimi-
nant analysis (LDA). Delta features computed as a difference between two frame
feature vectors may be appended to the resulting parametrization. The length
of the neighborhood for concatenation or inclusion of delta features are treated
as hyperparameters and are cross validated as per splits in Table 1.
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Table 1. Overview of datasets used in this work

Dataset # speakers Voc. size Training set Validation set

TV-data ∼50 26197 6.47 h 2.2 h

OuluVS 20 10 19 speakers
(∼29 min)

1 speaker
(∼1.5min)

TULAVD-isol 54 366 45 speakers
(∼1 h)

9 speakers
(∼12min)

TULAVD-cont 54 366 45 speakers
(∼3.1 h)

9 speakers
(∼40min)

3 Data

Deep convolutional networks usually require large amount of data to train from
scratch. In areas such as image classification, the preferred way often is to use a
pre-trained model and then fine-tune it for specific purposes. In our case, this is
not an option, since there are no publicly available spatiotemporal models that
would be close to our application.

3.1 TV-data

In order to train the network, we utilize a manually transcribed dataset of Czech
television broadcast. The complete dataset contains over 800 h of video content,
most of which, however, is not suitable for training of our lipreading system.
We process it in following way. Faces in each frame of every video are detected
using histogram of oriented gradients (HOG) based deformable part model as
implemented in the dlib library [5]. Also, for every frame precise locations of 68
landmarks describing facial shape of each face are predicted using the Ensemble
of Regression Trees (ERT) algorithm [4]. We then pick a small subset of the
complete data such that the resulting sequences are at least 3 s long and have only
a single frontal facing talking speaker for the whole length. In order to achieve
scale invariance we define the size of the region of interest (ROI) relative to the
normalized mean facial shape. The coordinates of the ROI in the input image
are then found by computing Euclidean transformation between the normalized
shape and the detected one via least squares minimization.

All videos have been manually checked whether the visible face really is the
speaker, or, for example, only serves for illustration purposes, such as when the
studio host actually talks over the phone. The complete clean subset then con-
tains approximately 11 h of audiovisual data, which have been split into training,
validation, and test set in 0.6 : 0.2 : 0.2 respective ratio. See Table 1 for details.
The phoneme class labels for each frame are produced by force-aligning a pre-
trained acoustic model on mel frequency cepstral (MFCC) parametrization of
the synchronized audio stream.
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3.2 OuluVS

We demonstrate the performance of our proposed visual features on more
restricted datasets that are better suited to video-only lipreading. OuluVS [13]
is a popular and widely used publicly available dataset containing 20 speakers
(17 male, 3 female), each of which utters 10 different short phrases five times.
Examples of such phrases are for instance “Hello!” or “How are you?”. The videos
were recorded at 25 fps with resolution of 720 × 576 pixels in an interlaced mode.
Even though OuluVS ships with four different kinds of pre-extracted ROIs, we
use our own extraction procedure similar of Sect. 3.1.

3.3 TULAVD

TULAVD [9] contains data from 54 speakers, of which 23 are female and 31 male
with age ranging from 20 to 70 years. Each speaker uttered 50 isolated words and
100 sentences in Czech language, which were automatically selected according
to phonetic balance. First 50 sentences are common for all speakers, whereas the
second 50 differ. Audiovisual utterances were captured by two Logitech C920
FullHD webcams and Microsoft Kinect, which also offers depth stream that is
fully synchronized with the video. In this work, we only consider 640×480 pixels
RGB data from the Kinect. The visual pre-processing pipeline is similar to the
other two considered datasets.

4 Experiments

First we evaluate our proposed spatiotemporal convolutional features for lipread-
ing in simpler and more restricted task of purely visual isolated unit recognition.
To this end, videos are parametrized using the 48-dimensional output of our
spatiotemporal convolution network, as trained on the TV-data dataset. On
top of these features, a hidden Markov model with Gaussian mixture emissions
(HMM/GMM) is constructed for each possible unit, i.e. a word on the TULAVD
dataset, or a phrase in case of OuluVS. In case of TULAVD, we perform a 6-fold
cross validation and report the average score. With OuluVS, we follow a speaker-
independent leave-one-out cross validation scheme that is compatible with most
existing research on this dataset.

Table 2 then presents the achieved word accuracy and compares the proposed
parametrization to other popular methods, namely discrete cosine transforma-
tion (DCT) of the ROI, principal component analysis (PCA), active appearance
model (AAM), spatiotemporal local binary pattern descriptor (LBPTOP) [13],
dynamic histogram of oriented gradients [9], and random forest manifold align-
ment [10]. Input chunks of length 7 (k = 3) and 11 (k = 5) were evaluated
in the experiments. As we can see, the former performs much better than the
latter. Although longer sequences offer more context and discriminative infor-
mation, they also represent more specific cases, and training models on longer
inputs therefore is more prone to overfitting and sensitive to mismatch between
training and testing sets.
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Table 2. Recognition of isolated words and phrases

Parametrization TULAVD [%] OuluVS [%]

50 words 10 phrases

DCT 72.5 79.2

PCA 73.9 77.9

AAM 74.1 82.1

LBPTOP [13] 74.2 82.5

HOGTOP [9] 86.4 85.7

Random forest manifold alignment [10] - 89.7

phoneme-3D-CNN-k3 90.6 91.0

phoneme-3D-CNN-k5 74.4 -

phoneme-3D-CNN-k3 (fine-tuned) 91.0 97.2

Interestingly, parametrization trained on Czech data also performs very well
in recognition of English phrases. We achieved state of the art result on the
OuluVS of 91% correctly recognized phrases in speaker-independent lipreading.
Moreover, the model could be further fine-tuned to different phoneme set by
appending additional linear layer on top of the original output to produce unnor-
malized log-probabilities of each of the 33 English phonemes that are uttered
within this dataset. Note that 20 different models had to be fine-tuned for every
respective training set of the leave-one-out protocol in order to preserve the
speaker independence. By applying the fine-tuned model, the best score reached
as high as 97.1%. It is fair to note however, that the result mainly is due to
low language variability caused by a small vocabulary, i.e. phonemes only have
limited context options, making the chunks easier to classify. Improvement of
fine-tuning on TULAVD is marginal, as the score increased by a mere 0.4%.

We also performed experiments continuous speech recognition on the
TULAVD dataset. To this end, spatiotemporal features were linearly up-sampled
to 100 Hz and concatenated with 39 mel-frequency cepstral coefficients (MFCC)
that had been extracted from the audio stream. An HMM model was trained
for each phoneme of the PACZ set. Simple bi-gram language model (LM) pre-
trained on an external Czech newspaper corpus was applied and filtered for the
366 words in the test utterances. Again the proposed convolutional features per-
form the best, albeit with much smaller margin than in previous experiments.
This is to be expected, as generally visual signal contains much less information
than the acoustic one, which will be exploited by the decoder.

Table 3 presents the results of recognition of 50 test sentences of the TULAVD
dataset with vocabulary size of 366 words for selected visual features. Results
are represented by word accuracy (WAcc) and word correctness (WCor), which
differ in that WCor ignores insertions errors. We can observe that under good
acoustic conditions, visual parametrization adds relatively little improvement,
which is of no surprise. The only two parametrizations increasing the resulting
score are LBPTOP and our proposed spatiotemporal convolutional features.
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Table 3. Recognition of continuous speech on TULAVD dataset

Parametrization WAcc [%] WCor [%]

MFCC 76.7 84.0

MFCC+DCT 42.7 67.6

MFCC+AAM 74.4 83.8

MFCC+LBPTOP [13] 77.7 86.5

MFCC+HOGTOP [9] 75.4 86.2

MFCC+phoneme-3D-CNN-k3 79.2 86.9

4.1 Error Analysis

It is interesting to look at the errors the network makes on the character level.
When taking the maximum of the log-probabilities, the average phoneme accu-
racy on the validation set of the TV-data reached 25.2%. But the correct label
is among the top 5 scoring classes more than 60% of the time, and among the
top 10 almost 80% of the time. This suggests that even though the correct class
on average still achieves high log-probability, which is important for purposes of
parametrization, there are lots mismatches between phonemes of similar corre-
sponding visemic classes. Indeed, by examining the confusion matrix we observed
that the most common errors occur e.g. between long and short ‘o’ (0.65), ‘ts’
(pronunciation of ‘c’ in Czech) and ‘s’ (0.49), or ‘f’ and ‘v’ (0.35). Note that,
however, switching to prediction of visemes does not help due to problems men-
tioned in Sect. 1.

Figure 2 shows per-phoneme accuracy for 28 phonemes (excluding noise) that
attained at least 1% frame-wise relative frequency in the validation set of the
TV-data. It can be seen that clearly visible and on average longer vowels such as
‘aa’, ‘o’, or ‘u’, or visually distinctive consonants such as ‘m’, ‘p’, ‘s’, or ‘v’ are

Fig. 2. Per-phoneme accuracy of the spatiotemporal network. The phoneme label con-
vention follows PACZ [8]. Blue: top-1, red: top-5. (Color figure online)
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predicted by the network with higher accuracy than e.g. ‘x’ (PACZ [8] label for
Czech digraph ‘ch’, pronounced as voiceless velar fricative), ‘nj’, or ‘tj’. As many
of the easily distinguishable phonemes are shared between Czech and English,
by capturing characteristic lip motion in its output the network generalizes well
to the latter language as well.

5 Conclusion

We have presented a new method of feature extraction for lipreading suitable for
both recognition of isolated unit as well as continuous speech. The features are
based on learned spatiotemporal convolutions in a deep network trained to pre-
dict phonemes on a frame level. The proposed parametrization method can be
utilized in traditional or hybrid decoders based on hidden Markov model as well
as end-to-end trained deep learning systems. Compared to traditional parame-
trization methods, we have achieved superior performance on two datasets with
different languages, demonstrating feature representativeness and robustness
against input variability. On the popular OuluVS speaker-independent bench-
mark, state of the art word error rate was substantially reduced from 10.3% to
2.8%. Also, unlike many other popular parametrization methods, our features
also generalize well to recognizing continuous speech jointly with audio, even
in clean environment without acoustic noise. Our efforts in the nearest future
will focus on developing end-to-end learned lipreading system for spontaneous
speech using spatiotemporal features and attention mechanism.
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Abstract. There are different metrics which are used in call centres or
Spoken Dialogue Systems (SDSs) as an indicator for problem detection
during the dialogue. One of such metrics is emotional state. The measure-
ments of emotions can be a powerful indicator in different task-oriented
services. Besides emotional state, there is another widely used metric:
customer satisfaction (CS), which has a modification called Interaction
Quality (IQ). The both models of CS and IQ may include emotional
state as a feature. However, is it an actually necessary feature? Some
users/customers can be very emotional, while other can be insufficiently
emotional in different satisfaction categories. That is why emotional state
may be not an informative feature for IQ/CS modelling. Our research
is dedicated to the definition of the emotions measurements role in IQ
modelling task.

Keywords: Human-human interaction · Task-oriented dialogues ·
Performances

1 Introduction

In modelling SDSs or in the field of call centre service improvements, the
user/customer is a main indicator for further development direction. There are
different metrics, which allow to evaluate the quality of interaction/service.

One of them is emotional state. The negative emotions may be the result of
a mismatch of user’s (customer’s) expectations and the reality. As a result of the
further analysis, the specific reasons of such problem can be determined. But
sometimes the negative emotions can confuse a research, due to such emotions
could be caused by external factors. Moreover, some people can be overly emo-
tional or not enough emotional. Thus, all these reasons can lead to the false view.
Therefore, the use of only this metric is not enough. But nonetheless, according
to [27] emotions may provide rich information for better prediction of further
consumer’s consumption behaviour. In our point of view, the use of other met-
rics in combination with emotions is important. In this paper we described our
study, dedicated to emotions’ role determination in IQ modelling for human-
human conversations (HHC).
c© Springer International Publishing AG 2017
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The rest of the paper is organised as follows: A concise observation of related
work is given in Sect. 2. The following Sect. 3 provides a brief description of cor-
pus, which was used for our study. Meanwhile, information about the experimen-
tal setup can be found in Sect. 4. Afterwards, the obtained results are presented
in Sect. 5 and discussed then in Sect. 6. Finally, conclusions and future work are
performed in Sect. 7.

2 Related Work

One of the widely used significant metrics, which help to evaluate the service
quality, is CS [11]. Mostly, it is measured at the end of the calls handling the
customer feedbacks, which were obtained through the various surveys. In [12] the
authors present an attempt at automatically CS prediction using different call’s
features. The CS model is based on structured, prosodic, lexical and contextual
features. It should be pointed out, that lexical features include sentiment words,
which may reflect the speaker’s emotion or affect. According to the experimen-
tal results, described in [12], exclusion of this feature category leads to accuracy
reduction in comparison with the results, which were obtained using all feature
categories. Nevertheless, we can not make a conclusion of the emotions impor-
tance, because the lexical feature category includes more than only sentiment
words. It should be mentioned, that [12] provides the results of experiments of
CS prediction at the end and in the middle of the calls.

In contrast to the previous metric, Interaction Quality [17,18] allows to assess
performance at any point during the interaction. It is important to note, that
it was originally designed to control an SDS performance during ongoing spo-
ken interaction as an analogue of CS. Later, it was adapted to HHC [22]. The
IQ model for human-computer spoken interaction (HCSI) is based on the vari-
ous features, including emotions. IQ modelling for HCSI was conducted on the
LEGO corpus [19,25], which contains the following emotion set: angry, slightly
angry, very angry, neutral, and friendly. All features, which are used for IQ
modelling in [18], are subdivided into the following groups: the automatic speech
recognition parameters (ASR), features from the language understanding module
(SLU), the dialogue manager-related parameters (DM), information about dia-
logue acts (DACT), emotional state, and user-specific information. The results,
describing in [18], shows, that emotional state contributes only 0.009 in com-
parison with the results on the combination of feature sets: ASR, SLU, and
DM. This contribution is not statistically significant according to the Wilcoxon
Signed-Rank Test [28].

3 Corpus Description

The speech data for IQ modelling experiments includes 53 dialogues between
employees and customers, which were split into 1,165 exchanges [24], which
consist of agent’s and customer’s turn and possible overlaps. In turns, each
turn/overlap is described by approx. 400 features, including acoustic features
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(384-dimensional feature vector, extracted by OpenSMILE [5])configuration for
Interspeech 2009 Emotion Challenge [20]), speech duration, emotions, gender
and other. Moreover, there are features, which describe exchange itself: duration,
number of overlaps, “who starts the exchange” and other. Besides, the feature
set comprises the window and dialogue parameter levels, which describe the last
n exchanges and the complete dialogue up to the current exchange correspond-
ingly. These levels contain some statistical information. In our study the window
level covers the three last exchanges with respect to the current exchange.

3.1 Interaction Quality

All exchanges were annotated with two IQ score labels, which are based on the
different IQ-labeling guidelines. The rules for both annotation approaches can
be found in [22].

The first approach is based on an absolute scale and is similar to the IQ score
annotation guideline for HCSI [18]. Thereby this scale consists of five classes
(1-bad, 2-poor, 3-fair, 4-good, 5-excellent), but in the corpus only three classes
are presented (with the IQ scores “3”, “4”, “5”), where the biggest class (the IQ
score “5”) covers 96.39% of all exchanges, the smallest class (the IQ score “3”)
includes only four observations.

In contrast to the first approach with the absolute scale, the second
approach is based on a scale of changes, which then is transformed into
an absolute scale. The scale of changes consists of the following scores:
“−2”,“−1”,“0”,“1”,“2”,“1 abs” (the last score is in the absolute scale). After-
wards with the assumption that all dialogues start with the IQ score “5” in
absolute scale (from the first approach), the obtained labels were transformed
into an absolute scale. In our case there are four scores: “6”, “5”, “4”, “3”.
Similar to the first approach the classes are also unbalanced with 88.24% of
exchanges from the majority class “5”. While the second biggest class “6” con-
sists of 8.24% of all data. Concerning the minority class “3”, it also contains four
exchanges, as for the first approach.

We will refer to the first approach as IQ1 and the second approach as IQ2.

3.2 Emotions

For each agent/customer speech fragment three different emotion sets were used.
These sets were chosen from [21]. The first set (denote it em1) contains the
following emotion categories: angry, sad, neutral, and happy. The next set em2
consists of such categories as: anxiety, anger, sadness, disgust, boredom, neutral,
and happiness. The third emotion set em3 includes fear, anger, sadness, disgust,
neutral, surprise, and happiness. It should be mentioned, that not all categories
are presented in the corpus.

Afterwards, each original emotion set was subdivided into neutral and other
emotions (denote them as em{1, 2, 3}2) and into negative, neutral, and positive
emotions (denote them as em{1, 2, 3}3). It should be mentioned, that the sets
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em1 and em13 are equals. That is why we have excluded the emotion set em13
from our experiments.

4 Experimental Setup

Due to the fact, that there are two approaches for IQ labelling and eight different
emotion sets, we have generated sixteen datasets. Moreover, we have formed
datasets without information about emotions for both IQ annotation approaches.
Thus, the total number of different sets is eighteen.

The exchange’s IQ score prediction task can be presented as a classifica-
tion problem. For our experiments we have chosen the following classification
algorithms: Kernel Naive Bayes classifier (NBK) [9], k-Nearest Neighbours algo-
rithm [29] with the dimensionality reduction technique Principal Component
Analysis [1] (kNN PCA), L2 Regularised Logistic Regression (LR) [3], Support
Vector Machines [4,26] trained by Sequential Minimal Optimization (SVM) [13],
Multilayer Perceptron [16] (MLP), J48 algorithm (an open source Java imple-
mentation of the C4.5 algorithm) (J48) [6,14].

Partially, the choice of such algorithms as J48, NBK, LR, SVM can be justi-
fied by [12], where these algorithms were used for measuring CS. The following
algorithm, namely (kNN PCA), has shown encouraging results in [23]. For some
algorithm we have utilized the default settings, which are implemented in Rapid-
miner1 and WEKA [8]. For other we have optimised some parameters by the grid
optimisation with F1-score [7] maximization.

For the first four algorithms, which are presented in the list above, we have
used the same parameter settings, as in [23]. Whereas, for MLP and J48 the
settings can be found in Table 1.

To get a statistically reliable results we have accomplished 10-fold cross-
validation. After splitting on training and testing sets we have applied one more

Table 1. The settings for the classification algorithms and parametric optimization.

Parameter Parameter’s value

MLP

Hidden layers 2

Training cycles 500

Learning rate 0.3

Momentum 0.2

J48

Confidence threshold for pruning [0.1, 0.5], step 0.1

Minimum number of instances per leaf [1, 2], step 1

Laplace smoothing for predicted probabilities True/False

1 http://rapidminer.com/.

http://rapidminer.com/


Emotions and Interaction Quality 451

10-fold cross-validation on training set for the grid parameter optimization with
F1-score [7] maximization.

5 Results

To assess classification performance of the employed methods we have relied
on macro-average metrics: F1-score, unweighted average recall (UAR) [15], and
accuracy. It means, that the values of these metrics were averaged over ten
computations on different train-test splits.

The obtained results in terms of selected classification performance metrics
for both IQ1 and IQ2 can be found in Tables 2 and 3. The first mentioned
table, namely Table 2, presents the box plots, where the central fifty percentages
of the achieved results are in the boxes. These box plots are based on the best
achieved results for each dataset. So, the best results in terms of F1-score for IQ1
(0.581) and IQ2 (0.623) have been achieved with kNN PCA on em2 and em33
respectively. Moreover, kNN PCA has shown the best results for IQ1 (0.606) on
em2 and IQ2 (0.589) on em3 in terms of UAR. Whereas, in terms of accuracy the
best results for IQ1 (0.976) on em3 and IQ2 (0.941) on em2 have been achieved
with SVM. In turn, the result for IQ2 for all chosen performance metrics have
been obtained with SVM. Unlike IQ2, the results for IQ1 in terms of F1-score
and UAR have been reached with kNN PCA. The exception was only accuracy,
where the best result has been obtained using NBK.

Table 2. The best achieved results for each dataset with and without emotions in
terms of F1-score, UAR, and accuracy.

F1-score UAR Accuracy
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Table 3. The graphics of the obtained results for IQ1 and IQ2 in terms of F1-score,
UAR, and accuracy. The big black dots perform the results, which have been achieved
on the dataset without emotion labels. Whereas the small grey dots mark the results,
obtained with using information about emotions (eight emotion sets).

F1-score UAR Accuracy

IQ
1

0.40

0.45

0.50

0.55

J48 kNN_PCA LR MLP NBK SVM

0.40

0.45

0.50

0.55

0.60

J48 kNN_PCA LR MLP NBK SVM

0.955

0.960

0.965

0.970

0.975

J48 kNN_PCA LR MLP NBK SVM

IQ
2

0.45

0.50

0.55

0.60

J48 kNN_PCA LR MLP NBK SVM

0.45

0.50

0.55

J48 kNN_PCA LR MLP NBK SVM

0.86

0.88

0.90

0.92

0.94

J48 kNN_PCA LR MLP NBK SVM

The second aforementioned table contains the graphics, which reflect the
achieved results on different datasets (eight sets with emotions and one set with-
out emotions) for each classification method. The big black dots highlight the
results, which were achieved on the dataset without emotion labels. It was done
to understand whether emotion sets are beneficial or not depending on classifi-
cation methods.

6 Discussion

To determine the statistically significant differences between the achieved results
we have applied the one-way analysis of variance (one-way ANOVA) [2] and the
Tukey’s honest significant difference (HSD) test [10] with the default settings,
implemented in R programming language [31]. The one-way ANOVA determined,
that there are no any statistically significant differences between means for IQ1
and IQ2 almost through all classification performance measures and all classifi-
cation problems.

From the graphics from the Table 3 we can conclude, that almost for all uti-
lized classification algorithms and for all chosen performance metrics the exclu-
sion of emotional state has led to the performance reduction, but, as we found
out from the statistical tests, these changes did not decrease the performance
values dramatically. Moreover, from the Table 2 we can see, that in some cases
the results, which were obtained on the dataset without emotions, have shown
the worst result among the all datasets. But, nevertheless, for IQ1 the dataset
without emotions has shown the middle results in terms of different classification
performance metrics.
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Although, HHC is more complicated than HCSI and, thereby, they have
differences, the obtained results have shown, that emotional state is not very
important for modelling IQ for both HHC and HCSI.

But nonetheless, the obtained result is not enough to exclude emotional state
from the further research in this field, because it can be only coincidence depend-
ing on corpora. To prove the state, that emotions may be excluded from the
further IQ modelling process, an additional research is needed.

7 Conclusions and Future Work

In this paper we analysed the role of emotions in IQ modelling for HHC. The
impact of emotions is not significant, similar to the results described in [18].
We could not reveal any statistically significant difference between the results,
which were obtained on the datasets with and without emotions. Partially it
might be explained by the fact, that the used corpus is highly unbalanced and
all labels were annotated only by one expert rater. That is why, further research
of this question is necessary. Moreover, we could not find any tendency in results
with different emotion sets. It means, that there is no a definite emotions set,
on which all the best results have been achieved.

As a future direction we plan to extend the list of classification algorithms
for predicting an IQ score. Also, the techniques for unbalanced data should be
performed. To obtain more objective corpus the number of expert rater and the
number of dialogues in the corpus should be increased.
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Abstract. Dimensionality reduction methods for visualization attempt
to preserve in the embedding as much of the original information as
possible. However, projection to 2-D or 3-D heavily distorts the data.
Instead, we propose a multipoint extension to neighbor embedding meth-
ods, which allows to express datapoints from a high-dimensional space as
sets of datapoints in a low-dimensional space. Cardinality of those sets
is not assumed a priori. Using gradient of the cost function, we derive
an expression, which for every datapoint indicates its remote area of
attraction. We use it as a heuristic that guides selection and placement
of additional datapoints. We demonstrate the approach with multipoint
t-SNE, and adapt the O(N log N) approximation for computing the gra-
dient of t-SNE to our setting. Experiments show that the approach brings
qualitative and quantitative gains, i.e., it expresses more pairwise sim-
ilarities and multi-group memberships of individual datapoints, better
preserving the local structure of the data.

Keywords: Manifold learning · Data visualization · t-SNE ·
Barnes-Hut algorithm

1 Introduction

The objective of dimensionality reduction is to construct a mapping from a
high-dimensional dataset X = {x1, . . . ,xN} to a low-dimensional dataset Y =
{y1, . . . ,yN} where typically xi ∈ R

S , yi ∈ R
s, and S � s. A special case of

dimensionality reduction is visualization where s = 2 or s = 3.
Non-linear methods perform better than linear at visualization, because it is

unlikely for high-dimensional data to lay in a linear subspace of such small dimen-
sionality. The class of Neighbor Embedding (NE) algorithms [15] is especially
useful in this task. We propose a multipoint extension to NE in which every data-
point xi is embedded as a set of low-dimensional datapoints Yi = {yi,y′

i,y
′′
i , . . .}

of equal importance. Cardinality of Yis is not assumed a priori, as the copies are
added as necessary. Replication of each y ∈ Yi is decided heuristically with a
scoring function. We demonstrate the extension on the example of multipoint
t-SNE, which is used during validation.

c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 456–464, 2017.
DOI: 10.1007/978-3-319-64206-2 51
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1.1 Stochastic Neighbor Embedding

In Stochastic Neighbor Embedding (SNE) [7], the data is modeled with a distri-
bution P , where pi|j is a conditional probability of xi picking xj as its neighbor,
calculated by centering Gaussians at each xi. The embedding Y is modeled with
a probability distribution Q. Similarly, it is constructed by centering Gaussians
at each yi [7]

pi|j =
exp

(−‖xi − xj‖2/2σ2
i

)
∑

k �=i exp (−‖xi − xk‖2/2σ2
i )

, qi|j =
exp

(−‖yi − yj‖2
)

∑
k �=i exp (−‖yi − yk‖2) . (1)

The embedding is constructed by minimizing the cost defined as the sum of
Kullback-Leibler divergences

C(Y ) = KL(P ||Q) =
∑

i

∑

j

pi|j log
pi|j
qi|j

. (2)

In t-SNE [10] Gaussian distribution in Q is replaced with Student’s t distribution.

2 Visualization with Multipoint Embeddings

We demonstrate and analyze our approach with multipoint t-SNE. Because
we embed individual datapoints as sets of datapoints, we need to modify
Q. We replace the Euclidean metric in Q with a distance function, which
relates sets Yi with Yj through minimum distance between their elements
dij = min {‖yk − yl‖ : yk ∈ Yi ∧ yl ∈ Yj}. Please note that it breaks the tri-
angle inequality and is no longer a metric. Elements of Yi are not weighted,
and therefore are of equal importance to the embedding. The gradient can be
derived with the chain rule [10], differing only in ∂d2ij/∂yi calculated using a
subderivative of min.

NE methods have plausible interpretation as physical systems of springs [6].
The gradient of t-SNE can be decomposed into a difference of terms interpreted
as attractive and repulsive forces [9,15]

∂C

∂yi
= 4

∑

j

∂d2ij
∂yi

pij

(1 + d2ij)
− 4

∑

j

∂d2ij
∂yi

qij

(1 + d2ij)
= Fattr − Frep . (3)

Because of the heavy tail of Student’s t distribution used to construct Q, the
repulsive force Frep acting on yi comes from all datapoints. Conversely, because
of the light tail of the Gaussian used to construct P , the attractive force Fattr

comes only from those datapoints, which are close neighbors of xi in X.
Optimization of t-SNE cost function in Eq. (2) is hard, as the function is

highly non-convex [7,10]. Minimization of the cost with gradient methods moves
the datapoints slightly at every gradient update. In practice, a misplaced data-
point yi might be repulsed by dissimilar datapoints with a force which balances
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(a) (b) (c) (d)

Fig. 1. Relationships between two sets Yi (blue Xs) and Yj (green Os) which
embed xi,xj ∈ X. Similar datapoints are in the same color. (a) A datapoint pre-
vented from reaching the area of attraction (pointed by γ(yi)) by dissimilar datapoints,
(b) Redundant pairwise relations, (c) Relations limited to, for every yi ∈ Yi, only the
closest yj ∈ Yj , (d) The correct relation as the shortest distance between Yi and Yj .
Best viewed in color.

the attractive force from a distant, similar datapoint (Fig. 1a). Thus the opti-
mization might get stuck in a local optimum, where forces reach a spurious
equilibrium.

Several strategies were proposed to remedy this problem, helping a datapoint
to take a leap over dissimilar datapoints with a small increase in the cost in
Eq. (2). For instance, a temporary dimension might be added to the embedding,
weight of the datapoint might be lowered, or the whole embedding might be kept
close early in the optimization [7,10].

2.1 Replication of Datapoints

Instead of encouraging the datapoints to move to remote areas, we propose
a two-stage heuristic process, which happens during optimization. Firstly, we
heuristically recognize obstructed datapoints, and place their copies in their
remote areas of attraction. Secondly, we recognize and discard unused copies.
This way a datapoint might be copied, but also moved by first being copied and
then discarded.

Formally, for each yi, we compute its potential γ(yi)

γ(yi) = 4
∑

pij>qij

∂d2ij
∂yi

(pij − qij). (4)

We derive γ by multiplying the cost function of t-SNE in Eq. (3) by the (1+d2ij)
term to cancel it out, because it promotes closer pairs of datapoints. Interestingly,
γ becomes the gradient of the cost function of symmetric SNE (excluding the
pij > qij restriction). It also has a physical interpretation, under which (pij −qij)
may be treated as a spring constant, and ∂d2ij/∂yi as spring length [5]. We
interpret vector γ(yi) as the direction of a promising region, and ‖γ(yi)‖ as the
magnitude of its attraction.

We score each datapoint y with ‖γ̂(y)‖, and replicate a fraction of top scoring
ones. The copies are initialized one by one, through line search along the direction
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of γ(yi), so that they would minimize the cost in Eq. (2) (Fig. 1a). Placement
may be approximate, as the optimization will be continued. For instance, 10% of
datapoints might be replicated every 100 iterations up to total of 1000 iterations.

During cleanup, we discard misplaced datapoints, which experience little
attractive force. Probability mass

∑
j pij induces attractive force Fattr which

acts on Yi in Eq. (3). Because each pij is modeled by exactly one yk ∈ Yi,
we can distribute it among all elements in Yi and normalize to a probability
distribution rki. It can be interpreted as probability of yk ∈ Yi being the closest
datapoint from Yi to a random neighbor of Yi. All datapoints with low rki should
be discarded, as they experience small attractive force, and thus will likely be
repelled from the embedding into infinity. Distribution r may also be interpreted
as a weighting function for datapoints in Yi.
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Fig. 2. Precision (in information retrieval sense) of reconstruction of k-NNs
(higher is better). Decimal numbers denote how many maps/mixture components
remained at the end (1.85 denotes ending up with 185% of initial datapoints etc.). For
fairness of comparison, we select indexes of k highest entries in Q for a given yi, and k
highest in P for a xi. The method is equivalent to selecting k closest datapoints w.r.t.
the Euclidean distance for SNE and t-SNE, as their P and Q neighborhood functions
monotonically decrease with the distance. Best viewed in color.

2.2 Fast Gradient Approximation

Barnes-Hut (B-H) algorithm for t-SNE [9,15] approximates a low-dimensional n-
body simulation [1], allowing to compute the gradient of the cost in O(N log N)
steps instead of O(N2). The space is partitioned with a quad- or oct-tree, tra-
versed in a depth-first manner. Nodes (cells) which meet the B-H condition [1]
are treated as approximate summaries of its contents. Direct application of the
B-H algorithm to multipoint t-SNE would overestimate Frep by counting all
pairwise relations (Fig. 1b) instead of only those between closest of datapoint
replicas (Fig. 1d). We prevent it in two ways.

Firstly, we compute ∂C/∂yi for all yi ∈ Yi in parallel. For each pair (Yi, Yj)
only the closest yk ∈ Yj should interact with Yi. We traverse the quadtree in
a depth-first manner and assign each cell to the closest yi ∈ Yi if it meets the
B-H condition. Instead of immediately updating the gradient with those cells,
we store them in lists, keeping one list for each yi ∈ Yi. When traversal is over,
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we sort the list for each yi based on the distance of those cells from yi. However,
Frep is still overestimated (Fig. 1c).

Secondly, we correct the number ki of datapoints in the ith traversed cell.
For each yj in a cell, we would like to check if any of its replicas already inter-
acts with Yi, and if so, subtract 1 from ki. We call such situation a collision. Let
αi denote the estimated number of collisions within a cell and kc =

∑
j<i kj

total number of datapoints in previously processed cells. Then1 αi = ki +
N

(
N − 1

N

)kc
[(

1 − 1
N

)ki − 1
]
. Knowing the exact number of collisions

∑
j kj−N ,

we normalize αi as as α̂i = αi∑
j αj

(∑
j kj − N

)
. The proposed approximation is

applicable when repulsive weights are equal, i.e., every datapoint repels the others
with the same force.

Fig. 3. Partial multipoint t-SNE embedding of word associations. Lines con-
nect copies of the same datapoint (in red). 3-NNs were plotted for each copy. Overview
of the complete embedding is shown in the lower right corner. Best viewed in color.

3 Related Work

To promote sparseness of the embedding, NE methods repulse all pairs of close
datapoints. Weighted symmetric SNE (ws-SNE) [16] weights points in the repul-
sive term. Elastic Embedding (EE) [4] expresses the penalty with a simplified
cost function.

1 αi amounts to expected number of collisions in a hash table of N locations when insert-
ing ki elements, after having inserted kc elements.
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Mixture SNE [7] embeds a single datapoint in multiple locations. The initial
probability mass of a datapoint is distributed among its copies through weights.
From the beginning of optimization, each datapoint has a fixed number of copies.
Contrary, in our approach the copies are equally weighted, and their number
varies.

Cook et al. [5] proposed visualization of pairwise similarities with mixtures of
m 2-D maps, where each one is fitted with symmetric SNE. Multiview SNE [2]
combines the data from t heterogeneous maps into a single embedding map.
Each qij is a linear combination of input pijs, resulting in a single embedding of
each datapoint.

4 Experiments

We demonstrate our approach with multipoint t-SNE. In experiments on small
datasets, we compare multipoint t-SNE, multi-map t-SNE, mixture SNE and
mixture t-SNE. The last one is created by switching Gaussian neighborhoods
to Student’s t neighborhoods in the distribution Q of mixture SNE. On larger
datasets, we compare multipoint t-SNE with plain t-SNE, both using Barnes-Hut
approximations.

In all experiments the datasets were reduced to d = 50 dimensions with Prin-
cipal Component Analysis, and perplexity of Gaussians in the data space was
set to 50. We optimize with Adam [8] using learning rate η = 3.5. In our experi-
ence it often works better than gradient descent with momentum. In subsequent
stages of optimization, we reuse previous values of moments m, v. For mixture
approaches, we found gradient descent with momentum and L-BFGS-B [3] to
perform slightly better.

As multipoint t-SNE adds variables, it takes longer to converge, and we run
the optimization for total of 2000 to 4000 gradient updates. In all experiments
pij values were multiplied by 4 (or 12 in the case of large datasets [9]) for the first
250 gradient updates. In all experiments the datapoints were replicated in four
stages, with replication of the top scoring 25% during each and an immediate
cleanup of those yk ∈ Yi with low probability mass rki < 0.2.

4.1 Pairwise Relationships Datasets

We adopt the word similarities dataset [13] (size 5000 × 5000) and the NIPS co-
authorships dataset (size 1418×1418) from studies on multiple maps t-SNE and
aspect maps [5,11]. Both datasets come in form of square matrices of pairwise
relations. The former describes word similarities judged by human volunteers,
the latter is a co-occurrence matrix of paper authors of two or more contributions
accepted to NIPS in years 1988–2009. Quality of the embeddings can be scored
with mean precision [11] or mean precision/recall [16] of k-nearest neighbors
between X and Y. For every datapoint in X, k closest datapoints in X and
Y are selected based on their Euclidean distances. For fairness of comparison,
we select them based on their P and Q values. Both approaches are equivalent
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for SNE and t-SNE. However, the latter scores higher methods where each q is
composed of many datapoints in Y , for instance through weights in mixture SNE.

Multipoint t-SNE achieves higher mean precision for k < 15 (Figs. 2a and b).
This is due to better modeling of small neighborhoods. Moreover, 2-D visual-
izations with multipoint t-SNE are better in this regard than 3-D visualizations
with t-SNE. Figure 3 shows a portion of the word association embedding, namely
selected copies of datapoints and their 3-NNs. Words like move, break, free end up
in different, natural contexts, or even among different parts of speech like reason.

4.2 Vector Datasets

Figure 4 shows embeddings of the COIL-20 dataset [14] (size 1440 × 16384).
The dataset consists of B&W photos of a number of small objects, taken under
different angles. Typically t-SNE embeds the images as closed, separated loops,
sometimes torn or incomplete. In multipoint t-SNE, the lines between replicas
connect certain areas of the embedding and pointing out imperfections, making
for a more informative visualization.

Next, we visualize 10000 Google News dataset word embeddings2 [12]
of the most frequent words3 and compare mean precision of multipoint
t-SNE and t-SNE (d = 2 and d = 3), all using Barnes-Hut approximation with
θ = 0.2. Figure 2c shows the results. Multipoint t-SNE better preserves small
neighborhoods in 2-D embeddings than t-SNE in 2-D and 3-D, outperforming
them by a large margin.
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Fig. 4. Embeddings constructed with t-SNE and multipoint t-SNE. Copies of
datapoints are shown in red. Lines connect copies of the same datapoints (only 10%
of lines shown to avoid clutter). Copies of datapoints allow more clusters to form and
reduce the number of satellite datapoints on the edges of embedding, by placing them
in denser areas. Best viewed in color.

2 Taken from https://code.google.com/archive/p/word2vec/.
3 We exclude top 100 as mostly stop words or containing non-letter symbols.

https://code.google.com/archive/p/word2vec/
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Figure 4 compares t-SNE and multipoint t-SNE embeddings. Lines connect-
ing datapoints with their copies form a dense network which connects remote
areas of the embedding. Additional copies of datapoints allow small, isolated
groups to form. They also seem to reduce the number of evenly spaced satellite
datapoints on the verge of the embedding, which typically do not fit elsewhere.

5 Discussion

We have introduced the multipoint extension to NE methods and showed its
effectiveness with multipoint t-SNE. It naturally extends NE methods through
sensible addition of copies of certain datapoints during optimization. More-
over, the extension does not raise the complexity, and we have implemented
the Barnes-Hut approximation.4 The approach allows to preserve small neigh-
borhoods better than multiple maps and mixture approaches, and even better
than 3-D t-SNE. Embeddings constructed with multipoint t-SNE have fewer mis-
placed datapoints on the edge of the embedding, as well as crisper clusters data-
points inside. Datapoints are not weighted, but weights may be derived through
analysis of their neighborhoods. Natural directions of future work include analy-
sis of optimization stages and out-of-sample extension, i.e., embedding points
not seen during training.
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Abstract. The Interaction Quality (IQ) metric, which originally was
designed for spoken dialogue systems (SDSs) to assess human-computer
spoken interaction (HCSI) and then adapted to human-human conversa-
tion (HHC), is based on features from three interaction parameter levels:
an exchange, a window, and a dialogue level. To determine the signifi-
cance of the window and dialogue interaction parameter levels, as well as
their combination, computations, based on different data sets, have been
performed using several classification algorithms. The obtained results
may be used for further improvement of the IQ model for HHC in terms
of the computational complexity.

Keywords: Human-human interaction · Task-oriented dialogues · Per-
formance

1 Introduction

For improving of SDSs, which allow human to communicate with different com-
puter systems via speech, the IQ metric was designed. This metric, proposed
in [15,17], was considered as an indicator for SDSs, which might reflect some
problematic situations during the interaction. Later, this metric was adapted to
HHC [21], assuming that HHC and HCSI have a resemblance and, consequently,
the results of such an adaptation may be used for further improvement of SDSs.

The IQ model for HHC is based on more than 1200 features, describing an
agent’s/ customer’s/ overlapping speech and the dialogue itself [22]. All these
features may be extracted automatically. The features for IQ modelling can
be subdivided into the three parameter levels: exchange, window and dialogue
[17,22].

To reduce the computational complexity in terms of the total feature extrac-
tion time and algorithm speed (for IQ modelling) we have tried to reduce the

c© Springer International Publishing AG 2017
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number of features by analysing the significance of each parameter level’s contri-
bution. For this research we have designed the IQ models applying several classifi-
cation algorithms, implemented in Rapidminer1 and WEKA [10] on the different
data sets (e.g. the data set containing only the features from the exchange and
window levels).

The remainder of this paper is structured as follows: a brief description of IQ
and the results of its modelling for HCSI using the different interaction parameter
levels and their combinations is given in Sect. 2. Brief description of the spoken
corpus, which was used for conducting all computations, is provided in Sect. 3,
which is followed by a description of the formulated classification problems and
utilized algorithms in Sect. 4. Section 5 presents the obtained results, which are
then discussed in Sect. 6. Finally, we finished our paper by conclusions and future
work in Sect. 7.

2 Related Work

The IQ paradigm idea was introduced in [15,17] for assessing the SDS perfor-
mance during an ongoing interaction. Originally this paradigm was derived from
the concept of User/Customer Satisfaction (CS), which is widely used in dif-
ferent spheres. Usually CS is assessed manually at the end of calls/transactions
by customers during various surveys. In contrast to CS, the IQ metric helps to
evaluate an SDS performance at any point during the interaction. The IQ model
for HCSI is based on the features from the three parameter levels. The first
of them, the exchange level, consists of information about the current system-
user-exchange. The next one, namely the window level comprises the features
(some statistics) from the n last exchanges. The third one, the dialogue level,
describes the complete dialogue up to the current exchange [17]. The complete
list of features can be found in [16,17].

For better understanding of each level’s contribution to the overall estimation
performance, different experiments, which were based on the features from each
parameter level and their combinations, were conducted [23].

The results, described in [23], shows, that the best result in terms of
Unweighted Average Recall (UAR) [14], Cohen’s Kappa [4] linearly weighted [5],
and Spearman’s Rho [20] was achieved using all parameters [23]. Also these
experiments reveal, that the parameters from the window level have an impor-
tant role in the overall performance.

3 Corpus Description

The experiments, described in this paper, have been conducted based on the spo-
ken corpus [22], which consists of 53 task-oriented dialogues between employees
and customers. Subsequently, after the manual diarization all dialogues were
split into 1,165 agent-customer-exchanges.

1 http://rapidminer.com/.

http://rapidminer.com/
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Each agent-customer exchange is described by more than 1,200 features,
which reflect the different interaction parameter levels: exchange, window, dia-
logue. The exchange level features contain acoustic attributes, extracted by
OpenSMILE [7] (a feature vector, used in InterSpeech 2009 Emotion Challenge,
contains 384 attributes [18]) for agent/customer/overlapping speech, informa-
tion about the speech and pause duration, emotions (manually annotated) and
others.

In turn, the dialogue and window levels are presented in the corpus by such
features, as:

– the total/mean duration of an exchange,
– the total/mean duration and the percent of the duration of an agent, cus-

tomer, overlapping speech and pauses between turns,
– the total pause duration between exchanges,
– the total/mean number of the fragments with speech overlaps,
– the number of the exchanges, where the first speaker is agent/customer/

overlapping speech.

The window level covers the three last exchanges with respect to the current
exchange.

3.1 Interaction Quality

Each observation in the corpus, i.e. agent-customer exchange, was annotated
with two IQ score labels. Two types of the IQ assessment are based on the
different IQ-labeling guidelines, which can be found in [21].

For the first approach an absolute scale, which is similar to the IQ score
annotation guideline for HCSI [16], was used. Despite the fact, that this scale
consists of five indicators (1-bad, 2-poor, 3-fair, 4-good, 5-excellent), only three
classes are presented (with the IQ scores “3”, “4”, “5”) in this corpus. The
biggest part (96.39%) of all observations belongs to the class with the IQ score
“5”, while the smallest class (the IQ score “3”) covers only four observations.
We will denote the first approach as IQ1.

In comparison with the first approach, the second approach is relied on a
scale of changes, which, subsequently, is transformed into an absolute scale. The
scale of changes is presented by the following scores: “−2”, “−1”, “0”, “1”, “2”,
“1 abs” (the last score is in the absolute scale). Then with the assumption from
the first approach, that all dialogues start with the IQ score “5”(in absolute
scale), the obtained labels were converted into an absolute scale. As a result, we
have received four scores: “6”, “5”, “4”, “3”. The majority class (with the IQ
score “5”) in this case covers 88.24% of all exchanges, while the second biggest
class “6” consists of 8.24% of all observations. Concerning the minority class “3”,
it also contains four exchanges. We will refer to the second approach as IQ2.

3.2 Emotions

Each agent/customer turn was annotated with three different emotion labels. For
this labeling we have chosen three sets from [19], which then were adapted for
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IQ modelling. The set em1 contains such categories as: angry, sad, neutral, and
happy. The next set em2 differs from the em1 by the presence of such categories
as: disgust/irritation and boredom. In the last emotion set em3, in comparison
with the set em2, the category “boredom” was replaced by the category “sur-
prise”. It should be pointed out, that not all categories in each set were presented
in this corpus.

Then each set (em{1, 2, 3}) was subdivided into neutral and other emotions
(denote them as em{1, 2, 3}2) and into negative, neutral, and positive emotions
(denote them as em{1, 2, 3}3). This decomposition was performed to understand
the complexity of the emotion sets, which is required for better IQ prediction.

4 Experimental Setup

The IQ score estimation task can be formulated as a classification problem, in
our case with three classes for IQ1 and four classes for IQ2. For our research a
total number of the different sets is eighteen. Each set is a combination of an IQ
label (IQ1 or IQ2) and an emotion set (nine sets: the three main sets and two
sets derived from each of them). Hereinafter we call it tasks.

Instead of using all possible combinations of the different parameter levels,
as in [23], we have carried out our computations on the four sets:

– the exchange, window, dialogue levels,
– the exchange and window levels,
– the exchange and dialogue levels,
– the exchange level.

The reason is that the features from the window and dialogue levels do not
contain sufficient information for the interaction description in HHC.

For the experiments the following classification algorithms were chosen:
Kernel Naive Bayes classifier (NBK) [11], k-Nearest Neighbours algorithm
(kNN) [25], L2 Regularised Logistic Regression (LR) [3], Support Vector
Machines [6,24] trained by Sequential Minimal Optimisation (SVM) [13].

For the classification performance assessment we have accomplished 10-fold
cross-validation to obtain statistically reliable results. We have split our data
on the training and testing sets, afterwards we have introduced one more inner
10-fold cross-validation on the training sets. Subsequently we used inner 10-
fold cross-validation for the grid parameter optimisation of the classification
algorithms, where F1-score [9] was maximized.

Regarding dimensionality reduction we employed a data transformation tech-
nique Principal Component Analysis (PCA) [1] with the fixed cumulative vari-
ance value 0.99. The data were pre-processed: each column (attribute values)
was statistically normalised, it means, that the mean of each column is equal to
0 and the variance is equal to 1.

Furthermore, all non-numeric attributes such as emotions, speaker gender,
and “who starts an exchange” have been transformed into numeric type using
dummy coding, which replaces a nominal attribute with m different categories
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by m new attributes, containing 0 or 1. These values reflect the absence and
presence of the respective categories of a nominal attribute for each observation.

5 Results

An assessment of the classification algorithms performance is based on such clas-
sification performance measures as accuracy, Unweighted Average Recall [14],
F1-score, which were averaged over ten computations on different train-test
splits. However, in this paper we provide results for F1-score, as the main clas-
sification performance measure for this study.

Partly the results for the classification task with em13 for the different com-
binations of the interaction parameter levels are depicted in Fig. 1. The same
results, but for all classification problems, for both IQ1 and IQ2 are presented
in figures in Table 1. The results depicted in Fig. 1 and figures in Table 1 were
achieved with kNN algorithm.
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Fig. 1. kNN performance in F1-score for the different combinations of the parameter
level for the emotion set em13.

Regarding numerical evaluations in terms of accuracy the best results were
obtained with kNN and LR.

6 Discussion

To define the statistically significant differences between the obtained results we
have relied on the one-way analysis of variance (one-way ANOVA) [2] and the
Tukey’s honest significant difference (HSD) test [12] with the default settings,
utilized in R programming language2. The one-way ANOVA determined, that
the differences between means are statistically significant for IQ1 and IQ2 almost
through all classification performance measures and all classification problems.
To find out what algorithms gave statistically significant different results we have

2 http://r-project.org/.

http://r-project.org/
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Table 1. kNN performance in F1-score for the different combinations of the parameter
levels.

IQ1 IQ2
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used the Tukey’s HSD test. This test revealed that almost in all the cases there
are statistically significant differences between the results of NBK and other
algorithms.

Moreover, we have applied these tests to determine the statistically significant
differences between results, which had been obtained with kNN algorithm based
on the different combinations of the interaction parameter levels. The one-way
ANOVA test found out, that there are no any statistically significant differences
between the results.

However, it should be mentioned, that for IQ1 almost for all classification
problems the results, which are based on the data excluded the dialogue level,
showed better results, than with the use of the dialogue parameter level. In turn,
for IQ2 almost for all classification problems the exclusion of the window and
dialogue level simultaneously led to the result decreasing.

The baseline accuracy (classifier always predicts the majority class) for IQ1
and IQ2 are 0.964 and 0.882, correspondingly. For F1-score the baselines are
0.327 and 0.234, respectively.

Given the fact that the data is highly unbalanced, the achieved results are not
reasonable enough, although almost in all classification performance measures
in all classification problems the obtained results outperform the baselines. For
some algorithms, however, the results do not outperform the baseline in terms
of accuracy.

Interestingly, that the best results in terms of F1-score were achieved in all the
cases with kNN algorithm. To determine whether the results, obtained with kNN
and LR, in terms of accuracy statistically significant differ from the baselines,
the Student’s t-test [8] was employed. In the case of IQ2 for all tasks and for
both algorithms p-value is less than 0.007. Regarding the kNN model for IQ1
p-value exceeds 0.15. It should be noted, that concerning the LR-based model
results for IQ1, for some tasks p-values outperform 0.05.

Hence, from the results of the Student’s t-test between the obtained results
(in terms of accuracy) and the baseline (0.964) for IQ1 we have concluded, that
statistically significant results have been achieved with LR, but not for all tasks.
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Almost in all the cases the use of only exchange parameter level is not enough.
The use of the datasets with emotions dividing into two classes did not result in
significantly better results.

In turn, for all classification problems the obtained results in terms of
accuracy statistically significantly outperform the baseline for both algorithms,
namely kNN and LR for IQ2.

It should be mentioned, that the use of PCA reduced the number of features
approximately by factor of 2.5 (approx. from 1200 to 470), and consequently
increased the computational speed in terms of execution time.

7 Conclusions and Future Work

In this paper we have analysed the significance of the different interaction para-
meter levels in the task of IQ modelling for HHC. Our research has revealed the
impact of the different interaction parameter levels and their combination for
IQ modelling for HHC. The differences between the feature lists for IQ mod-
elling for HCSI an HHC did not lead to the same results. Partially it might be
explained by the fact, that the used corpus is highly unbalanced and all labels
were annotated only by one expert rater.

As a future direction we plan to apply ensemble-based classifiers for predict-
ing an IQ score. Taking into account a rather high dimensionality of the feature
space, other dimensionality reduction methods might be helpful. Moreover, con-
sidering the highly imbalanced classes, approaches for multiclass imbalanced
data should be performed.
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Pontificia Universidad Católica del Perú, Lima, Peru
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Abstract. Natural Language Processing deals with the understanding
and generation of texts through computer programs. There are many dif-
ferent functionalities used in this area, but among them there are some
functions that are the support of the remaining ones. These methods are
related to the core processing of the morphology of the language (such
as lemmatization) and automatic identification of the part-of-speech tag.
Thereby, this paper describes the implementation of a basic NLP toolkit
for a new language, focusing in the features mentioned before, and test-
ing them in an own corpus built for the occasion. The obtained results
exceeded the expected results and could be used for more complex tasks
such as machine translation.

Keywords: Part-of-speech tagging · Lemmatization · Low resource
language · Shipibo-konibo

1 Introduction

Traditionally, both Part-of-speech tagging (POS-tagging) and Lemmatization
were made by the use of hand-crafted rules [6]. However, there are several recent
studies showing that machine learning approaches are suitable to solve these
tasks without taking any effort in defining all the rules and exceptions needed
for a particular language.

Specifically, in the case of an agglutinative language like Shipibo-konibo, the
labor of building rules is not feasible due to all of the possible combinations of
affixes. Also, due to the lack of an established order in the words of a sentence
in this language, the labor of developing rules for POS-tagging is particularly
time-consuming.

Nevertheless, in order to use machine learning approaches, it is necessary to
have an annotated corpus. In this way, since it is easier to build those datasets
than the rules, it was decided to follow this learning approach for the develop of
our NLP tools for this low resource language.
c© Springer International Publishing AG 2017
K. Ekštein and V. Matoušek (Eds.): TSD 2017, LNAI 10415, pp. 473–481, 2017.
DOI: 10.1007/978-3-319-64206-2 53
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The paper is organized as follows: in Sect. 2 are presented some works related
to lemmatization and POS-tagging for agglutinative and low-resourced lan-
guages. After that, Sect. 3 describes the case study of this research: the Shipibo-
konibo language. Later, the corpus annotation process is presented in Sect. 4.
Then, Sect. 5 explains the functionalities developed in this work. Finally, the
experiments performed are included in Sect. 6, and Sect. 7 presents some conclu-
sions and potential future works.

2 Related Works

In the case of the Shipibo-konibo language, there have not been any direct
attempts to solve the problem of POS-tagging or lemmatization. Moreover, this
language does not even have an annotated corpus or any computational tool.
However, there are some studies for similar agglutinative and low-resourced lan-
guages that show some progress in solving these tasks.

For the POS-Tagging task, in languages like Bhojpuri [11] and Bengali [3],
the supervised learning approach had a great performance (between 86% and
90% of accuracy). The experiments made for these languages were performed
with Support Vector Machines trained models. Also in similar languages like
Nepali, approaches based in Hidden Markov Models were used with a little lower
results [10].

Regarding the lemmatization task, in languages like Urdu [4] or Mongol [7],
it is shown that a rule-based approach can be really effective in solving this
problem. However, these studies used manually generated rules, a big corpus,
and dictionaries of words to deal correctly with exceptions.

Although, due to the particular agglutinative characteristics of the Shipibo-
konibo language, the labor of making manual derivation rules is not feasible.
Therefore, it is also possible to develop rules automatically, like it is shown for
the Afrikaans [2] and for some European languages [6]. However, since the corpus
built for this study is currently smaller than the ones used for those languages,
lower results were expected for this work.

3 The Shipibo-Konibo Language

Shipibo-konibo (SHP) is the sixth language with highest number of native speak-
ers in Peru. It is a language spoken by about 150 communities (mainly in the
Amazon region) and is taught in almost 300 public schools in Peru (schools
with a bilingual education program) [1,8]. However, it does not have any own
computational-linguistic resources yet, and this is the reason why it is consid-
ered a low-resourced language from a computational perspective, like most of
the Peruvian native languages.
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SHP is an agglutinative language which relies in the use of around 114 suffixes
plus 31 prefixes [12] and their combinations for word derivation. However, there
is not an official grammar established, so, in order to develop computational-
linguistic resources it was a must to relied on the assistance of linguistic experts
and bilingual speakers.

4 Corpus: Building and Annotation

Because there is no annotated corpus for SHP, a new one was built with the
required data for the job. This task was achieved with the development of an
annotation tool called ChAnot1, the help of linguists with a vast knowledge of
the language and some native speakers. It is important to note that they had no
experience in annotation tasks. The final corpus for this study is available in a
project site2.

ChAnot is an annotation tool that allows to process a text by sentences and
perform morphological (lemma and affixes), morpho-syntactic (POS-tag) and
named-entity annotation. This tool was developed to make easier the process
of creating an annotated corpus for peruvian low-resourced languages. Unlike
annotators tools that allow highlighting parts of the document to annotate some
information, the focus of this tool is to process a sentence sequentially word for
word, allowing the splitting of its affixes and an specific annotation.

On the other side, a suitable tagset for the language was needed, and since
Shipibo-konibo and most native languages in Peru do not have an official tagset,
a linguist team defined a new one based on the standard tagset of Universal
Dependencies [9] and linguistic studies regarding the language [12]. The tagset
match with the UD standard names can be seen in the tool website. With the
help of this tool, it was possible to develop a corpus of 219 annotated sentences,
where each word of the sentence contains: an annotation of the lemma, POS-tag,
sub-POS-tag, and a list of all the affixes that appears in the word.

This corpus was used entirely for the training of the POS-tagger. The distri-
bution of the amount of words per tag in the Shipibo-konibo tagset is shown in
Table 1.

Furthermore, with the help of a Shipibo-konibo dictionary (which entries
included POS-tags information), it was possible to identify the derived word-
forms of lemmas that were presented in the examples of the use of each entry.
In that way, the corpus of the lemmatization task could get more annotated
examples. At the end, the corpus achieved a total of 3544 unique input words
(with their correspondent lemma and POS-tag) distributed by word category as
it is shown in Table 2.

1 Available in: chana.inf.pucp.edu.pe/chanot.
2 Available in: chana.inf.pucp.edu.pe/resources.

http://chana.inf.pucp.edu.pe/chanot
http://chana.inf.pucp.edu.pe/resources
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Table 1. Structure of the corpus
used in the POS-tagging task

POS category Quantity

Adjective 66

Adverb 40

Particle 1

Conjunction 38

Determiner 53

Interjection 6

Noun 368

Proper noun 15

Numeral 6

Interrogative word 59

Adposition 14

Pronoun 65

Punctuation 311

Verb 361

Auxiliary 95

Table 2. Structure of the corpus
used in the lemmatization task

POS category Quantity

Adjective 309

Adverb 130

Particle 1

Conjunction 29

Determiner 4

Interjection 11

Noun 1474

Proper noun 0

Numeral 6

Interrogative word 30

Adposition 22

Pronoun 32

Verb 1490

Auxiliary 6

5 Ship-LemmaTagger

5.1 Part-of-Speech Tagging

Part-of-speech (POS) tagging is the process of assigning a part of speech to each
word in a corpus [5]. For this process, it was defined a tagset aligned to the
standard tagset of Universal Dependencies, and after that a supervised learning
approach was considered.

The workflow for this step is shown in Fig. 1. Firstly, a sentence is received
as an input. Then, a tokenization step is performed, where the sentence is split
in tokens (words, numbers, symbols or signs). Each token in a sentence is checked
to observe whether it is a numeral, a symbol or a punctuation sign. If the token is
one of the three possibilities mentioned before, the POS-tag is assigned directly,
otherwise the trained supervised model comes into action.

For the classification task, the approach of Ekbal et al. [3] was taken in
consideration, since they trained a Support Vector Machine (SVM) algorithm
using different features such as word information (initial and final substring of
the word, which could be called prefixes and suffixes) and contextual information
(previous word, previous POS-tags and next word). The complete list of the
generated features is as follows:

– Current token
– Previous token
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Fig. 1. Part-of-speech tagging process

– Next token
– A binary value that indicates whether it is the first token of sentence or not.
– A binary value that indicates whether it is the last token of sentence or not.
– A binary value that indicates whether the first character of the token is cap-

italized.
– A binary value that indicates whether all characters of the token are capital-

ized.
– Prefixes (initial characters) of length 1, 2, 3 and 4.
– Suffixes (last characters) of length 1, 2, 3 and 4.
– Two previous POS-tags.

For instance, in the sentence “Manaxawe betan chaxo ińı?” (that means “The
motelo and the deer”), the features regarding the information of word “Manax-
awe” are 1 (first token), 0 (not last token), 1 (first character capitalized), 0 (some
characters are not capitalized), “m”, “ma”, “man”, “mana” (prefixes) and “e”,
“we”, “awe”, “xawe” (suffixes). Meanwhile, the features for the contextual infor-
mation of the word “chaxo” are “betan” (previous token), “ińı?” (next token),
conjunction (previous POS-tag) and noun (POS-tag before previous POS-tag).

5.2 Lemmatization

The lemmatization process follows the workflow shown in Fig. 2. First, an indi-
vidual input token is analyzed in order to determine if it could possess a suffix.
This is done by contrasting the end of the word versus a list of all the existent
suffixes identified in the Shipibo-konibo language.

In case there is a potential suffix present in the token, a possible rule is
inferred with the use of a trained classification model. Once the potential rule is
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obtained, it is analyzed whether it could be applied for the input token to get
the lemma. If the rule could no be used (there is no match) we retrieve the same
word as the final lemma.

Regarding the rule prediction task, the approach of W. Daelemans [2] was
followed, training a K-NN classification model using a number of features corre-
sponding to the size of the biggest word of the corpus. In this feature vector, each
character of the word is mapped to a dimension according to the position of the
character in the word. Furthermore, since the language is highly agglutinative
on the side of the suffixes, it was decided to reverse the order of the characters
in a word to get an alignment between suffixes. On the other side, the derived
rules of transformation were considered as the classes of the model.

The lemmatization rules are composed similarly to the ones shown in the
previous work: two-elements tuples with (1) the string to be removed and (2)
the string to be added to get the final lemma. In both cases, if there is no need
to add or remove a string from the input word, the corresponding part of the
tuple is left blank.

Additionally, since there are some particular suffixes that only appear in
certain words categories, it was decided later to include the POS-tag as an
additional feature.

Fig. 2. Lemmatization process

For instance, for the word “ainbobo”, that means “women” in Shipibo-konibo,
and its lemma “ainbo”, the features vector would be: [‘o’, ‘b’, ‘o’, ‘b’, ‘n’, ‘i’, ‘a’,
‘noun’] and the rule of transformation would be [bo -] because we need to remove
the substring “bo” from the input word and add a null string (“ ”) to get the
lemma.

6 Experimentation and Results

Regarding the POS-tagger experiments, two methods were used: an SVM and a
Decision Tree model. For the validation step, the corpus was split in sub-datasets
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for training (70%) and testing (30%). After repeating this split process 10, 50
and 100 times, the average accuracy of our part-of-speech tagger was obtained.
The results are presented in Table 3.

Additionally, experiments with ensemble learning methods were tested, but
the scores were lower than the expected. Finally, the best overall accuracy was
0.848, obtained with the SVM algorithm (kernel = RBF, C = 1, gamma = 0.1).

Table 3. Accuracy for part-of-speech tagging experiments

Algorithm/Iterations 10 50 100

SVM 0.847 0.847 0.848

Decision tree 0.808 0.810 0.811

For the lemmatization task using the K-NN algorithm, the performance was
validated by splitting the corpus in two equal parts for training and testing (50-
50). This division was made by stratifying every class of the corpus in two parts,
in order to avoid the disproportion of some word categories with little data.
This process was performed 100 times with random divisions each time, and the
average accuracy obtained is presented in Table 4.

The experiment was fulfilled using different numbers of neighbors and dis-
tance metrics in order to find the optimal result. In this way, the best para-
meters configuration (neighbors = 5, distance = Manhattan) achieved an overall
accuracy of 0.593. This is caused by the presence of high number of features for
this task, and with the Manhattan measure, the relation between near features is
isolated and the alignment of the characters obtained more relevance. Also, it is
important to notice that the number of neighbors needed for the optimal result
should not be too high, since that configuration could bias the results towards
the rules with higher appearances in the corpus.

However, this result was not completely satisfactory in itself, but considering
that only half of the corpus was used for training, it was a good step to then
test it together with the POS-tagger.

Table 4. Accuracy results for the lemmatizer

Metric # of k 1 3 5 7 9 11 13

Euclidean 0.482 0.531 0.558 0.536 0.557 0.534 0.521

Chebyshev 0.486 0.514 0.543 0.539 0.558 0.539 0.541

Manhattan 0.502 0.539 0.593 0.562 0.547 0.556 0.551

Finally, both procedures were merged by using the best trained model of the
POS-tagging step as an additional feature for the lemmatization. This new lem-
matizer model was trained with the whole corpus obtained from the dictionary,
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and it was tested on the annotated sentences with ChAnot, that include a set
of different words. With this procedure, it was obtained a new accuracy value of
81.4% for the trained lemmatizer as it is shown in Table 5.

Table 5. Accuracy results for the joint process

Metric # of k 1 3 5 7 9 11 13

Euclidean 0.805 0.565 0.507 0.486 0.474 0.483 0.476

Chebyshev 0.762 0.531 0.498 0.492 0.474 0.471 0.465

Manhattan 0.814 0.574 0.525 0.492 0.489 0.492 0.487

7 Conclusions and Future Work

This study focus on the developing of a basic NLP toolkit for a new language. As
this language (SHP) is an agglutinative one, some approaches in similar contexts
were taken in consideration in order to build a solid feature vector to fit learning
models for the POS-tagger and Lemmatizer tasks.

The first results were uneven, highlighting the good performance of the POS-
tagger. However, despite having achieved an individual low result for the lemma-
tization task, the integration with the POS-tagging process (as an input feature)
led to very promising results in general. Likewise, since the approach used was
a corpus-based, the continuous growth of the annotated corpus could lead to
better accuracy results for both tasks.

As future work, semi-supervised learning methods will be considered for
upcoming experiments. This approach could take advantage of the large unanno-
tated corpus available and, with the integration of the predictive models in the
annotation tool, it could support the development of more linguistic resources
for this language.
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“Consejo Nacional de Ciencia, Tecnoloǵıa e Innovación Tecnológica” (CONCYTEC
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Abstract. The present work proposes an exploratory study of abstrac-
tive summarization integrating semantic analysis and discursive informa-
tion. Firstly, we built a conceptual graph using some lexical resources and
Abstract Meaning Representation (AMR). Secondly, we applied PageR-
ank algorithm to get the most relevant concepts. Also, we incorporated
discursive information of Rethorical Structure Theory (RST) into the
PageRank to improve the relevant concepts identification. Finally, we
made some rules over the relevant concepts and applied SimpleNLG to
make the summaries. This study was performed on the corpus of DUC
2002 and the results showed a F1-measure of 24% in Rouge-1 when AMR
and RST were used, proving their usefulness in this task.

Keywords: Abstractive summarization · Abstract Meaning Represen-
tation · Rethorical Structure Theory

1 Introduction

The web is a giant resource of data and information that has great utility for
people. However, getting an abstract about one or many documents is an expen-
sive labor, which with manual process might be impossible to complete due to
the huge amount of data.

Automatic Summarization [12] is a challenging task, because it involves
analysis and comprehension of the written text in non-structural natural lan-
guage and it is dependent of a context that must describe an event synthesis or
knowledge in a simple form, becoming natural for any reader. There are diverse
approaches to summarize text and categorize into extractive or abstractive.

Abstractive summaries regenerate the content extracted from source text by
terms fusion, compression or suppression processes. Thus, paraphrased sentences
are obtained and these are not in the original text. This approach has a major

c© Springer International Publishing AG 2017
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probability to reach coherence and smoothness like one generated or made by a
human beings.

Previous work has shown progress using semantic representations such as
Abstract Meaning Representation (AMR) presented in [11], Discursive Analysis
with Rhetorical Structure Theory (RST) present in [6] and conceptual models
using linguistic resources such as WordNet present in [14].

This work presents an exploratory study of how to integrate semantic (AMR
annotator) and discursive (RST annotator) information into an abstractive sum-
marization method produces better results. In a first phase, the method gener-
ated a conceptual graph using AMR parsing and other lexical resources like
WordNet and PropBank [16]. Thus, to find the most relevant concepts we use
PageRank, considering all discursive information given by the O’Donell method
application. Then, sentence candidates are built with the most important con-
cepts and semantic roles information. Finally, an abstractive summary is gener-
ated using SimpleNLG, as Natural Language Generation tool, over the sentence
candidates. This shows that using these techniques are workable and even more
profitable, recommended configurations and useful tools for this task.

This paper organization is: first, the Sect. 2 presents the related works, Sect. 3
presents the proposed method, Sect. 4 presents experiments and results. Finally,
Sect. 5 presents some conclusions and future works.

2 Related Works

The performance of extractive and abstract techniques was tested in [2], not only
the automatic methods but also the summaries made by people. It conclude that
in the linguistic-grammatical aspect, and in the quality of the content, summaries
generated by humans are far superior to those generated automatically, and the
abstractive methods have more possibilities to achieve results more similar to
their human counterparts.

In [14] we can observe an intermediate representation models and the use of
knowledge sources presented on the Web. The authors generated summaries of
a single document using a semantic representation of texts through conceptual
graphs, in which, the weights are associated with the edges linking concept nodes,
creating a flow called “semantic flow”. A semantic flow is the weight accumu-
lated by the nodes and that transmit to other nodes increasing or decreasing its
value when passing through any conceptual relation. For the graph generation,
the authors used the semantic information from external sources as WordNet [8]
and VerbNet [3] that rule the structural coherence of the graphs. In the synthe-
sis stage, the graphs were reduced according to a set of generalization, union,
weighting and pruning operations shown in [7]. In [6], the authors present opinion
summarization by an abstractive method based on the analysis of the structures
and relations of the discourse, and also they proposed a method to generate
new sentences that uses the PageRank algorithm to identify the most important
content.

In [11], the authors used AMR [10] for the representation and generation
of abstract summaries for a single document. The authors generated an AMR
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graph for each document sentence using JAMR parser [4]. The AMR graphs are
merged based on the concepts common between them. Thus, generate an unique
graph for a document that reduced its concept redundancy.

3 Abstractive Summarization Method

We used the architecture proposed by [12] which comprises three stages: (1) in
the analysis phase, input text are interpreted and represented in a computational
format; (2) in the transformation phase, representation mentioned in first phase,
is processed to identify and select the content more relevant and as a result a
condensed computational representation of texts is got, and (3) in the synthesis
phase, a natural language text is generated. In the Fig. 1, we may see the pipeline
of the proposed Abstractive Summarization method.

Fig. 1. Pipeline of the abstractive summarization method

3.1 Analysis Phase

This phase aimed at building the representation of a text as a graph. Given
the abstractive approach, we had to change the original text using techniques of
reference resolution to expand it and increase the amount of information in each
sentence. This process helped the conceptual analysis.

In this work, we used the Natural Language Processing tools of theStanford1,
that includes also the syntactic tree generation, the part-of-speech tagging,
delimitation of sentences and reference resolution among other tasks.

Because of the complexity of the reference resolution task, we only considered
to exploit the references of pronouns to entities recognized by the annotations
(NN, NNS, NNP, NNPS ) into the Part-of-Speech Tagger. For example, in the

1 Available at https://nlp.stanford.edu/software/. Accessed on February 2017.

https://nlp.stanford.edu/software/
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following sentences we may see how this process increases the information con-
tained when replacing the pronoun “it” with the full text of the organization
that references:

“The United Nations Food and Agriculture organization said hot and
dry conditions in January and February were expected to reduce the total cereal
harvest in 11 southern African countries to 16m tonnes, 25% down on the aver-
age. [ It (PRP)—The United Nations Food and Agriculture (NNP)
]said Zimbabwe and South Africa, which normally offset shortages in the area
with their own surpluses, would themselves have to import food”

After these steps, we generated the knowledge graph that represents the
document. To do this, we used an Abstract Meaning Representation parser called
CAMR parser [17]. This parser has taken part in SemEval-20162 reaching an
average F1 of 66.5% over the corpus of the competition.

Once generated the AMR graph for each sentence in the document, we needed
to join all sentences via some analysis to generate a knowledge graph.

In the same line of work as used in [14], a model was necessary to take the
analysis to a higher level of abstraction, which we called “Conceptual”, due we
needed to abstract the concepts to merge them and generate new sentences.

Unlike the work presented in [14], where VerbNet [9] was used through man-
ual work to align concepts and semantic relationships, we generated conceptual
graphs automatically based on the AMR output (and its features) that is already
aligned with a linguistic resource such as Propbank3, a corpus annotated with
information related to syntactic and semantics of verbs.

In order to generate the conceptual graph, we used some and procedures and
criteria to merge terms or expressions into a concept, which are shown as below:

– Semantic Roles: In AMR, the relationships between concepts have identifiers
like Arg0...Arg5 which are associated with a semantic role such as agent,
patience, among others. In our work we used the relationship that exists
between Propbank and VerbNet to identify the semantic relationships and
semantic roles of each concept. Thus, we may find that Arg0 usually rep-
resents the “Agent” for a verb. However, in case of ambiguity or when no
exists information in PropBank, we associated semantic roles’s PropBank
with semantic role’s VerbNet by default. This association may be seen in
Table 1.

– Fusion by entities: AMR has ability to recognize entities like Person, Organi-
zation, Location, among others, which contains several subtypes. For example,
organization contains company, government, military, criminal organization,
among others. In our work, we merged entities (with the same name) which
are considered “Agent”, “Patient”, “Goal” and “Theme” in the Semantic Role
Labeling avoiding fusion of graphs by verbs because this generates confusion
and ambiguity in the graph.

2 Available at http://alt.qcri.org/semeval2016/. Accessed in February 2017.
3 Proposition Bank Available at https://verbs.colorado.edu/mpalmer/projects/ace.

html. Accessed on March 2017.

http://alt.qcri.org/semeval2016/
https://verbs.colorado.edu/mpalmer/projects/ace.html
https://verbs.colorado.edu/mpalmer/projects/ace.html
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Fig. 2. Semantic graph fusion sample

Table 1. Default relation
between AMR and semantic
roles

AMR relation Semantic role

Arg0 Agent

Arg1 Patient

Arg2 Goal

Arg3 Start

Arg4 End

– Fusion by WordNet concepts: Other criterion to merge terms/expressions into
concepts was related to the measure got between two terms in the WordNet.
To merge terms, we used the similarity measure Wu, proposed in [18]. In
experiments, we determined that similarity measure must be greater than 0.9
to merge two terms into a concept.

Figure 2 shows an example of the fusion method using where we may appre-
ciate that (1) some concepts that have been identified as Agent or Patient in
different sentences, (2) entities recognized such as countries or persons, and
(3) similar concepts in the WordNet (such as Past and History) may be merged.

3.2 Transformation Phase

In this phase, we needed to identify the most relevant concepts in the graph to
create a summarization graph which includes them. To perform this, we executed
the PageRank algorithm [1] over the conceptual graph. This algorithm is useful to
identify relevant concepts considering the number of relations between different
concepts and a possibility to do a random jump in a concept. In Eq. 1 we may see
the formula where “M” represents the transition matrix (related to the number
of relations), “v” represents the random jump vector, “c” represents a dumping
factor and “Pr” represents the PageRank vector. In PageRank execution, the
best results were obtained using a damping factor value of 0.65 and 30 iterations.

Pr = cMPr + (1 − c)v (1)

Once the PageRank was executed, we perceived that some nodes with many
relations received higher weights (although the related nodes were less impor-
tant) generating noise. To solve this problem, we incorporated discourse-level
information into the PageRank, since this information has proven to be useful
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in extractive automatic summarization task [15]. We decided for this algorithm
because use the nuclear-satellite information and take in consideration the rela-
tion type between the EDUs4 to assign importance.

Thus, we applied a method proposed in [15] (called O’Donell method), which
calculates the importance of each EDU according to the relations found in the
Rhetorical Structure Theory [13]. The results got from O’Donell method were
incorporated into the random jump vector in the PageRank algorithm. This
made that concepts with in high score in O’Donell method benefit others around
itself and unimportant concepts with many relations have low scores.

3.3 Synthesis Phase

Once the concepts in the graph have been weighted, the model iterated the
conceptual graph to extract information about the actions done (Verbs), who
has made those actions (Agents), who is affected by them (Patients), what is
the theme (Themes) and what is the aim (Goals).

Then, our algorithm started in the verb nodes and as from there attempted to
extract the nodes attached to it with the semantic relationship of Agent and thus
for the semantic roles of Patient, Theme and Goal. Once these subgraphs were
identified, it was the basis of a new sentence whose importance was given by:

Sentence Relevance = Sum(P (Agents) + P (V erbs) + P (Themes)+P (Goals))

These total values represented the final relevance of the expression. Then, we
applied a descendant sorting over the sentence relevance to generate a summary
with the most important expressions until up to a compression rate. To generate
a sentence that has the synthesis of the document ideas a similar form as human
production, we used SimpleNLG [5]5 as a tool for Natural Language Generation.

4 Evaluation

To evaluate the use of Abstract Meaning Representation and Discourse-level
information into Automatic Summarization, we conducted experiments for each
case. All experiments were performed on Document Understanding Conference
(DUC) corpus6.

Table 2 shows results of each experiment in the training corpus and test cor-
pus, i.e., when only used the expanded conceptual graph with the reference reso-
lution (conceptual + RR), when used a conceptual graph with reference resolution
and includes discursive information (RST) (Conceptual + RR + RST) and when
used a conceptual graph with reference resolution, includes discursive information
(RST) and Natural Language Generation (Conceptual + RR + RST + NLG). Fur-
thermore, the results improved in each experiment, i.e., Conceptual + RR + RST

4 Elementary Discourse Unit is the basic unit in discourse-level.
5 https://github.com/simplenlg/simplenlg. Last visited in February 2017.
6 http://duc.nist.gov/data.html. Last visited in February 2017.

https://github.com/simplenlg/simplenlg
http://duc.nist.gov/data.html
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model was better than Conceptual + RR model and Conceptual + RR + RST +
NLG model was better than Conceptual + RR + RST model.

We noted in our experiments with NLG that best combination was the use of
“with objective of” like connector when we detected the goal semantic relation.
For example, the sentence “We agree possible international peaceful order devour
large state and Gorbachev neighbor” was transformed in “We agreed with objec-
tive of possible international peaceful order devour large state and Gorbachev
neighbor”.

Another point to note is generated sentences had a correct use of the pronoun
We, also we can identify the verb and expression goal. Table 2 shows a significant
improvement in Rouge-1 and Rouge-L metrics and an important enhancement
in Rouge-SU4 metric. This means a much better coherence in the generated text.
In particular, the use of connectors like Andand the correctness in the person
and number over the generated expression improve the result.

In relation to incorporating discursive information into the original method,
we may note an increment between conceptual and conceptual with discursive
information. It based on the myopia of pure conceptual model to include addi-
tional concepts (Agents, Patients, Goal, Themes), because it only uses semantic
relations at sentence level. For example, in a specific document the applica-
tion of Conceptual + RR model produces 6 sentences, where four of them talk
about the same subject. The discursive information incremented the possibility
to detect expressions that can produce more valuable sentences to the summary.
For example, in a same document, when applying the conceptual + RR + RST,
it got 9 sentences where only two of them mentioned the same subject and the
F1 Rouge-1 score was increment by 15%.

Table 2. F1 metric between Conceptual, Conceptual-RST and Conceptual-RST-NLG

Corpus Training corpus Test corpus

F1/Rouge R-1 R-L R-SU4 R-1 R-L R-SU4

Conceptual+ RR 0.199 0.187 0.024 0.224 0.211 0.029

Conceptual+ RR+ RST 0.212 0.200 0.027 0.228 0.217 0.029

Conceptual+ RR+ RST+ NLG 0.230 0.216 0.031 0.244 0.231 0.033

Finally, we may highlight that our experiments used none algorithm that
may present an over-fitting to the specific data, so the goodness of the method
only depends on the text in a document. Also, is important to note, the model
never show a negative effect. However, the increment of the performance was
not statistically significant according to the Wilcoxon Test.

5 Conclusions and Future Work

This work presented an automatic abstractive summarization using seman-
tic representations and discourse-level information. The analysis phase used
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information from semantic analysis, got from use AMR parser for each sentence
in a document. Then, we generated a conceptual graph by merging concepts with
help of WordNet and Semantic Roles got from AMR. During the transformation
phase, Discourse-level information was incorporated into PageRank algorithm
to identify the most important concepts, resulting in an improvement on the
concept identification.

In the synthesis phase, we implemented a navigation method to generate
expressions from the ranked conceptual graph using hand-crafted rules based on
semantic roles. With these rules we extracted many expressions that have a final
score equal to the amount of their parts. After that, we sorted these expressions
based on the amount score and take the most valuables for the natural language
generation task, in our experiment we have worked with a compression rate of
20% more and less 100 words.

At last, the got expressions were used with SimpleNLG to generate a much
natural expressions. In this work, we configured the tool to generate the sentence
in a past form to get a coherent expression in tempo and number. The proposed
method was evaluated on Document Understanding Conference (DUC) 2002
Corpus showing a F1 score of 24% on the Rouge-1 metric and outperformed the
other variations of our method.

One limit related with the abstraction model is related with AMR. Although
AMR is an important player in Semantic Analysis, in its current form is not
enough to support the discovery and manipulation of the principal concepts,
because it is too influenced by the syntax. We found evidence that different
representations of the same idea are got, depending if these are written in active
or passive voice.

One future work is related to the way of navigation or iteration over the
Ranked Conceptual Graph with score information on its nodes to generate the
candidate sentences. As a future work, we would like to explore other ways
to navigate this graph to improve selection of concepts and generate better
sentences.
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Abstract. The Framework FIVE is a multiplatform tool that assists
the development of voice user interfaces applied in different technological
environments. Several works have been carried out in order to provide
increasingly in natural synthetic voices to FIVE, however, experiments
realized with users has been reported the need for more friendly voices
integrated to the framework. This paper describes the development and
integration of natural synthetic voices in Brazilian Portuguese to the
Framework FIVE. For this, a private audio and phonetics database were
used on development of two voices (male and female) using the Unit
Selection technique available on MaryTTS platform. For the integration
process it was developed a specific web service. For comparison purposes,
it was realized experiments to evaluate the naturalness and intelligibility
of the voices, and the results obtained show that the constructed voices
are more friendly, however, there is not a great difference when compared
with HMM-based technique.

Keywords: Speech synthesis · Unit selection · HMM-based · Web
service

1 Introduction

In recent years, the voice user interface area has received considerable atten-
tion from academics due to two reasons. First, due to improvements in the
performance of automatic systems for speech processing, including speech syn-
thesis, translation of spoken idioms and speech recognition. Second, due to the
convergence of devices and the massive production of multimedia content that
requires faster and more efficient means of interaction with the user. Besides
those advancements, the construction of applications with voice user interface
that can recognize speech, understand voice commands from its users and provide
answers to users still is a challenge, due to its interdisciplinary and complexity
of development [1].

The Portuguese language is the fifth most spoken language in the world with
220 million native speakers in four continents Africa, America, Asia and Europe.
c© Springer International Publishing AG 2017
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According to Branco et al. [2], considering the new challenges encountered in
the information society in a globalized world, there is a great need to direct
efforts towards the creation of linguistic resources, development of tools and
applications for voice processing in Portuguese, with the objective of attend the
market’s demand. For the Brazilian Portuguese language, several initiatives have
been carried out in order to build a high-quality speech synthesis mechanism.
Whether in the industry, such as the voices Felipe and Fernanda of Nuance1

and the voices Tele and Heloisa of Microsoft2, and on the academy with open
source resources: the TextAnalysis4BP tool [3], the platform MaryTTS [4] and
the Framework FIVE [5].

The Framework FIVE (Framework for an Integrated Voice Environment) is a
tool built with the purpose to assist the process of construction and instantiation
of speech engines in different technological environments (telephone, mobile, digi-
tal TV), in an integrated manner, scalable for various techniques and portable [5].
In Maciel et al. [6] was developed and integrated to Framework FIVE synthetic
voices in Brazilian Portuguese using the HMM-based Speech Synthesis System
(HTS), and in Souza et al. [7] was used Modular Architecture for Research on
Speech Synthesis (MaryTTS) platform for the development of two new voices.
These works were evaluated regarding audio transcription, appropriate voice
quality criteria, and its portability capacity on operating system android.

Despite the good results obtained, the users reported the need to improve
the naturalness and intelligibility of voices in Brazilian Portuguese. Another
requirement mentioned by then was the possibility to integrate these voices into
to Framework FIVE for use in several real applications. This article aims to
present the development and integration of natural synthetic voices in Brazilian
Portuguese to the Framework FIVE. For this, it was performed the preparation
of the database (audio and phonetics) (Sect. 2). It was built a set of new voices
using the Unit Selection technique available on MaryTTS platform (Sect. 3).
Then, these voices were integrated to the Framework FIVE through a web ser-
vice (Sect. 4). The voices were evaluated for their naturalness and intelligibility
(Sect. 5), and Sect. 6 presents the conclusions and future works.

2 Preparing the Database

2.1 Audio Database

The audio base used in this work included the selection of 800 phonetically
balanced phrases, containing between seven and 15 words, interrogative and
affirmative, that were obtained from the journalistic context, historical texts,
biographies, novels and poems. Examples in the Brazilian Portuguese: “Debaixo
de uma pipa que pinga, há um pinto que pia”, “A Amazônia é a reserva ecológica
do globo”, “Não tenho dúvida de quanto fui amado” and “Se os júızes ganham
com o Tribunal de Pequenas Causas, por que os advogados não podem ganhar
também?”.

1 Nuance Language: http://www.nuance.com.
2 Microsoft Language: https://www.microsoft.com/en-us/download.

http://www.nuance.com
https://www.microsoft.com/en-us/download
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The editing of the audio database was performed at the ProTools tool3,
through the recording in the studio of four hours of audio, by two professional
speakers, male and female. The editing consisted in segmenting the audio base,
separation of audios and in the removal of noise which does not represent a voice
signal. The characteristics of these audio files: sampling frequency of 16,000 kHz,
with 16 bits per sample and stereo mode.

2.2 Phonetic Database

The words database used in this work was made available by VERO spelling
checker of LibreOffice4, with 140 thousand words in Brazilian Portuguese, con-
taining substantive, adjective, verbs, and numerals. The phonetic alphabet used
was based in SAMPA for Brazilian Portuguese with its 38 phonemes, and for
generating the phonetic database it was used TextAnalysis4BP tool.

The process of generating the phonetic base consists of three phases. The
Syllabification stage realizes the syllable division using an algorithm that identi-
fies the vowels in words and applies a set of rules for syllable identification. The
Grapheme-to-Phoneme (G2P) performs the conversion of the grapheme into its
respective phoneme, through a set of rules defined for the Brazilian Portuguese
language. The tonicity stage identified the tonic syllable of words [3]. Figure 1
shows the execution flowchart of the word house using the TextAnalysis4BP
tool.

Fig. 1. Flowchart TextAnalysis4BP

3 Building Voices Using MaryTTS

The MaryTTS platform is composed of the client-server architecture, in which,
a client sends an input text with a set of parameters to the server and receives
an appropriate synthetic voice as results. The multi-threaded server allows the
client to send multiple requests in this process and the client interface allows the
users to choose different types of input (e.g. plain text, phonemes) and output
types (e.g. audio, phonemes) [4]. The modular architecture of MaryTTS has sup-
port for adding several languages and build voice signal with the HMM-Based
and Unit Selection techniques [8]. Recently this architecture has performed a

3 ProTools: http://www.avid.com/pro-tools.
4 Vero: https://pt-br.libreoffice.org/projetos/vero/.

http://www.avid.com/pro-tools
https://pt-br.libreoffice.org/projetos/vero/
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modification of its modules with the use of Apache Maven [9] and of Gradle [10]
to improve management of the modules. Thus, the MaryTTS platform mod-
ules have available the following parts: Core Client-Server responsible for the
execution of web server. New Language Support Tools (NLST)5 responsible for
Natural Language Processing (NLP). Voice Creation Tools (VCT)6 responsible
for building the voice. And the Interface Installer responsible for installation of
the synthetic voices [11].

The process of constructing voice in the MaryTTS platform realized in this
work started with the execution of Client-Server module, a necessary condition
for execution of the other modules. Then, the NLST was used to adapt the pho-
netic base to the MaryTTS input pattern. Although the Brazilian Portuguese
language has NLST support [3], it was necessary to create a new support using
the architecture Apache Maven [8] and Gradle [12]. The development of this sup-
port is required because the Transcription Tool (TT) receive as input the files
generated by the phonetic base and obtain as output the grapheme-phoneme
conversion files of words, rudimentary labeling, and phonetic transcriptions. In
the VCT module, the Voice Import Tool (VIT) was used to construct two voices
(male and female) through unit selection technique. This tool received as input
the audio database with its corresponding transcriptions and the phonetic data-
base with the phonetic segmentation. As output, it generated a set of the files
to execute the synthetic voices [13].

4 Integration with FIVE

The FIVE architecture is composed five modules. FIVE CORE responsible for
executing the feature extraction algorithms and pattern classification required
for the construction of the speech engines. FIVE CONTROLLER responsible
for handling all user requests between the layers that generate the engines and
applications layer. The FIVE API consists of a set of routines and programming
standards for access to the engines both by the applications (APP) and through
the web service (FIVE WS). FIVE GUI consists of a front end, in wizard format,
which assists developers in building the engines. Figure 2 shows the modules of
the Framework FIVE.

In order to integrate the built voices on Mary TTS to framework FIVE it
was necessary to adapt the Synthesizer and Vocoder classes contained in the
FIVE API module, as well as, to build a particular package within FIVE CORE
module necessary to access the Web Client module from MaryTTS. Figure 3
shows the integration modules between the Framework FIVE and MaryTTS.

The integration process occurred in three phases. The first phase involved
importing the maryttsTool,transcriptionTool, and voiceImport libraries for the
Framework FIVE. The maryttsTool library is responsible for communication
between the client and server modules of MaryTTS. The transcriptionTool

5 NLST: https://github.com/marytts/marytts/wiki/New-Language-Support.
6 VCT: https://github.com/marytts/marytts/wiki/VoiceImportToolsTutorial.

https://github.com/marytts/marytts/wiki/New-Language-Support
https://github.com/marytts/marytts/wiki/VoiceImportToolsTutorial
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Fig. 2. Framework FIVE architecture

Fig. 3. Module between the framework FIVE and MaryTTS

library is responsible for running the transcription tool (TT), and the voiceIm-
port library is responsible for running the voice import tool (VIT).

The second phase consisted of adapting the Synthesizer and Vocoder classes
contained in the FIVE API module. In the Synthesizer class was added an engine-
Type parameter to make easy the choice os which engine must be executed. In
the Vocoder class, two additional parameters were added beyond engineType:
the voice gender (male or female), and synthesis technique (unit selection or
HMM-based).

The third phase consisted of creating the classes MaryParameter,
MaryCommands and MaryProcess in the FIVE CORE module. The MaryPa-
rameter class is a model class composed of the necessary parameters for client-
server execution e.g. host and server port parameters are required for running
the server. The MaryCommands class utilize the executeMaryTTS method with
the phrase, speaker, and wavFileName parameters for running the client request.
And finally, in the MaryProcess class, a test method was structured with the
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phrase, speaker and fileNamef parameters for generating the automatic align-
ment file (lab) and the audio file (Wav).

5 Experiments

In order to evaluate the naturalness and intelligibility of the newly generated
voices, it was realized a user evaluation experiment. The experiment used the
voices constructed with the Unit Selection MaryTTS, HMM MaryTTS [7] and
HMM HTS [6]. 400 audio samples were generated with this synthetic voices,
containing between 10 and 15 words, not include in the database training. The
audio samples were evaluated with Mean Opinion Score (MOS) metric, scale of 1
to 5 (1-bad, 2-poor, 3-fair, 4-Good and 5-Great). The Word Error Rates (WER)
metric was utilized to identify the percentage of wrong words that have been
replaced, deleted, and included in the transcription of the sentences.

The experiment selected 100 volunteers who heard a sequence with male
and female audio. Each volunteer evaluated 40 audio samples using MOS and
transcripted all sentences. The samples were divided into four parts: ten samples
using Unit Selection MaryTTS voices, ten samples using HMM-Based MaryTTS
voice, ten samples using HMM-Based HTS and ten samples using the natural
audio base. Each of these parts was contemplated with five male and five female
samples.

The mean time to perform this evaluation was 20 min, considering that each
volunteer had 40 audio samples and each sample was evaluated in approximately
30 s. The evaluation of these voices was organized as follows: The Unit Selection
MaryTTS receive the labels UM (Unit Selection-Male) and UF (Unit Selection-
Female). The HMM MaryTTS receive the labels HM (HMM-Male) and HF
(HMM-Female). The HMM HTS voices receive the labels TM (HTS-Male) and
TF (HTS-Female). The natural voices receive the labels NM (Natural-Male) and
NF (Natural-Female). Figures 4 and 5 show the results of boxplots for the MOS
of naturalness and intelligibility.

The evaluation using the MOS scale has the following results. The male
and female voices of the natural audio base (NM and NF) have better results,
compared to the voices generated by synthesis techniques. The HMM HTS (TM
and TF) has a result worse, compared to the methods created using MaryTTS.
The naturalness assessment shows that the HMM Mary TTS (HM and HF)
has better results compared to the Unit Selection MaryTTS (UM and UF).
The intelligibility assessment indicates that HMM Mary TTS (HM and HF) has
better results compared to the HMM HTS (TM and TF). And finally, the Unit
Selection Mary TTS (UM and UF) has similar results to HMM Mary TTS (HM
and HF).

The intelligibility evaluation using WER scale has the following results. The
male and female voices of HMM HTS obtained the biggest error rate (TM 9.3%)
and (TF 9.8%), and the natural voices got a lower error rate (NM 3.1%) and (NF
3.4%). Regarding the voices of Mary TTS platform, the male and female voices
of based on HMM obtained a lower error rate (HM 4.6%, HF 4.5%), then based
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Fig. 4. Results of the naturalness Fig. 5. Results of the intelligibility

on Unit Selection (UF 6.6%, UM 5.2%). Thus, it was observed that the HMM-
based technique has a better intelligibility when compared with Unit Selection
technique. Figures 6 and 7 shows the WER result male and female.

Fig. 6. Results WER male Fig. 7. Results WER female

A detailed evaluation of the transcriptions shows that HMM HTS (TM and
TF) has substitution problem in words with near punctuation. Confirming some
punctuation problems noted in previous evaluations [6]. The MaryTTS unit
selection technique has problems related the concatenating of some words. This
problem occurred due to the small evidence of punctuation sentences (e.g. com-
mas and dots). The audio database has 800 phrases, but only 200 phrases have



498 D.S. Barbosa et al.

any punctuation. The HMM Mary TTS voices presented problems related to the
substitution of words with errors in verbal conjugation and plural identification.
Examples in Portuguese: “As coisas tem tudo para darem certo mas é preciso
batalhar por elas” replaced with “As coisas tem tudo para darem certo mas é
preciso batalhar por ela”.

6 Conclusions

This article presents the development of natural synthetic voices in Brazilian
Portuguese, and the integration of this then to Framework FIVE. The process of
constructing the voices, taking as reference the MaryTTS tools was successful. In
addition, using this platform has optimized the construction of voices and made
the learning curve faster. Regarding integration to Framework FIVE, a small
set of changes in architecture optimized the extensibility for new techniques and
portability for other platforms.

About voice quality, the construction of the new database with audio and
phonetics contributed to improving the quality of voices. The voices built with
MaryTTS platform have achieved better naturalness and intelligibility when
compared with HTS tool. In the WER scale evaluation, any representative dif-
ferences were detected when comparing Unit Selection technique and HMM tech-
nique.

Thus, this work managed to reach its objectives and contribute to the avail-
ability of more natural synthetic voices for Brazilian Portuguese at the FIVE.
As future works, we intend to expand our audio database, specifically with sam-
ples with punctuation. In the integration process, we intend to test this new
architecture in a real application.
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Abstract. Nowadays word embeddings, also known as word vectors,
play an important role for many natural language processing (NLP)
tasks. In general, these word embeddings are learned from unsupervised
learning models (e.g. Word2Vec, GloVe) with a large unannotated corpus
and they are independent with the task of their application. In this paper
we aim to enrich word embeddings by adding more information from a
specific task that is the aspect based sentiment analysis. We propose a
model using a convolutional neural network that takes a labeled data set,
the learned word embeddings from an unsupervised learning model (e.g.
Word2Vec) as input and fine-tunes word embeddings to capture aspect
category and sentiment information. We conduct experiments on restau-
rant review data (http://spidr-ursa.rutgers.edu/datasets/). Experimen-
tal results show that fine-tuned word embeddings outperform unsuper-
visedly learned word embeddings.

1 Introduction

Word representations have now become a critical component of many natural
language processing systems. Alternatively, words can be represented as vectors
in a semantic space. This approach is also called as distributed representations
of words, or word embeddings. The simplest way for this approach is to rep-
resent each word in the vocabulary as a one-hot vector, which contains only a
one in a position and zeros in all other positions. The dimensionality of these
vectors equals to the vocabulary size. Using this technique can overcome the
“hand-crafted” drawback of semantic networks (e.g. WordNet), but its vectors
still cannot provide useful evidence to evaluate similarity between words. To
overcome this limitation, some studies such as [3,8,9] learn word representations
based on contexts of words and the achieved results are words with similar gram-
matical usages and semantic meanings. As the result, each word is represented as
a real-valued vector with a low-dimensional and continuous, this known as a word
embedding. By this way each word will carry more semantic and grammatical
c© Springer International Publishing AG 2017
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information, expressing the relationship between the words through the measure-
ment between the vectors, for example, two words “excellent” and “good” are
mapped into neighboring vectors in the embedding space. Since word embed-
dings capture rich linguistic information, they have been used as inputs or a
representational basis (i.e. features) for many NLP tasks, such as text classifi-
cation, document classification, information retrieval, question answering, name
entity recognition, sentiment analysis, and so on.

Aspect-based sentiment analysis is a special type of sentiment analysis, it
aims to identify the different aspects of entities in textual reviews and the corre-
sponding sentiment toward them. There are some related studies such as aspect
term extraction [1,10], aspect category detection and aspect sentiment classifi-
cation [1,4,5]. Although the context-based word embeddings have been proven
useful in many NLP tasks (Collobert et al. [2]), but they can ignore the aspect
category and sentiment information when applying to the aspect-based sentiment
analysis tasks. The problem here is how to utilize these kinds of information and
integrate them into the general word embeddings. We will consider this problem
as the task of tuning the general word embeddings towarding the objective of
aspect category detection and sentiment analysis classification.

In this paper we consider convolutional neural networks which have achieved
remarkably strong results in many studies, such as sentence classification [6],
aspect extraction for opinion mining [10]. Inspiring from that, we will propose
a model using a convolutional neural network that takes a labeled data set
and the learned word embeddings from an unsupervised learning model (e.g.
Word2Vec) as input, and fine-tunes the word embeddings to capture aspect cat-
egory and sentiment information in labeled sentences. In experiment, we eval-
uate the effectiveness of word embeddings by applying them to two tasks of
aspect-based sentiment analysis including aspect category detection and aspect
sentiment classification.

2 Related Work

In this section we review existing works closely related to our work. It includes
word embedding techniques, word embeddings in sentiment analysis, and aspect-
based sentiment analysis.

Word embedding techniques began development in 2003 with the neural net-
work language model (NNLM) in (Bengio et al. [3]). In 2013, Mikolov et al. [8]
proposed two models, namely skip-gram and continuous bag-of-words (CBOW).
They improve training efficiency and learn high-quality word representation by
simplifying the internal structure of the NNLM. In 2014, Pennington et al. [9]
proposed the GloVe model using a global log-bilinear regression model that out-
performs the original models of Skip-gram and CBOW.

Many studies learned sentiment-specific word embeddings for sentiment
analysis, they attempt to capture more information into word embeddings, such
as Maas et al. [7] extended the unsupervised probabilistic model to incorporate
sentiment information. Tang et al. [12] proposed three neural network models
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to learn word vectors from tweets containing positive and negative emoticons.
Ren et al. [11] improved the models of Tang et al. [12] by incorporating topic
information and learning topic-enriched multiple prototype embeddings for each
word. Zhou et al. [15] proposed a semi-supervised word embedding based on the
skip-gram model of Word2Vec algorithm, the word embeddings in their model
can capture some information as semantic, the relations between sentiment words
and aspects.

Some tasks of aspect-based sentiment analysis have been done by using lex-
ical information and classification methods, such as aspect sentiment classifier
(Wagner et al. [14]; Ganu et al. [4]), aspect category detection (Ganu et al. [4];
Kiritchenko et al. [5]). They have a limitation that they cannot capture semantic
interactions between different words in sentences. Recently, some studies have
been used word embeddings as input, such as Alghunaim et al. [1] using CRF-
suite or SVM-HMM with word embeddings as features. Poria et al. [10] used
word embeddings as input, they then use a deep convolutional neural network
to produce local features around each word in a sentence and combine these fea-
tures into a global feature vector. However, most these studies have been used
the learned word embeddings from Word2Vec model (Mikolov et al. [8]) which
only capture word semantic relations and ignore supervised information such as
aspect category and aspect sentiment, that is our objective in this paper.

3 Proposed Method

Given a set of labeled sentences D = {d1,d2,...,d|D|} extracting from a collection
of reviews in a particular domain (e.g. restaurant), each sentence d ∈ D is
assigned two labels, i.e. aspect sentiment and aspect category. Let k be the
number of aspect category labels and m be the number of aspect sentiment labels
in D. We denote ad ∈ Rk to be a binary label vector of the aspect categories in
the sentence d. Each value in ad indicates that the sentence d is discussing an
aspect category or not. Denoted od ∈ Rm to be a binary label vector of the aspect
sentiments in the sentence d. Each value in od indicates that the sentence d is
discussing an aspect sentiment or not. Let V = {ω1, ω2, ..., ω|V |} be a vocabulary
and W ∈ Rnx|V| be a word embedding matrix, where the i-th column of W is
the n-dimensional embedded vector for word i-th, wi in V . We assume that the
matrix W is learned from an unsupervised learning model (e.g. Word2Vec) with
a large number of unlabeled sentences. We need to fine-tune word embeddings
in matrix W .

In the following, we will present a model using a convolutional neural net-
work to fine-tune word embeddings. The word embeddings are initialized by the
learned word embeddings from an unsupervised learning model (e.g. Word2Vec).
They then are re-computed to capture aspect category and sentiment informa-
tion. We named this model as Word Embedding Fine-Tuning (WEFT) model,
its architecture is shown in Fig. 1. Our model is similar to the CNN-non-static
model of (Kim et al. [6]), but different from it, our model has two output vectors
corresponding to aspect category and aspect sentiment information.
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Fig. 1. An illustration of the WEFT model

For a sentence d ∈ D containing p words, we present each layer with necessary
formulations and notations as follows

Word Embedding Layer. The word embedding of word i-th is computed as:

xi = W.ei (1)

where ei is a one-hot vector of the word i-th in the sentence d.

Convolution Layer. This layer receives x1, x2, ..., xp as input and we use three
convolutional filters with widths as 1, 2 and 3 to encode the semantics of uni-
grams, bigrams and trigrams in the sentence d. For the filter t-th, 1 ≤ t ≤ 3,
we use the convolution operation to obtain a new vector sequence y1t

1 , y1t
2 , ..., y1t

p

according to the following equation:

y1t
i = f(U t.xi:i+ht−1 + ut) (2)

where xi:i+ht−1 denotes the concatenation of words xi, xi+1, ..., xi+ht−1, ht is a
filter window size to combine embedding vectors and f(.) is a non-linear func-
tion (i.e. f(y) = tanh(y) = ey−e−y

ey+e−y ). U t ∈ RC×ht.n and ut ∈ RC are model
parameters, which are learned during training, C is the output dimension.

Pooling Layer. We apply the max pooling operation [2] to mix the varying num-
ber of features from the convolution layer into one vector with fixed dimension

y2t = [max(y1t
i1),max(y1t

i2), ...,max(y1t
iC)] (3)
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where y1t
ij denotes the j-th dimension of y1

i , y2 ∈ RC is the output of the filter
t-th.

Sentence Vector Layer. In order to obtain the sentence representation vector,
this layer concatenates the output vectors of three convolutional filters into one
vector as follows v(d) = [y21, y22, y23], v(d) ∈ R3C.

Softmax Layer. The aspect category vector
∧
ad and the sentiment vector

∧
od

are computed as follows:
∧
ad = g(V 1.v(d) + b1) and

∧
od = g(V 2.v(d) + b2), where

V 1 ∈ Rk× 3C and V 2 ∈ Rm× 3C are weight matrices from the sentence vector
layer to the softmax layer, b1 ∈ Rk and b2 ∈ Rm are bias vectors, g is the softmax
function.

Model Learning. The cross entropy cost function for the data set D is,

E(θ) = −
∑

d∈D

(
k∑

i=1

adi log
∧
adi +

m∑

i=1

odi log
∧
odi) +

1
2
λθ‖θ‖2 (4)

where θ = [U1, U2, U3,W, V 1, V 2, u1, u2, u3, b1, b2] and ‖θ‖2 =
∑
i

θi
2 is a norm

regularization term. In order to compute the parameters θ, we apply back-
propagation algorithm with stochastic gradient descent to minimize this cost
function.

4 Experiments

4.1 Experimental Data

We use two data sets on the domain of restaurant products: the first data set
contains 3,111,239 unlabeled sentences which is extracted from 229,907 reviews1.
This data set will be used to learn word embeddings. The second data set con-
tains 190,655 labeled sentences, is extracted from 52,574 reviews2, this data set
used in previous work (Ganu et al. [4]; Wang et al. [13]). It contains six aspect
category labels as Price, Food, Service, Ambience, Anecdotes, and Miscellaneous.
The four aspect sentiment labels include Positive, Negative, Neutral and Con-
flict. Each sentence is labeled for both aspect category and sentiment labels.
We randomly get 75% of the given sentences to fine-tune word embeddings, the
remaining 25% of given sentences to evaluate the quality of the WEFT model.
Some statistics of the second data set are shown in Table 1.

4.2 Implementation of the WEFT Model

We develop a back-propagation algorithm with stochastic gradient descent to
minimize the cost function in Eq. (4). We then use it to fine-tune word embed-
dings with the parameters: the filter window sizes h1 = 1, h2 = 2 and h3 = 3;
1 https://www.yelp.com/datasetchallenge/.
2 http://spidr-ursa.rutgers.edu/datasets/.

https://www.yelp.com/datasetchallenge/
http://spidr-ursa.rutgers.edu/datasets/
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Table 1. Statistics of the second data set

Aspect Number of sentences used for

Fine-tuning word embeddings Evaluating word embeddings

Price 4,386 1,462

Food 44,912 14,970

Service 22,470 7,489

Ambience 17,729 5,909

Anecdotes 18,396 6,132

Miscellaneous 35,100 11,700

Total 142,993 47,662

the output dimension C of each filter is 100; the mini-batch size is 60; the
regularizations λW = λU1 = λU2 = λU3 = 10−4, λu1 = λu2 = λu3 = 10−5,
λV1 = λb1 = λV2 = λb2 = 10−3; the weight matrices U1, U2, U3, V 1, V 2 are
randomly initialized in the range of [−1, 1]; the bias vectors u1, u2, u3, b1, b2 are
initialized to be zero; the learning rate η is 0.025; the iterative threshold I = 50.
Matrix W is initialized by the learned word embeddings from an unsupervised
learning model (e.g. Word2Vec).

4.3 Evaluation

We evaluate our WEFT model through fine-tuning the learned word embed-
dings from the models: CBOW, skip-gram of Word2Vec (Mikolov et al. [8]) and
GloVe (Pennington et al. [9]). We denote variants of the WEFT model as fol-
lows: WEFT-rand: Using randomly initialized word embeddings and then mod-
ified during training. WEFT-SG, WEFT-CB and WEFT-GV are three models
that fine-tune the learned word embeddings from skip-gram, CBOW and GloVe
model. Note that in our work, we use the tools of Word2Vec3 and GloVe4 to
learn word embeddings, the size of dimensional word embedding is 300 and the
window size of context is 4.

In fact, we can not evaluate the word embeddings directly because we can not
obtain the ground-truth word embeddings from the given dataset. As a result,
we choose to evaluate the word embeddings indirectly through using them as
input of a prediction model in two tasks of aspect-based sentiment analysis, i.e.
aspect category detection and aspect sentiment classification. Specifically, we
use the CNN model (Kim et al. [6]) as the prediction model for these tasks.
The lower prediction results in any experiment mean that the word embeddings
used in that case are low. In each experiment case, the CNN model performs
4-fold cross validation with 47,662 sentences. The metrics are used to measure
the prediction results as F1 score and Accuracy.

3 https://github.com/piskvorky/gensim/.
4 https://nlp.stanford.edu/projects/glove/.

https://github.com/piskvorky/gensim/
https://nlp.stanford.edu/projects/glove/
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Table 2. Results for ACD

Method F1 score

SG 77.87

CB 78.54

GV 79.19

WEFT-rand 81.43

WEFT-SG 81.50

WEFT-CB 81.76

WEFT-GV 82.09

Table 3. Results for ASP

Method Pos-F1 Neg-F1 Neu-F1 Con-F1 Accuracy

SG 87.05 52.03 65.74 55.46 78.77

CB 86.93 52.25 66.60 55.93 79.22

GV 87.10 51.07 71.02 57.85 80.35

WEFT-rand 88.65 64.18 74.13 56.40 82.15

WEFT-SG 90.87 64.63 73.82 60.23 83.82

WEFT-CB 93.12 64.70 77.03 61.17 84.05

WEFT-GV 93.61 64.77 77.11 61.43 84.23

Aspect Category Detection (ACD). In Table 2, we show the achieved
F1-score of aspect category detection task for each method. In a general obser-
vation, using the fine-tuned word embeddings from the WEFT model gives the
better results. This indicates that the fine-tuned word embeddings from the
WEFT model is better than other models. Additionally, although the WEFT-
rand only captures aspect category and sentiment information in each labeled
sentence, but it outperforms CBOW, skip-gram and GloVe model. This shows
that the aspect category and sentiment information play an important role in
word embeddings.

Aspect Sentiment Prediction (ASP). In Table 3, we show the achieved
results of each method. In most cases, using the fine-tuned word embeddings
from the WEFT model give the better results. This indicates that the fine-
tuned word embeddings from our model helped improve the aspect sentiment
predicted results.

Table 4. Each target word is given with its four most similar words using cosine
similarity of the vectors determined by each model

good bad food price

GloVe model excellent poor props prices

decent awful postings pricing

fantastic horrible vary penny

costco terrible gosh albeit

WEFT-rand model delight horrible snacks prices

goodness alien restaurant pricey

millionaires calling hospitality pricing

paycheck poor fashion 350

WEFT-GV model excellent terrible snacks prices

great lousy foods pricing

wonderful worse meal bills

bron poor variation pricey
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Querying Words. We also evaluate the quality of the word embeddings through
querying words. Given some sentiment words or aspect words, we can find out
the most similar words with them. In Table 4, we show the interesting results of
the most similar words to four given words “good”, “bad”, “food”, and “price”.
Two models GloVe and WEFT-GV capture broad semantic similarities. The
WEFT-rand model captures the true semantic of two aspect words “food” and
“price”, but it does not capture the good meaning of the two sentiment words
“good” and “bad”, this is because the WEFT-rand model does not use the
semantic of input text. The WEFT-GV model captures the three information
kinds, i.e. semantic, aspect category and aspect sentiment, thus it seems to be
better than GloVe. This comparison again indicate that adding aspect category
and sentiment information into word embeddings is very important.

5 Conclusion

In this paper, we have proposed a model using a convolutional neural network
to fine-tune word embeddings for aspect-based sentiment analysis. Word embed-
dings in our model are initialized by the learned word embeddings from unsu-
pervised learning models and then recomputed to capture aspect category and
sentiment information. From experimental results, we have demonstrated that
the fine-tuned word embeddings from our WEFT model outperform other word
embeddings, which are learned from CBOW, skip-gram and GloVe model.

Acknowledgement. This paper is supported by The Vietnam National Foundation
for Science and Technology Development (NAFOSTED) under grant number 102.01-
2014.22.
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Abstract. Automatic recognition of an electrolaryngeal speech is usu-
ally a hard task due to the fact that all phonemes tend to be voiced.
However, using a strong language model (LM) for continuous speech
recognition task, we can achieve satisfactory recognition accuracy. On
the other hand, the recognition of isolated words or phrase sentences
containing only several words poses a problem, as in this case, the LM
does not have a chance to properly support the recognition. At the same
time, the recognition of short phrases has a great practical potential.
In this paper, we would like to discuss poor performance of the elec-
trolaryngeal speech automatic speech recognition (ASR), especially for
isolated words. By comparing the results achieved by humans and the
ASR system, we will attempt to show that even humans are unable to
distinguish the identity of the word, differing only in voicing, always
correctly. We describe three experiments: the one represents blind recog-
nition, i.e., the ability to correctly recognize an isolated word selected
from a vocabulary of more than a million words. The second experiment
shows results achieved when there is some additional knowledge about
the task, specifically, when the recognition vocabulary is reduced only to
words that actually are included in the test. And the third test evaluates
the ability to distinguish two similar words (differing only in voicing) for
both the human and the ASR system.

Keywords: Electrolaryngeal speech · ASR · Listening tests

1 Introduction

Surgical removal of the vocal cords during total laryngectomy has a major impact
on the quality of life of a person. After such surgery people are unable to produce
a voiced sound, their speech is called alaryngeal speech. There are several meth-
ods of restoring the speech after total laryngectomy (TL). Esophageal speech
belongs to the most common methods used for speech restoration. The idea is
based on releasing gases from esophagus instead of lungs. But this method has a
low acquisition rate (only ∼6% of the patients are able to learn it [6]). Another

c© Springer International Publishing AG 2017
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method uses a tracheoesophageal prosthesis that connects the larynx with phar-
ynx. The air passing into the pharynx causes the required vibrations and the
voiced sound can be created [5].

Another option to produce the excitation necessary for proper voicing is
using an external device - the electrolarynx (EL). EL is a battery-powered device
that mechanically generates sound source signals which are conducted into the
oral cavity from either the soft parts of the neck or from the lower jaw [9]. In
most cases, a monotone pitch is generated and the produced speech sounds very
mechanical. Moreover, in order to make the resulting speech sufficiently audible,
the EL needs to generate rather strong vibrations that are also emitted outside
of the speaker’s body and could be perceived as noise by other people. Unfor-
tunately, neither of these methods of rehabilitation can guarantee the natural
sound of the resulting voice.

The great disadvantage of using EL is that all pronounced phonemes tend to
be voiced. That’s why the automatic recognition of the EL speech is usually a
very hard task. Nevertheless, we can achieve good results but only in cases where
we can use a strong language model (LM) during recognition. Unfortunately, the
LM can fully unfold its strength only when recognizing longer sentence segments
where it can make use of the word context. But the problem is that speakers
with TL almost do not communicate. And if they do, they do so only in short
phrases or instructions. This is mainly due to the unnatural sound of their voice
which they are often ashamed of. The second reason is that shorter sentences
are less exhausting for EL speakers. In this case, the benefit of the LM seems to
be negligible (it is hard to determine the identity of words without the necessary
context). However, such task has a great practical potential.

In this paper, we would like to compare the ability of humans and machines
(equipped with ASR system) to distinguish the identity of acoustically very
similar words and word bigrams. For this purpose, we created two listening tests.
The first one contains 320 isolated words and the second one contains 333 word
bigrams. Both tests are described in detail (including the results) in Sect. 3. In
Sect. 4, we present the process of the ASR system training and ASR results on
test sentences. And finally in Sect. 5, we offer the comparison between human
and machine recognition results.

2 Database Description

Although there are various ways to rehabilitate the voice [1], none of them is
perfect. One possible way of improving the patient’s ability to communicate
is to use ASR and speech synthesis (TTS) technology [4] in some means of
communication, e.g., for phone calls, but the biggest issue is the lack of speech
data for training the ASR acoustic models. In comparison with healthy speakers,
speech recording is naturally significantly more exhausting for people with TL
using the electrolarynx and it is therefore complicated to obtain the relevant
amount of data.

For the purpose of our research, we recorded a speech corpus which contains
5589 sentences and 320 isolated words from one speaker. It consists of about
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14 h of annotated speech. The speaker is an older woman who underwent TL
more than 10 years ago and uses electrolarynx (EL) on a daily basis. All the
sentences and words are in the Czech language. The database of text prompts
from which the sentences were selected was obtained in an electronic form from
the web pages of Czech newspaper publishers [8].

The corpus consists of two parts. The major part contains 40 phonetically rich
and 5036 phonetically balanced sentences. The other part contains 419 sentences
and 320 isolated words. Separation of the corpus into two parts was necessary
due to the large time span between the recordings. During that period, the
speaker changed the type of the electrolarynx, which plays an important role in
the quality of the speech, and also the recording technology was upgraded.

Part of the corpus with isolated words contains 160 pairs of specifically
selected words that have different meaning but they acoustically differ only in
voicing. An example is a pair of Czech words “kosa1” - “koza2”. For each word,
we recorded at least one sentence containing the word.

All the speech utterances are sampled at 48 kHz and 16 bit amplitude resolu-
tion and resampled to a sampling frequency of 16 kHz for the speech recognition
task.

3 Listening Tests

For our human vs. machine comparison, it is crucial to obtain relevant results
from as large group of listeners as possible. For this purpose, we created two
listening tests. The first one contained recordings of isolated words from the
corpus mentioned above, the second one the combination of word pairs that
differ only in the voicing of exactly one phoneme. The task was to correctly
recognize the identity of recorded words. In both cases, participants were asked
to choose one of the prepared answers through a web-based interface. Subjects
were allowed to replay the speech recording as many times as they wanted. The
participation in the test was voluntary and the subjects were predominantly
fellow researchers from our lab.

The listening tests have been designed to verify the human ability to distin-
guish two words having various meanings but differing only in the voicing of a
single phoneme.

Such task is rather easy when listening to “natural” speech but in the case of
electrolaryngeal speech, the situation is quite different. The reader should bear
in mind that the EL produces the excitation signal constantly and therefore
even the originally voiceless phonemes should theoretically become voiced. The
form of isolated words and word bigrams was chosen intentionally because it is
much harder to determine the meaning – and thus correctly recognize the word
identity – when there is no context.

1 Scythe.
2 Goat.
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3.1 Isolated Words

In the test, participants were asked to listen to 320 recordings of isolated words
and select one of the prepared options which were in the form: (a) word A
(e.g. kosa), (b) word B (e.g. koza), (c) cannot decide. The first two options
represent a combination of the word that was really uttered in the recording and
a complementary word differing in a single phoneme voicing. These options were
in all cases presented in the alphabetical order. If the participants had no clue
about the identity of the replayed word, they were instructed to choose the third
option (cannot decide). The samples were presented to each listener in random
order. The test was completed by 19 subjects.

The output of the test is a table with percentages of responses for each
option. Table 1 shows an excerpt from the results. The percentages of the cor-
rect answers are highlighted by boldface. The first example represents situations
where participants were unable to make a clear decision about the word identity.
The second example represents a pair of complementary words where all the par-
ticipants selected in all cases the same option, regardless of the word that was
actually uttered. It could be interpreted as that the acoustic form of the Czech
word “kosa” is exactly the same as the word “koza” if the speaker uses the EL.
The last example shows a pair of words for which the participants were able to
identify the word correctly in almost all cases. The overall accuracy of answers
was Acchuman

w = 70, 47% and it was counted as follows

Acchuman
w =

1
n

n∑

i=1

fi ∗ 100, (1)

where n = 320 and fi is equal to a relative frequency of the correct answer to
the question i in the listening test.

Table 1. Sample results of the listening test with the isolated words with percentage
of selected options. The percentages of the correct answers are highlighted by boldface.

Word Option 1 Option 2 Option 3

borce 57.90 36.84 5.26

porce 21.05 52.63 26.32

kosa 0.00 100.00 0.00

koza 0.00 100.00 0.00

přib́ıt 94.74 5.26 0.00

přiṕıt 10.52 89.48 0.00

3.2 Word Bigrams

In the test, participants were asked to listen 333 recordings of the word bigrams
(two consecutively uttered words) and select one of the prepared options that
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have the forms (a) word A + word A (e.g. kosa + kosa), (b) word A + word B
(e.g. kosa + koza), (c) word B + word A (e.g. koza + kosa), (d) word B + word
B (e.g. koza + koza). It can be seen that this represents all the combinations
of the words from the bigram and also that the bigrams were always assembled
using the words from the complementary pairs differing only in voicing of a
single phoneme. An audio file containing the bigram is a concatenation of two
recordings of the isolated words with a short pause between them. Higher number
of questions in the test is due to the fact that for some words there exists more
than one possible combination with another word. In an effort to shorten the
time of the already long test, we generated only the combinations of words
corresponding to the second and third option in the test; the participants were
not informed about this fact. However, the listening test was completed only by
12 subjects.

The output of the test is again a table with percentages of responses for each
option. Table 2 shows an excerpt from the results. As in the previous case, the
percentages of the correct answers are highlighted by boldface. It depicts the
results for the same words that were shown for isolated word scenario in Table 1.
Although now the test deals with word bigrams, the results from both tests
naturally exhibit a correlation. For the first combination of words “borci” and
“porci”, the participants were unable to convincingly decide about the content of
the recording, just as they were not able to clearly identify those words in the first
listening test. In the second example, all the participants except one voted for the
combination of words “koza + koza” even though the bigrams contained both
words from this complementary pair. The last example is an illustration of the
situation where the participants were able to clearly distinguish the words. The
overall accuracy of correct answers is Acchuman

p = 66, 24% and it was computed
using Eq. 1.

Table 2. Sample results of the listening test with the word bigrams with percentage of
selected options. The percentages of the correct answers are highlighted by boldface.

Word bigram Option 1 Option 2 Option 3 Option 4

borce + porce 16.67 50.00 0.00 33.33

porce + borce 8.33 0.00 66.67 25.00

kosa + koza 0.00 8.33 0.00 91.67

koza + kosa 0.00 0.00 0.00 100.00

přib́ıt + přiṕıt 0.00 100.00 0.00 0.00

přiṕıt + přib́ıt 0.00 0.00 100.00 0.00

4 Acoustic Modeling and Recognition Results

We followed the typical Kaldi [7] training recipe S5 [3] for a deep neural network
(DNN) acoustic model (AM) training. In all our experiments we used features
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based on PLP parameterization (19 band pass filters, 12 cepstral coefficients with
delta and delta-delta features with CMN). The first step of the Kaldi training
recipe is a monophone acoustic model. A monophone AM is trained from the
flat start using the PLPs features (static + delta + delta delta) and is treated as
a special case of a context-dependent system, without any left or right context.
Secondly, we train the triphone GMM AM. As the number of triphones is too
large, we used decision trees to tie their states. The questions can be based on
linguistic knowledge, but in our case, the questions were generated fully auto-
matically (based on a tree-clustering of the phones). Due to a lack of acoustic
training data, we performed several experiments to determine the best WER
according to the number of clustered states. The best results were obtained for
2048 states.

We also applied linear discriminant analysis (LDA) and Maximum Likeli-
hood Linear Transform (MLLT) over a central frame spliced across 3 frames.
LDA+MLLT project the concatenated frames into 40 dimensions space. Despite
the fact that we have only one speaker, we used feature space Maximum Likeli-
hood Linear Regression (fMLLR) [2] because the recordings were taken in two
separate series; the individual series differ not only in the recording equipment
but also in speaker’s EL.

The 40-dimensional features from GMM are spliced across 5 frames of context
and used as input to the DNN. The resulting dimension of the input feature
vector of the DNN is therefore 440. In this framework, we used the standard
6 layers topology (5 hidden layers, each with 2048 neurons). The output layer
was a softmax layer with dimension equal to the number of clustered context-
dependent states (the number of states was one of the task’s parameters that
were optimized).

The S5 recipe supports layer-wise restricted Boltzmann machine (RBM) pre-
training, stochastic gradient descent (SGD) training and sequence-discriminative
training, using lattice framework, optimizing state-level minimum Bayes risk
(sMBR) criterion. The whole DNN training is running on a single GPU using
CUDA. The training dataset consists of a total of 5000 sentences from both parts
of the corpus.

For all recognition experiments, we used our own RT decoder. This in-house
LVCSR system is optimized for low latency in the real-time operation with very
large vocabularies. To enable recognition with a vocabulary containing more
than one million words in real-time, we accelerated the decoding using parallel
approach (Viterbi search on CPU and DNN segments scores on GPU). We used
trigram back-off language models (LM) with mixed-case vocabularies with more
than 1.2M words. Our text corpus containing the data from newspapers (520
million tokens), web news (350 million tokens), subtitles (200 million tokens) and
transcriptions of some TV programs (175 million tokens) (details can be found
in [10]). The overall accuracy on the test dataset containing 580 of randomly
selected sentences is Accmachine

w = 86.10% and it was computed as follows

Accmachine
w =

N − S − D − I

N
∗ 100, (2)
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where N is the number of words, S is the number of substitutions, D is the
number of deletations and I is the number of insertions.

5 Experiments and Evaluation

As mentioned above, the goal is to compare the ability of the human and the
machine to distinguish the identity of words, differing only in voicing. In this
section, we describe three experiments designed for such comparison and present
the evaluation of the results.

From the listening tests described above, we obtained two sets of results. The
first one represents the ability to determine the identity of the word pronounced
in isolation, and the second one the ability to distinguish two similar words
pronounced together. We created three ASR experiments that should emulate
the same scenarios, using the Kaldi model described in Sect. 4.

The first experiment with isolated words and the zerogram LM3 containing
more than a million words should correspond to what we called a blind test. In
the real situation, the listener does not know the word in advance, which is the
reason why such a large vocabulary is used. We named the experiment “onemil”.
However, in the actual listening test, the participants knew the list of included
words and therefore had some advantage over the “onemil” machine setting.
To compensate for this, we reduced the size of ASR vocabulary and included
only the words that actually occurred in the test. We named it “reduced”. Both
experiments are compared with the first listening test. Note that another possible
solution would be to create a special vocabulary with just the specific comple-
mentary word pair. But since the listening test contains three possible answers
(including the “cannot decide” option), and the ASR system with a two-word
vocabulary would always select one of the words from the pair, the results would
not correspond to the listening test. The last experiment corresponds to the sec-
ond listening test. To obtain comparable results, we generated special LM for
each word bigram. The LM contains only all four combinations of the words,
same as the listening test. The output is the best-matched combination. We
named the experiment “bigrams”.

The results from the recognizer are not directly comparable with those of lis-
tening tests. For resolving the issue we rated correct hypothesis with 1, otherwise 0,
and computed the average. The overall results are presented in Table 3.

Table 3. Average accuracy results in percent for human and machine.

onemil reduced bigrams

human 70.47 70.47 66.24

machine 61.76 69.91 54.82

3 Zerogram LM is the setting where all words from a fixed vocabulary have the same
probability.
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The results show that the presented tasks are challenging even for humans.
In the case of the “onemil” experiment, the performance of the ASR is further
hurt by the enormous perplexity of the language model (note that for zerogram
LM the perplexity is directly equal to the vocabulary size). Reducing the size of
the vocabulary in the “reduced” experiment lifted the ASR accuracy almost to
the human level; let us stress out that even this scenario is unfair to ASR as the
humans are effectively facing only the perplexity of 3.

Interesting are the results of the experiment with word bigrams. At first
glance, it may seem easier because the task is to select well-defined combina-
tions of words. However, words are acoustically very similar and this makes it
very difficult to tell them apart. In many cases, the difference of rating of the
ASR hypotheses is very small. It indicates similarity between the incriminated
models of phonemes. It occurs mostly in bigrams where humans were not able
to conclusively decide.

6 Conclusion

In this paper, we compared the ability of humans and machines to distinguish
the identity of acoustically similar words.

One important conclusion is that the recognition of isolated words pro-
nounced using the electrolarynx is a hard task even for humans and nowadays
ASR systems are not better. In the ideal situation, we are able to achieve compet-
itive results (i.e. 86.10% accuracy) if there is sufficient context. However, with a
smaller (or non-existent) context, the recognition quality dramatically decreases
(both for humans and machines). An illustrative example is the performance
drop in an isolated word scenario. On the other hand, after the experience with
corpus recording, we should suppose that the communication using short phrases
(and the resulting limited word context) is a realistic scenario when dealing with
EL speakers – most of the recorded sentences were split into multiple parts dur-
ing the post-processing since the speakers needed to make pauses for recovery
in the middle of long sentences.

Some relatively significant differences between human and machine perfor-
mance could be caused by the aforementioned lower effective perplexity in the
human task, stemming from the listening tests design. Some participants may
also unravel the fact that a test always contains only a subset of all possible
answer variants. Also, the human participants could listen to the recording sev-
eral times and then select an answer. However, we must honestly say that the
ASR system as prepared for our experiments can hardly benefit from repeated
processing of the same audio file.

All those drawbacks could be solved by a more sophisticated listening test,
but the problem is the difficulty of even the existing test. The slightly more
challenging listening test with word bigrams was completed only by two-thirds
of the participants of the first test.

At the beginning of the research, we assumed all phonemes are voiced in EL
speech. Experiments have shown that this is not always true. The context of the
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phoneme plays an important role in voicing. The human and the machine were
able, in many cases, to distinguish voiced and unvoiced phonemes in the EL
speech. The processing of these phonemes will be one of the subjects of further
research.

Achieved results with an ASR system lead to the conclusion that if some
preprocessing is done or special models are created, EL users can have access to
ASR technologies.
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