
Chapter 7
A Brief History of Time Warp

David Jefferson and Richard Fujimoto

Abstract This chapter is about the history of the Time Warp algorithm and opti-
mistic approaches to parallel discrete event simulation. It concentrates on the early
history from our personal perspective as active developers of the ideas over several
decades.

7.1 Introduction

Time Warp is the name of an algorithm for doing discrete event simulation in
parallel. It is an optimistic simulation mechanism, one that takes risks by per-
forming speculative computation which, if subsequently determined to be correct,
saves time, but if incorrect, must be rolled back. Time Warp can be used in any
computation that uses a global temporal coordinate system for synchronization, but
discrete event simulation using simulation time, is by far the most important
example.

Because of its complete embrace of distributed rollback as the fundamental
synchronization primitive instead of more conventional primitives such as locks,
semaphores, or other process blocking constructs, Time Warp was considered a
radical innovation when it first appeared. It is even today, after 35 years, virtually
unique in that respect, but it has proved to be an elegant and powerful parallel
algorithm, able to achieve excellent parallel performance at a scale of almost 2
million cores with 8 million threads and 250 million LPs so far (Barnes et al. 2013).

This chapter is a brief history of the development of Time Warp, largely con-
centrating on the 1980s and 1990s. It is necessarily incomplete, and is entirely from
our personal perspectives. But this volume on the 50th Anniversary of WSC seems
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to be the perfect place in which to recall this early history. The first part of the
chapter is by David Jefferson, and the second part by Richard Fujimoto. We hope
that other authors will contribute their recollections as well.

7.2 The Early History of Time Warp: David Jefferson’s
Perspective

This first section provides the perspective of David Jefferson, describing the early
years of Time Warp at RAND, JPL, and within the Jade projects.

7.3 Origin of Time Warp at RAND

The development of Time Warp began with a project at the RAND Corp. in Santa
Monica in 1981. The Air Force was funding research to improve military simula-
tions in two ways: first, to allow models to be specified in a quasi-natural language
so that nonprogrammer generals might build their own models or scenarios, and
second, to speed up simulations through parallelism. I was a young assistant pro-
fessor at the University of Southern California with a background in parallel
computation, which at that time was relatively rare, so they recruited me to work as
a consultant on the project. I thought the first objective of natural language model
building was unlikely to succeed, but I might be able to contribute toward the
second of parallelizing discrete event simulations.

I had never read any literature on parallel discrete event simulation (PDES), of
which there was not much, and I did not immediately do a literature search. I just
started working on the problem from first principles. I was familiar with the
sequential discrete event simulation algorithm based on a priority queue, and I
thought that creating a parallel version of the algorithm would probably be
straightforward. That, of course, turned out to be exceptionally optimistic because
now, 35 years later, there are still basic issues, like load balancing or the rela-
tionship of PDES to the continuous simulation techniques used for numerical
solution of ordinary and partial differential equations, that we are still trying to
understand about PDES.

On my first consulting day at RAND, I recognized the core problem as syn-
chronizing the interaction among many concurrently executing processes (called
“logical processes”, or LPs) sending timestamped event messages to one another.
Every LP receives a stream of timestamped event messages sent by other LPs. The
incoming messages at an LP do not generally arrive in increasing timestamp order,
and in the general case there is no limit on how far out of order they are.
Nonetheless, each LP must process event messages strictly in increasing timestamp
order. If and only if all LPs do that (and have the same tie-breaking rule as well), the
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resulting simulation is equivalent to that of the sequential algorithm, as required.
This was similar (with some minor differences) to the way Chandy and Misra
(1979, 1981), and independently Bryant (1977), had already framed the problem,
though I did not know it yet. The most important conceptual difference was that
they assumed event messages were transmitted within a static graph of
order-preserving message channels between LPs, whereas I assumed any LP could
send an event message to any other at any time, and without requiring order
preservation.

I quickly realized some key facts about the synchronization problem in parallel
discrete event simulations. Except in special cases, one cannot achieve any sig-
nificant parallelism by trying to keep all the LPs of a simulation tightly synchro-
nized in simulation time, or requiring that events in different LPs be executed in
increasing simulation time order. Any such attempt to constrain the simulation
would over-synchronize it and effectively sequentialize execution, no matter how
many processors were used. Instead, a parallel simulator must allow some LPs to
run ahead in simulation time while others lag behind, with no a priori bound on the
time difference. Also, which LPs are ahead or behind must be able to change
dynamically as the simulation progresses. There cannot be a single, globally shared
standard for simulation time as there is in the sequential algorithm and in parallel
time-stepped simulation algorithms. Instead, each LP would need its own simula-
tion clock, and in any hypothetical instantaneous snapshot two such clocks would
rarely, if ever, agree. These observations applied even in the context of shared
memory parallelism, though we were interested in distributed algorithms.

I do not recall the exact moment of realization, but at some point it occurred to
me to think in terms of asynchronous parallel rollback as a possible synchro-
nization primitive instead of the classical primitives based on process blocking and
resumption. In the late 1960s, rollback had been used in limited ways in sequential
(but not parallel) debuggers (Balzer 1969). And rollback limited to the scope of a
single transaction (transaction abortion) had recently been studied in the context of
optimistic parallel database synchronization (Kung and Robinson 1981). Other
work I was at least dimly aware of that may have had some influence on me
included studies of parallel backtracking algorithms in such applications as parallel
tree search, alpha–beta pruning in game trees, and branch-and bound optimization.

But while rollback was conceptually straightforward in the context of sequential
computation or transaction abortion, how could it possibly work at all in the general
case of an asynchronous parallel computation communicating by timestamped
messages, let alone work efficiently? I did not know, but I felt forced in that
direction because I had been able to construct simple artificial models with just two
or three LPs where it seemed impossible to achieve enough parallelism without
rollback. But in implementing rollback, how do you undo the fact that the process
being rolled back may have sent out event messages that should be recalled, and the
receivers of those messages may by now have sent secondary event messages that
also should also be recalled? There would be a potentially large, dynamically- and
asynchronously expanding tree of event messages that must all be recalled because
of the original rollback, and that tree is growing, potentially exponentially, even
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while the rollback is in progress! And in fact many parallel and uncoordinated
rollbacks could be going on simultaneously in various parts of the simulation that
would potentially interact and interfere with one another in unpredictable, nonde-
terministic ways. How was it possible to accomplish a clean rollback in the context
of such a chaotic mess?

These considerations were all something of a disturbing surprise, and it con-
cerned me enough that I checked with the project leader at RAND, Phil Klahr, to be
sure that he was OK with me exploring what seemed like radical approaches to the
problem of parallelizing discrete event simulation. To his great credit Klahr said
that he did not care how I proposed to parallelize a simulation as long as the
algorithm achieved speedup and got the correct results, i.e., the same results as
would be produced by sequential execution. That freed me to think as far outside
the box as I wanted.

7.4 Collaboration with Henry Sowizral

At this point, Klahr also made another crucial decision. He teamed me with a
RAND researcher, Henry Sowizral. This turned out to be an extraordinarily fruitful
partnership. After filling Henry in on my thinking, he immediately saw where it was
going and we worked closely together thereafter. Over the next 9 weeks during my
Friday consulting visits to RAND the two of us jointly developed most of the core
ideas of what came to be known as Time Warp. Our research “method” was to walk
outside along the Santa Monica Pier, the beach, and the palisades above, enjoying
the sun and the sights, and brainstorming continuously for hours about PDES.

That collaboration, though lasting less than 2 years, was one of the most pro-
ductive in my life. Henry and I were complementary and coequal. We adopted
speculative execution with general distributed rollback as our computational para-
digm, and then systematically rethought virtually every other issue in distributed
computation with rollback in mind. This was, and still is, a radical departure from
other paradigms of parallel computation. It allows the computation to execute
speculatively down completely incorrect computational paths that were never
intended or envisioned by the programmer. Eventually the incorrectness is detected
by a causality violation signaled by the arrival of an event message with a timestamp
in the simulation past of the receiving LP. That causes a cascade of actions in which
all LPs in the distributed simulation that have been directly or indirectly affected by
the original erroneous speculative event may be rolled back to times in their past
when their dependencies on the original error began. Execution then proceeds for-
ward in all of them again down a (more nearly) correct path, in a manner that might
be described as many parallel backtracking “searches” for the correct forward paths.

The fact that this approach could be made to work at all was astonishing to us. It
seemed totally counterintuitive that you could profit by (a) doing some distributed
computation speculatively, which might be utterly wrong, while also paying sub-
stantial additional overhead to allow for possible rollback, and then (b) also
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sometimes paying the cost of distributed rollback to undo the speculative compu-
tation when required, before (c) finally redoing the correct computation. But we
became confident, without real proof yet, that the resulting parallel computation
could be faster than an algorithm in which you carefully refrained from doing
anything speculative at all, at least sometimes.

But we were still faced with a lot of difficulties. How could a rollback mecha-
nism be implemented so that the speculative execution converged stably and
deterministically on the correct execution? How could we guarantee that the sim-
ulation made forward progress instead of thrashing forever in rollback activity? If it
was theoretically possible at all, how could it not be overwhelmed by state-saving
or synchronization overhead? How could we reclaim memory and avoid filling it
with data needed to support rollback? And how could this possibly scale well in a
distributed-memory platform?

Henry and I kept struggling with these problems. We conceived of a mechanism
whereby incorrect event messages could be “unsent” by sending special “cancel-
lation” messages that tell the receiver to throw away the cancelled event message
and to undo whatever further computation they may have done based on it. That
was promising, because it would induce a tree of such cancellation messages and
rollbacks in other LPs as necessary. But would this growing tree of cancellations
ever converge? What if, after an LP sent a cancellation message, it had to roll back
again to a time before it sent the cancellation? It seemed that we would then have to
send out a second-order cancellation message to cancel the previous cancellation
message, and third-order cancellations might be required to cancel erroneous
second-order cancellations. Would not that mean we would need an infinite hier-
archy of higher order cancellation types?

At this point an idea occurred to us that I consider the most beautiful one in the
core of Time Warp. Cancelling a cancellation message could be made indistin-
guishable from resending the original event message, and in that case a third-order
cancellation message was indistinguishable from a first-order cancellation. There
was an even–odd parity at play, and we formalized it in terms of a message–
anti-message duality. A regular event message would be considered “positive” and
a cancellation message would be considered “negative”, and they were symmetri-
cal. Either one could cause a rollback, and whenever two messages that are identical
except for sign were enqueued in the same message queue they would “annihilate”
and just disappear. The notion of anti-messages and annihilation made asyn-
chronous distributed rollback work cleanly, and it did so even in all the complex
cases. It worked even though the timing was nondeterministic and messages were
asynchronous and arbitrarily delayed, and even when messages were not delivered
in FIFO order, and even when there were cycles in the communication graph, and
when multiple, asynchronously interacting and mutually interfering rollbacks were
simultaneously in progress, and when anti-messages were delivered before the
messages they were supposed to cancel, and it even worked when all anti-messages
were delivered systematically more slowly than positive messages! Furthermore,
the anti-message mechanism scaled easily to an arbitrarily high degree of paral-
lelism. It seemed miraculous that such a simple, elegant mechanism as timestamped
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anti-messages could also be so powerful, scalable, and robust. (It still seems that
way to me.) Henry and I repeatedly discovered that every issue created by the
introduction of distributed rollback seemed to have an elegant, efficient, but often
surprising solution, unlike anything we had seen in our computer science experi-
ence. That gave us confidence that we were on a very significant research path.

For such a brand-new and different kind of algorithm the correctness and per-
formance properties of asynchronous distributed rollback really should be formally
proved. I had substantial background in program verification, so I went through a
private exercise of trying to prove both weak and strong correctness. I believe I
could have done it but it would have required developing of great deal of new
formal machinery which would have been a distraction from my main goals at the
time. Still, the exercise of trying convinced me privately that there were no flaws for
a simulation with a finite number of LPs. I do not think that even today anyone has
published a formal proof of correctness of the full Time Warp algorithm (e.g.,
including the cancelback protocol), but Bagrodia et al. (1991) may have come
closest. Of course many analytical and empirical papers have been published on the
performance properties of Time Warp.

In those first few weeks, Henry and I considered many variations on Time
Warp. The state restoration parts of the rollback mechanisms we considered were
all based on saving snapshots of the state of an LP, but we considered several
possibilities, including incremental and variable frequency state-saving. We also
considered various message cancellation schemes and distinguished two of them,
lazy and aggressive cancellation. We defined GVT (global virtual time), and
articulated how it resolved commitment issues such as I/O, error handling, and
termination detection, and at the same time allowed us to recycle memory using a
technique we dubbed fossil collection, intentionally echoing the term garbage
collection. We considered how an LP going down an incorrect execution path might
commit a runtime error or get into an infinite loop, and yet even those problems
could be cleanly handled by properly implemented rollback. We dealt with the
semantics of handling ties in virtual time, i.e., two events at the same LP at the same
simulation time, and invented the superposition concept in which the entire set of
tying event messages are processed together in a single event execution. We spent
an inordinate amount of time worrying about the problem of repeatability with the
use of pseudorandom number generators (PRNGs) in the context of asynchronous
rollback. For a long time, I had something of a blind spot and failed to realize the
obvious, that when you just treat the PRNG seed and state as part of the model state
that could be rolled back, rather than as part of the simulator state, then there is no
problem at all.

For the most part, it is not possible to separate Henry’s and my contributions to
the early ideas in Time Warp. However, I specifically remember that Henry came
up with the name “Time Warp”. At first I did not like it at all because it sounded
like science fiction to me and I thought such a significant algorithm deserved a more
dignified and serious name. Eventually I caved, however, because other people
liked it and because I had nothing better to offer. It turned out to be a wonderful
choice because once people heard the details of the algorithm the catchy name
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really helped them remember it. I contributed the term “antimessages” myself.
People instantly got the allusion to particles and antiparticles in physics, and that
also helped sell the unorthodox idea to the research community.

Henry and I did the first proof-of-concept implementation of Time Warp on a
network of four Xerox Dolphin workstations used at RAND. We wrote in InterLisp
because we could get something working interactively very quickly. Henry was at
the keyboard with me looking over his shoulder kibitzing at every line. After we got
the Time Warp code barely turning over we needed a benchmark simulation model
to demonstrate that it worked. We chose to write a parallel event-driven version of
the cellular automaton known as the Game of Life because it was easy, it could
scale it to any size, it had plenty of parallelism available, and it could be trivially
load balanced. By giving each LP responsibility for larger or smaller “chunks” of
the two-dimensional region we could control the event granularity and the
communication-to-computation ratio. That model also forced us to deal with event
message ties because each cell in the Game of Life is updated only when it gets
simultaneous (in simulation time) inputs from its eight neighbors. And finally, The
Game of Life was simple and deterministic and easy validate, so we would know
instantly if there was a problem.

The first few times we ran it we got no speedup at all compared to sequential
execution, and in fact we measured a severe slowdown. To fix this we had to do our
measurements after hours when we were not competing for cycles and network
bandwidth with other users of the Dolphins. We had to turn off background
computations and system services, such as various daemons, demand paging and
lisp garbage collection. We also had to turn off our own debugging and trace
instrumentation, which otherwise did file I/O for each event. Only then, when all
those heavy performance drags and sources of performance noise were eliminated
were we able to see the parallelism and measure any speedup. As I recall, we
achieved almost a 2.5x speedup on our four-node network under optimal condi-
tions, though no records of those initial runs survive.

Eventually the collaboration between Henry and myself ended as we began
moving in different directions. Henry had not yet finished his PhD dissertation and
had to get back to it, and thus wanted to hold off for some months before he could
resume work on Time Warp, whereas I had a tenure clock running and students to
engage, and wanted to take the research to the next level immediately. Also,
inexplicably, RAND did not support our desire to apply for additional research
funding to allow us to bring more people to the project. Fortunately for me, as a
USC professor, I was not subject to RAND management, and could get my own
funding. Before the collaboration ended Henry and I wrote the first paper on Time
Warp in the form of a RAND Tech Report (Jefferson and Sowizral 1982). The title,
“Fast Concurrent Simulation Using the Time Warp Method, Part I: Local Control”,
hints at a forthcoming Part II, describing global control (GVT, etc.), but we never
got around to writing it.
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7.5 Conservative Versus Optimistic Synchronization

After Henry and I had developed the core Time Warp methods and while we were
still working together I finally began to study the published literature on PDES,
mostly that by Mani Chandy and Jay Misra. They approached the synchronization
of discrete event simulation by what I viewed as more conventional means, using
algorithms based on process block-and-resume primitives rather than rollback.
They introduced the now classic Null Message algorithm (Chandy and Misra 1979),
a similar version of which had been independently invented earlier by Bryant
(1977). Later they introduced another another algorithm based on a repeated cycle
of running to global deadlock and breaking the deadlock (Chandy and Misra 1981).

With the Null Message algorithm (also known as CMB after the inventors) the
authors were targeting simulations of queueing systems, dataflow architectures,
computer networks, and other systems that are characterized by a static set of
components and a static graph of interactions among them. When I finally studied
their algorithm my reaction at the time was not favorable. The algorithm required
not just a static graph topology, but one using strictly FIFO communication
channels among the LPs (called “lines” in their paper), with the event messages sent
down each channel required to be in increasing timestamp order. It allowed neither
dynamic creation of new LPs nor of new channels between LPs. These seemed to
me to be strong restrictions on the class of discrete models that the algorithm could
be applied to. Henry and I had military combat simulations in mind, and it never
occurred to us to assume a static graph of interactions. We needed a method that
could simulate models that were much more dynamically malleable, permitting any
LP to send an unexpected event message to any other. One could do that within the
CMB paradigm only by assuming a complete graph of channels among the set of n
LPs, and that would entail O(n2) channels, and in some cases O(n2) messages
(mostly null) per unit of simulation time, which was clearly unscalable. We also
wanted to allow dynamic creation and destruction of LPs at runtime, a capability
that was incompatible with a static graph of LPs.

The CMB restriction that in each channel event messages must be transmitted in
increasing timestamp order had other, less obvious consequences. An LP A with
four successive events at times 10, 20, 30, and 40 might want to send one message
per event to another LP B with timestamps 90, 80, 70, and 60 respectively, so that
the event messages must be processed at the receiver in the reverse of the order in
which they were sent. Chandy and Misra’s version was based on Hoare’s Com-
municating Sequential Processes and could only handle an inverted sequence of n
messages from A to B if B were divided into n separate LPs and there were at n
separate channels from A to each of them, with each message sent along a different
channel. Since the number of channels had to be static, there was always a static
limit on how long a sequence of inverted order messages could be sent from A to B.
As a practical matter it is rare for an LP to want to send a long inverted sequence of
event messages, but there is no theoretical reason to adopt any static restriction, and
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no such restriction is needed by either by the sequential discrete event algorithm or
by Time Warp.

Finally, I was also concerned that the Null Message algorithm required addi-
tional logic in the model code to decide when to send null messages and what
timestamp to send on them. Null messages were required to assure good perfor-
mance and to avoid deadlocks. This extra logic sometimes required fairly deep
understanding of the mechanics of parallel simulation on the part of the model
programmer, understanding that may not have been within his or her expertise. In
some cases even though deadlock was avoided, it was sometimes only barely
avoided, possibly requiring a large number of null messages to make a small
amount of simulation progress. In current terminology, we would say that such
models have very poor lookahead, and it is inherently difficult for them to achieve
good performance with any kind of conservative synchronization, including CMB.
Such additional logic is not required in either the sequential algorithm or in Time
Warp.

These strong limitations led to my low opinion of the Null Message algorithm at
the time. It seemed to me at best a special-purpose simulation algorithm, not a
general discrete event simulator. In fairness, it was always presented as a network
simulation algorithm, but many, if not most, readers thought that it applied much
more broadly. For all its good qualities, I was then acutely aware at the time of the
Null Message algorithm’s limitations.

I hasten to add here that despite those limitations the Null Message algorithm has
stood the test of time. There are many important “network” models that fit perfectly
within its restrictions, and for them, it is often ideal. Even nonnetwork models can
often be profitably shoehorned into network form so that it applies. In the inter-
vening years I have implemented it, applied it in real applications, and taught it
several times myself, and I have grown to appreciate it much more.

But in the early 1980s, with the Null Message algorithm’s limitations paramount
in my mind, I developed something of a competitive attitude. I foresaw great
difficulty in getting an exotic rollback-based algorithm like Time Warp to be taken
seriously when there seemed to be much simpler, more approachable and more
understandable algorithms based on conventional synchronization.

Around this time I took a tour of universities, lecturing about Time Warp, and I
visited U. T. Austin where I met Chandy and Misra for the first time. The meeting
was a little awkward as I recall. In giving my usual lecture on Time Warp I would
have compared it to their published algorithms, and probably argued to the audience
that Time Warp was a superior approach. That may not have been the most politic
thing to do at their own university. For the first time upon meeting them I realized
that they were both quite distinguished and senior to me and thus deserved some
deference. I think they may have been mildly irritated at my presentation, though
they were totally professional about it. As I recall, it was in that first conversation
with them that the terms “optimistic” and “conservative” were adopted to apply to
speculative, rollback-based methods versus unspeculative, process-blocking meth-
ods. I had been using the term “optimistic” to describe Time Warp-like methods, by
analogy with optimistic transaction synchronization, and the natural contrasting
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term I had been using was “pessimistic” to describe nonspeculative methods.
Chandy and Misra, understandably, did not like their algorithms characterized as
“pessimistic”, and proposed, if I recall correctly, that we perhaps refer to the two
approaches as “liberal” and “conservative”. I was not happy with the overtones
those two terms evoked. However that conversation went, and it is very fuzzy to me
now, by the end we agreed that each of us would choose our own term to describe
the methods we had developed. I chose “optimistic”, and they chose “conserva-
tive”. That is how that asymmetric pair of terms came to be adopted.

For maybe two decades or longer a rivalry of sorts continued between propo-
nents of optimistic and conservative methods. Each camp had its advocates, who
pointed out the strengths of their methods and the weaknesses of the others. These
positions were often inherited by the next generation or two of graduate students as
well. I recall one of the more dramatic moments in the competition was an occasion
when a prominent professor boomed to a conference audience that “Conservative
methods are doomed! Doomed!”. Another moment in the opposite direction was
publication by Nicol and Liu of a significant paper entitled “The Dark Side of Risk
(What your mother never told you about Time Warp)” (Nicol and Liu 1997). We all
laugh about the controversy now, but for a long while the positions were pas-
sionately held on both sides. I was partly responsible for this rivalry, but I was
certainly not alone. In my defense, I felt that I had a very uphill battle to make the
case that a radically different, even bizarre, algorithm such as Time Warp, should
even be considered for PDES or any other application. Most researchers initially
assumed that conservative PDES synchronization, which was invented earlier and
was easier to understand and implement, was the natural and reasonable approach.
I thus thought it was necessary not only to demonstrate the advantages of optimistic
methods, but also to articulate what I thought of as the inherent limitations of
conservative methods.

The rivalry slowly faded. Thankfully it never became personal. Echoes of it still
crop up indirectly on panels and over drinks at conferences, especially among old
timers of my generation. But today there is widespread recognition and under-
standing of the merits and limitations of both conservative and optimistic syn-
chronization methods. My own position has now matured as well. I now believe
that when and where there is good lookahead information that is easily computed,
conservative methods will generally dominate optimistic methods. When there is
not, optimistic methods will dominate. In complex models where some parts have
good lookahead and others do not, a hybrid synchronization system is called for.

7.6 The Virtual Time Paper

In 1983, I wrote a new paper, “Virtual Time” (Jefferson 1985), based on Time
Warp. My collaboration with Henry had ended, and for a lot of reasons it was not
going to be possible for us to write a jointly authored paper. Thus, he was not a
coauthor, though arguably he should have been. Henry, as a RAND employee, was
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bound by their slow and ponderous rules for submitting anything for publication,
whereas with a tenure clock running I could not afford the year-long submission
delays he would be subject to. Instead, to justify my sole authorship, I included as
much new material of my own as possible beyond what we had already published.
The new paper framed the Time Warp algorithm as a general purpose synchro-
nization protocol, useful for an array of applications beyond just simulation, such as
database concurrency control (Jefferson and Witkowski 1984; Jefferson and Motro
1986). I still believe that it has potentially widespread value in parallel applications
with complex synchronization, fault recovery, and load balancing requirements.
The paper also presented an extended analogy between rollback-based synchro-
nization and demand paging implementations of virtual memory, in which a roll-
back (“time fault”) is considered analogous to a page fault (“space fault”). This
analogy is what inspired the title, “Virtual Time”. That paper became very well
known, winning the Most Original Paper award at an international conference in
1983, and becoming over the years one of the most frequently cited papers in
computer science, and the catalyst for much further research on optimistic
synchronization.

7.7 Research with My Students at the University
of Southern California

After my collaboration with Henry ended, there was still a huge amount of research
to do to flesh out the mechanisms and provide useful theoretical underpinnings for
Time Warp. Fortunately, I had funding and graduate students at the University of
Southern California that enabled us to make further progress.

Critical path lower bound on time performance: One question we addressed was
just how much parallelism is available in a parallel discrete event simulation, and
how much of that parallelism Time Warp can capture. With my student Orna Berry,
now a distinguished scientist and entrepreneur in Israel, we used a critical path
approach to define the amount of parallelism available in a simulation model or,
equivalently, to define a lower bound on the time it takes to execute a simulation in
parallel. We were able to prove that no conservative algorithm could execute in less
time than the length of its critical path. Time Warp was also bound by the same
critical path length if it used aggressive cancellation but, in an extremely unex-
pected result, Berry proved in her dissertation that Time Warp with lazy cancel-
lation could sometimes actually execute faster than the critical path lower bound
(Berry and Jefferson 1985; Jefferson and Reiher 1991). Even now, after 30 years,
this result is not widely appreciated, and its consequences are still relatively
unexplored.

Flow control: Another issue we had not considered in the original Time Warp
research was message flow control. (I was not even aware of flow control as a
generic distributed systems issue until I started teaching operating system courses at
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USC.) In the original work at RAND there was no mechanism to prevent
fast-sending producer LPs from filling up the memory of slow-processing consumer
LPs with queued-up event messages, fatally choking the simulation. Classical
“windowing” flow control algorithms do not apply in Time Warp (or any other
general PDES simulator) because there are no message “channels” and message
streams from multiple senders are merged at the receiver, because unexpected
messages from new senders can arrive any time without warning, and because the
order in which messages must be processed at the receiver (timestamp order) is not
generally the same as the order in which they are sent, nor the order in which they
arrive. Eventually, Darren West at Jade Simulations in Calgary, and I, working
partially independently, came up with a very elegant solution, one based on the idea
that a receiving LP whose incoming message queue was excessively long could
send high-timestamped messages back to their sending LPs to make room for
incoming messages with lower timestamps, in a protocol we called cancelback.
When the sending LP receives a sentback message, it rolls back to before it sent the
message, and executes forward again and resends the message later (Jefferson
1990).

The idea of sending a message backward from receiver to sender is another
highly unorthodox feature of Time Warp that cannot work in most parallel com-
putation paradigms because they lack the ability to roll back. Sending messages
backward is a communication idea that is nicely symmetric to the computational
idea of rollback, and meshes perfectly with it. That observation and others led to
greater emphasis on elegance and symmetry in future presentations of the Time
Warp algorithm.

Unfortunately, even though Time Warp has been implemented many times in the
last 30 years, most implementations leave out the cancelback protocol. This leaves
them open to unpredictable and unrepeatable runtime failures due to memory
exhaustion in an LP. That kind of nondeterministic failure behavior is essentially a
Heisenbug, and when it occurs people can waste a huge amount of time trying to
figure out what the problem is or work around it. Fortunately, experience so far
shows this does not happen very often, probably because the models we are
interested in tend to be approximately well balanced, or because some kind of
active throttling of optimism is used. But I expect that as the complexity of models
increases, especially with federated and multiscale models, this memory manage-
ment hazard will also increase in urgency. We should consider the cancelback
protocol as a fundamental part of any Time Warp implementation.

Global memory management and memory bounds: The consideration of flow
control led to a larger concern of more global memory management, and the
question of the minimal memory requirements for a Time Warp simulation. It was
obvious that to get good performance a Time Warp simulation would normally
require at least several times more memory than an equivalent sequential simulation
because it had to store both a sequence of snapshots of each LP’s state and

108 D. Jefferson and R. Fujimoto



previously processed event messages and anti-messages for every message the LP
sent, and it had to retain them at least as far back as GVT. There was a danger that
the memory requirements would grow without bound, and the simulation would be
unstable for that reason. We needed a theory for how to manage Time Warp
memory, and as part of that we wanted to know the minimal amount of memory
required for a Time Warp simulation to complete (though more memory was
always better).

My student, Anat Gafni, proved in her dissertation that Time Warp, using both
the cancelback and fossil collection protocols together, could be guaranteed to
complete a simulation if given no more than about twice the memory that a
sequential execution of the same simulation would require (Gafni 1985). We later
improved that result by a factor of two, so that in theory Time Warp could complete
in about the same amount of memory as a sequential execution when running on a
shared memory (or virtual shared memory) platform (Jefferson 1990). Of course,
the runtime performance would be terrible when Time Warp is constrained to run
with memory near the minimum, but the result made the point that Time Warp
could be space optimal. Surprisingly, I was also able to prove that asynchronous
conservative methods were far from space optimal in general. I constructed artificial
models that, with unfortunate timing, could require many times the memory of the
sequential execution, although that was not typical.

Symmetry: The success of the cancelback protocol, in which message sendback
was a direct analog to computational rollback, and the success of the analogy
between virtual time and virtual memory, led me to adopt symmetry as an explicit
goal in the Time Warp algorithm. Symmetry helped me present the algorithm more
compactly and convincingly, and it led me to search for other places in the algo-
rithm that had near symmetries and to correct them to make them perfect. Over the
years I came to recognize a lot of symmetries, including message–anti-message
symmetry, state–message symmetry, forward–backward time symmetry, forward–
backward message transmission symmetry (cancelback), virtual memory–virtual
time symmetry, and others. In the end, the bedrock reason I personally remained
inspired by optimistic simulation was fundamentally aesthetic. I did not see similar
symmetries in conservative methods, so I did not find them so compelling.

These results from the 1980s gave us confidence that optimistic methods,
unorthodox as they were, should be taken seriously, both practically and theoreti-
cally, and that conservative methods had some genuine limitations. But the real
tests would have to come with a serious parallel implementation of Time Warp and
performance studies using both benchmark models and realistic models. We needed
to demonstrate that Time Warp, with its heavy overheads and its poorly understood
dynamical behavior, could nonetheless achieve real speedup from parallelism on
real applications, and could be competitive with conservative algorithms in at least
some useful application areas.
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7.8 The Time Warp Operating System at Jet Propulsion
Laboratory

On a visit to Caltech I had the opportunity to give a series of two talks. Since it is
hard to get people to come to a second talk after a week’s interregnum I tried a
dramatic trick to attract them back. I described the PDES synchronization problem
in the first lecture and convinced the audience that the problem, as I framed it, was
essentially impossible to solve. I left a cliffhanger, promising to resolve it a week
later in the second talk. When that day came, I had a full room and presented Time
Warp, cleanly solving all the apparent problems. It was the introduction of rollback,
which I had not mentioned in the first talk, that made the problem as I had framed it
soluble. Those two lectures turned out to be especially important subsequently
because the audience was full of physics-oriented people from the Jet Propulsion
Laboratory (JPL) and Caltech who appreciated the analogies between Time Warp
and physics (symmetries, anti-messages, etc.). Soon afterward when we started a
multiyear Time Warp development effort at the Jet Propulsion Laboratory, some of
the core members of that team, especially Brian Beckman, had been present in that
audience, and others who were there became supportive of the project.

By 1984 I had moved to UCLA and begun the relationship with JPL that lasted
for 7 years. A coincidence of three circumstances made this possible. First the
Army, a sponsor at JPL, was interested in speeding up combat models and looked to
parallel discrete event simulation as a key enabler. Second, researchers at Caltech
and JPL were designing and building a parallel computer with a new architecture,
the Caltech hypercube, and were looking for projects that would make constructive
use of it and demonstrate its value. And finally, because my collaboration at RAND
had ended, I was available and eager to work on the project and was invited to
lead it.

The Caltech Hypercube was a 32-node distributed-memory cluster with Intel
80286/87 processors connected by 128 KB/s communication channels in a 5-D
hypercube topology. Each node had 256 KB of RAM. It was an ideal machine on
which to build the first serious implementation of Time Warp. At that time 32 nodes
constituted a very large parallel computer. It was much larger, and more tightly
coupled, than the four-node network Henry and I had used—large enough that we
would be able to demonstrate significant parallelism and do useful scaling studies.
The fact that the Hypercube did not have shared memory was in my view an
advantage. I did not want to be tempted to use shared memory as a performance
crutch in any way, since any such dependence would leave doubt about the scal-
ability of Time Warp on platforms larger than the practical limit of shared memory.

The Caltech Hypercube had no operating system per se that we could use. This
was before the first release of Linux, and long before it became almost a de facto
standard OS for cluster machines. The only system software it had was what today
we would call a two-sided, synchronous, order-preserving message system, like a
primitive MPI that was intended to support what we would today call the Single
Program Multiple Data (SPMD) parallel programming model. But we could not use
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that because Time Warp needed a one-sided, asynchronous, interrupting message
system, and we did not need order preservation. Thus, we had to build our own
messaging layer, and that layer rested essentially on the “bare metal” of the hy-
percube. Even this I did not view as a handicap because it fit with my view that
Time Warp should be thought of not just as a simulator, but as a special-purpose
operating system. The project was therefore named TWOS—the Time Warp
Operating System (Jefferson et al. 1985, 1987; Wieland et al. 1989).

I think of Time Warp more as an operating system than as an application because
a full implementation requires the same software components as an operating
system for a parallel machine, but with alternative, virtual time- and rollback-
friendly algorithms in place of the classical ones.

• Time Warp needs a process scheduler with a lowest virtual-time-first discipline
rather than any variation on round-robin.

• Its primary synchronization is based on asynchronous interrupting messages and
general distributed rollback, not on locks, semaphores or process blocking.

• It needs timestamp-order priority queues with anti-message annihilation, rather
than FIFO message queues.

• Its message flow control and global storage management need to be based on
fossil collection and cancelback rather than garbage collection and windowing.

• It needs daemons for distribution of GVT (global virtual time), using what today
would be called asynchronous all-to-all reduction.

• It needs special normal and abnormal termination detection and error handling,
based on GVT.

• It needs special I/O commitment, also keyed to GVT. (It would be nice to also
have a file system that supports rollback, but no one has ever built one.)

• It needs custom instrumentation to measure quantities such as events executed,
events rolled back, message annihilations, message cancelbacks, and various
other performance metrics unique to Time Warp that have no analog in con-
ventional operating systems.

Later in its development, Time Warp also needed special mechanisms for
rollback-friendly LP creation and destruction, dynamic LP migration to support
load balancing (Reiher and Jefferson 1990), and advanced dynamic message routing
to deliver messages to migrating target processes (Ravi and Jefferson 1988).

Despite these considerations, today everyone implements Time Warp as a run-
time system on top of an OS, rather than as an OS itself. But however practical that
decision is, we should be aware that there are performance costs to it. It entails two
levels of scheduling, two levels each of synchronization, message queuing, memory
management, error handling, and termination detection, as well as reliance on a
level of polling for incoming messages.

The TWOS project at JPL was fairly large, with a full-time development staff of
anywhere from 8 to 12 at any one time over the 7 years. Two people wrote the core
Time Warp algorithms, initially Brian Beckman and later Peter Reiher, both of
whom did brilliant work. The project would never have succeeded without them.
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Phil Hontalas had the highly technical task of writing the low-level asynchronous
messaging system complete with routing and interrupt handling, etc., and then
porting it twice to subsequent parallel machines. Mike DiLoreto was a master
debugger and performance specialist jack-of-all trades. John Wedell built a high
performance sequential simulator that was semantically identical to the TWOS
simulator and used for performance comparisons. He kept improving its perfor-
mance, which challenged the team working on TWOS since its performance was
evaluated relative to the performance of Wedell’s sequential engine. Fred Wieland
built the main parallel benchmark simulations and wargame models for the Army.
Steve Bellenot did R&D on GVT algorithms. Van Warren was our graphics spe-
cialist. Others, including Leo Blume, Joe Ruffles, Kathy Sturdevant, Larry Hawley,
Abe Feinberg, Pierre Laroche, John Spagnuolo, Todd Litwin and two fine interns,
Maria Ebling and Matthew Presley, contributed benchmarks, instrumentation,
documentation, ran performance studies, etc. Jack Tupman and Herb Younger were
our managers interfacing with the Army sponsors, JPL upper management and the
proprietors of the Hypercube, and husbanding the finances.

After the first few years, JPL built a new, much more powerful hypercube: the
JPL Mark III. It had 64 nodes arranged in a 6-D hypercube, and was based on the
Motorola 68020/68881 processor/coprocessor pair with a comparatively whopping
4 MB of RAM per node! Still later our project purchased a BBN Butterfly GP1000,
a shared memory machine with 112 nodes, also with 68020/68881 processors and
4 MB per node. We ported TWOS to each of these machines in succession, which
allowed us to run still larger models, achieve higher degrees of parallelism, and
demonstrate the portability and scalability of Time Warp.

The following graphs, which are re-scans of the original plastic transparencies I
used in 1988 in various presentations, illustrate the performance of TWOS about
midway through the 7-year project. Figure 7.1 shows a strong scaling study of a
military ground combat model called STB88 that the Army commissioned us to
build as a benchmark. It had 380 LPs and was run for 326,997 events. The graph
shows speedup of the combat model as a function of the number of nodes used on
the Mark III Hypercube. The speedup is relative to the performance of our fast
sequential simulator, not to Time Warp executing on one node. That is important
because if we had chosen the performance of our algorithm on one node as a basis
for comparison, which parallel computation researchers often did in those days, it
would have yielded much higher but quite artificial speedup values, since a
one-node Time Warp execution would pay high and unnecessary overheads for
support of rollback and would consequently run much slower than our sequential
simulator. The curve in Fig. 7.1 shows approximately linear scaling, from a
speedup of about 2.5 on 4 nodes to about 16.5 on 32 nodes. The data in the
documentation box shows that the sequential simulation took 1.4 h, while the time
on 32 nodes under Time Warp was 5.3 min. The initials of Fred P. Wieland in the
last line of the box show that he performed the runs. The sponsor was very happy,
and so were we—we put this graph on a T-shirt!

The next two figures show a performance study a few months later of TWOS
running essentially the same combat model as in Fig. 7.1, but this time done on the
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BBN Butterfly by Fred Wieland and Phil Hontalas. Figure 7.2 is another plot of
speedup as a function of the number of nodes applied. In this case, we reached a
speedup factor of over 35x using 100 nodes and with an approximately linear
speedup almost to full scale. We did some runs two or three times, and you can see
up to 10% variation in performance even with the exact same configuration

Fig. 7.1 Strong scaling study of TWOS relative to sequential execution of an Army combat
model (STB88) running on the JPL Mark III Hypercube in July, 1988

Fig. 7.2 Strong scaling study of TWOS relative to sequential execution of an Army combat
model STB88 running on the BBN Butterfly in October 1988
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measured twice. The variation shown between runs on different numbers of nodes is
larger, and is primarily because the combat model was irregular in structure and the
load was not always as well balanced at one scale as it was at another.

Figure 7.3 shows a plot of the number of rollbacks measured in the exact same
runs plotted in Fig. 7.2. (It may not appear that way because in both graphs there
are cases where multiple measurements at the same scale were so close that points
coincide.) Figure 7.3 illustrates the fact that in Time Warp the number of rollbacks
generally increases as a model is spread over more and more processors. In fact
when running over 100 nodes, there were over 400,000 rollbacks when the total
number of committed events was 419,797. Although a huge percentage of the
events were rolled back and executed more than once, the speedup as shown in
Fig. 7.2 continues to increase, at least up to the scale reached in this study.

This result is characteristic of Time Warp and very surprising to people new to it.
How can it be that the speedup continues to increase even though the number of
rollbacks does also? It is because the great majority of those rollbacks are for events
that are way off the critical path of the computation, and thus they do not slow down
the global progress of the simulation. While there is such a thing as excessive
optimism and too many rollbacks, this graph makes it clear that in tuning a Time
Warp simulation one must not just naïvely make it a goal to reduce the number of
rollbacks.

Fig. 7.3 Rollbacks as a function of number of nodes, using the same runs as in Fig. 7.2
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7.9 Jade Simulations

During roughly the same years as the JPL project, Brian Unger at the University of
Calgary started a company, Jade Simulations, that had the goal of commercializing
Time Warp. I was a Board member and advisor. Jade built a completely new
distributed implementation of Time Warp that ran well on both networks and
clusters. Unfortunately Jade never successfully found a market, partly I think
because the relentless acceleration of sequential computation due to Moore’s Law
allowed people who needed higher performance simulations to just wait a couple of
years, and partly because Jade was a Canadian company that was not permitted to
compete for U.S. military simulation business. But I also think that Jade was just
ahead of its time, when parallel computers were still very expensive. It would take
several more years before any market matured sufficiently to make commercial-
ization viable.

7.10 Subsequent Years

The most significant new PDES idea in many years came in 1999 when Richard
Fujimoto and his students, Kalyan Perumalla and Chris Carothers, introduced the
idea of reversible computation (Carothers et al. 1999). This was a dramatically
different and more efficient approach to implementing rollback, and leads some
tantalizing programming theory and programming language ideas as well. At the
time I had left the field of PDES, and only learned about it several years later when I
reconnected. But then I was deeply impressed. Eventually, when I found myself in
position to work on it again at Lawrence Livermore National Laboratory, Markus
Schordan, at my instigation, built a compiler that can take literally any program
written in C++ and create reverse code for it (Schordan et al. 2015; Schordan
2016). We hope this development may make reversible computation the standard
way of accomplishing rollback and remove most of the last remaining software
engineering barriers to the widespread adoption of optimistic synchronization.

Time Warp has been implemented many times in the years since the RAND,
JPL, and Jade projects. Richard Fujimoto, as he describes in the next section of this
chapter, created Georgia Tech Time Warp (GTW), originally as a platform through
which to study major improvements that could be made to Time Warp in a shared
memory environment. He was the first person to do fair comparison studies
between conservative and optimistic methods on the same problem and to verify
that in many cases (but not all) the optimistic methods could indeed outperform
conservative methods. Later his students developed their own implementations of
Time Warp, derived to some extent from their experience with GTW. Kalyan
Perumalla, now at Oak Ridge National Laboratory, developed the μsik simulator,
which he still uses for advanced studies of PDES (Perumalla 2005). And Chris
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Carothers, now at RPI, developed the ROSS simulator, which is open source and
available to all researchers who wish to work with it (Carothers et al. 2002).

In at least one respect ROSS is now the state of the art in Time Warp imple-
mentations. It holds the world record to date (2017) for the largest scale and fastest
discrete event simulations ever executed. In 2013 my colleagues Peter Barnes,
Chris Carothers and Justin LaPre and I ran a series of benchmark runs on the
Sequoia supercomputer at Lawrence Livermore National Laboratory, which at that
time was the second fastest computer in the world. On the standard PHold
benchmark with 251 million LPs we achieved a sustained 5.04 billion events per
second using almost 2 million cores and almost 8 million hardware threads (Barnes
et al. 2013). Those runs proved that the Time Warp algorithm can scale to gigantic
degrees of parallelism.

In the 35 years since Henry Sowizral and I built the first primitive four-node
implementation, Time Warp has achieved over a million-fold increase in demon-
strated parallelism. While I anticipate a temporary pause in this peak performance
increase as the architectures of supercomputers are changing in the current era in
ways that do not benefit Time Warp or PDES, the future is nonetheless long and it
is very hard to imagine what the next 35 years might bring.

7.11 My Adventures in Time Warp: Perspectives
by Richard Fujimoto

The second section of this chapter provides the perspectives of Richard Fujimoto.

7.12 Beginnings

I first became interested in parallel discrete event simulation (PDES) when I was a
doctoral student at the University of California in Berkeley (1978–1983). As an
undergraduate student at the University of Illinois I became interested in computer
architecture, and embarked on a doctoral dissertation at Berkeley looking at high
speed switches to interconnect microprocessors, which at that time were just
becoming powerful enough to be interesting, to create parallel computers. In order
to evaluate our ideas about switches we needed parallel applications to generate
realistic message traffic. It immediately became clear to me then that the discrete
event simulator I had developed to evaluate our switches would be a perfect
benchmark program. This of course led to consideration of the synchronization
problem, and ideas akin to those developed by Chandy, Misra, and Bryant (pub-
lished a few years earlier, but unknown to me) came to mind, but my main interest
was in hardware design, so I did not embark on any serious studies of the problem
while I was a graduate student.

116 D. Jefferson and R. Fujimoto



It was not until years later that I renewed my interest in this area. I then came
across Chandy and Misra’s and other’s papers concerning conservative synchro-
nization, and Jefferson’s work on Time Warp. At the time, the initial algorithms
were in the published literature, but no one knew which approach was better, and
under what circumstances one approach might dominate the other. My attention
focused on doing a serious comparison of these algorithms. This work launched a
career-long exploration of parallel and distributed simulation techniques.

7.13 Conservative Versus Optimistic Performance

Foremost in my thinking was the need to have a very efficient sequential simulation
to determine the speedup obtained using parallel computing. This led to an
exploration of the literature in event list implementations for sequential simulations.
A paper by Doug Jones comparing different priority queues for discrete event
simulations caught my attention (Jones 1986). This comparison, and others that had
appeared at the time, were all based on something called the HOLD model, which
seemed to be the standard benchmark for evaluating sequential event list perfor-
mance. I developed a parallel version of the HOLD model, first described in
(Fujimoto 1988), which later become known as PHOLD (Parallel HOLD). I used
PHOLD in my initial comparisons of the Chandy/Misra/Bryant null message and
deadlock detection and recover algorithms, and later Time Warp (Fujimoto 1990).
PHOLD continues to be used to this day to evaluate parallel simulation
performance.

There were a couple of central conclusions that came from these comparisons
that drove much of my work that followed. First, these results showed conclusively
that both Time Warp and the conservative algorithms could achieve excellent
speedup relative to efficient sequential implementations using state-of-the-art event
list data structures. Prior to that time much of the work had reported speedups of
conservative methods, but often compared the parallel implementation against a
sequential execution of the parallel algorithm, or did not use a particularly efficient
sequential implementation. For example, I recall some results reported super-linear
speedup. But on closer examination, this work compared performance against a
sequential simulator using a linear list implementation of the event list, an approach
that becomes very inefficient for large numbers of pending events, leading to
inflated parallel performance. There was a dearth of empirical results reporting
Time Warp performance at the time, though measurements of the Time Warp
Operating System (TWOS) for realistic applications would soon appear.

A second conclusion from this (and other) work was that conservative algo-
rithms relied on exploiting knowledge of the simulation application in order to
extract good “lookahead” information, essential to obtaining efficient parallel
execution. Briefly, lookahead is a guarantee made by the simulator that any new
events it schedules are at least a certain amount of simulation time into the future.
The greater the lookahead, the better. Intimate knowledge of the application is
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required in order to make such a guarantee. This suggested significant drawbacks
with conservative synchronization algorithms. It meant that the application itself
had to possess good lookahead properties; not all applications possessed such
properties. For example, if two entities in the simulation could interact in a small
amount of time, e.g., two radios in a simulation of a wireless network could
instantaneously communicate, large lookahead may be difficult or impossible to
obtain. Further, even if one could build the simulation to have good lookahead, if
the simulation model had to be later modified, such modification might destroy
these lookahead properties, defeating the parallelization approach. For example, in
a queueing network simulation, if one added high priority jobs that preempted
service from lower priority jobs, it greatly reduces the lookahead, and could lead to
a dramatic reduction in performance, even if there were only a few high priority
jobs in the system. As a result, conservative simulation applications were prone to
becoming brittle in that if details of the simulation model changed, the original
parallelization approach might not yield acceptable performance, or it might not
even run at all.

It was quite apparent to me early on that two facts seemed inescapable. The first
was that Time Warp stood the best chance of realizing a general purpose parallel
discrete event simulation engine over which a variety of applications could be
developed. This, of course, seemed to be the most viable path for the technology to
see real-world use and have widespread impact because it would enable exploita-
tion of the technology in a wide variety of application domains without intimate
knowledge of parallel processing or the synchronization mechanism. In much the
same way the developers of sequential simulation models did not need to be
concerned with the priority queue data structure that was used. Expecting domain
experts, who would be the ones who developed the simulation models, to be experts
in parallel computation and PDES seemed a stretch. The reliance of conservative
methods on intimate knowledge of the application called for domain experts to have
much more expertise in PDES than I thought realistic.

A second observation was that there were significant challenges that needed to
be addressed for Time Warp to yield acceptable performance. Two hurdles seemed
obvious. The first problem was one that everyone immediately understands as soon
as they learn about Time Warp, namely that the computation could spend most of
its time rolling back events and recovering from errors rather than completing
computations for the simulation model. This problem appeared to be solvable,
however, and approaches to addressing this problem began to appear soon after
Time Warp had been invented. A second problem that seemed somewhat more
difficult was the need for state-saving in order to allow the computation to be rolled
back. This could consume much time and memory. Both of these problems were
important and interesting, but the state-saving problem was the one that captured
my attention first. With my background and interest in computer architecture, I
envisioned this was something that could be addressed with hardware.
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7.14 The Rollback Chip, Virtual Time Machine,
and Reverse Execution

As an undergraduate I had been enamored with clever techniques to manipulate
memory addresses in digital circuits to implement cache and virtual memory sys-
tems. It seemed natural to use such techniques to implement state-saving in hard-
ware for Time Warp. One only needed to intercept memory writes, and modify the
memory address to preserve the original contents of the memory location. Some
additional work was needed to implement memory reads, in order to ensure the
correct version of memory was accessed. This was straightforward to accomplish in
hardware by keeping track of which blocks of memory had been written. These
ideas led to a kind of memory management circuit that we called the rollback chip
(Fujimoto et al. 1992). Separately, I was approached by two electrical engineers
who were keen to develop prototype hardware, and were able to get some funding
for the same, resulting in an initial proof-of-concept prototype implementation of
the system (Buzzell et al. 1990).

The next logical step beyond the rollback chip work was to extend hardware
support beyond state-saving, to other aspects of Time Warp. Here, the conceptual
model I found useful was the data dependence, or task graph, where nodes represent
event computations, and links represent dependencies between events. Specifically,
each event within a logical process (LP) depends on (or more precisely, could
depend on) the preceding event in the LP with the next smaller time stamp. And if
one event schedules a second, then there is obviously a dependence of the sched-
uled event on the one that scheduled it. Data dependence graphs had been around
for some time and were widely used to study parallel computations. One of David
Jefferson’s students, Orna Berry, used this model to determine properties of the
computation such as average parallelism and minimum possible execution time
(Berry and Jefferson 1985). Task graphs also greatly influenced my work in
developing Time Warp software, described later. I realized that a hardware repre-
sentation of the task graph, stored in the shared memory of a multiprocessor system,
could be used as the basis for a general parallel computer based on Time Warp.

I called the resulting parallel computer the Virtual Time Machine (VTM) (Fuji-
moto 1989a, b), giving a nod to Jefferson’s original Time Warp paper entitled
Virtual Time (Jefferson 1985). Admittedly, I also liked the sci-fi-ish nature of the
name. A distinction between the VTM design and Time Warp is that it did away
with logical processes, and used a shared memory rather than a message-based
computation model. At the core of VTM was the space-time memory system, a
memory system addressed by a time value in addition to a conventional memory
address.

We envisioned the VTM to be a general purpose parallel computer using roll-
back as its core synchronization primitive that could be used broadly for parallel
computation, not just simulations. After all, one could, in principle, take any
sequential computation, divide its execution up into blocks of instructions, assign
each block a time stamp reflecting its sequential order of execution, and the result
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would be a discrete event simulation computation where each block represented an
event. We envisioned the VTM could be used to automatically parallelize
sequential computations, something compiler writers at the time had been strug-
gling with for years.

This vision proved to be a bridge-too-far, however. We focused on the use of the
VTM to automatically parallelize sequential discrete event simulations as a first step
toward this bigger, broader objective. This was examined by Jya-Jang Tsai for his
doctoral research, who had completed some of the early simulation studies of the
rollback chip. But even in this friendlier domain, it was difficult to reduce the
computation overheads to an acceptable level, and only a modest amount of success
was achieved. The computer architecture world at the time was moving toward
reduced-instruction-set-computers (RISC) so the trend was toward simpler rather
than more complex, and the VTM approach did not fit well into this movement. At
a deeper level, sequential programs not written for parallel execution often do not
exhibit sufficient parallelism for an approach such as this to succeed; the code needs
to be structured for parallel execution earlier on in the software development cycle.
So, we did not continue to pursue the VTM hardware architecture, though the VTM
ideas influenced much of our later work in distributed simulation.

For example, a software-based distributed simulation approach derived from the
Virtual Time Machine and Time Warp was a technique we termed “ad hoc dis-
tributed simulations” (Fujimoto et al. 2007). The context for this work was in the
use of distributed simulation online to manage operational systems. Here we
repurposed the space-time memory used in the VTM to hold a projected future state
of the system. Simulations computed forward, ahead of wall clock time to predict
future system states, which were stored in the space-time memory. If measurements
of the actual system deviated from predictions by more than a specified threshold, a
Time Warp style rollback mechanism was used to automatically correct the pre-
dictions. Although the approach is applicable to a variety of systems, our work
largely focused on evaluating this approach for traffic management applications,
and more broadly, systems modeled as queueing networks (Huang et al. 2012).

Getting back to Time Warp, since the VTM hardware approach was never able
to get much traction, we focused more on software-based ideas. In particular, the
next chapter in our work in addressing Time Warp’s state-saving problem was to
move away with state-saving entirely, and instead employ a reverse execution
method to undo incorrect computations. Chris Carothers and Kalyan Perumalla
pursued much of this work, with Kalyan pursuing it for his doctoral research
(Carothers et al. 1999). Both continued to work on reverse computation after
completing their work at Georgia Tech. Actually, reverse computation did not
entirely eliminate state-saving because some computations are inherently irre-
versible; state-saving was used as a fallback approach in situations where the
inverse computation could not be created. Nevertheless, reverse computation can
significantly reduce the memory footprint of Time Warp programs and greatly
reduce the time required for state-saving. Much of our work in reverse computation
focused on proving its viability for various simulation applications. In addition to
standard benchmarks such as communication networks, some of this effort focused
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on applying the technique to scientific computing applications such as modeling the
earth’s magnetosphere in collaboration with Homa Karimabadi and his group at
Scibernet, a start-up company in California, and a graduate student named Yarong
Tang (Tang et al. 2006).

Developing the code to invert a computation is not straightforward, and prone to
error. To address this problem Kalyan Perumalla developed a reverse execution
compiler to automatically instrument the forward execution and generate the
reverse code for his PhD dissertation. This work was subsequently continued in
collaboration with David Jefferson and others at Lawrence Livermore National
Laboratory (LLNL) and Georgia Tech to create the backstroke compiler (Vulov
et al. 2011; Schordan et al. 2015, 2016).

7.15 Simulation Ensembles

We never reached the point of creating a hardware realization of the Virtual Time
Machine. But as mentioned earlier, the computation model it used formed the basis
of other work. One line of research focused on accelerating the completion of
multiple simulation runs, called ensemble simulations. Virtually all simulation
studies require many runs. Often these runs are similar, and have many computa-
tions in common. Our focus was on performing these common computations only
once, and sharing their results. As will be seen, some ideas from Time Warp can be
used to achieve this goal.

We used task graphs not unlike those used in VTM extensively in this work.
Specifically, Steve Ferenci developed something we called updateable simulations
(Ferenci et al. 2002). The basic idea is to record the task graph for a computation.
Then, to complete subsequent runs of simulations similar to the recorded one, use a
VTM/Time Warp style rollback mechanism to “update” the simulation execution in
accordance with differences in the new run.

A related idea, developed earlier by Maria Hybinette for her doctoral research,
was to use an incremental cloning mechanism to compute a set of similar simulation
runs (Hybinette and Fujimoto 2001). This work used the traditional PDES logical
process model and Time Warp, although her work did not require the use of Time
Warp. Motivated by the use of Time Warp to assess alternate possible futures for air
traffic control simulations, the idea was to identify points in the future when
decisions would need to be made, and then to replicate or clone the parallel sim-
ulation to concurrently explore these alternate futures. The central idea in Maria’s
work was to use an incremental LP replication method where LPs were replicated
as needed as the computations of the different runs diverged. This enabled us to
share the results that were common among the different replications.

7 A Brief History of Time Warp 121



7.16 Georgia Tech Time Warp

Let me “roll back” now to 1988 and come back to our software implementation of
Time Warp. I recognized early on that there were several important challenges in
realizing an efficient implementation. My early work focused on developing tech-
niques to create a fast Time Warp system using a variety of methods developed by
our research group. These techniques were incorporated into a software system we
called Georgia Tech Time Warp (GTW).

My initial work focused on developing an efficient implementation of Time
Warp on shared memory multiprocessors. Motivated by the task graph model, my
first implementation focused on, in effect, storing the task graph in the shared
memory of the multiprocessor system. In particular, when one event scheduled
another, we simply stored a pointer from the scheduling event to the event being
scheduled. This greatly simplified the Time Warp implementation because it
eliminated the need for separate anti-messages, with the pointer effectively
implementing an anti-message. It also eliminated the need to create a copy of each
scheduled message, and avoided the need to search for the matching positive
message when an anti-message was received. I called this technique direct can-
cellation (Fujimoto 1989b). Direct cancellation allowed one to rapidly track down
and correct errors resulting from out of order executions. I believed this was
important because while one used anti-messages to correct these computations, the
wrong computations themselves were spreading, so it was important to track down
the errors as quickly as possible to minimize the damage they caused. The resulting
shared memory data structure used to implement Time Warp motivated the
space-time memory used subsequently in the Virtual Time Machine work described
earlier.

We developed several other innovations to create an efficient shared memory
Time Warp system, described in (Das et al. 1994; Fujimoto 2000a, b). For example,
working with PhD student Maria Hybinette, we developed an efficient shared
memory algorithm for computing Global Virtual Time (GVT) (Fujimoto and
Hybinette 1997). GVT is needed in Time Warp to determine a lower bound on the
time stamp of future rollbacks, enabling reclamation of memory (fossil collection)
and committing irrevocable operations such as I/O. We also developed an efficient,
“lazy” approach to implement fossil collection that we called on-the-fly fossil
collection. It avoided the need to search through lists to identify chunks of memory
that needed to be reclaimed.

Sequential discrete event simulations often use a mechanism to “unschedule”
previously scheduled events. This is necessary to model activities such as pre-
emption where some “normal” activity is interrupted by some other event, e.g., in a
queueing network, servicing a job might be preempted by the arrival of a higher
priority job. We realized that anti-messages, which needed to be implemented in
Time Warp for synchronization purposes, could be used to implement this
unscheduling of events. The difference now is that the generation of anti-messages
was triggered by the application program itself, not the underlying simulation
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engine. A small wrinkle was that these application-invoked event cancellations
could themselves be rolled back, but this was easily accomplished by sending a
copy of the original event. The simplicity of the mechanism derived from the
simplicity and symmetry of the original Time Warp algorithm. Working with my
PhD student Samir Das we developed the algorithms and an implementation, and
evaluated its performance. Later, we found that Greg Lomow working with Brian
Unger at the University of Calgary independently developed a similar mechanism,
but had not published the work because they were working on commercializing the
effort in the context of a company called Jade Simulations that Brian was devel-
oping. We agreed to jointly publish the work (Lomow et al. 1991).

As we developed new innovations we incorporated them into the GTW Time
Warp software (Das et al. 1994). Based on my initial implementation that focused
on the direct cancellation mechanism, Samir Das did much of the work in furthering
the development of the system. Various developments were incorporated into GTW
in the years ahead, including extension to message passing and distributed com-
puting architectures. GTW formed the basis for most of our experimental work in
Time Warp such as the reverse execution work described earlier.

GTW was used for a variety of applications, but perhaps the most memorable
was its use to create fast air traffic control simulations. In the summer of 1989, I had
the pleasure of spending a 3-month period working with David Jefferson and his
research group at the Jet Propulsion Laboratory. They were working on the Time
Warp Operating System (TWOS) project. During this period, I met Fred Wieland
who was one of the TWOS developers, focusing on implementing a combat sim-
ulation model. After TWOS, Fred went on to work on simulation applications in the
aviation industry with the MITRE Corporation. Fred is a likable guy, and we had
good discussions on Time Warp, parallel discrete event simulation, and aviation
over many years that followed. Anyway, Fred was interested in creating a fast
parallel simulator to model the U.S. aviation system, and learned about GTW. He
embarked on developing an air traffic simulation called the Detailed Policy
Assessment Tool (DPAT) on our Time Warp system (Mitre Corp. 1997). DPAT
was deployed for air traffic analyses, making it at the time one of the few real-world
deployments of Time Warp for real-world applications (Wieland 2001). The
DPAT/GTW system subsequently formed a basis for Maria Hybinette’s work in
parallel simulation cloning, discussed earlier.

7.17 Analytic Models, Memory, and Load Management

In 1990, I began work with Ian Akyildiz, a colleague at Georgia Tech, on a project
funded by the Ballistic Missile Defense Organization (BMDO), later renamed the
Missile Defense Agency (MDA). BMDO was working on developing the tech-
nologies for the Strategic Defense Initiative more commonly known as the “Star
Wars” program that aimed, among other things, to create the ability to intercept
incoming ballistic missiles. Simulation was a key part of the program. The program
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manager, Lou Lome, was particularly interested in developing PDES technology,
and funded some of our work. This project was the first in a string of BMDO
projects that funded our work on Time Warp. Our program was part of BMDO’s
basic research program aimed to develop the underlying technologies to create fast
parallel and distributed simulations. Our basic research program ran another
10 years; I was later told we were the only group still funded by this program when
BMDO decided to end its basic research program.

Ian had background in developing mathematical performance models. This led
to a collaboration focusing on developing analytic models of Time Warp. With PhD
student Anurag Gupta we developed a model to predict the performance of
homogeneous Time Warp systems where all LPs behave similarly, as would be the
case in, for example, many queueing network simulations (Gupta et al. 1991).
Development of a model for something as complex as Time Warp required some
approximations to be made to make the mathematics tractable, so we validated that
the model gave accurate predictions by comparing results produced by the model
with measurements of GTW.

We later expanded this collaboration to include Dick Serfozo, another expert in
stochastic models and a Georgia Tech professor in the School of Industrial and
Systems Engineering. Our interest here was in understanding Time Warp perfor-
mance when one limited the amount of memory allocated to the parallel simulation.
At the time, there was much interest in developing techniques to execute Time
Warp in situations with limited memory. David Jefferson had recently published his
work on the cancelback algorithm that enabled Time Warp to execute, albeit
slowly, within a constant factor of the amount of memory needed for a sequential
execution. We wanted to examine how Time Warp performance would change as
additional memory was provided. One of Dick’s PhD students, Liang Chen, did the
heavy lifting in developing an analytic model for Time Warp with limited memory
(Akyildiz et al. 1993). We found that Time Warp performance increases rapidly as
more memory is added, then hits a knee where diminishing returns set in, and
subsequent additional memory provide modest or no benefit. In fact, if too much
memory is provided, performance can actually decline as Time Warp becomes
overly optimistic, and rolls back more computation than desired. Like our earlier
work, we validated the models by comparing performance predictions made by the
model with experimental results of the cancelback algorithm which Samir Das
added to GTW.

While the analytic modeling work provided a window into Time Warp perfor-
mance, it really only analyzed Time Warp performance rather than improving it.
Our subsequent efforts focused on putting this work to good use to design efficient
Time Warp systems. Specifically, this work highlighted the fact that memory could
be used as a way to “throttle” the computation to avoid overly optimistic execution
(Das and Fujimoto 1997a). We realized that by monitoring the execution of the
Time Warp program and limiting the amount of memory that was provided we
could adaptively control the execution of Time Warp to maximize its performance.
Specifically, the goal was to keep Time Warp operating near the knee of the
performance–memory curve so that Time Warp reaped the performance benefits of
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additional memory, but did not utilize additional memory as that provided only
marginal benefit. It also prevented the computation from moving into overly
optimistic modes of execution, something that could occur by giving it too much
memory. Samir Das designed, implemented, and validated this approach by
showing that his algorithm could dynamically control the amount of memory
provided to move the execution to the knee of the performance–memory curve (Das
and Fujimoto 1997b). While other researchers had proposed other mechanisms to
prevent overly optimistic execution, Samir’s work was distinguished by having
analytic modeling work as a basis for understanding the throttling mechanism.
Further, this work provided a way to automatically adapt the execution to contin-
ually optimize performance throughout the parallel execution.

Our interest in monitoring the Time Warp execution and development of
adaptive mechanisms to optimize its behavior led to an exploration of load bal-
ancing techniques. Here, we were particularly interested in the “background”
execution of Time Warp on a distributed computing platform that was shared with
other computations. We realized that execution of Time Warp on shared platforms
presented a challenging test case because LPs that had to compete with many other
computations to get CPU cycles would advance in simulation time slowly com-
pared to LPs that had fewer other competitors for CPU cycles. This would cause the
latter to race ahead, leading to much rollback and an inefficient execution. PhD
student Chris Carothers developed a dynamic load distribution algorithm for GTW
that would control the Time Warp execution in such circumstances. He imple-
mented the algorithm and showed that it would yield efficient execution of Time
Warp programs in the presence of other computations (Carothers and Fujimoto
2000).

Independent of our research, the concept of executing codes on shared remote
servers became increasingly popular in industry, and is now referred to as cloud
computing. We continued to have interest in this area. Our initial work was
motivated by a somewhat different paradigm, that used in the Search for
Extra-Terrestrial Intelligence (SETI) project that farmed out computations to remote
servers, e.g., otherwise idle workstations. Alfred Park developed a novel execution
approach based on farming out computations and later collecting their results (Park
and Fujimoto 2007, 2012). While much of his early work focused on conservatively
synchronized codes, he also examined the execution of Time Warp in grid com-
puting environments (Park and Fujimoto 2008). Other subsequent work looked at
the implementation of Time Warp in cloud computing environments (Malik et al.
2010).

7.18 The High-Level Architecture

In the U.S., the Department of Defense (DoD) was one of the principle organiza-
tions interested in developing modeling and simulation technologies. Beginning in
the 1980’s with a highly successful Defense Advanced Research Projects Agency
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(DARPA) project called SIMNET (Miller and Thorpe 1995), the hot topic in DoD
concerned how to reuse existing simulation models and get them to interoperate
using distributed computing platforms. By the 1980s simulators to train pilots and
equipment operators had become common, and were increasing in realism and
sophistication with advances in computer graphics. Around that time local area
networks were being invented, raising the possibility of interconnecting these
simulators to create a kind of virtual battlefield with many simulated platforms to
train military personnel. This was the forerunner to multiplayer video games that
are common today. The SIMNET project demonstrated that this was a feasible
concept. Throughout the 1990s there was a great emphasis, and investment, in
creating interoperable distributed simulations. For example, the Distributed Inter-
active Simulations (DIS) (IEEE Std 1278.2-1995 1995) standards were developed
to facilitate interoperability. While SIMNET and DIS focused on training simula-
tions, the desire for interoperability spread to simulation models used for analysis,
the area where Time Warp focused. An effort focusing on integrating wargame
simulations called the Aggregate Level Simulation Protocol (ALSP) had begun
with this objective (Wilson and Weatherly 1994).

In the mid-1990s an ambitious effort began to, in effect, combine the lessons
learned in DIS and ALSP to create a common modeling and simulation architecture
spanning the entire DoD. This effort, called the High-Level Architecture (HLA) was
being led by Judith Dahmann of the Defense Modeling and Simulation Organiza-
tion (DMSO). Just as HLA was getting underway, I received a phone call from
Richard Weatherly of the MITRE Corporation. Richard had led the ALSP effort,
and now was tasked with developing prototype implementations of the new HLA
standard that was being developed. I had not met Weatherly before, but he had read
some of my papers on parallel discrete event simulation, and asked if I was
interested in getting involved in the HLA effort. I immediately accepted and became
the technical lead of a working group tasked with defining the time management
services of the standard that were largely concerned with synchronization issues in
distributed simulations.

How does HLA relate to Time Warp? HLA was about getting separately
developed simulations to work together in distributed computing environments. As
such, a central objective of the time management services was to get simulations
utilizing different mechanisms for time advancement to mesh together and inter-
operate. This meant getting time stepped and event-driven simulations to be able to
synchronize and coordinate their time advances. With parallel discrete event sim-
ulation technologies becoming mature and finding some use in the DoD, e.g.,
through the ballistic missile defense program mentioned earlier, we extended this
object to include parallel simulators, including both ones synchronized using
conservative synchronization algorithms as well as optimistic ones such as Time
Warp. Developing an approach to integrate all of these mechanisms together, while
still ensuring that a reasonably efficient implementation could be realized was a
significant challenge. Our task was to define the application program interface
(API) that would be used by these different simulations, both parallel and
sequential.
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The main observation that enabled us to define an API for integrating these
simulations was to realize that there was actually much commonality between
conservative and optimistic approaches. This had been realized earlier, as described
in work such as Chandy and Sherman’s space-time simulation approach (Chandy
and Sherman 1989). For example, the key quantity that conservative simulation
algorithms needed to compute was a lower bound on the timestamp (LBTS) of
messages that might be later received by an LP, because once this had been
computed, the LP would know that all events with time stamp less than its LBTS
value could be safely processed without fear of later receiving an event with smaller
timestamp. LBTS is a close cousin of Global Virtual Time (GVT) used in Time
Warp to determine a lower bound on the timestamp of any future rollback; rollbacks
are also caused by receiving a message or anti-message in an LP’s simulated past.
Thus, if the time management services provided a means of computing LBTS and
returning this information to each LP, or federate in HLA terminology, such a
service would support both conservative and optimistic simulations.

A second observation was that Time Warp could be viewed as a conservative
execution, but with the ability to optimistically process messages with time stamp
larger than the LBTS value. Our approach in the HLA was to start with a con-
servatively synchronized distributed simulation, and add the mechanisms needed to
allow optimistic processing. At the heart of the HLA’s conservative synchroniza-
tion approach were two mechanisms: one that guaranteed that messages would be
delivered to a federate in timestamp order, and a second that enabled a federate to
advance its simulation time in a way that guaranteed it would not receive any
messages in its simulated past. To support Time Warp, a service was needed to also
deliver optimistic messages to each federate, i.e., messages where it was possible a
smaller timestamp message might later be received. This led to the Flush Queue
Request service that when invoked, delivered all incoming messages to the federate
invoking the service, regardless of its timestamp relative to LBTS or other events
that had been previously delivered. Once these optimistic events were delivered to
the federate, it was free to process them optimistically, risking the need for rollback.
Should rollback be later required, this (specifically state-saving) was something the
federate would have to implement on its own, so the API did not have to deal with
this concern. Finally, the other part that was needed was a way to implement Time
Warp anti-messages. Here, we leveraged our prior work in application-defined
event cancellation (Lomow et al. 1991), discussed earlier. We realized that event
retraction, i.e., an application unscheduling a previously scheduled event was a
desirable application feature, independent of the underlying synchronization
approach, be it optimistic or conservative. This led to the creation of the Retract
Message service that could be used by conservative federates to unschedule events,
as well as optimistic federates to implement Time Warp anti-messages. The services
were defined so that the retraction of previously scheduled messages was trans-
parent to conservative federates receiving the retracted message in that the original
message would not be delivered to the federate until it could be guaranteed that it
would not be later retracted. Of course, this guarantee could not be preserved for
optimistic federates that were using the Flush Queue service. In this case, if the
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message being retracted had already been delivered to the federate, the retraction
request was simply treated by the receiving federate as an anti-message, and pro-
cessed according to Time Warp event processing rules. In this way, the HLA time
management services could support both conservative and optimistic simulations
executing within the same federated distributed simulation. In the end, all this came
together relatively smoothly. I worked out many of the technical details on planes
between Atlanta and DC, a place free from phone calls, emails (this was well before
inflight wifi), and visitors and students coming to my door.

Technical issues aside, a perhaps bigger challenge in the HLA effort was to build
consensus among the various stakeholders who had their own ideas of how things
should be done. Many folks in the DoD M&S community were not familiar with
PDES technologies, and had never heard of CMB or Time Warp. Fortunately, I had
some help here. A piece of Jade Simulations, a company founded by Brian Unger at
the University of Calgary, was bought by Science Applications International Cor-
poration (SAIC), a major defense contractor with a large stake in defense M&S in
general, and HLA in particular. Two of Brian’s former students, Darrin West and
Larry Mellon, were leading much of the HLA effort in SAIC, and were very well
versed in PDES. Together with a small team representing various constituencies we
managed to get consensus on the specifications.

The High-Level Architecture was approved as the standard architecture for all
M&S in the U.S. Department of Defense in 1996, and was subsequently stan-
dardized by IEEE (IEEE Std 1516.2-2000 2000) and later updated (IEEE Std
1516.1-2010 2010). Although the HLA “mandate” that originally required all M&S
programs in the U.S. Department of Defense to become compliant with HLA was
later rescinded, I was pleased to see HLA come up over the years in many different
application areas other than defense. In retrospect, I have the highest regard for
many of the individuals involved in the HLA effort. Richard Weatherly and his
team at MITRE proved to be very capable developers. I never envied their task of
developing an implementation of the standard while the standard itself was being
changed! Richard was open to new ideas, and willing to incorporate changes that
seemed well motivated. There were substantial differences and plenty of heated
arguments during the HLA development. Many of these conflicts came to Judith
Dahmann. I also did not envy her task. I found Judy to be both personable as well as
being a strong and capable leader. She deserves enormous credit in seeing the HLA
effort through to completion. I will also remember Judith as having a subtle sense of
humor. The HLA effort had periodic meetings of the Architecture Management
Group (AMG) at the DMSO headquarters in Alexandria Virginia, that included
perhaps a hundred or so key stakeholders across the DoD M&S community. At one
meeting, just before Christmas, Judith delivered a present to each attendee—a
screw, with, for good measure, an attached bolt. Her only comment at the meeting
was that the interpretation was left entirely up to each of us!
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7.19 Pivoting to Federated Simulations

Subsequent to the adoption and standardization of the HLA by IEEE, my research
program made a deliberate shift toward the federated simulation approach used in
HLA. One of the challenges back then in the PDES community that persists even
today concerned creation of PDES codes. Despite substantial efforts, application
development still requires a certain amount of sophistication in parallel computing
in addition to model expertise. The HLA demonstrated a pathway to take sequential
simulation code that had never been developed for parallel or distributed execution,
and transform it into a form suitable for parallel execution. Even in the pre-HLA
days I saw that developers in the DoD were creating distributed simulations by, in
effect, federating a code with itself to create a distributed version. This was in fact
easier than federating different simulations because many interoperability issues
associated with interconnecting different codes such as use of different model
abstractions and representations disappeared. Thus, this seemed to be a practical
approach to easily creating parallel discrete event simulations.

In order to get self-federation to work, one needed high performance runtime
infrastructure software to implement synchronization (time management) and
communication services. While my work in the previous decade focused on the
Georgia Tech Time Warp software that served as a platform for our research in
PDES, I decided to make a deliberate shift, to focus on HLA-like federated sim-
ulations. I spent the 1997–98 academic year on leave from Georgia Tech at the
Defense Evaluation Research Agency in Malvern, England, with the intent of
developing a new software base to support future research in federated simulation
systems. The target platform used in this work was a set of workstations inter-
connected by a fast, Myrinet switch. Using communications software called
fast-messages developed at the University of Illinois, in a few weeks I developed
the first version of the RTI-Kit software and demonstrated it using a simplified
version of the HLA API to implement communications and time management
services (Fujimoto and Hoare 1998). In my initial work, I conducted a number of
benchmarking experiments that demonstrated that RTI-Kit could achieve high
performance, and was thus suitable for implementing parallel discrete event
simulations.

Over the years that followed, RTI-Kit evolved into the Federated Distributed
Simulations Kit (FDK) that became a central software base used by our research
group over the next decade. We demonstrated that one could take existing
sequential simulation codes and create high performance parallel versions suitable
for execution on supercomputers. Not all simulations were suitable for paral-
lelization using this approach. For example, we found that some simulations
making extensive use of global data structures that were accessed throughout the
entire code could not be easily parallelized. However, well-structured codes could
be parallelized.

Our most successful illustration of this approach was to create a high perfor-
mance, parallel version of the NS2 communication network simulator (Fall 1999).
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The original NS2 was developed with no consideration of parallel implementation.
In an effort by PhD student George Riley whom I co-supervised with networking
research Mostafa Ammar, we created a parallel version dubbed PDNS
(parallel/distributed NS) (Riley et al. 2004). Through a DARPA-funded project
focused on large scale network simulation we demonstrated the largest available
discrete event network simulations of the day, executing on more than a thousand
processors of a supercomputer at the Pittsburgh Supercomputing Center (Fujimoto
et al. 2003).

Much of our work in federated parallel simulations focused on conservative
synchronization techniques, because existing sequential codes were not coded to
include rollback, and adding rollback mechanisms was not straightforward. How-
ever, the federated approach is applicable to Time Warp simulations, or codes that
were designed to include rollback. We demonstrated the use of HLA time man-
agement services to create Time Warp simulations with a prototype that a student
named Steve Ferenci developed (Ferenci et al. 2000).

7.20 In Conclusion: The Future

More than 35 years since Time Warp was invented research continues both in its
application and the technology itself. The goal of a general purpose parallel discrete
event simulation engine that application developers can readily use without
knowledge of parallel processing techniques continues to be elusive and the tech-
nology has not fulfilled its potential to see widespread adoption in industry.
However, modern research in Time Warp systems is being driven more by the
changing world and new technology developments rather than classical PDES
problems defined decades ago.

One direction for research in Time Warp is driven from below: new computing
platforms on which Time Warp simulations execute. Cloud computing, massively
parallel supercomputers, graphical processing units (GPUs), and mobile computing
platforms all present new challenges for running Time Warp simulations. For
example, cloud computing platforms raise challenges due to the shared nature of the
platform, and substantial communication delays, as noted earlier. Massively parallel
machines raise questions concerning scalability, especially for real-world applica-
tions that are often highly irregular and contain inherent bottlenecks. GPUs, and
more broadly heterogeneous computing platforms utilize SIMD, data parallel
modes of execution that are very different from the platforms on which Time Warp
was originally invented. Mobile computing platforms where data-driven simula-
tions are used to monitor and manage operational systems again present new
unexplored challenges for Time Warp. These challenges are discussed in greater
detail in Fujimoto (2016).

Another research challenge faced by data centers, supercomputers, and mobile
computing platforms concerns the amount of power consumed by the simulation.
For mobile computing platforms energy consumption affects battery life, so it is an
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area of great concern. In supercomputers, power consumption has become a major
issue, limiting the performance of supercomputing nodes, and incurring substantial
costs in operating data centers. Little is known concerning the power and energy
consumption properties of Time Warp, and distributed simulations in general. This
represents another important line of inquiry for future research in Time Warp.

More than three decades after its creation, Time Warp continues to be an active
area of study and investigation in the parallel and distributed simulation commu-
nity. While much progress has been made, the world has changed, raising new
research challenges and opportunities that did not exist when it was invented. While
much has been learned concerning Time Warp and its application, it will likely
remain at the center of much parallel and distributed simulation research into the
foreseeable future.
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