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Preface

Organised by the Creative Augmented and Virtual Reality Hub at Manchester
Metropolitan University, the 3rd International Conference on Augmented and
Virtual Reality took place on the 23rd of February 2017 and brought together
leading researchers and industry professionals from the area of augmented reality
(AR) and virtual reality (VR). The conference theme of “Empowering human, place
and business” invited speakers from various disciplines to share their experiences
of these new and exciting technologies.

Paper presented focused on the areas of AR and VR in tourism, business,
marketing & storytelling, health & defence, retail & fashion and design &
development. We hope that this edited book will serve as a valuable source for
future research and inform businesses about latest developments in the areas of AR
and VR.

Manchester, UK Dr. Timothy Jung
Dr. M. Claudia tom Dieck
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Part I
Augmented and Virtual Reality

in Tourism



Identifying Tourist Requirements
for Mobile AR Tourism Applications
in Urban Heritage Tourism

Dai-In Han and Timothy Jung

Abstract While research for the employment of information and communication
technology in urban tourism settings has been conducted for many years, studies to
apply Augmented Reality (AR) to enhance the tourist experience have emerged in
recent years. This paper aims to investigate tourist requirements for the develop-
ment of mobile AR tourism applications in the urban heritage tourism context.
Qualitative research incorporating two research stages were conducted in Dublin.
The first stage included 26 pre-experience interviews with international tourists to
explore tourist requirements, while the second stage was conducted in form of 5
focus groups including a total of 49 participants. The data was analysed through
thematic analysis to compare and contrast research outcomes. The findings suggest
that tourists would consider using mobile AR tourism applications, if meaningfully
designed. Therefore, the user interface should be designed intuitively, while content
was regarded the dominant factor for tourism purposes. The study outlines tourist
requirements for mobile AR tourism applications, contrasting them to themes in
mobile computing identified in preceding studies to confirm previously identified
requirements and explore newly emerging elements and tourist perceptions that
have developed in alignment with modern technology. Limitations and recom-
mendations for further research are provided.

Keywords Mobile augmented reality � Urban heritage tourism � Tourist require-
ments � Dublin
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1 Introduction

As short trips to urban destinations have been increasing in popularity (Gospodini
2004), maintaining the inflow of tourists especially for heritage sites has become a
challenge for a number of destinations. In alignment with technological develop-
ments, the implementation of ICTs in the tourism industry was argued to support the
sustainability of urban heritage sites and increase their competitiveness in the global
market. As a result, it is crucial to investigate how modern technology can be
implemented meaningfully to enhance the tourist experience. Augmented Reality
(AR) has become an area of interest for tourism, as it is able to overlay digital
information in the immediate environment. This makes it an ideal tool to provide
information in unknown locations if it can be developed meaningfully. Although
research and public interest in AR for wearable devices has increased significantly
(Siluk 2015), it is crucial to clearly understand requirements for current mobile
AR-ready handsets before investigating forthcoming technology. While a number of
studies to implement AR in tourism have been conducted, initial research has largely
focused on functionalities (Fritz et al. 2005; Reitmayr and Schmalstieg 2003), while
recent studies are shifting towards enhancing the tourist experience (Jung et al. 2015;
Leue et al. 2015). Nonetheless, studies exploring requirements of AR applications
from a tourist perspective are still limited. Therefore, this studywill investigate tourist
requirements for mobile AR tourism applications in the context of urban heritage
tourism to design beneficial applications for tourists and encourage repeated use.

2 Definition of Augmented Reality

Augmented Reality (AR) has been researched and implemented in various industries
such as gaming and retail and has gained increasing interest in the tourism industry
in recent years (Nicas 2016). While many attempts have been made to provide a
common definition, it was argued that AR is still regarded a developing technology,
and therefore has not yet reached its full potential. As a result, the definition of AR
has undergone a number of modifications depending on the context or method of
implementation (Van Krevelen and Poelman 2010). Nonetheless, Stone et al. (2009)
formulated base criteria to be included in AR that have been universally accepted.
AR should therefore include a conjunction between the virtual and real environment,
be able to interact with the immediate surrounding and register and connect real and
virtual objects. Building on this concept, Rouse (2015) defined AR as the integration
of digital information with live video on the user’s environment in real time.
Tourism has long been argued to be one of the logical adaptors of AR due to its
ability to share and exchange location-based information in the immediate sur-
rounding (Pang et al. 2006). Klubnikin (2016) in addition claimed that tourism
applications were already the 7th most downloaded type of mobile apps, which
could greatly facilitate the early adoption of AR-type applications in this industry.

4 D.-I. Han and T. Jung



3 AR Applications in Urban Heritage Tourism

Early studies of AR in tourism have largely focused on the functionalities and
technical aspects, such as GPS-based AR technology to overlay information in the
tourists’ immediate environment (Feiner et al. 1997; Rekimoto 1997). Some of the
implemented examples of AR in the tourism industry include the ‘GUIDE’ project
by Grossmann et al. (2001) as well as developments by Davies et al. (2005), both of
which are mobile AR systems providing location-based information. Since then, a
number of researchers argued that AR was able to greatly benefit the tourism
industry if it was meaningfully implemented (Hariharan et al. 2005). Subsequent
studies attempted to expand on this idea by not only providing location-based
information, but developing an application that could serve as a computerised
tourist guide which tourists could interact with (Höllerer and Feiner 2004; Pang
et al. 2006). In the urban heritage context, AR was seen as a potential tool to
overcome the physical boundary of heritage attractions. Since AR is using the
digital space to provide additional value, it was argued to support the sustainability
of heritage sites. Pang et al. (2006) developed a case of an urban tourist guide
application in Vienna, which was able to guide tourists to points of interest
(POI) using GPS coordinates. Pang et al. (2006) expanded on the original idea of
GPS-based AR, but included social functionalities that enabled the user to generate
and share information with peers. In recent years, a number of studies have been
conducted exploring the enhancement of the tourist experience using AR through
handheld as well as wearable devices (Chung et al. 2015; Jung et al. 2015; Leue
et al. 2015). Particularly in the urban heritage environment, AR has been studied to
enhance the museum experience by reinterpreting the tourist product (Damala et al.
2008). In this regard, a number of studies have been conducted to examine the
acceptance of tourists using handheld as well as wearable devices in the urban
heritage context (Jung and Leue 2015). It was found that tourists generally had a
positive response on the use of AR for the enhancement of the urban heritage
tourism experience. Challenges were noted for AR applications in the outdoor
environment, such as in the application ‘Paris, Then and Now’, in which tourists are
able to ‘time-travel’ and experience sights of Paris how it used to be 100 years ago,
for 2000 spots around the city. Uncontrollable external factors, such as changing
weather conditions and people in the immediate surrounding would provide issues
in the interaction. Fritz et al. (2005) argued that the tourism industry required
continuous development and implementation of technology in order to attract
visitors and stay competitive in the global market. However, regarding mobile AR
applications, it was pointed out that AR systems still required improvement to
create meaningful tourist experiences (Lee et al. 2015; tom Dieck and Jung 2015).
Nonetheless, as mobile technology is being developed rapidly, it is crucial to
understand tourist requirements in order to utilise functionalities such as AR in a
meaningful way to encourage repeated use.

Identifying Tourist Requirements for Mobile AR Tourism … 5



4 User Requirements in Mobile Computing

Since identification of requirements for AR applications in the literature was lim-
ited, the mobile computing context was regarded to provide the closest indication of
requirements that could be aligned with mobile AR applications. The requirements
created a knowledge base for the design of interview questions and were contrasted
to primary research outcomes. This could determine which requirements were still
valid and identify emerging requirements for mobile AR applications in the urban
heritage tourism context. ‘Simplicity’ referring to the user interface (UI) was
repeatedly noted in the literature as a key requirement (Dantas et al. 2009; Gebauer
et al. 2010; Gafni 2008; Karahasanović et al. 2009; Ngai and Gunasekaran 2007;
Pulli et al. 2007). It was argued that the UI should be easy to navigate and
understandable for anyone. Required information should be promptly accessible
and relevant to the user (Delagi 2010; Dinh et al. 2013; Herskovic et al. 2011;
Kenteris et al. 2009; Wang and Liao 2007).

Therefore, content should be ‘context-aware’ to provide relevant information
instantly (Dantas et al. 2009; Delagi 2010; Dinh et al. 2013; Gebauer et al. 2010;
Herskovic et al. 2011; Karahasanović et al. 2009). This would avoid the overload
of information, as large amounts of irrelevant content was believed to result in a
slow down of the software (Delagi 2010; Dinh et al. 2013; Gafni 2008; Gebauer
et al. 2010; Kenteris et al. 2009; Pulli et al. 2007; Wang and Liao 2007). In
contrast, ‘personalised content’ was largely expected of mobile applications to
access information efficiently (An et al. 2008; Gafni 2008; Herskovic et al. 2011;
Karahasanović et al. 2009; Kenteris et al. 2009; Swallows et al. 2007; Wang and
Liao 2007). Future applications should be accessible regardless of time and place,
as users were increasingly mobile (Delagi 2010; Dinh et al. 2013; Gebauer et al.
2010; Herskovic et al. 2011; Kenteris et al. 2009; Wang and Liao 2007). ‘Privacy’
was furthermore regarded as a key requirement that would continue to be relevant
for future applications (Dantas et al. 2009; Delagi 2010; Dinh et al. 2013; Gafni
2008; Herskovic et al. 2011; Karahasanović et al. 2009). ‘Social functions’ were
revealed to be increasingly significant, as a large number of users were using
social platforms such as Facebook and Twitter on a daily basis (An et al. 2008;
Herskovic et al. 2011; Karahasanović et al. 2009). A number of studies addi-
tionally outlined reliability issues of mobile applications, which were largely
performance-based, but could also be determined by the provision of reliable and
trustworthy information (Dantas et al. 2009; Dinh et al. 2013; Herskovic et al.
2011; Kenteris et al. 2009; Wang and Liao 2007). Table 1 shows the identified
user requirements in the mobile computing context.

6 D.-I. Han and T. Jung



5 Methods

For the purpose of this study, Dublin was selected as research site representing an
urban heritage tourism context. To identify tourist requirements, two separate
qualitative research were conducted. The initial interviews were regarded as
‘pre-AR experience study’, while the second qualitative research was seen as
‘post-AR experience study’. Due to the limited research in this context at the time
of study, an inductive research method was considered suitable for this research.
According to Creswell (2007), qualitative data collection is the preferred research
method to explore unknown areas. The research population was selected as inter-
national tourists visiting Dublin. Therefore, it was aimed to incorporate the main
market segments according to the 2010 Annual Report of Failté Ireland in the
sample, including tourists from France, Germany, Spain, USA and the UK. The first
research stage was conducted in two separate interview sessions including tourists
from Ireland (n = 4), UK (n = 8), USA (n = 3), Germany (n = 4), France (n = 3)
and Spain (n = 2) through a convenience sampling method. The research was
conducted in two city center hotels in Dublin. The majority of research participants
were female, while most interviewees were students and young professionals the
age group of 22–30. As participants had limited knowledge of AR at the time of

Table 1 User Requirements in the Mobile Computing Context

Requirement Authors

Simplicity Dantas et al. (2009), Gafni (2008), Gebauer et al. (2010),
Karahasanović et al. (2009), Ngai and Gunasekaran (2007), Pulli
et al. (2007)

Relevant and updated
information

Delagi (2010), Dinh et al. (2013), Gafni (2008), Herskovic et al.
(2011), Kenteris et al. (2009), Wang and Liao (2007)

Speed Delagi (2010), Dinh et al. (2013), Gafni (2008), Gebauer et al.
(2010), Kenteris et al. (2009), Pulli et al. (2007), Wang and Liao
(2007)

Safety and security
(Privacy)

Dantas et al. (2009), Delagi (2010), Dinh et al. (2013), Gafni
(2008), Karahasanović et al. (2009)

Accessibility Delagi (2010), Dinh et al. (2013), Gebauer et al. (2010), Herskovic
et al. (2011), Kenteris et al. (2009), Wang and Liao (2007)

Social functions An et al. (2008), Herskovic et al. (2011), Karahasanović et al.
(2009)

Personalisation An et al. (2008), Gafni (2008), Karahasanović et al. (2009),
Kenteris et al. (2009), Herskovic et al. (2011), Swallows et al.
(2007), Wang and Liao (2007)

Power efficiency Delagi (2010), Kenteris et al. (2009)

Context-awareness Dantas et al. (2009), Delagi (2010), Dinh et al. (2013), Gebauer
et al. (2010), Herskovic et al. (2011), Karahasanović et al. (2009)

Reliability Dantas et al. (2009), Dinh et al. 2013, Herskovic et al. (2011),
Kenteris et al. (2009), Wang and Liao (2007)

Identifying Tourist Requirements for Mobile AR Tourism … 7



study, three AR application samples were provided including text, image and video
overlays as well as a GPS-based AR application sample. Nonetheless, it was crucial
that participants had absolute freedom to answer the interview questions to their
own discretion, as the aim of the first research phase was the initial identification of
tourist requirements. All interviews were digitally recorded for transcribing and
analysing purposes. Two pilot interviews were conducted prior to the data collec-
tion to assess the clarity and expected responses of interview questions. A total of
26 tourist interviews were conducted in February and April 2013, with interviews
ranging from 15.30 min to 48.19 min. The first research stage was designed in form
of semi-structured interviews to identify tourist requirements and contrast them to
user requirements identified in the literature of mobile computing to investigate
whether newly emerging requirements were evident for mobile AR tourism
applications in the urban heritage tourism context. Additionally, it aimed to
establish an understanding of tourists’ user behavior of mobile tourism applications.

A second qualitative research was conducted in form of focus groups, as sug-
gested by Adami (2005) and Halcomb and Andrew (2005). For the purpose of data
completeness and trustworthiness of findings, it was suggested that conducting
focus groups in addition to interviews was more inclusive compared to using the
same data collection method for a second study (Lambert and Loiselle 2008; Plack
2006). After the initial investigation of tourist requirements, a mobile AR appli-
cation demonstrator was developed based on the requirements identified in the
tourist interviews. This allowed the investigation of tourist requirements in focus
groups after experiencing a potential mobile AR tourism application in the urban
heritage tourism context. A total of five focus groups were conducted with nine to
ten participants per group from November 4–6, 2013. The semi-structured focus
group questions were designed to encourage discussion among participants with
regards to the mobile AR tourism application demonstrator and for the identifica-
tion of tourist requirements after the experience. Tourists from the young British
market were selected as the target population for the focus groups, as a target
market for mobile AR tourism applications was still largely undefined and
dependent on the context of implementation (Bulearca and Tamarjan 2010). The
young market was considered suitable for the study purpose, as they were generally
believed to have a high exposure to modern technology. Furthermore, as the aim
was the investigation of tourist requirements, it was crucial that participants did not
have to go through a learning process on how to interact with the mobile appli-
cation, but could instead focus on application requirements. In addition, Bulearca
and Tamarjan (2010) argued that consumers between 18 to 30 years would be the
first market to be targeted by AR applications. As a result, most focus group
participants were from the population of the British young market and between 21
to 29 years old. Two application demonstrators were prepared. One was based on
story-telling image enhancements inside of the General Post Office (GPO) in
Dublin, while another was prepared outdoors using GPS-based AR to project
information on the immediate surrounding. Participants were equipped with three
mobile devices and given fifteen minutes to experience both applications before the
focus groups were conducted. All focus groups were digitally recorded and lasted

8 D.-I. Han and T. Jung



an average of 25 min. The interview and focus group data was analysed using
thematic analysis, which was argued to be one of the most commonly utilised
analysis methods of qualitative studies (Boyatzis, 1998). After identifying themes
from the literature, they were compared and contrasted to the requirements from the
initial tourist interviews to provide an updated list of themes, which was used to
develop the mobile AR application demonstrator. In the subsequent ‘post-AR
experience study’, themes were confirmed and modified after tourists experienced
the demonstrator and analysed by contrasting them to requirements identified in the
tourist interviews.

6 Findings and Discussion

The semi-structured interviews and focus groups were designed to identify tourist
requirements for mobile AR tourism applications in the context of urban heritage
tourism. The following will discuss themes that emerged as tourist requirements
from the interviews and focus groups by contrasting them to the literature. Overall,
a large number of user requirements that were identified in the literature in the
context of mobile computing were still significant for today’s mobile applications.
As a majority of them was applicable for mobile devices in general and not context
specific, they reoccurred in the primary research of this study.

6.1 Simplicity

In the tourist interviews, it was found that designing a simple user interface in
mobile AR tourism applications was crucial, as a large number of consumers had
never been in touch with AR functions. To encourage fast adoption, it was revealed
that a ‘step by step’ guide could be useful that would guide the tourist through the
initial interaction with the application. However, it was pointed out that interaction
with future mobile applications required to be increasingly natural to reduce the
need for a learning process. While ‘Ease of use’ was largely discussed in the
literature as a crucial theme (Choi and Lee 2012; Dantas et al. 2009; Gafni 2008;
Gebauer et al. 2010; Pulli et al. 2007), tourist interviews as well as focus groups
showed that ‘simplicity’ and ‘ease of use’ were largely expected in mobile appli-
cations. The focus group findings further revealed a shift in the wording of ‘sim-
plicity’ to ‘intuitive’, arguing that natural interaction was key in future mobile
applications. Schinke et al. (2010) recommended in this regard that intuitive design
would facilitate the rapid adoption by users. Choi and Lee (2012) similarly argued
that applications that did not require a learning process would encourage repeated
use. This could specifically be achieved for mobile AR applications, as they were
based on currently used handheld mobile devices. Similar adoption rates are
expected after a wide adoption of wearable computing, as consumers would already

Identifying Tourist Requirements for Mobile AR Tourism … 9



be familiar with utilising such devices on a daily basis. Morrison et al. (2011)
further revealed that using mobile AR applications had to be non-disturbing for the
user as well as for people in close vicinity, which was confirmed in the tourist
interviews. It was found that using AR to project information in the immediate
surrounding disclosed practical issues that will be further discussed in ‘Privacy and
Security’.

6.2 Information Filter

‘Personalisation’ was previously identified as a crucial user requirement in mobile
computing (Huang and Bian 2009; Xu et al. 2008) and confirmed in the tourist
interviews as well as focus groups, as participants argued that tourists were not all
interested in the same content. In order to avoid information overload and provide
relevant information for the user, being able to filter and tailor the information
according to the tourist’s needs was regarded crucial. Limiting augmented infor-
mation was previously revealed to have been discussed in motor vehicles, as it was
debated how much information would be suitable for drivers to avoid distraction
(van Krevelen and Poelman 2010). Alternatively, Marimon et al. (2010) proposed a
user interface that would project additional information on request, while keeping
the initial content to a minimum. With regards to content type, focus group par-
ticipants argued that one of the most important content to provide in mobile AR
tourism applications in the urban environment was information on public trans-
portation. While current tourism applications are able to offer this type of infor-
mation, it was not yet mentioned in the literature. However, it can be seen that
public transportation is increasingly important, as current map-based applications
are able to include information on public transportation options to reach certain
POIs. However, it needs to be acknowledged that focus group participants were
from the British young market. Therefore, the need for information on public
transportation might have been more dominant compared to other market segments
that would have more disposable income available on their travels.

6.3 Social Function

A social aspect was regarded an increasingly expected feature in mobile applica-
tions. Not only for tourism applications, but also for gaming, social elements are
believed to encourage repeated use and enjoyment while using mobile applications.
Roberts (2013) therefore suggested linking tourism applications to established
social media platforms that would enable users to share and comment on
peer-generated content, which was confirmed in the tourist interviews. It was
argued that tourists were using social platforms such as Facebook and Twitter on a
daily basis, and therefore being able to access them through the tourist application
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would greatly enhance convenience and encourage its use. In contrast to the
findings from the literature (Dantas et al. 2009; Gafni 2008), primary research
particularly from focus groups revealed that privacy concerns in this regard were
not considered a key requirement anymore. Focus groups participants argued that
using social media to share content had gotten people used to publicise private
information. Furthermore, it was revealed that sharing and seeing peer-generated
content would be beneficial for potential visitors that were looking for first-hand
information, which could also encourage positive word-of-mouth for the tourist
attraction and destination. The interviews findings revealed that reviews and ratings
by other tourists were highly valued before visiting a destination, confirming lit-
erature outcomes (Johnson et al. 2012). Gretzel and Yoo (2008) investigated the
impact of reviews and ratings on the buying decision and suggested that it would
greatly facilitate the decision making process of tourists, particularly for single
travelers and women. While interview participants argued that their own research
was equally important, many interviewees nonetheless suggested including a
functionality to review and comment on tourist attractions. Similarly, Johnson et al.
(2012) argued that users were often influenced by peer reviews not only for tourism
products, but also for tangible products. Therefore, Gretzel and Yoo (2008) rec-
ommended including such functionalities in mobile tourism applications in order to
encourage user engagement with the application.

6.4 Privacy and Security

‘Privacy’ has long been argued to remain a key requirement in the literature (Dantas
et al. 2009; Delagi 2010; Dinh et al. 2013; Herskovic et al. 2011; Karahasanović
et al. 2009; Mallat et al. 2009). However, tourist interview and focus group out-
comes showed contradicting findings. The majority of participants in the interviews
and focus groups argued that secure systems and procedures were established by
companies and trustworthy. Therefore, tourists generally did not have any concerns
regarding data privacy. While privacy was still argued to be important, it was not
considered a key requirement for mobile AR tourism applications. Nonetheless,
tourists argued that for the purpose of mobile transactions, privacy was seen to be
necessary for secure payments. While studies conducted a few years ago still
regarded privacy as a key requirement (Zoellner et al. 2009), online information
transparency and peer-generated content has since been widely adopted. However,
with the development of wearable technology, privacy issues seemed to be at the
forefront of discussion once more (Mallat et al. 2009). Therefore, Carmigniani et al.
(2011) suggested designing AR interactions in a way that would not violate other
people’s privacy in the immediate surrounding. While privacy concerns seemed to
be decreasing, mobile AR applications on handheld devices posed a practicality
issue during the interaction. After focus group participants experienced the mobile
AR tourism application demonstrator, it was pointed out that a key concern was
‘security’ while using the mobile device outdoors in uncontrolled environments.
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The impracticality of pointing the device camera at certain POIs for an extended
period of time to access information was believed to induce risks of theft. As an
alternative solution, focus group participants suggested designing the application in
a way that would allow storing of information without having to continue holding
the device at a designated angle.

6.5 Navigation

With regards to in-app navigation systems, tourist interview and focus group out-
comes suggested a map-based navigation system similar to Google Maps. As
tourists were familiar with using Google Maps (Shi et al. 2010), it was argued that
navigation in unknown environments was a key requirement for tourism applica-
tions. While applications such as TripAdvisor that would provide reviews and
ratings of tourist attractions were optional, tourist interviewees revealed that maps
were among the mostly used applications for tourists, as people were constantly
requiring way-finding assistance to POIs. In this regard, focus group participants
claimed that a map-based functionality was an expected requirement for any future
tourism applications involving new technology such as AR. The benefit of
map-based applications was revealed to be the possibility to pinpoint the user’s
location and provide clear way-finding instructions. However, similar to literature
findings (Gafni 2008), tourists argued that information on such map-based appli-
cations should be personalised and provide an information filtering option to avoid
information overload while being guided.

6.6 Language

Interview and focus group participants were increasingly concerned about the
convenience for international tourists. Therefore, including language functionalities
in future mobile applications were regarded a key benefit for a large number of
tourists. These could be developed in form of translating functions to instantly
translate signs, words and phrases, or through offering the application in various
languages. Focus group participants argued that international travel was becoming
more affordable. As a result, future applications should be usable for a wider
demographic market. While language options were mentioned in the literature
before (Gannes 2013; Marimon et al. 2010; Schinke et al. 2010), they were not
discussed to a great extent. However, primary research outcomes revealed that there
is an increasing need to investigate the implementation of multiple language options
in future mobile tourism applications. In this regard, tourist interviewees suggested
a translating option as the most convenient language function for international
tourists, as it would not require downloading or carrying a separate dictionary.
Instead, phrases and words could be tailored to a specific tourism context or
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interest. Applications such as ‘Word Lens’ that can instantly translate languages
were being developed for Google Glass (Gannes 2013). However, such functions
are still limited and require further investigation to be meaningfully adopted in daily
life. Nonetheless, it could revolutionise the way people interact with their sur-
roundings, particularly for tourism purposes.

6.7 Information Quality

Literature findings as well as primary research outcomes revealed that content was
the most influential and benefitting element in mobile tourism applications
(Damala et al. 2008). Mobile AR tourism applications have been developed in
various contexts that supported this view. Bruns et al. (2007) developed a mobile
AR application in the museum context that would provide an interactive experi-
ence through the use of multimedia, while Huang et al. (2009) suggested a mobile
AR application that would enable the virtual reconstruction of heritage sites in
outdoor environments to provide an enhanced view of the past for the user.
Zoellner et al. (2009) claimed that for such applications in the urban heritage
context, it was crucial that the provided information was scientifically accurate in
order to be beneficial for tourists. Van Krevelen and Poelman (2010) agreed,
saying that the quality and accessibility of information was the key determinant
for the success of mobile AR applications. Olsson and Salo (2011) further added
that content should be personalised and relevant for the user, while assuring a
smooth interactive experience. Morrison et al. (2011) similarly stated that future
AR applications needed to be developed in alignment to each specific context to
be beneficial for users. This would further facilitate the projection of information
relevant to the user (van Krevelen and Poelman 2010). While content was con-
sidered key in the literature and by research participants, tourists noted that reg-
ularly maintaining the application to assure a smooth user experience was crucial
to encourage regular use by tourists. This was particularly applicable for updating
accessible content to project latest changes in the environment. Application
maintenance was claimed to highly influence the user’s perception of the appli-
cation and a lack of it could be detrimental for the adoption of new applications
(Gafni 2008). It was revealed that the importance of AR as functionality in mobile
tourism applications was secondary to its content, and therefore regarded merely a
tool that would serve as content communicator in the application. Therefore,
content quality was confirmed to be the crucial determinant for mobile AR tourism
applications. Nonetheless, it was pointed out that a suitable balance between
content and function was necessary to provide a memorable user experience.
Increasing the amount of available content was argued to pose a risk of expo-
nentially increasing the size of the application. Therefore, to avoid long down-
loading times of the application, Internet access was revealed to be crucial.
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6.8 Accessibility

The instant access of information has become increasingly important, as consumers
have become more mobile, and therefore require information to be accessible
independent of time and space (Dinh et al. 2013). However, tourist interview and
focus groups participants claimed that Wi-Fi access in urban destinations was still
too limited to be accessed anywhere at the tourists’ convenience. While urban
heritage destinations such as Dublin provide a free Wi-Fi service accessible for
tourists, it was argued that such would provide limited speeds and access points,
and therefore could not be utilised meaningfully. Instead, some tourists revealed to
buy roaming packages before the trip that would grant access to the Internet at their
convenience. Focus group participants agreed claiming that limited Internet access
was a major issue for the young tourist market, as instant access of information was
frequently required during a trip. Tourist interview participants therefore suggested
providing an offline option in tourism applications that would not depend on the
Internet to access content. However, Papagiannakis et al. (2008) pointed out that an
offline application design would ultimately increase the size of the application
depending on the amount of available content. Furthermore, Munch (2010) argued
that such options would increase the loading time and could result in performance
issues for the application. Therefore, it was discouraged particularly for tourism
applications, as content in tourism applications was regarded a crucial selling point.
Additionally, it was emphasised that mobile AR tourism applications required a
network connection to instantly provide relevant information. Papagiannakis et al.
(2008) further claimed that access to a stable Internet connection was crucial for
mobile AR applications, as it would influence the speed of the application. While
tourists had a split opinion whether or not to pay for Internet access during their
trip, all participants agreed that Internet access was crucial for tourists to instantly
search for information. Hill et al. (2010) and Zoellner et al. (2009) therefore claimed
that limited Wi-Fi access would result in a negative impact on user adoption of
mobile AR applications. Nonetheless, both alternatives would require constant
monitoring and updated content to assure a continuous user benefit and enhanced
user experience through the application.

7 Conclusions, Limitations and Recommendations

The study was conducted in the context of urban heritage tourism, selecting Dublin
as the research site. While wearable devices are increasingly studied and developed
for the consumer market recently (Curtis 2015), this study was based on handheld
mobile devices that were considered the mobile standard of the time of study. While
it can be seen that industry and academics are increasingly shifting to investigate
wearable devices for tourism purposes (Leue et al. 2015), it was regarded signifi-
cant to examine tourist requirements for mobile AR applications based on current
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devices before moving to the wearable market. On the one hand, wearable devices
were not yet widely implemented, limiting the adoption of potential users, on the
other hand, tourist requirements identified in this study were largely of generic
nature and therefore regarded transferable to wearable devices respectively.
Furthermore, Curtis (2015) claimed that it was still unknown when wearable
devices would be widely adopted to provide a platform for AR use cases. However,
it was regarded to have high potential in the tourism industry, as wearable AR
technology was able to replace the handheld screen, opening more opportunities for
the tourism industry (Orland 2015). Adoption of wearable AR would not only
depend on the content and interaction with the application as proposed in this study,
but are expected to largely depend on social norms respectively, as studies in the
area of ‘Fashnology’ indicate (Chuah et al. 2016; Rauschnabel et al. 2016).
Nonetheless, it remains crucial that mobile AR tourism applications are able to
enhance the tourist experience in a meaningful way to encourage repeated use.
Therefore, the study outcomes are believed to add to the current knowledge of
implementing AR in the urban heritage tourism context and valuable for further
research in the area of mobile application development for tourism purposes.

The study revealed that ‘simplicity’, which was regarded a key requirement in
the literature for many years, was reworded to ‘intuitive interaction’. In comparison,
literature studying the Technology Acceptance Model (TAM) describes ‘simplicity’
as ‘perceived ease of use’, referring to the human-computer interaction (Davis
1989). According to the study outcomes, mobile AR applications should focus on a
UI design that would enable tourists to interact with the application naturally
without having to go through a learning process. While the TAM model further
outlines the importance of ‘perceived usefulness’ (Venkatesh et al. 2012), research
outcomes revealed in this regard that accessible content should be personalised and
user-relevant to facilitate the access to required information and avoid information
overload. It was expected that this would also positively influence application speed
and performance. In addition, tourists largely expected implementing a social
function in mobile AR tourism applications. Similar indications were noted in the
TAM literature, suggesting that social and cultural factors influenced user’s
acceptance of new technology (Lewis et al. 2003). As privacy was not regarded a
key requirement any longer, sharing information was generally seen as beneficial
for tourism applications. In contrast, security issues were regarded a higher priority
due to the impractical interaction with current mobile AR-ready handheld devices.
While using AR applications was believed to potentially provide new opportunities
such as for navigating purposes, regular maintenance of content was crucial to
increase trustworthiness and encourage repeated use of the application. Particularly
for new developments of AR applications, reliable and updated content was
revealed being a key determinant of quality. Therefore, mobile AR tourism appli-
cations required being accessible independent of time and space. This demanded a
stable and sufficient Internet access to provide requested information instantly.
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An Internet dependent mobile AR tourism application was argued to be more
beneficial for tourists, despite requiring an active and stable Internet connection,
due to the instant provision of information. In addition, it would allow reducing the
size of the application, which would positively impact on the speed and user
interaction, providing an enhanced tourist experience.

This study has a number of limitations and recommendations for further
research. While this research was designed in two stages including a pre- and
post-experience study in form of interviews and focus groups, it needs to be
acknowledged that both methods are of qualitative nature. Therefore, the study
proposes a limitation to generalise its findings. Furthermore, interview participants
had limited knowledge of AR at the time of study. Therefore, AR examples were
provided to support the understanding of interviewees. Although it was attempted
to ensure that participants had as much freedom as possible to answer questions,
occasional explanations were required to assist the understanding of AR.
Nonetheless, a second research stage was conducted to reduce this limitation.
Finally, the limitation in the sample population needs to be acknowledged, as the
majority of research participants were female and in the age group of 22–30.
A more balanced sample could have provided a modified list of requirements
particularly including various age groups.

The research outcomes suggest that tourists are increasingly expecting methods
to access information instantly. While this study provides an indication of tourist
requirements for mobile AR tourism applications in urban heritage tourism, further
research is recommended for the implementation of information and communica-
tion technology for the enhancement of the tourist experience. Therefore, it is
suggested that demographic segments are explored separately, as tourists are
increasingly looking for a tailored tourist experience. Dublin was selected as the
study context for this research. However, comparative studies investigating other
urban heritage sites would provide an insight into the reliability of findings as well
as potentially identify additional requirements. In particular, contrasting urban
heritage sites in Europe to Asia could reveal new insights, as cultural differences are
expected to influence the way tourists interact with their devices and their sur-
roundings. As studies are increasingly conducted on the adoption and usefulness of
wearable AR devices, further studies for user requirements using wearable devices
are required. In this regard, it is recommended to investigate not only generic
content and function requirements, but in alignment with consumer behavior in a
variety of contexts. Although this study was based on handheld mobile devices, a
trend towards exploring wearable computing for the consumer market could be
observed. While wearable devices have not yet been widely adopted, it is believed
that the awareness and adoption of AR will increase significantly with the further
development and utilisation of wearable technology.
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How can Tourist Attractions Profit
from Augmented Reality?

Eleanor E. Cranmer, M. Claudia tom Dieck and Timothy Jung

Abstract The benefits, value and potential of Augmented Reality (AR) are widely
researched. However, the value of AR is most commonly discussed in relation to
enhancing the tourist experience, rather than generating revenue or economic
returns. Although AR promises to add value to the visitor experience and generate
associated benefits, the financial implications and revenue model for AR imple-
mentation remain uncertain and therefore too much of a financial risk for most
tourist organisations, typically Small to Medium Sized Enterprises (SMEs) char-
acterised by limited funding. Thus, using the case of UNESCO recognised Geevor
Tin Mine Museum, in Cornwall, UK, this study identifies ways in which tourism
organisations can profit from AR implementation. Fifty semi-structured interviews
with Geevor stakeholders, analysed using content analysis reveal a number of ways
AR can be introduced to increase revenue generation and profits, therefore filling a
gap in research and minimising the risk for managers and practitioners considering
AR implementation.

Keywords Augmented reality � Tourism � Revenue model � Business model

1 Introduction

Throughout the 20th Century the emergence of new adaptive and interactive
technologies changed the tourism industry completely (Buhalis and Law 2008).
Technologies have revolutionised travel behaviours, such as decision making and
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information searching (Wang et al. 2014), transforming traditional business chan-
nels and value networks (Buhalis 2003; Livi 2008). To remain competitive and
financially viable, it has been argued tourist organisations must pursue new ways to
provide enhanced (Neuhofer et al. 2014; Tussyadiah 2014), enriched and unique
experiences (Yovcheva et al. 2013), while offering value adding services
(Garcia-Crespo et al. 2009).

For decades, tourism has been considered a tool to stimulate and improve the
economy (Ko and Stewart 2002), thus in the modern age, this has progressed to
include the adoption of, and investment in new technologies. It is now advised
organisations that fail to adopt modern technologies, such as Augmented Reality
(AR), will not remain attractive and competitive (Han et al. 2014; Tscheu and
Buhalis 2016). Hereby, it is argued future competitive advantages are built around
the effective use of technologies that add value to the tourist experience (Carlsson
and Walden 2010; Cranmer et al. 2016; Deloitte 2013).

AR has gained much research attention within tourism, for its proven ability to
enhance the tourist experience (Garcia-Crespo et al. 2009; Leue et al. 2015), adding
value (Cranmer et al. 2016), and creating unique and memorable experiences
(Yovcheva et al. 2013). It is widely acknowledged AR creates richer, more
immersive content enhancing user’s interaction with and perception of the world
and thus presents many opportunities to enhance experiences. However, despite
many studies exploring and reporting the value of AR, the majority fail to identify
and determine its financial benefits and economic potential. Therefore, in contrast to
expectations, the adoption and integration of AR has been much slower than pre-
dicted (Chung et al. 2015). It is argued one reason for this is the absence of research
identifying how AR can be introduced to improve profit potential and create rev-
enue streams. Research is yet to bridge the gap between technological potential and
actual value adding economic benefits. Therefore, this study attempts to progress
understanding about how tourist organisations can implement and profit from AR
by providing new insight, which will reduce the risk associated with AR technology
adoption, and help mangers and practitioners to better understand ARs financial
value, benefits and potential.

2 Literature Review

2.1 Augmented Reality in Tourism

Technology has had a profound effect on tourism, strengthening the need for
organisations to find new ways to increase their presence and therefore competi-
tiveness (Tscheu and Buhalis 2016). Proliferation of technology, and increased
smartphone ownership has revolutionised the way tourists’ access and explore
information (Jung et al. 2015). Tourists, now demand ‘info-cultural-tainment’
experiences, combining leisure, entertainment, culture, education and sociability
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(Palumbo et al. 2013). As a result, an increasing number of tourist attractions have
begun to explore the use of AR to enhance visitor interactions with, and perceptions
of their real-world environment (Roesner et al. 2014). Research praises AR for its
ability to allow tourists with limited knowledge of an area to naturally and realistically
experience it (Chung et al. 2015; Martínez-Graña et al. 2013), providing tailored and
personalised information (Kounavis et al. 2012; Kourouthanassis et al. 2015) and
enhance the tourist experience (Kounavis et al. 2012; Marimon et al. 2014).

A study by Palumbo et al. (2013) found AR increases visitor numbers and
provides organisations with more scope to reach wider audiences (Chung et al.
2015; Kennedy-Eden and Gretzel 2012). Moreover, Chung et al. (2015) identified
AR offers destinations and attractions a way to differentiate themselves and increase
competitive advantage. In addition to this, it is argued simply that technology
attracts tourists (Lashkari et al. 2010), because it offers added value to the user
(Kounavis et al. 2012), facilitating seamless exploration of their surroundings
(Yovcheva et al. 2013), thus extending their learning experience (Yuen et al. 2011).
As well as this, implementing AR introduces many marketing opportunities,
allowing destinations to come to life, giving visitors a better understanding of what
to expect and therefore aiding in decision-making and planning processes
(Yovcheva et al. 2013). Many of these findings imply AR could have a positive
economic benefit, such as increasing competiveness and therefore, visitors num-
bers. But, the majority fail to articulate ARs positive profit potential, by failing
understand how potential can be translated into economic value. Hence, the
financial implications of AR remain too unclear and therefore present too much risk
for tourism SMEs.

As a result, contrary to expectations, adoption of AR has been slower than
anticipated (Chung et al. 2015), although, it is still argued adopting and investing in
modern technologies is a necessity for attractions to remain competitive (Tscheu
and Buhalis 2016; Jung et al. 2015) and economically sustainable (Cranmer et al.
2016). The tourism industry currently lacks a framework or model to aid practi-
tioners and managers to effectively implement AR. Research exploring Business
Models (BMs) and Revenue Models (RM) for AR in tourism is scarce, and is
currently delaying widespread adoption, implementation and exploration of ARs
full potential (Cranmer and Jung 2014). To provide insight and progress one step
closer to meaningful and wide scale adoption of AR in tourism, this study will
identify how ARs potential can be translated into economic value.

3 Augmented Reality Revenue Model

BMs play a crucial role in helping secure and expand competitive advantage
(Johnson et al. 2008), telling the story of how organisations intend to create and
sustain profits (Magretta 2002). BMs focus on creating value and capturing returns
from that value (Chesbrough 2007). Stakeholder collaboration is vitally important
to successfully implement new technologies (Al-Debei and Avison 2010),
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especially in the tourism context which is characterised by large and complex
networks (Livi 2008). However, the economic value of AR for tourism is unde-
fined, and as a result, organisations remain unsure how to implement the technology
to add value to the visitor experience while generating economic return. The
potential to add value by implementing AR is widely researched, but, the majority
of studies explore ARs value from a visitor perspective, rather than how it can be
adopted to generate profit or create additional revenue. An AR RM is currently
missing from research, despite the fact it has been argued “a better business model
often will beat a better idea or technology” (Chesbrough 2007, p. 12).

In a study exploring the value creation process of AR at Cultural Heritage
(CH) sites, earning profits was identified as the most important outcome of AR
implementation from a developers perspective, and “varying business models are
currently available on the market” (Tscheu and Buhalis 2016, p. 612). However, no
AR specific BMs in a tourism context have been identified within existing research
and it remains a clear BM for AR is yet to crystallise (Cranmer and Jung 2014;
Kleef et al. 2010).

Nevertheless, Inoue and Sato (2010) propose several potential ways to generate
revenue from AR. However, these mainly adapt existing BMs, and are not designed
for AR and more specifically the tourism context. On this note, Kleef et al. (2010,
p. 4) stated “value is the key concept of a business model, it is what a business
trades with its customers”, but suggested in the case of AR, the value is likely to be
non-financial. In the context of tourist organisations, often SMEs faced with limited
budgets, Tscheu and Buhalis (2016) suggested shared RMs are most suitable, but
they do not outline or define how this could work in reality. Therefore, this study
will attempt to explore potential RMs for AR implementation, using the case of
UNESCO recognised, Geevor Tin Mine Museum, Cornwall.

Geevor is a publically funded organisation, and face increasing pressure to
secure additional revenue streams whilst improving the visitor experience and
modernising its appeal. Although each CH site is different (Tscheu and Buhalis
2016), the study will identify potential AR RMs, with the aim of providing practical
guidelines for practitioners and managers to identify how AR could be implemented
to generate financial returns.

4 Methods

Geevor was used as a case study to understand the ways in which stakeholders
perceived AR could be introduced to improve the visitor offer, while generating
revenue. Stakeholder analysis was performed, identifying five stakeholder groups; 9
of Geevors internal stakeholders (G), 6 Tourist Bodies (B), 3 Tertiary groups (T), 2
local Businesses (L) and 30 Visitors (V). In total, 50 semi-structured interviews
were conducted with members of these groups, between March 2015 and February
2016. Due to the exploratory nature of the study, a semi-structured interview
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approach allowed the freedom to add to and extend questions (Saunders et al.
2012), providing more flexibility and increasing the quality of data (Gillham 2005).

Sampling is often chosen on the basis of employing methods that source
respondents to best meet the overall aims of research. Importantly, “the sample
must be appropriate and comprise participants who best represent or have knowl-
edge of the research topic” (Elo et al. 2014, p. 4). Therefore, different sampling
methods were employed; non-probability sampling was used to interview all
stakeholder groups except visitors, where it was more practical to employ conve-
nience sampling. Prior to interviews respondents were shown a short AR video
demonstration and provided with an AR information sheet, to ensure their
knowledge of AR was proficient to adequately participate in the interview. All
interviews were recorded and transcribed and data were analysed using content
analysis.

Regarding the profile of visitors, the majority (60%) identified themselves as
‘very much’ or ‘much’ with regard to their technical savviness, suggesting they are
regular users of technologies such as smartphones and tablets, and 83% owned a
smartphone (and those who did not often said they had a tablet). With regard to all
other stakeholders, Table 1 demonstrates internal, tertiary, bodies and business
stakeholder profiles including their organisation, position, and prior understanding
of AR.

Table 1 Stakeholder respondent profile

Code Organisation Position Prior knowledge of AR

G1 Geevor Trustee Moderate

G2 Geevor Chair of Trustees Moderate

G3 Geevor Marketing Officer Low

G4 Geevor Learning Officer Moderate

G5 Geevor Mine Development Officer Low

G6 Geevor Mine Guide Low

G7 Geevor Curator Low

G8 Geevor IT Manager High

G9 Geevor Mine Manager Moderate

B1 Cornwall Council Cultural Programme Officer Moderate

B2 Visit Cornwall Chief Executive Officer Moderate

B3 Cornwall Museum Partnership Chief Executive Officer Moderate

B4 Cornwall Museum Partnership Development Officer Moderate

B5 (Freelance) Museum Marketing Expert High

B6 Cornwall National Trust General Manager Moderate

T1 University of Falmouth University lecturer High

T2 University of Falmouth University Professor Moderate

T3 St Ives Secondary School Secondary school teacher Moderate

LB1 Count House café Assistant Manager Moderate

LB2 Geevor Shop General Manager Low
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5 Findings

5.1 Secondary Revenue Generation

Stakeholders strongly believed AR could be used to generate secondary revenue,
through increased spend both on-site and in the local area, resulting from increased
customer retention. It was considered the more time visitors spent on site, using and
enjoying AR, the more likely they would be to spend money, such as staying to
enjoy lunch in the café or having afternoon tea. In this way, LB1 hoped AR would
encourage visitors to “come to Geevor for the day…I am trying to get double sale
or tripe sales”. It is believed AR would give visitors more to do, while enhancing
their experience and therefore enjoyment. In turn this would increase the time they
spent on site and thus likelihood to visit the café for refreshments.

Similarly, with regard to the on-site shop, stakeholders suggested AR would
increase visitors’ engagement and understanding of the exhibits, therefore
increasing their likelihood to purchase items, such as books in the shop to continue
and improve their learning experience. It was considered AR would help strengthen
the connection between the museum experience and the products for sale in the
shop. G7 for instance commented “in the mineral gallery…you could have one
small notice saying many of these specimens can be seen and purchased in the
shop”. In this way, it was considered AR would link directly to the on-site busi-
nesses, encouraging visitors to go in, instead of bypassing them. LB2 extended this
further, suggesting advertising products throughout the museum experience would
not only help drive traffic, retain customers and increase sales, but also increase
awareness and interest in local traditions and customs. Stakeholders felt if used in
this way would be particularly beneficial during low season when the site is qui-
etest, to help combat issues associated with seasonality and customer retention.
However, it was acknowledged AR would have to be subtle, careful not to interfere
with, or detract from the exhibits.

Stakeholders identified one of Geevors challenges is that visitors underestimate
the scale, scope and range of activities offered and often spend longer on site than
anticipated. Thus, using AR, G8 and B2 felt people would be more likely to stay
even longer because they would appreciate the scale of the attraction. B2 sum-
marised “it is about eating more, drinking more and spending more” suggesting AR
would extend visitors dwell time. Equally, B4 pointed out that AR would extend the
visitor offer, and likelihood for visitors to spend longer on site, which increases the
perception of value for money and therefore again increase their likelihood to spend
more in the café and shop. Likewise, B2 claimed if more visitors are coming, staying
longer and spending more money it will create a positive change, and increase
revenues. These ideas are also mirrored by V22 who said as a visitor, if the expe-
rience is more engaging it would increase the likelihood of spending longer on site.
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5.2 Marketing Tool

The marketing potential and merits of AR are much discussed within literature,
however the use of AR to increase profits has not been previously examined.
Stakeholders strongly acknowledged ARs potential to increase Geevors marketing
presence, raising the profile of the site and on a larger scale, Cornwall as a tourist
destination. Thus, also attracting more visitors who would spend more at Geevor
and locally (T2). In this way, AR could give Geevor competitive edge, while
helping to attract less specialist and more generalist audiences as well as appeal to
younger target groups. Importantly, B5 recognised that if you are doing something
for younger markets, you are also doing something to benefit older markets,
because they “share the same barriers”.

Stakeholders acknowledged simply offering AR would be valuable and drive
visits from individuals interested in trying the new technology. In this way, AR
could therefore help “seal the deal”, influencing and confirming visitors’ decision to
go to Geevor. B1 suggested AR would attract more visitors, anticipating a good
visitor experience thinking “oh that sounds a bit different, I am going to try that
out”. B1 and G2 perceived, this would have a significant impact on word-of-mouth
marketing and recommendations, in turn attracting more people to visit. This is
exemplified by V3, V4, V25 and V28 who all claimed they would recommend
Geevor, if the AR app provided an enhanced experience.

One of Geevors’ key challenges is a lack of funding, therefore if AR had the
potential to demonstrate site advancement, innovation and improvement indirectly
attracting funders, this would be extremely valuable to Geevor (B3, LB2). In
addition, B2 identified the benefit of AR is that it would offer the media something
“new” to promote. B5 and G3 also thought AR would increase visitors’ likelihood
to share their experiences on social media platforms, which would again raise
Geevors profile and attracter wider audiences. T2 noted that society is used to
instant sharing, and AR should inspire photo sharing, or what people thought of the
experience to inspire higher visitor numbers “based on new visits rather than repeat
visits”. G3 adds this would help increase Geevors online marketing presence.
Although T2 raised concern that if some sort of AR experience was available
pre-visit, it may have a negative impact and discourage people from actually vis-
iting, because they would feel they had seen it all. But, nevertheless recognised AR
would be a good way to potentially increase site engagement and drive visits. AR
would however be effective at providing a “wow” factor (G2) incorporated into
marketing materials to increase visitor numbers.

5.3 AR Free or Fee

A number of considerations arose during interviews. One of the main debates
centred around the best and most effective RM to introduce AR at Geevor.
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Stakeholders were of two minds about whether AR should be offered for free, as
part of Geevor trying to better the visitor experience or alternatively whether AR be
offered as an extra, at an additional fee to the entry cost. Even among stakeholders
who felt AR should be charged at a fee, the amount varied. Out of 30 visitors
interviewed, just over half said they would be willing to pay between £1 and £5 to
use AR, believing it would make the visit more interesting, entertaining and edu-
cational. Although, no ideal cost for AR was identified. Some visitors claimed to
have paid for audio guides at other attractions, so paying to use AR would be no
different. Most stakeholders agreed that audio guides prove visitors’ willingness to
pay to have “a bit more information at their fingertips” (B1) and thus would make
sense to have a fee attached. However, it was also proposed that the fee could vary
at different times of the year and for different target segments.

On the other hand, just under half of visitors argued they would not be willing to
pay a fee to use AR, and it should be offered free as part of Geevor trying to deepen
and broaden the visitor experience, bettering itself. Of these, some suggested
however, that if the entry fee increased slightly to cover the costs of AR it would
not cause concern. One of the main reasons visitors objected to paying a fee for AR
is worry about Geevor becoming too expensive for families, as well as visitors
feeling they have to use AR because they have paid for it. This clearly shows that
there is no agreement about costs involved in using AR at CH attractions thus,
proper research is required to ensure that visitors’ willingness to pay is fully
understood and appropriate strategies adopted.

5.4 Own or Loan Devices

Another debate arising from interviews related to AR pricing structure; whether
visitors should have their own devices or if Geevor would provide devices for
visitors to loan. Yet, irrespective of the choice made, both could potentially gen-
erate revenue. Firstly, if visitors used their own devices Geevor could introduce a
charge to download the AR application. Secondly, if Geevor loaned devices to
visitors, they could demand a hire fee and deposit. However, both options introduce
financial implications, such as buying and maintaining enough devices to loan to
visitors. Equally both options have barriers, for example if visitors used their own
devices, it would be based on the assumption all visitors have an AR enabled
device, that is fully charged, has enough memory, sufficient connectivity and power
to efficiently run the AR application. Visitors without their own AR capable devices
would miss out on the experience.

On the other hand, if Geevor were to loan devices, stakeholder recognised the
long-term commitment and investment it would involve and issues surrounding
security and preventative measures to ensure devices are returned. However,
deposit schemes, pre booking devices and tracking devices were proposed by
stakeholders as a resolution to such barriers. Visitors largely favoured the idea of
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loaning devices, claiming they would be willing to pay more to hire a device
because it would enhance their experience. Whereas if visitors had to use their own
devices, paying to pay to download AR it was considered less favourable.

6 Discussion and Conclusions

The aim of this study was to explore and understand potential ways AR can be
implemented to generate profit. Despite the many benefits AR presents to tourist
organisations such as Geevor, its adoption still involves too many uncertainties and
therefore financial risk. Therefore, this study aimed to improve understanding by
revealing how AR can be adopted to generate revenue, by identifying a number of
ways potential AR RMs. However because the study is conceptual, although it
identifies potential profit generation methods, using these methods to earn profit is
yet to be researched. Nonetheless, the study bridges a gap within current research.
At present, the majority of AR studies identify the potential of AR to add value and
enhance experiences, rather than generate profitable and financial value. This study
adds to the existing pool of knowledge by exploring financial implications of AR
adoption. Fundamentally, business is concerned with creating value and capturing
returns from that value (Chesbrough 2007). Although value does not have to be
financial, for tourist organisations such as Geevor, it is important investment into
and adoption of technologies both enhance the tourist experience and generate
revenue (Jung et al. 2015), and earning profits is often considered the most
important outcome of AR implementation (Tscheu and Buhalis 2016).

This study reveals a number of potential ways tourist organisations can adopt
and implement AR to generate profit. Since this is an underexplored area, the
majority of findings have not been previously identified in literature. However,
some overlaps with existing research are apparent; for instance stakeholders con-
sidered just by offering AR technology, it would broaden and attract wider audi-
ences. This is confirmed by Lashkari et al. (2010) who found technology itself
attracts tourists. Similarly, stakeholders identified a number of potential secondary
benefits arising from AR implementation that would contribute to increased profits;
such as adding value to the visitor experience, increasing and extending the learning
experience, as well as providing entertainment and sociability. Such benefits of AR
have been previously identified in literature (e.g. Chung et al. 2015; Kounavis et al.
2012; Palumbo et al. 2013), but this study extends understanding identifying how
these benefits can contribute to increase profit generation. Stakeholders perceived if
visitors have a better experience using AR, they are likely to stay longer on site
which would increase their likelihood to spend more money in the café or make a
purchase in the shop. In turn, this would create a better reputation for Geevor,
broadening the target market, while attracting more visitors, increasing ticket sales
and use of local infrastructure, as well as creating more money to invest back into
the area. Although previous studies such as Yovcheva et al. (2013) discuss the
marketing potentials of AR, they do not examine how it could generate revenue.
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Again, interview findings extend understanding; suggesting AR would raise the
profile of the site and Cornwall as a tourist destination, increasing visitor numbers,
creating a good reputation for the area and enhancing competitiveness.

In addition to this, interviews revealed two debates, firstly should AR be offered
free or for a fee? Secondly, should visitors bring their own devices or should
Geevor loan AR enabled devices? There was a divide of opinion and although no
clear answer was established, the study generates questions that require answers if,
and before, AR is to be successfully and sustainably implemented by tourist
organisations. For many SMEs, the pressure to adopt and invest in modern tech-
nologies increases daily (Han et al. 2014; Jung et al. 2015; Tscheu and Buhalis
2016), but at present there remain too many uncertainties and therefore financial
risk. The creation and examination of such ‘own or loan’, ‘free or fee’ debates
create platforms for discussion and demonstrate the need for further research, as
well as providing questions for mangers and practitioners considering AR adoption
to answer. Therefore, not only does this study extend the existing pool of knowl-
edge and move AR one step closer to meaningful implementation by outlining
potential profit generation. It also provides both practitioners and managers with a
number of considerations and potential paths to pursue to implement AR to gen-
erate a profit, thus minimising financial risk.

This study has a number of limitations and recommendations for future research.
The findings are based solely on a case study of Geevor Tin Mine Museum,
therefore minimising their generalisability. Nonetheless, the study identified a
number of potential ways to implement AR within tourist organisations to generate
profit, however the findings are in no way complete and it is recommended further
studies are conducted and the financial outcomes of actual implementation reported.
Nevertheless, the study provides insight, of which provide a greater understanding
of ARs profit generating potential, thus offering managers and practitioners to learn
from and share from the findings.
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An Ethical Perspective of the use of AR
Technology in the Tourism Industry

Jessica Saoud and Timothy Jung

Abstract AR technology is a technology which uses the technique of adding
digital content over the real world using computers and electronic glasses. As AR
technology could be the next technological revolution, now is the time for ethicists
to be more proactive in regards to the undoubtedly new ethical implications that
will follow. This proposal aims to highlight the importance of developing an ethical
framework specifically in regards to AR. It focuses on the merge of the physical and
digital world that AR technology brings, and certain ethical aspects in regards to
identity and communication, in relation to gamification and wearable computers.
The methodology draws in numerous Information and Computer Ethics frame-
works in order to compare, contrast and create new links. The pressure on uni-
versities to provide market-oriented courses and temptations of businesses to
provide profitable products has forced ethical aspects to take the side bench,
however previous research has shown that corporations that do include ethical
considerations are more successful in the long run.

Keywords Ethics � Augmented reality � Tourism industry

1 Introduction

According to Moor (2005, p. 111), “[t]he emergence of a wide variety of new
technologies should give us a sense of urgency in thinking about the ethical
(including social) implications of new technologies”. Although there has been a
steady rise in the interest of Information and Computer Ethics (ICE), this area is still
very much under-researched even with the sharp rise of new technological para-
digms and devices.
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This proposal aims to emphasize the importance of ethical discourse in regards
to technology, with an emphasis on Augmented Reality (AR) technology within the
tourism industry, mainly in the areas of education and heritage preservation
(Guttentag 2010). Through the analysis of literature relevant to AR, tourism and
ethics, and an evaluation of several ethical frameworks and approaches such as
ACTIVE Ethics, ETICA approach and Bernd Stahl’s approach of interpreting
emerging technologies, the proposal aims to highlight the need for a multi-level
interdisciplinary approach towards ICE. The methodological approach therefore
includes an in-depth research of ICE in order to develop interview questions aimed
at industry professionals and surveys aimed at industry professionals and tourists.

According to Viseu (2003), William Mitchell’s book ‘City of Bits’ (1999)
interpreted the connection between the physical and the digital world by providing
two phases of this relationship; The first phase, initiated with the rise of personal
computers, involves the “physical (being) pushed into the digital”, where the web,
“the world of bits” (Viseu 2003, p. 17), is a “lean-forward medium…where users
are (actively) engaged” (Nielsen 2008, p. 1). The second phase is one of ““func-
tionality without virtuality”, where the digital is being pushed into the physical,
creating artefacts whose ‘digitality’ is hidden” (Viseu 2003, p. 17).

Augmented Reality (AR) technology is an emerging technology that “deeply
changes the perceiving subject and the perceived object” as it “[introduces] new
objects in our world” (Liberati and Nagataki 2015, p. 136). This sort of ‘power’ that
comes along with this new technological ‘tool’ raises many ethical issues as the
“changing settings and practices that emerge with new computer technology may
yield new values, as well as require the reconsideration of old values” (Brey 2000,
p. 15).

According to Moor’s (2005) argument, ethical issues increase as the technology
increases through its development stages, and Brey (2012) agrees that “current
ethics…is insufficiently equipped to address the revolutionary changes…brought
about with new and emerging technologies” (p. 15). According to Dechesne
Warnier and Van Den Hoven (2013) the social and moral values need to be con-
sidered as AR technology is a socio-technical system embedded in social structures.
This is because it creates a type of cyberspace, a new “social world…global sim-
ulated environment accessible by an almost ‘transparent’ neural interface” (Shields
2003, pp. 51–52).

AR technology is an emerging technology that has already been put to use by
several IT companies worldwide in order to create technological artefacts for dif-
ferent purposes. The technology itself has been on the rise from the late 1990s
(Viseu 2003), however as predicted by James Moor in 20011 and Ivan Sutherland in
1968,2 new technological artefacts such as wearable computers are being tested and
produced. A device ironically made popular because of its under-rated introduction

1“Computing devices themselves may tend to disappear into our clothing, our walls, our vehicles,
our appliances, and ourselves” (Moor 2001, p. 89).
2A “head-mounted three dimensional display” (Sutherland 1968).
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is the Google Glass, a wearable computer powered by Android (Houghton 2013),
others include Microsoft’s HoloLens and Meta’s Space Glasses. Recent news
suggest a rumour that Carl Zeiss AG (The “German optics powerhouse”) and Apple
may work together to produce AR glasses (Rogowsky 2017).

AR—a subdivision of Mixed Reality (MR) (Heimo et al. 2014)—is defined by
Danado et al. (2003) as “a technology that allows the superimposition of synthetic
images over real images, providing augmented knowledge about the environment in
the user’s vicinity” (Jung et al. 2015, p. 76). It relies on the “fusion between
computer-generated information and ‘real world’ information… (to provide) new
ways to interact with the ‘real world’” (Viseu 2003, p. 20).

Ethics has been a key philosophical discipline since Socrates’ time, it is a study
carried through by “systematic theoretical reflection” of the “moral spiritual practice
of individuals and communities…” (Maxim 2014). Its main concern is the essence
of ‘Good’, which is an investigation of “the practical moral life”, hence why ethical
analysis deals with issues such as “freedom and responsibility (and) autonomy and
heteronomy”, as it perceives the “world as a whole…a synthetic conceptualized
theoretical discourse” (Maxim 2014).

2 Literature Review

The following theoretical literature review is developed according to similar themes
that have been found throughout the relevant literature—mainly in journals such as
Ethics and Information Technology and Journal of Information, Communication
and Ethics in Society. Beginning with a discussion regarding the concept of AR
technology, the review will follow with opinions and views of authors who criti-
cally assess the possible impact of this technology, scientifically and philosophi-
cally. The main ethical issues discussed will be in regards to an individual
perspective—Identity—and a social perspective—Communication. However,
because these concepts are inter-related, they will be explained together in relation
to two AR technologies—wearable computers and gamification.

2.1 Augmented Reality Technology

AR technology is the technique of “adding and supplementing digital content over
real world using computers” (Heimo et al. 2014, p. 1). As stated above, it is a
subdivision of Mixed Reality (MR) “which stands for mixing computer generated
content – a virtual world – into real world” (Heimo et al. 2014, p. 1). Viseu (2003)
explained that they provide the “wearers instantaneous and constant access to
information” (p. 20) such as “replacing a building with a virtual one that has existed
in the same location but was demolished years ago” (Heimo et al. 2014, p. 2).
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Floridi (2008) applied a new term for “the world of data, information and knowl-
edge…a new environment, the infosphere…” (p. 28).

Arguably this seems to be true, as “almost everyday papers report on new ethical
problems or dilemmas created by computer technology” (Moor 2005, p. 117).
Moor 2005, Brey 2012, Floridi 2008 have all argued in favour of ethical emphasis
in regards to technology development, stating that we need ethical approaches that
are better informed concerning new technologies and their social consequences.
Although there has been a rise in the interest in ICE, Tae Wan Kim’s and Kevin
Werbach’s (2016) article pointed that ethics is still under-theorized, because “the
technological novelty and rapid adoption of the practice have outstripped careful
consideration” (p. 161). Additionally, according to Søraker (2016) the games
industry evolves on a pace faster than the research conducted by academics, as the
latter requires more time to produce accurate results. Furthermore, Brey (2000)
highlighted that there is a need for “conceptual clarification” as he reflected Moor’s
point (1985), by stating that “the changing settings…that emerge with new com-
puter technology may…require the consideration of old values” (Brey, 2000,
p. 126). Richard Sclove (1995) added more emphasis and analysed them as “ele-
ments of social structures” (Brey 2000, p. 126) as they “help define or regulate
patterns of human interaction” (Sclove, p. 11), additionally according to Lurie and
Mark (2016) as “software systems affect the way people act and interact…the
system ultimately has an effect on values and social norms” (p. 425).

According to Viseu (2003) augmentation involves “a synergy with the body”
(p. 17), as the “interaction between individual agents and the social system in which
they are embedded” begins to change. AR artefacts alter “the way in which the
world is experienced [as] they mediate the wearer’s engagement with the world,
more intimately then before” (p. 24). These technological artefacts, once “consid-
ered (universal) tools” (Viseu 2003 p. 20) because of their logical malleability
(Viseu 2003; Moor 2001, 2005; Bao and Xiang 2006), are “no longer…tools and
will become ‘technological companions’”.

According to Moor (1985) “computer operations…to most people, are hidden
from view beyond their comprehension” (p. 272). According to Mitchell (1999),
this “functionality without virtuality”, is now extending as both the “artefacts [and]
digitality [are] hidden” (Viseu 2003, p. 17). Viseu (2003) argued that the “rela-
tionship between the physical and digital worlds is changing” (p. 17) as the world
seem to be shifting from VR simulation projects (“Replication and Separation”) to
AR augmentation projects (“Connectivity and responsiveness”) (Viseu 2003,
p. 18). She includes that although the relationship between those two worlds is
dynamic as it is “constantly being re-designed and re-conceived… [T]ension…
exists between those two worlds” (Viseu 2003, p. 18). This tension and mediation
discussed by Viseu will be further explained in the next part of the literature review.
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2.2 The Physical and Digital World

According to Huizinga (1949) “the merge between the real and the virtual creates a
‘magic circle’ whose rules supersede the norms of reality” (Kim and Werbach 2016,
p. 159). And according to Taylor (2009) “the boundary of [this] magic circle is not
always clear-cut; the “real” and “virtual” cannot always be easily separated” (Kim
and Werbach 2016, p. 159). This is because the augmentation “of the physical
through the digital… [creates] a new entity with its own specificities” (Viseu 2003,
p. 22) according to De Kerckhove (1995).

Although Floridi’s explanation of the infosphere suggests an ontological
framework that is different from the real world, Capurro (2008) suggests a
re-ontology of the “nature of the infosphere” because Floridi (1999) discusses
humans simply as a “bundle of information” (p. 53) and the infosphere as
“non-natural environment…[a] hyperreality…separated from…[the] ‘‘life world’’
(Capurro 2008, p. 170). Floridi’s view of the “Digital Divide (DD)” suggests a
dualistic approach towards explaining the mediation of real world and digital world
information, as opposed to a twofold approach whereby the user, according to
Viseu (2003) becomes a “hybrid actor…hosts the computational device [and]
simultaneously affects and [is] affected by both realities” (p. 18). What if, instead of
“de-ontologizing” the infosphere as Capurro suggest, we simply change perspective
and begin to look at the human body as the new dynamic infosphere?

This new internal-external infosphere will unsurprisingly have “implications for
identity and self-expression” (Jones 2016, p. 41) as communication will not
necessarily be made using our usual biological features, facial expressions, voice,
etc. The “autonomous agency of ICTs (may require us) to rethink our own
autonomy and thus our identity…a possibility that our view of ourselves will
change” (Stahl 2016, p. 150).

2.3 Identity and Communication

For the sake of this specific proposal, identity and communication will be analysed
in regards to two AR technologies, one being gamification artefacts and wearable
computers. McBride (2014) analysed identity as “concern[ing] a person’s concept
of who they are, the moral and social beliefs they embrace and how they relate to
others” (p. 32). Fearon and Latini (1999 and 2000) explained that identity “works at
a personal and social level” because according to Perry (2010) “our conception of
self is an internal cognitive function in which through…knowledge we build up a
picture of who we are” (McBride 2014, p. 33).

Social processes such as learning (Acquiring knowledge) requires communica-
tion (Pejoska et al. 2016). “What happens when two people talk? They engage in a
kind of dance. Their volume and pitch fall into balance and they fall into physical
and conversational harmony” (Gladwell 2000). Bjorn Myskja explains that

An Ethical Perspective of the use of AR Technology … 37



“non-verbal communication…may be essential to trust-building” as the “bodily
presence in the encounter appears to be essential for understanding the relation of
trust” (Ess and Thorseth 2008, p. 206). However online communication acquires a
“disembodied” character which can “degrade human communication” (Wolf et al.
2016, p. 220). According to McLuhan (1962) “the shift from oral and tactile cul-
tures to a literature cultures [allowed the individual to gain] a sense of perspective
and individualism, but lost a sense of identification with the world and his/her
community” (Viseu 2003, p. 24).

2.4 Gamification and Wearable Computers

Gamification is “the use of elements and techniques from game design in non-game
contexts” (Kim and Werbach 2016, p. 157). It “maintains the context of the
physical environment during the game-like activity” (Kim and Werbach 2016,
p. 159). An example of gamification using AR technology is “Pokémon GO”, a
game that “allows players to search for Pokémon, fictional animals derived from the
internationally recognized Pokémon franchise. The game uses geolocation to create
augmented reality…gaming scenarios for players” (Wagner-Green et al. 2017,
p. 35). According to Barfield and Caudell (2001), wearable computers, are “fully
functional, self-powered, self-contained computer(s) that [are] worn on the body…
[and] provides access…and interaction with information” (p. 6).

Both of these AR technological artefacts can have a profound effect on the user.
According to Anderson and Rainie (2012) “Digital games can…easily lead to
cognitive [and therefore] behavioural manipulation”. Sicart (2015) argued that
“gamification…diminishes self-reflection…[and] interferes with human flourishing
by introducing an artificial set of motivators” (Kim and Werbach 2016) (Catching
the Pokémon fictional characters for example). The player may “develop a fictional
moral psychology” (Bartel 2015, p. 292)3 as he/she can only act within the limits of
the game in order to win, “just as an actor can play the part of a villain” (Bartel
2015, p. 292), whether he endorses the actions or not. It arguably shapes “actions
without conscious rational consideration” (Kim and Werbach 2016, p. 164), such as
war games which include killing innocent “people”. Games like these show a
“moral indifference to fundamental human values like the sanctity of life” (Kim and
Werbach 2016, p. 160), and individual privacy. Using Pokémon GO once again as
the example, several articles were published about players being found in inap-
propriate locations such as cemeteries and mass-reflection cemeteries (such as
Auschwitz), a cliff (from where a user fell and passed away), a delivery room,
funerals, police stations and residential car parks. Not one, but two rather disturbing

3“An individual’s moral psychology is made up of all the cognitive apparatus – the concepts,
decision-making, strategies, heurists and affects – that are employed in her moral decision-making”
(Bartel 2015, p. 291).
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videos display a stampede of hundreds of users walking almost without any con-
scious while staring at their phones towards a “rare Pokémon”, in New York’s city
Central Park and Taiwan.4

In regards to wearable computers, these can create a “reduced sense of shared
experience” (Wolf et al. 2016, p. 220) between users and non-users. This is not the
first time social and psychological separation concerns in regards to technology
have been brought into light. According McLuhan (1962, 1964, 1988) argued that
“the human psyche and social complex is affected every time a new technology is
introduced…[as] a change in the ratio of senses..[is].. accompanied by a reduction”
(Viseu 2003, p. 24). As the body’s nature is changing and we are “augmenting
ourselves through this new digital prosthesis, what is being lost?” (Viseu 2003,
p. 24). Another factor that can lead to a separation is psychological, as “tradi-
tionally people in the same physical space shared similar…not identical Local
Space of Observations (LSO)” however, now if only one of two people owns a
wearable computer, “neither can assume similar LSOs…bringing different psy-
chological perspectives” (Wolf et al. 2016, p. 219). This raises the question as it
“becomes easier and more convenient to communicate with individuals that are
equipped with wearable computers, are all those who can’t afford it or don’t know
how to use it, going to be excluded [from groups and certain social gatherings?]”
(Viseu 2003, p. 24).

2.5 AR and Tourism

“Heritage sites have huge amounts of information. However, it can be difficult to
present this information in a compelling way” (Kysela and Storkova 2014, p. 929).
Certain data visualizations that AR can achieve such as “replacing a building with a
virtual one that has existed in the same location but was demolished years ago”
(Heimo et al. 2014, p. 2), allows a more “physically embodied construct of
learning” (Pejoska et al. 2016, p. 475) and hence more personally fulfilling learning
experiences.

According to tom Dieck et al. (2016), using AR applications “within art gal-
leries…has a number of benefits” (p. 1) as according to Cucchiara and Del Bimbo
(2014, p. 76) it has the potential of “seeing what your eyes cannot reach…”
(retrieved from tom Dieck et al. 2016, p. 1); it provides information about the
paintings that otherwise would not have been known or been easily accessible. “AR
is particularly valuable to the tourism industry because it can create an interactive
learning environment…and increase social awareness of the immediate surround-
ing” (Jung et al. 2015, p. 76). This brings out a positive effect as according to Bligh
and Crook (2015), Boys (2011) “learning theories commonly neglect spatial con-
text” (Pejoska et al. 2016, p. 475). AR applications have been “developed for

4https://www.youtube.com/watch?v=MLdWbwQJWI0 and (Bellware 2016).
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education in natural sciences”, however “applications for history and related
tourism remain outside the main concern of developers” (Kysela and Storkova
2014, p. 929). From a positive perspective “only those who are familiar with the
past can understand the presence and create a successful future…history can again
become a play…and search for new information” (Kysela and Storkova 2014,
p. 929), however there are concerns that teachers wouldn’t teach effectively
because they wouldn’t know whether the students are paying attention or not
(Choudhury et al. 2016).

3 Proposed Methods

According to Himma and Tavani (2008) “The field of information/computer eth-
ics…is becoming one of the most important fields of applied ethics” (Kernaghan
2014, p. 296). Applied ethics is “concerned with the study of morality in particular
domains of human practices” (Brey 2000). For Van Den Hoven (1997), it involved
the application of existing moral theories and principles to context-specific sce-
narios. The relationship between ethics and IT goes back to the 1940s for what is
now called Information and Computer Ethics (ICE). Computer ethics was devel-
oped in the 1970s and in the 1990s Luciano Floridi introduced Information Ethics.
Because we are now entering a domain on the basis that users will be receiving
information from wearable computers, I will be using the term ICE as Professor
Norbert Wiener’s examination of ethical issues in relation to technology, AI,
robotics, etc. at it seems relevant to the task at hand.

The methodology will begin with Moor’s three stages of a technological revo-
lution, and follow with an advantage that AR technology has in relation to tech-
nological revolutions. Certain epistemological issues that arise from the use of AR
technology will then be analysed. In order to evaluate the process of arriving to the
best methodology in regards to the research of ethics in AR, certain IT ethical
frameworks will be analysed in summary beginning with Value Sensitive Design,
followed by the ETICA project, ACTIVE ethics, RRI in regards to forecasting
approach, ethical technology assessment and anticipatory technology ethics (ATE).
Finally, Simon Jones’ ethical analysis framework will be analysed. The analysis is
in this order as each framework becomes more scientific and less speculative, as the
anticipatory technology ethics will combine all the strong aspects of the previous
frameworks, and Simon Jones’ framework will also work well with ATE.

According to Moor (2005) a technological revolution does not appear fully
developed as it matures in stages, however its impact and integration into society
will be major. Whether AR technology is going to be “revolutionary” in the sense
of having “significant social impact” is not yet definite, however Moor’s stages of a
technological revolution are relevant as AR technology is going through the first
one. The three stages are the introduction stage, permeation stage and power stage.
In the introduction stage “the earliest implementation of the technology are eso-
teric…only a few people are aware…but some are fascinated…integration into
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society will be normal”. The permeation stage is when “the technological devices
are standardized…more conventional…number of users grow…special training
classes…cost of application drops…demand for its use increases”. The final stage
—the power stage—is when “many understand how to use it…integration into
society is major” (Moor 2005, p. 112). Identifying these three stages is the initial
step of an ethical research framework of AR. However, instead of perceiving AR
solely as revolutionary, Moor’s stages should only apply as a guide, as Popper
(1945) “argued for what he called piecemeal social engineering, rather than revo-
lutionary social change…to proceed in small or limited steps and to learn from trial
and error” (van de Poel 2016, p. 670). This will help in applying a pro-active
approach in the aim to “reduce uncertainty in the early phases of technological
development” (van de Poel 2016, p. 669) as according to the European Group on
Science and Governance (2007) “we are in an unavoidably experimental state” (van
de Poel 2016, p. 671). Because the full impact of AR technology is not yet clear,
one epistemological issue faced is “the problem of uncertainty concerning future
devices, applications, uses and social consequences of emerging technology” (Brey
2012) as according to Sollie (2007, p. 299) “the unpredictable nature of societal
processes stem from social, economic, and cultural dynamics” (p. Another is the
issue of agency, according to Moor 2004; Dechesne et al. 2013; Wolf et al. 2016;
Kim and Werbach 2016 “developers bear responsibility” in regards to the usage of
the technology, however “developers of the technology can only to a lesser extent
be expected to anticipate values and social consequences of the use of technology”
(Dechesne et al. 2013, p. 178). This could be as according to Holland (2011) there
are “relatively low levels of moral judgement skills amongst computing students in
higher education, regardless of level, and despite exposure to computer ethics in the
curriculum” (Jones 2016). This proves that an ethical map or moral theory needs to
be constructed in order to provide “normative guidance to both scholars and
practitioners” (Kim and Werbach 2016, p. 161), as “teaching ethical theory is an
essential part of teaching computer ethics” (Staehr 2002, p. 15). Value Sensitive
Design (VSD), an approach constructed in the 1990s holds that “potential
computer-ethics issues would be preventable if…attention is directed at the very
beginning to avoi(d) harm to human values” (Kernagahan 2014, p. 302). Such
values include democratic values, ethical values, people and professional values. It
focuses on the “social” aspect of this socio-technical system (Dechesne et al. 2013).
The ETICA approach (Ethical Issues of Emerging ICT Applications), focuses on
the “ethical assessment of emerging ICTs” (Brey 2012). It is a good starting point
as it provides an abstract and general framework towards ethical analysis. Bernd
Stahl (2011) provided graphic discourses of ethical issues in regards to emerging
technologies. The defining features that he included of AR technology are physical
immersion, synthetic sensory stimulation, mental immersion of the user and
interactivity. Table 1 below features certain relevant social and socio-technical
implications of emerging ICTs from Brey’s analysis:

The table provided above and theoretical analysis given in Stahl’s research led to
another graphic analysis in which he provided certain categorisation of ethical
issues, below are certain examples from the one originally constructed:
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• Technical enablers
• Uncertainty of outcomes
• Ethical theories
• Conceptual Issues
• Role of humans
• Perceptions of technology
• Social consequences (ex. nature of society, culture, responsibility, ownership,

sustainability)
• Impact on individual (Treatment of humans, privacy, security, autonomy,

identity)

ACTIVE ethics was formed as a new version of the model PAPA which stands for
Privacy, Accuracy, Property and Accessibility. It is also a form of virtue ethics
which stands for Autonomy, Community, Transparency Identity, Value and
Empathy. “The possession of virtues enables actors to make reasoned decisions in
the face of ethical dilemmas” (McBride 2014). The analysis of such issues along
with rules-based approaches such as codes of conduct will assist in developing new
policies as according to Kant “laws are necessary to practice being moral” (Ess and
Thorseth 2008). According to the European Commission (2000, p. 3) “Europe
needs smart, sustainable and inclusive growth” (Stahl 2011, p.151). Innovation in
technology is an important aspect of the Digital Agenda for Europe (Stahl 2011),
which leads to Responsible Research and Innovation (RRI). “Ethical study of
emerging technologies is an important prerequisite for responsible innovation”
(Brey 2012, p. 307). Forecasting studies, “the uses and social consequences of”
technological devices is comprised of futures studies and technology assessment.
Futures studies is “the field that aims to study possible or probable futures” (Brey
2012, p. 307) and includes approaches such as the Delphi method which relies on
“consultation of experts in various fields”. Technology assessment is the study of
“new technology on industry”. The ethical technology assessment (eTA) “provides
indicators of negative ethical implications at an early stage of technological
development” by the “form of a continuous dialogue rather than a single evaluation
at a specific point in time” (Palm and Hansson 2006, p. 543) This is more relevant
as “ethics is an ongoing and dynamic enterprise” (Moor 2005, p. 118).

Table 1 Brey’s analysis of socio-technical implications of emerging ICTs

Emerging ICTs

Pervasiveness Power over users Natural interaction Direct link between
humans and machines

Embedded Control over your
body and mind

Context-aware Augmentation

Synthetic sensory
stimulation

Stimulate parts of the
brain

Interactivity Motor function

Virtualisation of
resources

Dehumanising factors Mental immersion
of the user

Adaptive
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Brey’s ethical approach is the anticipatory technology ethics (ATE) approach.
He breaks down his analysis into three stages, the technology, the technological
artefact and the application level. “Various objects of ethical analysis are defined” at
different levels. He initially applied the forecasting method o the technological
level, where “understanding of the technology is because acquired from engineers”.
Similar to the ETICA project, at the identification stage “description of the tech-
nology ae cross-references with ethical values”. “Ethical issues are either inherent,
consequential, or pertaining to specific risks”. In regards to the technology level for
example, an inherent issues is the manipulation of DNA and in regards to the
artefact level, a video game could be degrading human beings. Consequential relate
to the consequences of the technology or artefact. The application level deals with
different issues, namely “intended use, unintended consequences for users and
unintended consequences of non-user stakeholders”. He then includes a “design
feedback stage…responsibility assignment stage and governance stage”. This entire
approach is a “full-blown approach to RRI”.

While this methodology is extensive and includes elements from almost all the
ethical approach mentioned (VSD, ACTIVE and ETICA), an additional framework
can be added in order to get stronger results. Simon Jones (2016) recommended five
stages that need to be completed in order to reach a result of ethical analysis:

• Identify a particular ethical dilemma.
• Analysis of specific technologies and the social context of their design

deployment and use.
• Values and principle at stage are identified in order to understand the “bigger

picture”.
• Consideration of laws.
• Practitioner moment whereby the implications are followed through for pro-

fessional practice.
• Assessment and evaluation of potential solutions

During the initial levels the theoretical aspects of the projects can be done through
secondary research, however the steps after will require working alongside scientific
experts and also social scientists (Brey 2000). Primary research will be in the form of
surveys and interviews directed at industry professionals (software developers and
IT businesses) in order to understand their priorities and align them with
context-specific ethical issues. Whether the final result is reached by building a more
comprehensive framework or checklist will be more clear as the research continues.

4 Limitations and Further Research

Forecasting studies can be speculative without a comprehensive and systematic
global ethical system (Brey 2012). According to Jones (2016) there is no
stand-alone theory that will be comprehensive enough to tackle every single
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modern ethical dilemma. However, as mentioned previously ethical studies is a
“dynamic enterprise that continually requires reassessment of the situation.” (Moor
2005, p. 118) and “the target is to achieve a breakthrough in introducing new
principles and concepts, to create a new beginning” (Bao and Xiang 2006, p. 43).
What if, Moor’s According to Brey 2000, Moor 2005, Jones 2016, a
multi-dimensional framework is needed to build a comprehensive framework. More
research can be conducted in regards to the ontology of Information Ethics and
Communication Ethics, AR Reality bioethical issues, AR Tourism, AR Education,
AR Health, etc. Additionally, a look into Husserl’s phenomenology in regards to
horizons (Inner, Outer and World) and how traditional and technological glasses
mediate our perception will also assist in building a clearer picture in regards to the
wide application of AR technology. This area is very much under-researched and
could allow a revival of philosophy and philosophical ethics specifically as the
world moves into new forms of interaction and sensory enhanced spatial locations.

5 Conclusion

“[T]he emergence of a wide variety of new technologies should give us a sense of
urgency in thinking about the ethical (including social) implications of new tech-
nologies” (Moor 2005, p. 111). We need to be more proactive and less reactive in
doing ethics, as technologies such as gamification and AR are still
“under-theorized…” (Kim and Werbach 2016). The aim was to highlight how a
merge between the physical and digital world will create a “magic circle” where the
rules are not the same, requiring changes or perhaps additions to our ethical concepts
and moral codes. Identity and Communication were the concepts analysed in regards
to ethical studies and were related to AR technology by analysing the inter-dependent
relationship between the concepts and two AR technologies, wearable computers and
gamification technology. The methodology discussed with Moor’s three stages of a
technological revolution and epistemological issues that arise from the use of AR
technology. Certain IT ethical frameworks were analysed in summary beginning with
Value Sensitive Design, followed by the ETICA project, ACTIVE ethics, RRI in
regards to forecasting approach, ethical technology assessment, anticipatory tech-
nology ethics (ATE) and Simon Jones’ ethical analysis framework will be analysed.
“The temptation to improve the statistical side of business…could overcome themore
ethical actions”, however “corporations promoting their ethical actions tend to fare
better than corporations that do not” (Heimo 2014). Philosophers and industry pro-
fessionals need to find common ground in order for moral theories to be developed
exclusively to the subject/object at hand, and be proactive instead of reactively trying
to fix avoidable accidents.
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Augmented Reality Adoption by Tourism
Product and Service Consumers: Some
Empirical Findings

Azizul Hassan, Erdogan Ekiz, Sumesh S. Dadwal and Geoff Lancaster

Abstract There are evidences that, tourist adopt Augmented Reality (AR) for
purchasing tourism products and services. Few holiday operators make this tech-
nology available for their customers. Arguably, AR as innovative technology
supports tourists in pre, during and post-holiday mode and offer them better
experiences. As far as, AR turns into an important research area, very few known
studies are conducted. Thus, on the empirical ground, this study aims to bring out
factors of AR adoption by tourists. Findings classify two different factor sets:
positive factors of AR adoption by tourists and negative factors of not adopting AR
by tourists. Innovativeness and user-friendliness features appear as the dominant
reasons and positive factors of AR adoption by tourists while availability issue and
technological issue appear as the negative factors of not adopting AR by tourists.
This research offers some theoretical and managerial implications and thus a unique
contribution to the limited knowledge of responsible factor studies of AR adoption
by tourists.
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1 Introduction

Augmented Reality (AR) is arguably becoming popular among tourism product and
service consumers. This growth of AR is rather an example where innovative
technological advancements are fueled by the unprecedented acceptance of the
Internet. The adoption of AR is the positive outcome of wearable and handheld
devices. Thus, AR adoption is sharply facilitated by wearable and handheld devi-
ces. There are some factors that allure tourism product and service consumers to
adopt AR. Some of these factors are positive that supports the adoption of AR
tourism product and service consumers where some factors are negative that lead to
not adopting AR. However, from the consumption context, AR can hardly be
featured as the most trouble-free and updated technology. Thus, there is a necessity
to outline these positive and negative factors of AR adoption by tourism product
and service consumers. Based on theoretical suppositions of both AR specific and
general theories of technology acceptance/adoption, this research aims to bring out
the key factors of AR adoption by tourism product and service consumers. This
study then determines a series of factors appear into two distinct forms: positive
factors and negative factors. AR as a valid research topic is explored in some
relevant research works: AR application in museums, parks and heritage sites (Jung
et al. 2015); tourism education (Hassan and Jung 2016); visitor management in
tourism destinations (Hassan and Ramkissoon 2017); tourism marketing (Hassan
and Rahimi 2016; Dadwal and Hassan 2015); tourism destination promotion
(Hassan and Shabani 2017). However, a knowledge gap exists in the particular
research area of positive and negative factor determination of AR adoption by
tourism product and service consumers. This research area is yet to draw attention
of researchers and scholars to contribute to narrow the identified knowledge gap
justifying to conduct this research. This study along with the other on-going
research (Hassan et al. 2017) is a constructive contribution to the limited literature
of factor determination of AR adoption.

2 Literature Review

Literature studies show that, AR as an innovative technology has found its place
mainly in scientific research. However, this is also evidenced that, AR is valid
research topic both in the tourism industry and tourism literature but rather in a very
narrow space. There are also evidences that, AR is adopted by tourism product and
service consumers. On the contrary, there are also evidences that, AR as a tech-
nology has some issues that hinder its wider adoption.
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2.1 AR and its Adoption in the Tourism Industry

In real time, AR integrates digital information with the user’s environment (Dadwal
and Hassan 2015). Both AR and VR are arguably adopted by tourists if they are
attached to specific tourism product or service offers. In terms of feature analysis,
AR offers a bit dissimilarity with Virtual Reality (VR). AR uses the present envi-
ronment and overlays newer information on top of it where VR creates a fully
artificial environment. The growth of both VR and AR is the result of Global
Positioning System (GPS) that is made compatible with Smartphone devices to
support and enhance AR usability. The unprecedented development of mobile
telephone and handheld computing technologies result more adoption of AR. Also,
increasing use of Smartphone expands the scope of AR adoption by tourism pro-
duct and service consumers. They can access AR in Smartphone devices where this
technology can direct them to local tourism amenities with the support of GPS. In
the most recent time, AR as an innovative technology experiences popularity for its
capacities to offer enhanced and positive experiences with the support of mobile,
handheld and wearable devices (Jung et al. 2015). This popularity dates to the
historic background of AR. According to Henderson and Feiner (2007), the
development of AR is initiated in 1990. Boeing researcher Thomas Caudell notifies
that, Augmented Reality illustrate head-mounted displays that the electricians used
to apply to assemble complex wiring works. The very early commercial use of AR
as a technology was the yellow ‘first down’ line. This line appeared in 1998 in
televised football games. Accordance to Layar (2016), Google glass is probably the
most notable and well-known example that brought AR for use by the general
consumers. This glass is also accepted by tourism service and product consumers.
In later stage, the use of AR expands to many other areas as: healthcare, public
safety, marketing and tourism.

2.2 AR Adoption Factors Generated from AR Specific
Theories

AR specific theories are very limited in number making the sufficient factors
determination difficult. According to Rauschnabel and Ro (2016), ease of use,
functional benefits and social norms are some factors of AR adoption where Chung
et al. (2015) believe that, technology readiness, visual factor of AR and situational
factor are few factors. Factors as personalised service, content, system quality affect
users’ intention and satisfaction are identified by Jung et al. (2015). In addition,
Leue et al. (2014) find out high quality information, enjoyable features and content,
perceived benefits, cost benefits and innovativeness. On the other side, tom Dieck
and Jung (2015) identify personal innovativeness as factor of AR adoption. In
principle, AR specific theories are largely indebted to conventional technology
acceptance theories as (Table 1):
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2.3 Reasons of AR Adoption Generated from Existing AR
Literature

To find out reasons and positive factors of AR adoption and negative factors of not
adopting AR adoption tourism product and service consumers, researchers are
diverse in their arguments because of limited AR literature. Few of such literature
studies claim that tourism product and service consumers adopt AR for purchasing
a tourism product or service. However, the exact reasons and positive factors of AR
adoption and negative factors of not adopting AR adoption still remain unclear and
unexplored. However, researchers have determined few reasons and positive factors
of AR adoption.

Researchers opine that, reasons for AR adoption are diverse. According to Smith
(2010), there are two such reasons as: first, AR can ensure success in new mar-
keting campaigns; and second, easier access of AR through handheld/mobile
computing devices. Larkin (2011) defines the reasons of AR adoption as: similarity
with Virtual Reality (VR); user perception enhancement in a real-world environ-
ment; more opportunities generation for marketers; and information displaying or
messaging is user-friendly. Hopkins (2009) argues that, the reasons to adopt AR
are: it is simple and a user can adopt AR easily by turning on the
Smartphone/computing device or pressing a button. AR is beneficial as users can
see space and people around them by using the ‘sensed’ mobile device. Also, AR
can offer location-based information for general users. Spillers (2009) defines
several specific reasons of AR adoption as: this technology is mobile phone device
supported; capable to enhance mobile device user-experience; able to meet cus-
tomer expectations by using mobile phone or computing device; AR is simple,
helpful and offers convenient just-in-time information. On the other side, Sykes
(2013) argues that, AR technology is adopted because, AR delivers design inter-
active experiences; AR is supported by mobile phone devices and AR is capable to
create place-based interactions.

Table 1 The summary of Technology Acceptance Theories

1. The Diffusion of Innovations
theory (Rogers 1962)

2. The Technology Acceptance Model (Davis 1986, 1989; Davis
et al. 1989); with derivatives, as:

i. The Technology Acceptance Model 2 (TAM 2) (Venkatesh
and Davis 2000);

ii. The Technology Acceptance Model 3 (TAM 3) (Venkatesh
and Bala 2008);

iii. The Unified Theory of Acceptance and Use of Technology
(UTAUT) (Venkatesh et al. 2003);

iv. The Task Technology Fit (Goodhue and Thompson 1995);

v. The Technology Readiness Index (TRI) (Parasuraman 2000);
and

vi. The Technology Readiness and Acceptance Model (TRAM)
(Lin et al. 2005; Walczuch et al. 2007)
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Jackson (2014) believes that, AR is adopted for a series of reasons as: AR
ensures a better return from business enterprises; AR combines traditional retail
experiences with e-Commerce; AR introduces stronger and active branding cam-
paigns; AR helps to navigate and cover wider areas of a business organisation; AR
ensures both brand trust and brand loyalty; AR adoption offers more information to
improve shopping experience; AR visualises real-time product or service catalogue;
AR creates more selling opportunities with 3D product view support; AR positively
supports customers; AR allures and encourages potential customers to buy more
services and products. Johnson (2015) states some reasons to adopt AR as: AR has
capacities to be merged with digital and print media; AR is an interactive tech-
nology to help tourist attractions, destinations and museums; AR obviously helps
navigation and transportation; AR offers better retail experiences and AR is com-
patible with Google glasses. Also, Lord (2012) believes that, AR is supportive to
Google Glass. In addition to this, Lord (2012) believes that, there are some reasons
to adopt AR as: AR is friendly and fully compatible with Smartphones; AR can
produce geo-location based information; AR is not a gimmick and thus replaces
gimmicky apps and on top of all reasons, AR is an elusive app.

From an industrial context, the reasons to adopt AR are more application
focused. A number of reasons are identified by Total Immersion (2016) as: AR is a
virtual support for industries; AR appears with elaborated real-time information of
relevant business areas; AR offers immediate benefits to industrial users; AR
technology delivers unforgettable experiences to its customers promoting brand
image; AR can create interests in consumers to purchase a product or service; AR is
interactive and offers both relevant information and direction to purchase a product
or service; AR turns a general user into an active user of a product or service. On
the other side, Augment (2016) spots some reasons to adopt AR as: AR is capable
to make eye-catching presentations and advertisements; AR assists in interactive
learning; AR is user-friendly that requires less expensive and portable learning
materials; AR holds a better or higher retention rate and AR nurtures intellectual
capacities of the customers. Pauley (2016) believes that, AR is a sort of experiential
marketing. Pauley (2016) determines some reasons to adopt AR as: AR is mas-
sively expanding with the support of 3D touchscreen technologies; AR allows
customers getting a solid position in a business environment that is immersive; AR
offers memorable experience for the customers; AR is an innovative and high-tech
technology to ensure digital interactivity for the customers; AR transforms complex
information into easier and more accessible for customers; in principle, AR is a
futuristic technology that makes a product or service as eye-catching; finally, AR
makes visual contents to be translated into many other languages and making them
more accurate and consistent.
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2.4 Positive Factors of AR Adoption Generated
from Existing AR Literature

Researcher like Smith (2010) identifies uniqueness or difference, personalisation
and increased content as positive factors of AR adoption tourism product and
service consumers. Also, interactivity capacities with viral loop of AR is also
defined as the positive factor of AR adoption (Smith 2010). Another researcher
Hopkins (2009) identifies few positive factors of AR adoption as: improved mobile
usability, redefined mobile technology experience, revolutionised experience,
interface technique and enriched usability. Regarding positive factor identification
of AR, the contribution of Larkin (2011) is notable as some key factors are emerged
as: better personal experience, interactivity advantage, a new media platform, a new
virtual sphere, a new sphere of opportunities, social media compatible, virality and
visualised catalogue.

2.5 Negative Factors of not Adopting AR from Existing
AR Literature

In terms of negative factors of not adopting AR by tourists, researchers show some
specific factors that can be termed as negative. According to Larkin (2011),
uncertainty about fully taking off is the key negative factor. Also, Andy (2014)
argues that, poor performance on low spec mobile device, integration failure,
limited scope of image recognition and gimmick are some negative factors where
Pauley (2016) identifies technological similarity as the basic negative factor.
Hopkins (2009) argues that, unexplored capacities of AR, privacy issue and
restricted use for general people, narrow contents of AR are some major negative
factors of not adopting AR. On the other side, researcher like Dribble (2014) opines
that, disturbed binocular vision of depth perception, cartoonish image, limited use
in movies, glitchy imaging, problematised object recognition and conflict with
animation, disturbed compatibility with Smartphones are some negative factors of
not adopting AR by tourism product and service consumers.

3 Methodology

3.1 Cases Under Investigation

Three holiday operators are selected as cases for this research as: Virgin Holidays,
Kuoni Travel and Thomson Cruises. One of the key reasons for such case selection
is that, customers of these holiday operators are given access to AR. Virgin
Holidays, Kuoni Travel and Thomson Cruises have evidences to support their
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customers by making innovative technologies as AR readily available. These three
holiday operators also have a considerable customer base from diverse back-
grounds. Virgin Holidays, Kuoni Travel and Thomson Cruises bring AR in their
marketing campaigns.

Butler (2013) informs that, Virgin Group formed Virgin Holidays in 1985 in the
United Kingdom having it’s headquarter in the ‘Galleria’ in Crawley. Owned by Sir
Richard Branson, this company is considered as one of the most successful
long-haul scheduled tour operators based in the UK. Virgin Holidays also has
partnership with more than 100 retail operators including Sainsbury’s, Tesco,
Debenhams, House of Fraser, Morrison’s and many others. Virgin Holidays
employs Aurasma, one of the most updated AR providers for bringing holiday retail
experience to their customers. This holiday operator launches an app that allows
customers for researching holiday destinations and thus making purchases (Virgin
2016). Technologically, this AR app functions on the brochure after placing on a
specific destination. This app is said to be the first of its kind that is made available
on iPhone for free downloading. After opening this app, a loading screen greets the
viewer and allows them to see Virgin Holiday retail interiors. Users are then
directed to AR functions and can browse holiday destinations and latest product or
service offers. This app is activated by using the iPhone’s in-built camera after the
device is positioned at a specific place. For example, if the device is placed on the
cover of a brochure, the brochure is seemed to have opened with a video of that
specific destination on the screen. The customer is then moved to a specific des-
tination when it is made lively. This is supported by sound and movement that are
otherwise impossible in a conventional 2D brochure.

Anandan (2009) notifies that, the operational headquarter of Kuoni Travel is in
Dorking after acquisition of Challis and Benson Limited in 1966. However, Kuoni
Travel is originally established by Alfred Kuoni in 1906 in Zurich (Bywater 2001).
After its establishment, Kuoni Travel is expanded within diverse geographical
locations in the world turning it into a global brand. At present, this is world’s one
of the leading travel companies with more than 11000 employees and has business
operations in resorts, hotels, package holidays, tailor-made holidays, cruise liners
and many others. Kuoni Travel is the United Kingdom’s leading tourism operator
that has applied AR in its press advertising and magazines. Kuoni Travel is col-
laborated by Aurasma, an AR specialist that made AR available for Kuoni Travel
customers. Kuoni Travel customers can view Kuoni Travel service or product offers
on their Smartphone or iPad. This technology is supported by AR with image
recognition technology. Online displays and advertisements of Kuoni Travel are
made artistic and lively. Considering customer demands, Kuoni Travel website
creates more than 240 diverse messages for its customers. These messages appear
during the time customers are live on Kuoni Travel website for a booking holiday
or making a tourism product or service purchase. AR app of Kuoni Travel aligns
with a brand slogan ‘Requested by you…Crafted by Kuoni Travel’ a part of this
holiday company’s integrated marketing campaign (Kuoni Travel 2016). The
application of AR by Kuoni Travel manages to grab attention of increased number
of customers with more sales.
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Thomson Cruises is operated by Thomson that offers cruises across Europe with
ships from Royal Caribbean International, Louise Cruise Lines and Holland America
Line. Thomson Cruises was founded in 1973 and primarily entered the cruise market
in the same year. However, suffering from rising fuel price issue this venture is
terminated in initially in 1976. Later in 1995, Thomson reinitiated this cruise line.
This is currently part of the TUI Group as a UK based cruise holiday operator.
According to Cruise Market Watch (2017), in 2015, the world-wide cruise holiday
industry is calculated as a US$39.6 billion industry (a 6.9% increase from 2014)
carrying 22.2 million passengers (a 3.2% increase from 2014) where the market
share of Thomson Cruises in 2015 is 1.8% of this industry and 1.3% of these
passengers. This brand of Thomson Cruises with other TUI owned travel operators is
expected to be phased out in 2018 and will operate under the single name of TUI.
Mann and Ibrahim (2005), Thompson and Martin (2005) believe that, Thomson
Holidays became the pioneer in business-to-business online shopping in 1981.
Thomson launched its first Internet site for their Portland Holidays brochure on 19
October, 1995 (Debbage and Ioannides 2005). There is evidence that, Thomson
Cruises applies AR for their customers. According to Thomson (2017), Thomson
Cruises introduces AR brochures considering the sharp rise of holiday bookings
using Smartphone, tablet or handheld computing devices. Thomson Cruises finds a
unique way for bringing its ships alive and showcase the life aboard. To do this, an
innovative technology as AR is embedded in its conventional brochure pages to
modernise its customers’ research experiences. Supported by AR, few photographs
as seen on the latest Thomson Cruises’ brochure brings to life having 6 films. Such
films present classy gourmet dining and entertainment selections on board. These
also highlight the Platinum offers on board Thomson Celebration and Thomson
Dream followed by introduction of the Customer Operations Director of Thomson.
For accessing such hidden footage, tourism product and service consumers are
required to download the free Aurasma App as available from the Google Play and
App Store. Then they have to search for, select and follow Thomson Cruises. By
placing the Smartphone, tablet or handheld computing devices over specific images
as recognisable through an icon on the brochure, the ships come alive. This offers
tourism product and service consumers a real feel for their desired holiday that they
wish to book. Thomson UK is headquartered in Luton of England. In the most recent
time, Thomson is doing online business as well for retaining a major share in the
high-street travel agency business (Canwell and Sutherland 2003; Needle 2004).

3.2 Research Design

To generate primary data, 20 face-to-face interviews are conducted supported by
open-ended and informal discussion with target respondents. A semi-structured
questionnaire is used for the purpose. Respondent selection is based on purposive
sampling because of the nature of this research. For interview, respondents having
prior knowledge in AR and loyalty for the selected holiday operators are selected.
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This is to avoid risks of lack of knowledge about an innovative technology as AR.
Adoption of this technology require specialised knowledge that general tourism
products and service consumers might not have and thus purposive sampling is
followed. The respondent profile is followed:

3.3 Data Collection

Main sample respondents of this research are customers of three selected holiday
operators (i.e.: Virgin Holidays, Kuoni Travel and Thomson Cruises) are the
respondents. These sample respondents are identified through careful selection and
purposive sampling. In this research, careful attention is paid to respect business
policy secrets and sensitive data are not disclosed of any of the 3 holiday operators.
However, for the sake of keeping business policy secrecy, the researcher is not
granted to make face-to-face visits with any official of the 3 holiday operators. The
researcher is not allowed to access to the head office of any of these holiday operators
to conduct formal or informal interviews even after several attempts. However, very
generic information are passed over the telephone conversation with responsible
officials of these holiday operators. Keeping in mind about such limitation, data
collection is designed inmeaningful and achievable ways that involved the customers
of these holiday operators where the research only covered consumption/adoption
side of AR. Selected stores of Virgin Holidays and Kuoni Travels both in and around
London are targeted as the location for data collection. On the other side also, selected
stores of Thomson in and around London are targeted for Thomson Cruises cus-
tomers. This is because both in-land and cruise ship holidays of Thomson are found
booked from these stores. Having verbal consent of the store management of these
selected stores, only loyal customers of these holiday operators are selected having
prior knowledge in AR. These respondents are approached for data collection on their
way back from these stores. Thus, no interruption in day-to-day business activities in
these stores are made. Respondents are clearly asked the reasons and positive factors
of AR adoption with negative factors of not adopting AR. This is supported by
open-ended discussions. Maximum length of these interviews are 10 min that is
considered as sufficient to reach data saturation covering necessary data and infor-
mation. The interviews are taken in person and audio-recorded. In addition, to collect
secondary data, both online and offline resources including tourism industry reports
are used. These 3 holiday operators are evidenced to allow their customers to adopt
AR for marketing purposes.

3.4 Data Analysis and Interpretation

Collected data are self-transcribed. This offers the researcher to properly bring out
the contents of these interviews. The researcher listened to each of these interviews
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for several times and then transcribed manually. Data analysis follows qualitative
approach with an aim to make non-technical readers understand research findings
easily and comprehensively. Thus, data analysis also avoids excessive use of
technical terms and made clear explanation of any technical term used. Data
analysis in this research has not involved any rigorous statistical analysis. However,
findings of this research actually lead to further research with complex statistical
analysis through using updated data analysis software (Table 2).

4 Findings and Analysis

Findings are presented in a more explanatory and analytical manner for general
readership. Findings outline tourism product or service consumers are becoming
more technology savvy relying more on updated technologies that are innovative.
AR is an example of such innovative technology. On the other side of AR adoption,
all respondents mentioned Virgin Holidays, Kuoni Travel and Thomson Cruises are
the leading AR user in the United Kingdom for serving tourism consumers.

4.1 Reasons of AR Adoption by Tourists

Innovativeness appear as key reason as stated by respondent 11, ‘innovativeness
and service features are the main reasons to adopt AR’. Also, respondent 16 states
that, ‘innovativeness and uniqueness are the two basic reasons and positive factors
to adopt this technology’. Respondent 1 identify a couple of specific reasons of AR
adoption as, ‘AR accommodates hidden reality that is exciting and AR is thrilling at
the same manner’. In the almost related statement, respondent 2 says, ‘AR is
interesting and learning as well’. In another statement respondent 7 opines that,

Table 2 Respondent profile table

# Gender Age Customer of # Gender Age Customer of

R01 M 20–30 Virgin Holidays R11 M 50–60 Kuoni Travel

R02 F 30–40 Kuoni Travel R12 F 40–50 Kuoni Travel

R03 M 20–30 Virgin Holidays R13 M 50–60 Virgin Holidays

R04 F 30–40 Kuoni Travel R14 F 30–40 Kuoni Travel

R05 M 50-60 Virgin Holidays R15 F 50–60 Virgin Holidays

R06 M 30–40 Virgin Holidays R16 F 30–40 Thomson Holidays

R07 F 20–30 Virgin Holidays R17 F 20–30 Thomson Holidays

R08 F 30–40 Thomson Holidays R18 M 40–50 Kuoni Travel

R09 M 50–60 Kuoni Travel R19 M 40–50 Kuoni Travel

R10 F 30–40 Thomson Holidays R20 M 30–40 Kuoni Travel

56 A. Hassan et al.



‘I think acceptance possibility and reduced complexities are the two basic reasons
and positive factors’. Respondent 8 has almost similar opinion as, ‘AR is reliable
and AR is a valid technology’.

Usability comes as the next reason as, respondent 10 mentions that, ‘AR is
mainly used because, this is user-friendly and mobile phone usable and the user
does not have to open my laptop every time to use AR’. Also, respondent 18 says
that, ‘AR is designed as capable to produce a good picture of the desired destination
that a respondent wishes to visit’. On the other side, respondent 19 informs that,
‘AR is easy to use and offers huge information’. In a similar manner respondent 20
shows that, ‘easing off difficulties that a consumer normally faces to purchase a
product or service is the reason to adopt AR’. Another respondent 15 stresses on
that, ‘AR is useful and effective in making a consumer to purchase a specific
tourism product or service’. Respondent 13 particularly mentions its usability and
eagerness to try a new technology. On the almost same position, respondent 17
mentions that, ‘interest creation capacities and attractiveness of this technology are
reasons and positive factors for using it’. Other respondent 6 asserts that, ‘assessing
the impacts of a newly introduced technology is the other reason to adopt AR by
tourists’. This respondent believes that, as a new technology, AR can really benefit
and uplift customers perceived expectations to a higher level to adopt this tech-
nology. Thus, respondent 12 thinks that, ‘consumer expectations and aspirations to
use a new technology are the vital reasons and positive factors’. Respondent 14 also
believes that, ‘AR as playful enjoyable and competitive to use to serve a purpose’.

Better content is the other reason to adopt AR by tourism product and service
consumers as mentioned by respondent 5, ‘contents of AR find an accepted position
among the tourists’. This respondent also states that reasons and positive factors of
AR adoption are contents and interactiveness. In addition, this respondent believes
that, the contents of AR can be diverse accommodating many aspects while the
interactiveness feature is also great, to some extent.

There are also some other diverse features of AR appear as reasons categories of
R adoption by tourists in respondent statements. Respondent 3 coins that, reasons to
adopt AR are: first, it offers a pleasant purchase journey and second, it offers
personal experiences. In addition, lack of available technology to replace AR
appear as the response as respondent 4 answer that, the dominant reason to use AR
is the lack of effective technologies to help a tourism product or service purchase.
Also, respondent 9 answers that, lack of effective and applicable technology are the
reasons for AR adoption by tourists.

4.2 Positive Factors of AR Adoption by Tourists

Innovativeness feature of AR appears as the specific positive factor for its by
tourism product and service consumers. Supporting this positive factor, respondent
11 says that, ‘I would mention two features as: innovativeness and service features’.
Also, respondent 16 mentions that, ‘the very generic advantages of AR are:
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innovativeness, uniqueness; and faster popularity’. In the same manner respondent
7 accepts that, ‘this technology can be well accepted and can be readily available’.
In addition, respondent 8 suggests that, ‘I should say the two very important
advantages of AR are reliability and validity of this technology’. Following inno-
vativeness feature of AR, respondent 15 mentions that, ‘AR is helpful but many
consumers need to know that, AR needs to be granted as useful and general
consumers should be aware about that’. Based on innovative features of AR,
respondent 18 says that, ‘AR can create a perceived image and can help to create a
positive impression about a destination’.

Usability feature is the other positive factor found to adopt AR by tourism
products and service consumers. This is stated by respondent 19 as, ‘AR is easy to
use and can accommodate a wide range of information’. Also, this respondent
believes that, this technology is effective and usable. Also, respondent 13 coins that,
‘from experience, I would that, better usability and effectiveness are the positive
factors to adopt AR’. Stressing on trouble-free usability feature of AR, respondent
20 mentions that, ‘the best advantage of AR is its capacity to ease off most of the
troubles and difficulties related to time, costs and efforts’. Similarly, respondent 20
says that, ‘the two advantages of AR as found are user-friendliness and easy to use’.
According to respondent 4, ‘I have found AR as promising and able to fill the
existing gap of an effective technology. This technology helps a lot to allow con-
sumers have a good product or service purchase’.

Several other factors are also mentioned by the respondents. Respondent 5
indicates that, ‘wider range of contents and interactivity are the two basic advan-
tages of AR’. Respondent 12 points that, ‘this technology is capable to meet
demands of tourism consumers where the expected performances are matched to
their desired benefits’. On the other side respondent 14 mentions that, ‘three basic
features: playfulness, enjoyable and competitive are the key positive factors to
adopt AR by tourism product and service consumers’. Experience generation is the
other positive factor as explored by respondent 3 and this respondent states that,
‘AR is capable to offer pleasant purchase experience’. This respondent also says
that, ‘this technology can generate memorable personal experiences’.

Feature of AR is found as interesting in the statement of respondent 1 as, ‘with
hidden reality, this technology is exciting and thrilling’. This respondent believes
that, this is a technology that would benefit tourism consumers in a great way.
According to respondent 2, ‘AR is a technology that makes a product or service
purchase interesting. This technology is a learning experience at the same time’. On
the other side respondent 6 mentions that, ‘AR is a new technology having diverse
features where customer views and ideas about this technology are also positive as
far as understood’. Respondent 17 argues that, ‘some consumers have more
interests in using AR’. Reasons and positive factors of AR adoption by tourists
generated empirically are symmetrical to literature based reasons and positive
factors mainly indebted to Augment (2016), Hopkins (2009), Sykes (2013), Jackson
(2014), Johnson (2015), Larkin (2011), Lord (2012), Pauley (2016), Smith (2010),
Spillers (2009), Total Immersion (2016).
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4.3 Negative Factors of AR Adoption by Tourists

Availability issue appears as the negative factor of not adopting AR by tourism
products and service consumers. In the statement, respondent 19 says that, ‘in many
cases, consumers are not fully aware that, AR is so easy to use and contains so
much information and consumers need to know about it’. Likely, respondent 12
mentions that, ‘in many cases, people expects too much from a new and innovative
technology’. This respondent doubts that, AR can hardly be able to meet such
expectations as in some cases, this technology may have limitations. Also,
respondent 13 argues that, ‘some features of this technology require adequate
knowledge in computing and in some cases, these can turn as disadvantages’.
Respondent 8 insists that, ‘AR still needs to be familiarised as a reliable and valid
technology where many people need to know about it’. Respondent 9 stresses that,
‘the basic disadvantages of AR are its less publicity and less attractiveness and
people know very little about it’. Similarly, respondent 17 says that, ‘the two basic
disadvantages of AR that, I can mention are: it is promising but still unable to
attract massive number of consumers to adopt it and this is a disadvantage. Thus,
AR can manage to attract only selective consumers having access of the Internet’.
In a related manner respondent 6 highlights that, ‘the very key disadvantage of this
technology as believed is its unavailability and this technology is not yet fully
available where some of the features are quite difficult to understand making this as
widely complex for non-technical users’. Respondent 15 finds that, ‘the great
disadvantages as found from using AR are: common consumers do not often know
that, this technology really helps’. On the other side respondent 16 finds that, ‘the
basic disadvantages of AR are: its less advertisement and consumers yet to know
about this technology benefitting them in great ways’. Also, according to respon-
dent 11, ‘this technology needs to be readily available and till now it is less
available to common tourism consumers’.

The other negative factor of not adopting AR by tourism product and service
consumers is the technological issue as mentioned by respondent 5, ‘as in some
cases, AR can be a bit complex and misunderstood by tourists and this technology
requires expertise in some cases that tourists may do not have’. Supporting this
statement, respondent 1 mentions that, ‘bringing reality in digital format is a
complex and difficult matter to consider and in this regard, some tourism consumers
may not find AR as heavily interesting’. Also, according to respondent 10, ‘some
people cannot download this technology in an easy manner due to technological
difficulties and that can be the crucial disadvantage of AR’. On the almost similar
opinion respondent 3 argues that, ‘while making personal experiences, consumers’
personal aspects become issues and personal artefacts can be disclosed in some
cases and this is the key disadvantage of this technology’. This respondent also
believes that, ‘this technology is yet to be fully operational meaning that it needs
further updates to make it fully accessible and operational’. In addition, respondent
20 remarks that, ‘any specific disadvantage is not easy to find but this technology
can be highly sophisticated and difficult in a sense’.
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Usability issue is the other disadvantage as mentioned by respondent 2 as, ‘the
great disadvantages of AR are: some customers may find it less interesting and this
technology may be less appealing to them as this in some cases requires advanced
technological knowledge’.

There are some other disadvantages of AR as mentioned by the rest other
respondents. In opinion, respondent 4 highlights that, ‘the generic disadvantage of
AR that, this can make customers lazy enough to visit a high-street travel agent and
this can in turn reduce their business and even threaten their existence’. Also in
accordance to respondent 7, ‘some customers may not widely accept this tech-
nology because they may be fussy and thus, this is difficult to say that, this tech-
nology can be readily accepted by all’. In addition, respondent 14 argues that, ‘this
technology requires specialised knowledge mainly to enjoy those playful and
enjoyable features. Also. Virtual Reality (VR) in some cases threatens it growth and
popularity’. This statement is supported by respondent 18 as, ‘AR in few cases can
be difficult to use and understand where the usability can become issue in given
contexts’. Apparently, empirical findings as negative factors of not adopting AR
match with literature findings as outlined mainly by Larkin (2011), Andy (2014),
Pauly (2016), Hopkins (2009) and Dribble (2014).

A summary based on empirical evidences supported by the literature generated
data of key reasons and positive factors of AR adoption by tourism product and
service consumers with negative factors of not adopting AR by tourism product and
service consumers can be the below (Fig. 1).

Findings of this research supports that, AR is an innovative technology that
enhances experiences getting supported from mobile, handheld and wearable
devices (Jung et al. 2015). Results also align with findings from dominant theories
as: the Diffusion of Innovations theory (Rogers 1962) and the Technology
Acceptance Model (Davis 1986, 1989; Davis et al. 1989) with derivatives that AR
is a technological innovation and also with AR specific theories in tourism (Chung
et al. 2015; Jung et al. 2015; Leue et al. 2014; tom Dieck and Jung 2015;
Rauschnabel and Ro 2016). The Internet has facilitated a relatively newer wave of
advancements in mobile and personal computing resulting to increase the adoption
of an innovative technology as AR for tourism product and service consumers.
Supported by this wave of technological advancements, product and service con-
sumers have witnessed more modified wearable devices as Smartphones, Smart

Adoption of AR 

Innovativeness User- friendliness 

Availability issue                                                                        Technological issue

Not adopting AR 

Fig. 1 Key reasons and
positive factors of AR
adoption by tourism product
and service consumers and
negative factors of not
adopting AR by tourism
product and service
consumers
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glasses, Smartwatches or even fitness bands. Also, the use of 3D head-mounted
displays is mentionable in this regard that allows users to view data by looking
straight ahead. These modifications are interesting for exploring a relatively new
technology that offers incentives to users coupled with a bit more different expe-
riences. Such experience can come in a computer generated, real-world environ-
ment as branded as ‘Augmented Reality’. Thus, this research is conducted on a
trendy and innovative technology as AR where innovativeness and user-friendliness
appear as key reasons and positive factors of AR adoption by tourism product and
service consumers where availability issue technological issue appear as negative
factors of not adopting AR by tourism product and service consumers.

5 Conclusion

This research is based on an identified knowledge gap of AR literature in tourism.
Thus theoretically, this research initiates factor determination research of AR
adoption in tourism while contributing positively to this identified knowledge
gap. On the other side of managerial perspective, holiday operators/managers can
learn the reasons, positive factors ad negative factors while making an innovative
technology available for the customers. Also, as managerial implications, findings
can support tourism enterprises understanding customer demands and act in
accordance to fulfil their expectations. Basic limitation of this research is the data
and access restriction by the all 3 case holiday operators. Better data support could
possibly enrich contents of this research. Results of this research can help them
preparing more consumer-friendly approaches. The aim of this research is to
delineate the features of AR while determining the reasons and positive factors for
its adoption by tourism product and service consumers as well as negative factors of
not adopting AR by tourism product and service consumers. This research clearly
determines innovativeness and user-friendliness appear as key reasons and positive
factors of AR adoption by tourism product and service consumers where avail-
ability issue technological issue appear as negative factors of not adopting AR by
tourism product and service consumers as result of this research. In tourism,
technological innovations are adopted by tourism product and service consumers.
This research also explores a closer proximity between AR as an innovation and
tourism consumers, in terms of their innovativeness, usability and availability of an
innovative technology. Among many others, attractiveness, information generation,
experience capacities, playfulness are some other influential reasons and factors of
adopting AR by tourism product and service consumers. The, recent development
of mobile phone and handheld computing devices is found as the most dominant
factor of AR adoption. Virgin Holidays, Kuoni Travels and Thomson Cruises are
found as competitive in making AR available for their customers. These holiday
operators make AR as an innovative technology having potentials to be adopted by
tourism product and service consumers. Further research can contribute to eliminate
basic limitations of this research by including larger sample groups and including
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voices of the target holiday operator management. Also, future research studies
should incorporate both tourism service providers and tourism product and service
consumer opinions on line of criticality.
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Augmented Reality: Providing a Different
Dimension for Museum Visitors

Larissa Neuburger and Roman Egger

Abstract This paper addresses how Augmented Reality (AR) can be used as a tool
to provide different dimensions to the conventional museum experience. The
principle of AR works by furbishing the actual environment with extra information,
which enables users to have a different perception of reality. When integrating both
the concepts of AR and Experience, the author discovered that this could be a
powerful tool for museums, which have to grapple with the question of how to
engage their visitors. Therefore an AR-application-prototype was developed for the
Dommuseum Salzburg. The objective was to gauge the value of AR and whether or
not it made a significant difference towards the museum experience. The visitor
experience was assessed using the experience model (Pine/Gilmore), as well as the
Museum Experience Scale (MES). On the whole, this paper aims to show how
technology can be used in the curation process, by facilitating and enhancing the
presentation of exhibits in a museum.

1 Introduction

The author of this paper advocates a need to critically assess the state of affairs in
museums, as visitor numbers in the Federal Museums in Austria have been on the
decline over the past few years (Standard 2012). Instead of relying on tried and
tested approaches, there is a need for museums to reinvent themselves and to use
the vast array of possibilities offered by new media, in order to draw in more
visitors. The typical museum visitor is discontent, restless and on a quest for
stimuli. To put it succinctly, people are not satisfied with ordinary, homogenous
tourism products anymore but are looking for customized, emotional experiences
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(Brunner-Sperdin 2008). No longer willing to be passive consumers, the contem-
porary tourist has certain aspirations, namely to be at one and to immerse them-
selves in the tourist experience. They now demand information, entertainment,
active participation and multisensory stimulation in combination with innovative
design elements (Pine II and Gilmore 1999). Bearing in mind these findings by
previous researchers, the author of this paper is particularly interested in the concept
of experience and how to integrate this with AR, in order to ascertain how the
experience of museum visitors can be improved and enhanced. The author hopes
that this paper will be able to provide concrete suggestions and valuable insights for
museums to re-strategize and embrace the potentialities of AR. This paper seeks to
clarify what AR is about, and to present its relevance, benefits and challenges. The
central question is formulated below and the subsequent questions listed afterwards,
are also relevant to this paper:

Can Augmented Reality enhance the experience of visitors in museums?

RQ1: Which factors influence the experience of a museum’s visitor?
RQ2: In which ways can Augmented Reality enhance the experience of visitors in

museums?
RQ3: How can Augmented Reality be implemented in museums from a technical

point of view?

2 Literature Review

2.1 The Experience Economy

The concept of the Experience Economy evolves from the process of tertiarization of
the economy and can be seen as the enrichment of products or services with com-
ponents of experiences. Declining profits of conventional transactions, new pro-
duction possibilities due to modern technologies, rising expectations of customers as
well as the struggle to escape the everlasting price battles, can be seen as the cause
for this development (Weiermair 2001). Also, the growth of prosperity levels and the
affluent society are important factors for the development of the Experience
Economy (Pine II and Gilmore 1999). Therefore there exists a big opportunity to
create value by staging experience, as this is a saturated world with mostly undif-
ferentiated goods and services (Pine II and Gilmore 2011). Based on this back-
ground, Pine and Gilmore (1999) developed a model about staging experiences.
With this model they describe the perfect experience that can be found in the balance
of Absorption and Immersion on the one hand and Active and Passive Participation
on the other hand. Furthermore this perfect experience consists of elements of the
four different realms Entertainment, Education, Esthetics and Escapism. As this
model was also used as a basis for the research of this paper it is further explained
here. In the model the engagement of the customer is shown over two different axes.
The horizontal axis defines the involvement of the customer that shows the passive
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involvement of the customer on the one side, where the customer is not actively and
directly influencing the event and the active involvement on the other side, where an
active participation and a direct influence is taking place. The vertical axis describes
the connection and the relationship between the customer and the event. On the one
side of the axis, absorption can be seen as the total preoccupation of the visitor’s
attention during an event. In contrast to that, immersion can be found on the other
side of the axis and represents the physical or cognitive aspect of the visitor’s
participation so that he even becomes part of the event itself. Whereas watching TV
is an example of absorption, the physical participation in a virtual PC game can be
named as an example of immersion. The combination of these two dimensions
shown on the two axes leads to four different realms describing the perfect experi-
ence: Entertainment, Education, Escapism and Esthetics. Entertainment is a com-
bination of absorption and passive involvement and can refer to attending a
performance, listening to music or reading books only for pleasure. In contrast to
Entertainment, Education requires the active participation of the visitors. In order to
enhance one’s knowledge and abilities, it is necessary to involve people not only
cognitively but also physically. The third realm of Escapism describes the total
immersion of the visitor into the experience but also his active participation at the
same time. The consumer is not only passively watching or listening but also shapes
his experience actively. Therefore the consumer cannot only forget his everyday life
problems but also immerses into a totally different world and slips into a different
life. In the realm of Esthetics the consumer as well is immersed in a different world
but does not influence it and leaves the external event untouched. In this realm
especially, the experience of all five senses plays an important role.

The richest experiences are those that offer all aspects and elements of all
dimensions. This spot in the middle can be named as the “sweet spot” and repre-
sents the perfect overall experience (Pine II and Gilmore 1999).

2.2 Museum Experience

Since Falk and Dierking published their first book about the museum experience in
1992, the number of museum institutions has been increasing. Although the
museum industry has achieved a high level of professionalization since then, the
focus of museums professionals on the experience of museum visitors is now more
important than ever and museums are on their way to becoming service providers of
the society as the approach from object-focused exhibitions has changed, where the
focus is now on providing information on the exhibitions (Falk and Dierking 2013;
Barricelli and Golgath 2014). Therefore museum visitors are now rather seen as
customers or even guests of the museum (John 2008a). Museums have tried over
the last years not only to be places of collection, conservation, research and
communication but have additionally become places of trust for the visitors
(Barricelli and Golgath 2014). The challenge of museums in the 21st century is
their existence in the dual reality of tangible objects, digital technologies and social
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media (Falk and Dierking 2013). But museums are also under pressure to justify
their existence towards public, funders or governments and have to find a balance
between being an institution for collection and preservation and a visitor-orientation
place of experiences. Therefore the museum as an institution has to allow itself to
scrutinise and reinvent its motifs (Priddat and Van den Berg 2008). So rather than
focusing on the collection and marketing campaigns to increase visitor numbers and
to broaden the target audience, the museum has to concentrate on the visitor and the
visitor experience (Falk and Dierking 2013). The overall aim for the museum is to
create a positive experience to the visitor so that he wants to return to the museum
after his visit (Lila Wallace-Reader’s Digest Fund 2000). In the best case scenario,
the visitor leaves the museum thinking that the museum is a pleasant place of
leisure and learning, by learning something new and by discovering emotional
experiences (Barricelli and Golgath 2014).

The museum experience can be compared with a journey the visitor is travelling
through. This visitor journey can also be compared to the customer journey, which
is a basic tool for the analysis of visitor experiences in the tourism sector. Falk and
Dierking (2002) see the museum experience as a timeline—from the visitor’s first
thoughts about the museum, through the actual visit until the memories that linger
on in the mind of the visitor after the museum visit (Falk and Dierking 2002). The
museum experience has to be seen within the background context and the situation
of the visitor. Therefore the visitor is involved in a personal, social and physical
context of which the certain experience depends on. The personal context refers to
the personal background of the visitor, his experiences and the knowledge he brings
to the museum as well as his interests, motivations and concerns. All these values
are individual and therefore every visitor arrives with his own background,
expectations and experiences. The social context describes the social interaction the
visitor has with other visitors or the staff of the museum. The museum experience
depends on the company of the visitor and the group in which the visitor is part of,
the degree of crowd density and the knowledge as well as the friendliness of the
museum staff. The physical context appears to the visitor when he enters the
museum. It can be named as the “feel”, the architecture or the ambience of the
museum. Not only the behaviour of the visitor depends on that but also the length of
his stay and his return can be influenced by the physical context. When he enjoys
the smell, the sound, the surrounding and the fulfilment of his needs, the visitor is
much more likely to stay long, revisit and recommend the museum to others. So it is
important for museum professionals to not only focus on one or two of the concepts
but to see the museum experience as a holistic construct influenced by the personal,
social and physical context (Falk and Dierking 2002).

2.3 Augmented Reality

AR “[…] describes the concept of augmenting a view of the real world with 2D
images or 3D objects […]” (Woods et al. 2004). As AR is a fairly new concept in
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tourism and still in its rudimentary phase of development, a clear and ultimate
definition cannot be given yet (Han et al. 2013). Smartphones and tablets are now
used on an unprecedented scale and this has led to changes not only in communi-
cation and human behaviour, which in turn stimulated the development of AR. An
important aspect of AR is its ability to “[…] enhance a user’s perception of and
interaction with the real world” (Azuma 1997). AR works in several ways; the
augmented objects can be seen through a visor, which can be head-mounted, where
the camera is installed on the head of the user mostly with a see-through-display on
smart glasses or hand-held mobile devices like smartphones or tablets. The visor
consists of a display screen and a small camera, which captures the real world around
the user and sends those pictures to the computer, which tracks the position, the
elements and the rotation of the camera. Then the artificial components of the AR
application are sent back to the display screen. In this way, the user has the illusion of
looking through the augmented content into the real world. The big advantage of
virtual objects not being limited to costs or physical limitations makes AR a practical
and powerful tool. Virtual objects can be 2D images, 3D objects, videos (animated
2D images), animated 3D objects and sound (Woods et al. 2004; Mehler-Bicher et al.
2011). With advancements and developments over the recent years, AR can be seen
as a flexible and practicable tool with high visual quality to overcome the problems
associated with limited space and objects being too valuable such that they can be
liabilities, while providing a strong source of support that enhances museum content.
Within the museum industry, AR is still in its infantile stage but it is becoming
increasingly embraced as a credible, versatile and powerful technological tool
among the scientific community and the public (Woods et al. 2004; Noh et al. 2009).
Another advantage of AR is that it does not exclude museums with limited financial
resources, as they too, can make use of an AR system. The AR system is one that
does not require the acquisition of expensive hardware systems have to be acquired
and many AR software providers offer systems which can be implemented and
applied by museum professionals without any IT expertise (Wojciechowski et al.
2004). The average visitor would not find AR too alienating, foreign or radical, as he
would already be accustomed to holding mobile devices for the purpose of pho-
tography. Therefore, scanning an AR object with the device is a very natural gesture
and can lead to an organic museum experience (Sherman 2011).

3 Methodology

Based on the results of the literature, an empirical research study with an experi-
mental design was conducted in order to strengthen the findings of the literature.
Furthermore an AR prototype was developed to be able to test the experience
enhancement of the museum visitors. The application was designed to provide
background information on the selected artworks of the museum exhibition. An
impression of the prototype can be seen in Fig. 1.
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From both sample groups in the experiment, a quantitative questionnaire had to
be completed by the participants in the aftermath of the conducted experiment. The
two groups filled out the same questionnaire, in order to gauge the differences
between their respective experiences.

In order to assess the experience of the museum visitors, the concept of measuring
the experience is important. Therefore, the author chose to utilize the experience
model conceptualized by Pine and Gilmore (2011). The four realms of the model
(‘entertainment’, ‘education’, ‘aesthetics’ and ‘escapism’) were operationalized in
order to deduce suitable questions for the quantitative questionnaire that had to be
completed by the participants in the aftermath of the conducted experiment. In order
to adequately measure how special the museum experience was for the participants,
the concept of the Museum Experience Scale (MES) by Othman et al. (2013) was
also added to the survey. The MES also consists of four dimensions, which are
defined by ‘engagement’ with the museums and its exhibitions, ‘knowledge’ and
‘learning’ obtained from the museum exhibition and its artefacts, ‘meaningful
experiences’ by interacting with the artefacts of the museum exhibitions and
‘emotional connection’ with the exhibits and the exhibition. For the process of the
operationalization of the concept, different papers were used that had already applied
the concepts in empirical studies, with proven validity of the constructs.

In order to create a more enjoyable and meaningful visit for the visitors, the AR
application prototype was designed to provide background information on the
selected artworks. The development of the AR application prototype was made
possible through the support of the Dommuseum in Salzburg, the software com-
pany Wikitude and the cooperation with a software engineer in order to enhance the
quality of the prototype. The objects that were chosen for use in the AR prototype
were the most important objects of the exhibition and contained some additional
information that could be shown to the visitors the AR application. The experiment
was conducted over nine full-day sessions in the Dommuseum Salzburg. After the
random selection of participants in the museum, participants were also randomly
assigned to two different groups, the control group and the experimental

Fig. 1 Example picture AR application prototype
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group. Participants of the control group were asked to visit the four rooms of the
museum individually and independently in order to fill out a questionnaire after-
wards. The experimental group was asked to try out a museum app with additional
information about several museum objects.

4 Findings

In order to answer the research questions of this paper the collected data from the
written questionnaires was recoded and analysed with SPSS 21. Due to illegible
writing and partially filled out questionnaires, some cases had to be excluded from
the sample. Therefore, the number of questionnaires had to be reduced from
n = 185 to n = 176 as important answers about the experience were missing.

4.1 Reliability Analysis

The purpose of the reliability scale was to verify if the measurement instrument (in
this case the questionnaire) could represent the several constructs completely and
consistently and if the same results would emerge with a repeated experiment. In
order to ensure the inner consistency of the constructs, the Cronbach’s Alpha test
was applied in this research. The values of the Cronbach’s Alpha reliability test are
acceptable in almost all constructs as they meet the required a = 0.7 and therefore
demonstrate a strong internal reliability of the items representing the different
constructs. Only the construct of ‘entertainment’ shows a value of a = 0.56.
Although the required value for most tests is a = 0.7, a value of a � 0.5 can be
accepted in order to compare two groups, which was also conducted in this research
(Mücke 2010).

4.2 Comparison of Groups

In order to evaluate the different results between the groups, the independent t-test
was used. In order to avoid an analysis of every single item, the items of the
different constructs were summed up to a common value for each construct of the
model. In order to test the hypothesis, the author also wants to analyse the results
separately. Therefore, the different items of the questionnaire were deliberately
tested with a 7-level Likert-Scale. As the middle point was located at M = 3.5 it can
be said that values in between 3.5 � M � 7 can be evaluated as high. In addition
to the results of the t-test, the effect size was also indicated in order to prove the
extent of the observed effect (Field and Hole 2003).
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H1: AR enhances the overall experience of the museum visitors.
H1 could be accepted because of the significant difference between the values of the
experimental group and the value of the control group showing an additional
intermediate effect. The exact numbers can be seen in Table 1. Therefore, it is
evident that the experience of visitors who used the AR application to explore the
museum exhibition exceeded in quality, the experience of visitors who visited the
exhibition only with an audio guide or without any additional information. In order
to deepen the analysis of the overall experience, the different concepts and con-
structs were also explored. The values of the overall experience can be generally
evaluated as relatively high values for the overall experience in the museum.

H1a: AR enhances the ‘entertainment’ realm of the museum visitors.
The construct of ‘entertainment’ also shows a significant difference between the
experimental group and the control group. Entertainment is one of the biggest
aspects when it comes to enhancing the experience of a museum. Museum visitors
are often confronted with too much information or obtuse exhibition content, which
can be too intimidating for most people. Providing visitors with information and
access to the museum exhibitions in an entertaining and playful way also enhances
the overall experience. This concept of ‘edutainment’, which had already been
mentioned in this paper, combines education and entertainment in a way where the
visitors can have fun while learning and yet are able to retain more content and
information long after they depart from the museum. The AR application offers
boundless possibilities to enhance the entertainment factor in a museum, as it is
interactive and summarizes information in the form of multimedia content.
Therefore, the visitors can experience the real exhibition and at the same time, obtain
stimulation from videos or pictures, which refer to the real artefacts of the museum.

H1b: AR enhances the ‘education’ realm of the museum visitors.
The difference between the experimental group and the control group is also sig-
nificant with an intermediate effect. One of the greatest priorities of museums is the
educational aspect and having to deal with the transmission of information to the
visitors. As already mentioned, the biggest opportunity here is to combine educa-
tion with entertainment, to transfer knowledge to the visitors interactively through
multimedia features. Museums always face the challenge of finding the right bal-
ance of designing the exhibition in an aesthetically appealing way but at the same

Table 1 T-Test experience scale

Analysis Experience Scale * p\0:01 ** p\0:05

Variable Mean experimental
group

Mean control
group

t Effect size
d

Entertainment 5.47 4.58 5.71* 0.86

Education 6.06 5.41 3.86* 0.58

Escapism 4.79 4.17 2.98* 0.45

Esthetics 5.79 5.51 1.65 0.25

Overall
Experience

5.53 4.92 4.36* 0.66
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time, they have to take care not to pay too much attention to form at the expense of
substance, as the visitor fundamentally needs to be provided with solid information
so as to be able to interpret the exhibition and engage with the artefacts. The usage
of AR can provide visitors with additional information to the artefacts that often
cannot be envisaged otherwise, as different visual perspectives of artefact (such as
the inside of the book in the Dommuseum) show and moreover provide this
information interactively and in an entertaining, playful way. Therefore, it can be
said that AR can enhance the museum-going experience and educate visitors in a
memorable way.

H1c: AR enhances the ‘escapism’ realm of the museum visitors.
This hypothesis can also be accepted due to the value’s significant difference
between the experimental group and the control group with an acceptable effect
size. ‘Escapism’ describes the situation of the visitor who is so thoroughly
immersed in the experience so that he temporarily forgets about his everyday life,
all his problems and concerns. A museum experience itself is able to lead the visitor
into this alternative psychological condition. AR can additionally enhance this
aspect by showing the visitor a whole new virtual world without letting him lose the
connection to the real museum exhibition. Therefore, the application of AR can
immerse the visitor totally into the museum situation, let him forget about time and
his everyday life beyond the museum, leaving him with a heightened, impres-
sionable and enhanced experience.

H1d: AR enhances the ‘aesthetics’ realm of the museum visitors.
The difference of the two groups in the realm of ‘aesthetics’ is not significant
enough to lead to a rejection of the hypothesis. This insignificant difference can
probably be explained through the external influencing factors concerning the
location of the museum. Due to its location in a side wing of the Cathedral, the
visitors can see and experience the church through the windows of the
Dommuseum. In that way, visitors can be influenced by stimuli from the church
like the Holy Mass every Sunday or organ concerts which are organised a few times
per week. As visitors from the experimental group as well as from the control group
are influenced by the described stimuli, there can be no significant difference found
between the two groups.

Table 2 T-Test museum experience scale

Analysis museum experience scale * p\0:01> ** p\:05

Variable Experimental
group

Control
group

t Effect size
d

Engagement 5.96 5.29 4.01* 0.60

Knowledge & learning 6.07 5.42 4.20* 0.63

Meaningful experience 5.31 4.72 3.55* 0.54

Emotional connection 4.00 3.52 2.19** 0.33

Overall museum
experience

5.33 4.74 4.24* 0.64
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H2: AR enhances the overall museum experience of the museum visitors.
The result shows the difference between the experimental group and the control
group regarding the overall museum experience is significant as can be seen in
Table 2. Therefore it can be said that the museum experience of those visitors who
use the AR application is higher than the museum experience of visitors who visit
the museum in a traditional way.

H2a: AR enhances the engagement of the museum visitors.
Within the dimension of ‘engagement’, a significant difference was found between
the visitors being part of the experimental group and visitors of the control
group. As a conclusion it can be said, that the engagement of the visitors with the
museum and the museum artefacts can be enhanced with the application of AR.
Especially because of the additional, visualized information, the visitors feel more
engaged with the museum and its exhibition and this information helps them to
understand the content and interpret it in the right context.

H2b: AR enhances the knowledge of museum visitors.
When comparing the results of the two scales, it is interesting to see that the values of
the items ‘education’ as part of the experience scale, and ‘knowledge’ and ‘learning’ as
part of theMES are almost identical. Therefore the hypothesis can be accepted, as there
is also a significant difference between the experimental group and the control
group. The effect size shows a similar intermediate characteristic as the construct of
‘engagement’. As already mentioned, the transfer of knowledge and information can
be enhanced with the application of AR to visualize additional information

H2c: AR enhances the ‘meaningful experience’ of the museum visitors.
The realm of ‘meaningful experience’ as part of the MES also shows a significant
difference. Therefore, the hypothesis can be accepted with the significant difference
between the experimental group and the control group. So it can be concluded that
the experience not only can be enhanced by the application of AR but this can also
lead to a meaningful experience. This ‘meaningful experience’ can be influenced by
the balance of the content visualized in AR application and the context AR is used in.

H2d: AR enhances the ‘emotional connection’ of the museum visitors.
The ‘emotional connection’ refers to the rapport and affinity that museum visitors
build up with the artefacts of an exhibition and shows a significant difference in the
dimension of the emotional connection between the two groups but only on a
significant level of p < 0.05. Nevertheless the hypothesis can be accepted with the
significant difference between the two groups. The effect size d = 0.33 shows the
lowest value in all constructs and represents only a small effect. The values in
general are relatively low and are not much higher than the middle point of the
frequently-used Likert Scale of 3.5. Most likely this can be explained by the religious
content of the exhibition. Religious content in a museum is very complex for the
visitors as well for the museum itself. Therefore, visitors cannot build up an emo-
tional connection with the exhibition especially visitors from other countries that are
not familiar with the culture and religion of Austria, and therefore face actual lim-
itations Therefore, AR can be used to familiarize the visitors with these religious
artefacts in a way that facilitates their understanding and appreciation for them.
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5 Discussion and Conclusion

While AR has already been around for more than 20 years, the development of this
technology has yet to reach its limits and no one can really predict where these
limitations lie. AR is increasingly finding its way through contemporary life, a
phenomenon that is compounded by new technological developments. In contrast to
VR that appears to be at the peak of its popularity right now, there is plenty that
hints at AR being the new supreme technology of the future, which is why it is even
more important to investigate its effects, uses and influences in different areas.
Furthermore, the importance of museums is something that will and has to persist,
as they are formidable institutions that showcase the numerous cultural treasures of
this world and the accumulation of centuries worth of historical knowledge.

The 21st century poses some challenges to the relevance of museums. They have
to strive hard to avoid coming across as inaccessible ivory-towers. Potential
museum visitors have less leisure time but at the same time, more possibilities to
spend their leisure time, with a wide array of activities at their disposal. People also
have higher expectations of what they can derive from their leisure activities and do
not only want to spend their time and money without discernment, but to engage in
unforgettable experiences as well as escaping from their everyday life routine or
problems. The museum experience is a highly complex construct that has to be
considered in this context. Today, the materialisation of museum artefacts and the
digital world can be bridged, by including high-tech components and invisible
technologies in order to meet the expectations of the visitors and enhance their
experiences on the one hand, without affecting, disturbing or influencing the
specially-designed exhibitions.

Given the results of the conducted experiment in the Dommuseum Salzburg, it
can be said that AR definitely has the potential to enhance the experience of
museum visitors. The results can answer the overall research question and show that
both the overall experience defined by Pine and Gilmore (1999) and the Museum
Experience by Othman et al. (2013) has been unequivocally enhanced by AR.
When broken down into the different realms and dimensions of the two tested
models, it can be said that the realms of ‘entertainment’, ‘education’ and ‘escapism’
as well as ‘engagement’, ‘knowledge/learning’ and ‘meaningful experience’, all
demonstrate higher numerical values, alluding to the success of AR. The results
also show an intermediate to large effect size. Only the realms of ‘aesthetics’ being
part of the experience model and ‘emotional connection’ as part of the Museum
Experience Scale do not show significant values or suggest only a very low effect
size due to the special location of the museum next to the Cathedral of Salzburg and
its special religious artefacts with their complex meaning. Once again, the author
would like to reiterate that AR enabled the museum visitors to feel more entertained
and engaged, to gain more educational knowledge, while being able to experience
escapism and simultaneously have an exceptionally meaningful experience.

The question of how AR can enhance the experience of the visitors can be
addressed with the different types of content that were used in the application
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prototype. The content that can be used to augment the various museum exhibits
depends on the available additional information of the different artefacts. According
to the visitors from the experiment, they strongly had a preference for pictures that
either showed different aspects of the artefact or reference images with background
information of the artefacts. According to observations during the experiment, it can
be deduced that videos can be used but with an improved technology like overlay
videos. Obviously limited text should be used, in order to avoid information
overload. The appearance of the actual object has to be visible and fully-preserved,
as many museum visitors are still on a quest to view the ‘real’ thing as opposed to
something replicated.

From a technical point of view, the usage of iPads showed that tablets are
suitable devices for AR due to their appropriate size but it is still a challenge to
develop a stable application for all possible devices on the market. The most
important technical aspect is the implementation of the AR application for usage on
the visitor’s own devices. The visitors should have the possibility to download the
app for their own devices (iOS as well as Android) for free or to include it in the
ticket price with a special code. In this context, the availability as well as the free
usage of a WIFI connection is important. Afterwards, the visitors can explore the
exhibition individually at their own pace without disturbing other visitors. The AR
experience then also depends on the visitor’s device, its computing power and its
display resolution. Very small devices have other requirements that differ from
tablets with relatively big display screens. In addition, the museum could provide
some devices for the visitors but one has to foresee that this creates additional
responsibilities for the staff, such as having to deal with deposits and ensuring
proper returns. New technological developments in the area of smart glasses and
wearables will also add a whole new dimension to this topic.

In summary, it can be said that it is relatively easy to implement AR in a
museum and one of the undeniable advantages have to do with the fact that AR is a
budget-friendly technology. The effect of AR on the experience of the visitors and
its yet unforeseen consequences, can be seen as much bigger and priceless for the
image of the museum, boosting its attractiveness of the museum and possibly
cultivating a deeper sense of the loyalty the visitors, when used in an optimal way.
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Eye of the Veholder: AR Extending
and Blending of Museum Objects
and Virtual Collections

Ronald Haynes

Abstract Enhanced and innovative museum exhibitions are enabled by collabo-
rative use of Augmented Reality, interconnecting collections and complementing
physical with relevant virtual objects for all participants. Carefully assembling
related objects from multiple collections benefits museum visitors and researchers,
cohering experiences in a blended collection environment. We propose collabora-
tion between suitable institutions to develop a Veholder (Virtual Environment for
Holdings and Online Digital Educational Repositories) community project. This
should help share key museum holdings, rich sources of material for general
learning and focussed research, which otherwise remain hidden in storage or in
distant repositories. While preserving natural and cultural heritage, this collabora-
tive AR approach can extend the wider impact of collections, aiding our overall
understanding, deeper appreciation, and shared knowledge. Discussions about
research-based specialist collections held at the Universities of Cambridge and
Copenhagen have indicated keen interest in further development, with additional
partnering institutions and funding options being actively sought.

Keywords Augmented reality � Museums � Virtual collections � Blended col-
lections � 360 viewing � 3D scanning � Calibration and real-world scaling

1 Introduction

We visit and engage with a museum for what is found there, but we also learn by
discovering what is not there. A museum can be both exhilarating and challenging,
at times overwhelming with wonder, stirring the imagination and prompting a
desire to share knowledge and experiences. There are times which may also spark
our curiosity about what is not available—because of insufficient space, external
exhibition loans, or perhaps the lure of what similar materials might be found

R. Haynes (&)
Information Services, University of Cambridge, Cambridge, UK
e-mail: rsh27@cam.ac.uk

© Springer International Publishing AG 2018
T. Jung and M.C. tom Dieck (eds.), Augmented Reality and Virtual Reality,
Progress in IS, DOI 10.1007/978-3-319-64027-3_6

79



elsewhere. Every dinosaur must have cousins in other museums, but is every
specimen (e.g. T. Rex) the same size and the same shape, or are there variations
readily found if you could get more of them together in one space?

Every Egyptian mummy in one collection will have curated contemporaries or
related cultural artefacts awaiting our discovery elsewhere, in someone else’s col-
lections—yet if placed together would they not tell us much more about all these
representatives of the same period? So it is for many such collections, from Art
History to Zoology, which despite having well-established and shared classification
systems will not always have sufficient extent or context in a single collection to
satisfy those with a keener interest, or to answer the continuing quest for greater
knowledge. Neither is it possible for local museum visitors to always travel to see
distant collections, nor can local museums always create the perfect special exhi-
bition bringing together all suitable representative objects.

Awareness of Augmented Reality (AR) is now well-established, at least through
particular types of mobile apps such as Pokémon GO and the Ikea Catalogue,
however it is still relatively new in the museum. Partly due to the popular enthu-
siasm with the other mobile apps, AR is a growing area for museums planning to
provide additional behind-the-scenes information, alternative image views, and
potentially interactive capabilities with existing collections in an institution.
However, if used in carefully coordinated ways, AR can also be extremely useful in
providing the means for two or more suitable collection-holders to extend their
individual collections, providing each with a greater context for the better under-
standing of the connections between the objects in each, while supporting con-
servation requirements and overcoming many practical constraints of location and
cost.

Following an agreed framework for scanning each collection in a precisely
reproducible manner, in order to produce an accurate virtual copy of items from
each local collection, provides instant benefits by way of options for the enhanced
display of the local items. It also enables the blending of local physical objects with
remote virtual items, into an extended collection or special exhibition. This com-
bination of physical and virtual objects, which can be curated as a combined
collection, can be developed either for engagement with the general public, or
enhanced to enable additional sharing with fellow researchers (e.g. via higher
resolution or multiple types of scans for greater object detail). Such connected
collections may together contain items representing the same period of time (e.g.
Bronze Age), or originating in the same place (e.g. Equatorial Africa), or perhaps
arising from connected cultures (e.g. parts of the Persian Empire), or perhaps those
created of similar form or material (e.g. onyx items, or bone remains or artefacts—
whether tools, artwork, or religious items), or any other shared characteristics.

We wish to propose a collaboration between suitably matched museums and
collections, to develop what might be called a ‘Virtual Beholder’ or VEHOLDER, a
Virtual Environment for Holdings and Online Digital Educational Repositories.
This Veholder project addresses anyone seeking generalist or specialist knowledge
in museums, archives, special collections, etc., enabling them to visit and experi-
ence correlated specimens and knowledge, not all of which are physically available
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in one location. It is conceived as providing ‘Augmented Knowledge’ (AK), by the
combination of physical, tangible objects and suitably-matched virtual, high-quality
3D-scanned items, thus expanding the physical limits of knowledge and opening
new avenues for both researchers and the public.

Given the potential for virtual visits to other collections, and the ability for
high-quality images and 3D scans to be visualised on their own, or preferably to be
visualised alongside related collection specimens, this mixing of physical and
virtual collections is helpful in conserving, researching, communicating and ideally
exhibiting human heritage in a blended manner—tangible and intangible together—
and so this combination fits well within the wider mission of the museum. This is
absolutely well-suited for a museum’s mission, in line with the definition given by
the International Council of Museums (ICOM): “A museum is a non-profit, per-
manent institution in the service of society and its development, open to the public,
which acquires, conserves, researches, communicates and exhibits the tangible and
intangible heritage of humanity and its environment for the purposes of education,
study and enjoyment” (http://icom.museum/the-vision/museum-definition
[November 28, 2016]).

With the advances and emerging possibilities found with AR, we are enabled
with the possibility of such a combination of collections. By mixing physical
objects in one locale with complementary virtual objects in a collaborating remote
collection—or optionally providing the combination of two or more virtual object
collections, making them available to those museums remote from any of the
collaborative collections—we create the means of expanding the content, context
and mission of each participating museum. High resolution 3D scanning, reliably
and reproducibly scaled, coupled with suitable Augmented Reality displays and
systems, enable both the specialist researcher, the enquiring student, and the
interested general public to get the most out of otherwise hidden and (under-
standably) carefully-shielded collections.

As one example, the specialist Duckworth Collections (www.human-evol.cam.
ac.uk/duckworth.html [November 28, 2016]), which is part of the Leverhulme
Centre for Human Evolutionary Studies at the University of Cambridge, has spec-
imens which are regularly used for comparative studies, to consider structural
changes (morphology) and functional developments over time and species, and this
study would be mutually enhanced both by offering high resolution scans of its
specimens to other such collections as well as having access to high resolution scans
of their collection. This has been part of the promising discussion and ongoing
planning with specialists at the Natural History Museum of Denmark (http://snm.ku.
dk/english [November 28, 2016]), part of the University of Copenhagen, and
working together with the Universities’ museums and collections, along with other
partnering institutions, we hope to improve the Veholder project more generally.
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2 Literature Review

While AR use in museums is still relatively new, current planning seems largely
aimed toward the use of smartphones and tablets, as evidenced by recent searches
of the literature, websites, and the main app stores, particularly for available
museum-related downloads in the latter. Thus far, no mention has been found of a
coordinated and collaborative project to blend physical and virtual catalogues, nor
to make use of museum-ready smart glasses to provide a combined and coherent
view of an extended and themed exhibition. Wojciechowski et al. (2003) in
“Augmented Reality Interface for Museum Artefact Visualization” helpfully sum-
marised and presented projects which piloted many key AR aspects, including the
use of portable computing and head-mounted displays (HMD) to mix AR historical
reconstructions within cultural settings. These projects now seem dormant, having
completed their studies (and websites unavailable).

With significant updates to available hardware and possibilities, only one pair of
smart glasses has been found to be museum-ready, the Epson Moverio BT-350, due
to be available by April of 2017 and engineered for multiple public users as a more
durable version of the third-generation BT-300 already in use. Along with reduced
size, cost, and use of the well-supported Android platform, these smart glasses are
better suited than earlier HMD, including in museum settings similar to pilot
projects noted above—see Epson case studies, such as: Brescia Museums—A Walk
in the past with Moverio smart glasses (Epson 2016).

The option for live (as well as pre-recorded) virtual guided tours using 360 and
3D cameras and smart glasses has also not been found in searches, however it is a
natural prequel to the plan to develop blended 3D-scanned and combined collec-
tions and exhibitions. It is also a natural complement to the very successful great
performances which are now in many cinemas, with live theatre, opera, music and
dance regularly available streamed live, along with pre-recorded art gallery visits
and exhibitions (BBC 2017). Additionally, 360 3D tours would also be a live
complement to the Street View approach which Google is providing in association
with a number of museums (e.g. British Museum—With Google) (British Museum
2016).

There are a number of specific technologies and techniques for high-quality 3D
scanning, for instance Niven et al. (2009) present in their “Virtual skeletons: using a
structured light scanner to create a 3D faunal comparative collection”. This approach
is generally used by those involved with the Veholder project, but of course only one
of many types available. African Fossils (2016) is a good example of current online
curation of 3D image collections, while Ynnerman et al (2016) in “Interactive
Visualization of 3D Scanned Mummies at Public Venues” show advanced possi-
bilities with multiple combined scanning and visualisations technigues.

For future consideration, Kiourt et al. (2016) in “DynaMus: A fully dynamic 3D
virtual museum framework” present interesting options and possibilities for a vir-
tual museum, including interactive input as part of the selection of content, which
could be provided by multiple online resources, using advanced web and game
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technologies. Additionally, Carrozzino et al. (2010) in their “Beyond virtual
museums: Experiencing immersive virtual reality in real museums” convey their
rich case studies, results, and issues from their focus on VR (virtual reality) in
immersive installations in museums. The experience with VR will help refine the
use of AR in museums, while somewhat serving as a contrast in terms of the issues
which are either more attached to the use of VR (e.g. some experiences of isolation)
or not identical in AR (e.g. improving virtual cultural representation).

3 Findings

As a work-in-progress, ongoing discussions with subject, museum, and 3D tech-
nology specialists in several institutions have included a comparison of experiences
of 3D digitisation of objects from museum collections. In particular, we have
initially explored opportunities for collection collaboration between Cambridge and
Copenhagen. The identified opportunities include work in progress with the staff of
the Leverhulme Centre for Human Evolutionary Studies (LCHES) on a proposal for
a coordinated 3D scanning of selected samples from the Duckworth Collections
(www.human-evol.cam.ac.uk/duckworth.html), including an option to make use of
existing CT (high-resolution, X-ray-based 3D computer tomography) scans of 50
ancient human skeletons, potentially to be paired with selected scans in a com-
plementary collection. These have been part of the discussions with the Director
and collection specialists in the Natural History Museum of Denmark (http://snm.
ku.dk/english), at the University of Copenhagen. Although both institutions have
been building up their 3D scanned collections for some time, it was acknowledged
that generally each 3D scan has often been a ‘stand-alone’ operation—consistent
and useful on its own, and likely to be useful alongside other 3D scanned objects,
but not necessarily able to guarantee precision in all aspects when being captured in
the scanning process, nor when being displayed subsequently and in the context of
other collection objects.

Given the variations which can come with different 3D scans, the key areas of
establishing a common framework for calibration and accurate scale representation
were identified, especially for research purposes, but also for general comparative
and realistic display of objects. The differences between 3D scanning technologies
and outcomes have been part of the considerations, and while CT scans provide
high-quality detail—including of the internal structure of objects—they are not
ideal for scanning all objects, and are not the best option when wanting to scan and
carefully represent the colour and perhaps textures of an object. Given general
experience and the state of the art, there has been an inclination to making use of
structured light 3D scanners, in common with the experience of Niven et al. in their
work on “Virtual skeletons: using a structured light scanner to create a 3D faunal
comparative collection”. Such scanners, which have become well-known in
research collections, can provide reasonable speed, detail, and high-quality images.
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Given a set of 3D images, in order to be able to see any virtual objects displayed
next to a physical object, to be able to achieve AR (or MR–Mixed Reality), some
kind of displaying device is required. While it is possible to use a laptop or smart
phone or tablet, for use with a blended museum collection the best devices currently
available are smart glasses. These leave your hands free to work with any display
interfaces provided, and the better ones provide a clear image in front of you, while
enabling you to see the physical objects in front of and around you—so perfect for
the blending of collections. While many were introduced to smart glasses by the
publicity surrounding Google Glass, the withdrawal of that early technology was
soon followed by the announcement of Microsoft Hololens, which uses two display
areas—one for each eye—so providing for the option of stereoscopic display of 3D
images, which can either float in the air (e.g. a small weather report window) or be
associated and anchored to a physical object (e.g. a 3D model appearing to sit in a
fixed position on top of a table). While these products receive great publicity, there
are other developments in the smart glasses area which seem be more suitable for
museum purposes. On the high end there is the Meta 2, while there are very capable
and well-priced options available with Epson Moverio smart glasses and headsets
(Epson Moverio 2016). The apps and development options for Moverio seem very
promising, and the Android-based devices provide the promise of a large and
well-known platform base for rapid testing. As noted above Epson have a useful
case study, about their smart glasses used to augment with original structures the
viewing of the ruins in an outdoor museum—“Brescia Museums—A Walk in the
past with Moverio smart glasses” (Epson 2016).

To return to the concern about scale, we need to be able to ensure that the
calibration of all the equipment and data involved (e.g. scanning equipment, smart
glasses, file format for storage of the 3D scans) will provide real-world scaling
when it comes to final display and related operations. We should be able to verify
that 3D models are precisely taller, shorter, stouter, the same, etc. when compared
to physical specimens. The London Charter for the Computer-Based Visualisation
of Cultural Heritage (www.londoncharter.org) might be a helpful guide, for
instance with its call for intellectual and technical rigour in digital heritage visu-
alisation, along with access and sustainability strategies in the research, manage-
ment and communication of cultural heritage. We need to be able to provide an AR
environment where, if we placed an original physical item (e.g. a skull) next to a 3D
image of the same skull (e.g. using smart glasses), then they would be the exact
same dimensions—you could superimpose the 3D image on top of the original and
they would exactly line up. This is especially important for researchers, but also
important for non-specialist viewers of any of the collection, so that they can know
the comparative size and shape of a 3D image when displayed next to the com-
plementary physical object in the collection they are viewing. It appears that the
application developed using Epson Moverio smart glasses for Brescia Museums
have had to solve this.

Given the many pieces of equipment and techniques, both for 3D scanning and
image storage and display (not to mention for printing), it is clear that the assurance
of accurate calibration and scale indicated above will need to be part of establishing
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a reproducible regime for the full 3D collection processing workflow. This will
provide the promise of working with virtual objects alone or in a blended mode
alongside physical objects, and be sure that the scan of say an ancient skull would
be able to be measured or placed next to the original and show no distortion or
anything but the true original size and shape. So far, we have not been able to
discover an established scale or set of operations which could provide such
assurance. If we should find such a workable solution, we would be glad to adopt it
or collaborate to further develop it, if helpful, as part of a much-needed community
effort for standardisation, which will ensure wider assurance and adoption.

If not ready or available, and therefore still needed as it seems however, we
believe that establishing such a scalable solution is possible, but that it can only be
accomplished in a community context. It thereafter should be included as a nec-
essary part of any further project and funding planning, to ensure a more authori-
tative and sharable set of scanned collection objects for the future. While common
scaling is crucial for research purposes, we believe it would be generally helpful for
any such virtual collections to be shared with the general public, as well. When
blending physical objects with related virtual objects, it aids general understanding
to ensure the context of dimension makes for reliable comparisons (e.g. do we
expect all T. Rex skeletons to look and be sized alike). One of the differences which
may be worth considering when blending collections is that of image resolution,
with research-grade collection items presented at the highest resolution, while
public-grade collections might be presented at a lower grade—including for
improved speed and lower costs, when compared with those associated with dis-
playing the larger files involved with research-related items.

4 Discussion

At the Augmented Reality conference IFITTtalk@Manchester, held 25th November
2015 in Manchester, there was some discussion about standards for content from
different projects to be reusable or able to be combined with other projects. While
this was mainly about Virtual Reality (VR) material, it seems similarly true for AR
(and MR), at least in the sense of ensuring that calibration and scale and repro-
ducibility can be assured when scanning takes place at different times and locations,
using different equipment, file storage options, and display technologies.

Given the time and collaboration required to establish any such standard (http://
digitalsenses.ieee.org/standards) with a coalition of the willing, it may be prudent to
consider experimenting with a simpler collaboration, perhaps also on a smaller
scale, including by testing the sharing of partial collections between two museums,
using smart glasses. This could even be via initial pilots, by virtually joining a
regularly-scheduled guided tour in another museum, perhaps adding the option of a
separately-scheduled and customisable tour (e.g. exploring combined Celtic col-
lections), considering the overall experience and the question of suitable tour fees,
as and where appropriate. This would give valuable experience with the use of
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smart glasses within and between museums, and ideally by the general public, and
help enhance the working partnerships required as well as prepare the way for when
the blended 3D collections are available.

One of the best-established ways in which 3D visits to museums has been
handled for over a 150 years is via the stereograph (see Fig. 1). With stereo-viewing
smart glasses we have the option to incorporate these older images into existing
collections—either as a kind of time-travel reference or as an extension of existing
displays.

The image (Fig. 1) shows a mid-1800s stereograph of The Megatherium, British
Museum, scanned from an Albumen silver print taken from a glass negative. (www.
metmuseum.org/art/collection/search/271658).

Furthering this old idea of a 3D museum tour, from still stereographs to a live
streaming video feed, we now have the ability to link museums via high-quality 3D
and 360-degree cameras broadcasting directly to stereo-viewing smart glasses (see
Fig. 2). This would enable guides in two (or more) museums to show and explain
items and displays at each site, perhaps using a hat-mounted camera, or alterna-
tively a moving camera platform (e.g. possibly even a guided robotic platform).
Visitors wearing smart glasses would be able to follow the view and focus of the

Fig. 1 Image courtesy of The Metropolitan Museum of Art/Roger Fenton (1850s)

Fig. 2 Images courtesy of Live Planet, Inc./Seiko Epson Corporation
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guide, whether local or remote, but also look around and get a better idea of
surroundings and display context, much as is the case with those in the same
physical gallery.

The possibility for pairing (Fig. 2), for example, a Live Planet 360º 4K
Stereoscopic (3D) live-streaming camera with an Epson Moverio BT-350 smart
glasses, could provide coordinated and blended inter-museum tours and visits.
Other currently-available 360 cameras which may be useful include Orah 4i, ALLie
360 VR, Giroptic HD 360 and Ricoh Theta S 360 cameras. (Currently, no other
public museum-ready smart glasses are known to be readily available.)

This model, of linking from one museum to guides in another museum, was an
earlier stage of what has developed into the plan for 3D blended collections, and
should prove to have merit on its own. As a hint of how smart glasses are being
used in some guided, practical applications, it is worth considering Hewlett-Packard
Enterprise’s Visual Remote Guidance (2016). While such 2D live interactions may
be a simpler form of AR, they should also help establish what seems another key
element to future blended models, which is the linking of museums and the ability
to assist and support public (or researcher) participation from one museum col-
lection to another. Given the levels of combined expertise, and the unique ability of
museum professionals and volunteers to provide the content, context and support
for the cultural material to be shared, the museum-to-museum model is worth
testing and, ultimately, worth maintaining to ensure success. It also helps ensure
that museums can continue to fulfill their mission, which provides something of
benefit for everyone.

In “Why a Virtual Museum?” (2016) Georges Ricard, Curator of The Virtual
Egyptian Museum, maintains that “there is a definite benefit to the virtual experience
that cannot be duplicated in a real museum. Some of the notable virtual advantages
we can envision include: Lighting … Scale … Peripheral Vision … Non-Linear
Visit … Presentation of Historical Context … Access and Conservation”. These
advantages are evident in this and other members of the Virtual Museum
Transnational Network (2016). By contrast, in The Museum and the Web: Three
Case Studies—Comparing the Virtual and the Physical Visits (2017) Marcy
McDonald provides supporting citations suggesting that “Three-dimensionality and
scale are unarguably two of the most distinguishing, and irreproducible, elements of
the physical exhibit.” While there is much to commend in a purely physical (tra-
ditional) museum, and much to appreciate in a purely virtual museum, as will be
clear from above the virtual museum experience we propose is intended as a blended
one and as such is intended to connect one museum to another museum, combining
the best of physical and virtual collections, for mutual and general benefits (see
Fig. 3).

The use of smart glasses with a museum display (Fig. 3), is indicated here with a
physical dinosaur skeleton which has a computer visualised overlay of muscle and
skin, along with extra text and visual detail about the display. The images are from
an Epson concept video (https://youtu.be/hhYPqF3aHUs), which illustrates existing
or technically possible scenarios (dependent on software use or development), and
also shows the smart glasses wearer interacting with the augmented display using
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hand gestures to frame and capture a photograph of a self-selected scene of the
enhanced visual information.

While the example in Fig. 3 shows an AR-enhanced display (e.g. of a single
dinosaur specimen with additional virtual details), the AR enhancements could as
easily include high-resolution 3D images (e.g. one or more additional dinosaur
specimens), with remote collection images shown as well, using the smart glasses to
enable viewing of both local physical object and remote or scanned images, for
blended inter-museum experiences. As indicated, precise 3D scanning is intended
as a major growth area for the development of collections, enabling enhanced
options for the display of local collections, as well as the sharing of the virtual and
physical. Also noted was the need to establish and adhere to a framework, to ensure
scale and details needed to provide the means for reliable comparisons amongst
specimens in blended collections.

Given the timing and testing required for the various options indicated, these can
be treated as either separate (but closely related) projects, or ideally as phases for the
larger overall Veholder project. For instance, Phase I could be the live-streaming
guided option, using smart glasses and live guides to introduce the new technology
and to help blend collection images and concepts. Phase II could be the introduction
of 3D scanned images, potentially using existing material (whatever the scanning
techniques, scaling and image detail available), and involving live guides to intro-
duce the technologies and collections, as well as help explain and clarify any oddities
in the blending of the particular virtual and physical combinations. Phase III could be
the introduction of a specifically curated and blended special exhibition, with 3D
images suitably scanned and precisely scaled for compatibility across the collections,
and which would ideally be live-guided (but which could be prepared for self-paced
interaction, as well). Phase IV could be the development of a much larger catalogue,
perhaps after several special exhibitions (e.g. Phase III), presenting an expanding
volume of suitably matched 3D images, available for more extensive self-paced
interaction or guided presentations, across more of the participating museums’
collections.

For the future, an additional phase may be to consider making selected image
collections available to a wider community outside of the museum, including those
without any museum nearby (and potentially to the virtual visitor at home with the

Fig. 3 Images courtesy of Seiko Epson Corporation
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potential to test suitability of use in a sedentary mode with low-cost VR goggles).
Given the various technologies and cultural communication issues involved, most
likely the live-guided phases would be best-suited to consider initially in all phases,
given successful trials, with the curated phases (III, IV) being possible candidates to
test self-paced interaction from a distance. Any extra costs, incurred by the addi-
tional demands of a potentially global extra-museum group of virtual visitors, might
be shared with partnering institutions who might be able to provide a more localised
support, for example smaller museums not otherwise participating in the blended
collection efforts, or perhaps local libraries, or educational facilities, or possibly
other local spaces made possible perhaps by sympathetic corporate sponsorship.

For reference, the Natural History Museum of Denmark (SNM), as with similar
European museums, is a member of CETAF (Consortium of European Taxonomic
Facilities: consolidating 59 European institutions’ taxonomic research capability)
and SYNTHESYS (an EC-funded project to create an integrated infrastructure for
natural history collections). Increasingly, the emphasis is on high resolution scan-
ning projects to facilitate research, in addition to the existing access, education, and
outreach efforts. Large scale digitisation programmes enabling ‘big data’ approaches
to for instance biodiversity are underway in a number of European natural history
museums, including notably Leiden and London. We plan to liaise further with
Copenhagen and the museum networks to help establish the common framework
described, to further aid open access to data, in keeping with the museums’ mission.

5 Conclusion

Discussions with specialists from research-based collections held at the Universities
of Cambridge and Copenhagen and elsewhere have indicated keen interest and
commitment for further development of the shared, blended 3D collections project,
with additional partners and funding options being actively sought.

It was noted that institutions understandably tend to be more protective of their
collections of rare skeletal and fossil remains, when for instance compared to other
specimens, however the aim is to continue to provide open access in all digitisation
projects. The model would be one of mutual sharing for general benefit.

Blending physical and virtual collections can be achieved in phases, with more
immediate options helping to build up the necessary partnerships and providing key
shared experiences in the collaborative efforts involved. These phases could
include:

• Phase I—live-streaming guided option, using smart glasses and live guides to
introduce the new technology and help blend collection images and concepts

• Phase II—introduction of 3D scanned images, potentially using existing mate-
rial and involving live guides to introduce the technologies and collections, and
clarifying any oddities in the blending of the particular virtual and physical
combinations
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• Phase III— introduction of a curated, blended special exhibition, with 3D
images suitably scanned and precisely scaled for compatibility across collec-
tions, ideally live-guided (but could be prepared for self-paced interaction)

• Phase IV—development of larger catalogue, presenting an expanding volume of
suitably matched 3D images, available for more extensive self-paced interaction
or guided presentations, across more of the participating museums’ collections

• An additional phase may be to consider making selected collections available to
a wider community outside of the museum (with the potential to test suitability
of use in a sedentary mode with low-cost VR goggles). Most likely the
live-guided phases would be best-suited initially in all phases, given successful
trials, with the curated phases (III, IV) being possible candidates to test
self-paced interaction from a distance.

• Any extra costs, incurred by additional demands of a global group of virtual
visitors, might be shared with partnering institutions able to provide more
localised support, for example smaller museums, local libraries, educational
facilities, or possibly other spaces made possible perhaps by supportive
sponsorship.

It is promising that there is agreement for cooperation on initial collaborative
projects, which for Cambridge and Copenhagen at least may be related to primates
and human evolution, and that sharing of experience in these areas should continue.
There was also interest in benchmarking progress and proposals against other
leading institutions in the sector. This was part of making initial contact with other
institutions, and the follow up with them will include an attempt at a wider com-
munity of sharing, and of resolution of the calibration, scale, and related file format
challenges. More details of the Veholder project will be found on its website
(veholder.org).
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Virtual Reality as a Travel Promotional
Tool: Insights from a Consumer Travel
Fair

Alex Gibson and Mary O’Rawe

Abstract Although the potential of virtual reality (VR) as a technology in tourism
has been recognised for more than twenty years, (Horan, Hosp Inf Technol Assoc—
Electron J 1:1–7, 1996; Williams and Hobson, Tourism Manage 16:423–427,
1995), we have witnessed a renewed interest in both academic and business circles
recently (Jung et al., Information and communication technologies in tourism
621–635, 2016). From a marketing perspective, VR offers the potential to build a
sensory experience of a tourism destination or attraction, and can be used in sales
contexts to complement, or indeed, supplant traditional promotional tools such as
brochures. The immersive nature of the experience offers a deeper and more
emotional assessment of the tourist offering from the consumer’s perspective, and
an opportunity to build imagery and influence the consumer decision-making
process from the marketing communicator’s viewpoint. Research was conducted
into consumers’ attitudes and experiences of 360-degree VR videos, which have
been developed by Fáilte Ireland (Ireland’s domestic marketing and product
development agency) to showcase a number of activities along the Wild Atlantic
Way. Using a quantitative research approach constructed along the dimensions of
the Technology Acceptance Model (TAM) (Davis, MIS quarterly 319–335, 1989),
129 surveys were carried out at two consumer travel shows. Respondents’ VR
experience was rated positively across all demographic cohorts and against the
selected dimensions of the TAM model. Using VR to promote the Wild Atlantic
Way was found to greatly increase the likelihood of visiting the destination itself in
the future. This offers very encouraging prospects for destination marketers. This
research contributes to a deeper understanding of how VR can aid in destination
marketing and promotion, and potential limitations to its wider deployment.
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1 Introduction

Information and communication technology (ICT) has been the subject of signifi-
cant academic research in tourism, as the impacts of the shift to eTourism (Buhalis
and Law 2008) have been felt since the Millennium (Kim et al. 2008; Liang et al.
2016). Coupled with the mobile internet influence, it is clear that much has changed
in industry and user technology in the international tourism landscape, and that the
ways tourism services are consumed and accessed have altered (Ukpabi and
Karjaluoto 2016).

One emerging field of considerable interest is virtual reality (VR). In the general
commercial arena, recent intense activity by major IT companies has seen massive
investments in both hardware and software development, and acquisitions in the
augmented reality (AR) and virtual reality (VR) space, with a projected market
value of some €80bn. by 2025 (Goldman Sachs 2016).

Specific to tourism, a number of opportunities for virtual reality are now evident
(Guttentag 2010), among which is the area of marketing and promotion. This is the
primary lens through which the authors explored the use of VR in a tourism
context. A structured self-completion survey, using convenience sampling, was
administered to 129 respondents (attendees at Ireland’s largest consumer travel
show, Holiday World) subsequent to their trial of a VR experience. The VR
experience showcased a range of 360-degree videos of Ireland’s Wild Atlantic Way,
developed by the agency charged with domestic marketing and product develop-
ment, Fáilte Ireland.

Further, this study uses a conceptual framework developed by Davis (1989)
known as the Technology Acceptance Model whereby determinants of user
acceptance of technology were examined. Having previously been extensively
validated in travel and tourism, TAM was deemed to offer suitable influential
constructs. In particular, the dimensions of perceived usefulness and perceived ease
of use, as well as behavioural intention were adopted by the authors to inform the
study of the efficacy of VR in the context of the marketing and promotion of
Ireland’s Wild Atlantic Way. The behavioural intention dimension examined
respondents’ willingness to use VR again, and to recommend it to others. A key
dimension of the research was to investigate the extent to which the VR experience
enhanced likelihood to visit the featured region. Selected external variables were
also examined, including demographics.
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2 Overview of the Concept of Virtual Reality

Virtual reality is not a new phenomenon. Williams and Hobson (1995, p. 423)
attribute the coining of the phrase to Myron Kruger in the mid-1970s. Its potential
throughout many strands of society has been debated since, and particularly over
the last 25 years, with Williams and Hobson (1995, p. 425) commenting that, even
then, it had “the potential to revolutionalise the promotion and selling of tourism”.
But what is this technology, and how has it developed in tourism since then?

2.1 Definitions and Perspectives of VR

A myriad of definitions now exists of VR, based on a range of different tech-
nologies, concepts and theories. Guttentag (2010, p. 638) in exploring definitional
challenges in his article, points to “navigation”, “immersion” and “interaction” as
key features of VR which are commonly included by various authors. Williams and
Hobson (1995, p. 424) draw on the typology presented by Cruz-Neira et al. (1994)
of the components of a VR experience, in purporting that visualisation components,
immersion and interactivity are central. Expanding the criteria of immersion,
Gutiérrez et al. (2008) define VR according to its characteristics of providing both
physical immersion and psychological presence. In these contexts, the user is
isolated from the real world to some degree, ranging from semi-immersion to full
immersion, where there is no interaction with the outside world. Sanchez-Vives and
Slater (2005, p. 333) tease out that presence entails having a sense of being inside
the virtual environment, rather than where the user’s body is actually physically
located. To achieve this presence, various technologies are used, including
head-mounted displays (HMDs) such as Samsung Gear, Oculus Rift and HTC
Vive, or handheld controllers such as Oculus Touch.

Guttentag (2010, p. 638) proposes a definition of VR as “the use of a
computer-generated 3D environment…that one can navigate and possibly interact
with, resulting in real-time simulation of one or more of the user’s five senses”. He
sees user-control as a key feature of VR. So, although definitions differ, there is a
broad agreement that the ability to “navigate” and “interact with” the virtual
environment is often deemed a crucial characteristic (Wiltshier and Clarke 2015,
p. 5). Sherman and Craig (2003, p. 6) draw together these elements in describing
the four key features that a VR experience consists of, namely, “a virtual world,
immersion, sensory feedback (responding to user input), and interactivity”.

Does this exclude those technologies where the user has no control over the VR
experience? This is a growing point of debate, as technologies such as 360-degree
video, the featured technology in this study, emerge in the hospitality and tourism
arena. Guttentag (2010) asserts that this technology does not fulfil the necessary
characteristics mentioned above to be considered true VR. Thus, it offers a
more passive experience to the user than the classic definitions of VR.
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However, 360-degree video does blur the line between interactive and passive VR,
and furthermore, is an important early stage technology in the VR family, as it
offers a gateway to more fully interactive VR (Stuart 2016; Jacobious 2016). These
applications are now considered VR-type applications, demonstrating that there is a
widening interest in the industry to use VR-based instruments to promote products
and services.

Wiltshier and Clarke (2015) propose a more flexible interpretation of VR so that
a wider array of technologies could be explored in their own study. For the research
undertaken here, the authors adopted the same understanding.

3 Virtual Reality in Travel and Tourism Marketing

Guttentag’s (2010, p. 640) exploration of the use of VR in tourism identifies six
areas as presenting valuable potential: planning and management, entertainment,
education, accessibility, heritage preservation and marketing. Although all these
areas present worthy opportunities for research and a growing evidence base, the
latter area is the lens through which the authors chose to explore the use of VR in a
tourism context.

3.1 Past and Current VR Developments in Hospitality
and Tourism

It has been established that tourism researchers and tourism professionals now have
a keen interest in the phenomenon of VR as applied to the tourism sector (Cheong
1995; Sussmann and Vanhegan 2000; Williams and Hobson 1995). Guttentag
(2010, p. 646) sees the opportunities that VR offers the tourism sector as quite
significant. But this is a renewed interest, rather than a brand new interest, as we can
point to Second Life as a communication and promotional tool which has been used
in travel and tourism since its launch in 2003 (Mascho and Singh 2013). Indeed,
VR simulators date back to 1962 with the Sensorama Simulator, a machine that
presented the user with 3D images, smells, sounds, wind and vibrations (Spence
and Gallace 2011). Currently, in line with the surge in general commercial interest,
VR is becoming a popular choice for hotels, restaurants, travel agents and attrac-
tions, with many adding a virtual tour as a component of their promotional mix
(Guerra et al. 2015). VR has recently been successfully used by Marriott as a part of
their suite of developments in this arena. Beginning their journey to redevelop their
brand promise, Travel Brilliantly, in 2014 with their Teleporter programme, they
‘transported’ their guests to different corners of the globe via a fully immersive, 4-D
sensory experience (emarketer.com 2015). This was followed by their VR
Postcards innovation, and the VRoom Service programme. That VR has worked for
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Marriott as smart brand-building, and a very realistic opportunity to play and win, is
evident in coverage by brand analysts (Adamson 2015).

The focus of this research was on a series of 360-degree videos, a format
growing rapidly in popularity in tourism promotion. Similarly to Fáilte Ireland,
Visit Scotland has embraced VR through an app that allows prospective tourists to
‘visit’ 26 attractions without leaving home. ScotlandVR recreates the country using
a mix of 360-degree video, and animated maps, menus and photos. The Chief
Executive of Visit Scotland comments that “far from being a fad or gimmick, VR is
revolutionising the way people choose the destinations they might visit, by allowing
them to ‘try before they buy’ and learn more about the country in a unique and
interactive way” (Roughhead 2017).

The Tourism Authority of Thailand, has also released four 360-degree videos,
including imagery of an elephant sanctuary, as have Tourism Australia, whose
videos depict aquatic and coastal travel experiences, including snorkelling in the
Great Barrier Reef (Levere 2017).

3.2 VR’s Potential Role in the Consumer Decision-Making
Process

A number of authors have previously examined VR’s potential as a promotion and
marketing aid in tourism. Cheong (1995) explored the early days of VR use in the
travel industry from both the developer’s planning aspect and the sceptic’s angle.
But it is the role of VR in the decision-making process, and specifically the
activities around information-searching that have received the most attention.

Gretzel and Fesenmaier (2003) promoted the benefits of using immersive virtual
reality technologies to build a sensory experience into marketing communication
strategies, with a particular aim of supporting the information-searching and
decision-making process for the consumer. In anticipation of their visit to a des-
tination, tourists develop an image of a destination that is made up of previous
experiences, word of mouth, press articles, different advertising measures and
common beliefs (Baloglu and Brinberg 1997, as cited in Buhalis 2000). It is the
“experiential” source (Kotler et al. 2017, p. 156) which offers the most scope in
terms of examining and using the product (destination) in advance. For services
such as a destination or holiday choice, this presents a compelling case. The
long-standing acceptance of fundamental service characteristics of tourism include
the understanding that production and consumption are simultaneous (Kotler et al.
2017), so that any ability to try out the product (destination) in advance is nulled. In
essence, VR allows the user or tourist to experience a sample of the destination
(Sussmann and Vanhegan 2000; Giordimaina 2008). Guttentag (2010) also points
to the key role of information in decision-making, the positive role played by VR in
the information-setting process, and its advantages in terms of creating destination
imagery and information which is both realistic and experiential.
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Wiltshier and Clarke (2015, p. 4) pinpoint a number of distinct stages in con-
suming a tourism product—pre-experience activities, engagement in the experience
through value sources, and post-experience outcomes. Providing sensory infor-
mation at the pre-experience stage could be deemed especially valuable in pro-
motion activities, in contrast to the limits presented by descriptive information
(Gratzer et al. 2004). This need to consider both the cognitive and affective aspects
of image-building (Hyun and O’Keeffe 2012, p. 30) was deemed central to this
study.

3.3 VR’s Advantages in Building Image and Experience

Creating a compelling and distinctive image in the competitive tourism marketplace
has always been a challenge. Berger et al. (2007) cited the benefits of using VR in
terms of the realism of the experience, and the three-dimensional representations of
the destination. The experience model proposed by Pine and Gilmore (1999) pin-
pointed the central roles of the customer (user) in experience creation, and con-
sidering their work is a reminder of the importance of the customer in experiences.
Wiltshier and Clarke (2015, p. 2) also state that an experience occurs “whenever
companies intentionally construct it to engage customers”.

The concept of destination image is extensively examined by Hyun and
O’Keeffe (2012) in their exploration of a telepresence model. A variety of aspects
of image are considered, and in asserting the link between users feeling present in a
virtual destination, and a positive influence on conation (“directed effort by the user
to directly engage with the destination”) (p. 30), they highlight the potential for VR
in image-building. Further, they point to evidence that virtual conation can translate
into actual purchase (p. 34) presenting clear opportunities for VR.

In the era of a growing need for information to be experiential (Stamboulis and
Skayannis 2003), by implementing VR into their promotional strategies, destination
management organisations (DMOs) have the possibility to influence customers
immensely in their travel destination choice.

Despite this attention and activity, research around VR in tourism remains a long
way from maturity. Cabello et al. (2011, p. 1) comment that “using virtual world
technologies as a new means of information for potential tourists is a big challenge
where the methods, goals and needs still need to be exactly identified”. Some years
on, this remains the case. Significant potential exists, but practices using VR are
varied and many commercial forays into the area are still early-stage.

As examples of VR in tourism and hospitality grow, it becomes more important
to differentiate practices between industry sectors. What works for DMOs will not
necessarily be effective for hotels. Wan et al. (2007) advise that it is critical to
consider the characteristics of the targets (theme parks/destinations/hotels) when
using VR as an advertising or promotion tool, as results differ. Thus, a
‘one-size-fits-all’ approach should be avoided.
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4 Technology Acceptance Model

Users adopt emerging technologies in a variety of ways. Many studies have set out
to explain these patterns of behaviour, and construct models and frameworks to
convey such adoption patterns

The Technology Acceptance Model (TAM) was used by the authors to inform
the study. TAM was originally developed by Davis (1989) as a means of studying
and, indeed, predicting, user acceptance of information technology. Two main
constructs were hypothesised—“perceived usefulness” and “perceived ease of use”
(Davis 1989, p. 319), which are theorised to be fundamental determinants of user
adoption of information technology. Kim et al. (2008) also describe perceived
usefulness and perceived ease of use as “influential determinants” (p. 393). Davis
describes a system high in “perceived usefulness” as one for which a user “believes
in the existence of a positive use-performance relationship”, and “perceived ease of
use” as “the degree to which a person believes that using a particular system would
be free of effort” (p. 320).

Other theories have also attempted to examine and predict the various deter-
minants of user technology acceptance. The Diffusion of Innovation theory (Rogers
1995) takes a multi-disciplinary approach in examining five key characteristics that
may affect adoption of technologies—relative advantage, complexity, compatibil-
ity, trialability and observability (Kim et al. p. 396). Through these constructs,
innovation adoption is viewed as a process of uncertainty reduction and information
gathering (Wang and Qualls 2007). The Theory of Reasoned Action (TRA) (Ajzen
and Fishbein 1980) further attempts to explain the relationship between user beliefs,
attitudes and system use (technology adoption), and is itself the foundation of the
TAM.

The TAM model has since been built upon extensively from multiple disci-
plinary vantage points and has received widespread empirical support (Kim et al.
2008), through studies such as adoption of mobile technology, (Kim et al. 2008),
online games (Hsu and Lu 2004) and virtual worlds (Huang et al. 2013).

4.1 Technology Acceptance Model in Travel and Tourism

In the context of travel and tourism, the notion that TAM is a useful and practical
framework for understanding consumers’ acceptance of ICT has been validated on
many occasions. Ukpabi and Karjaluoto (2016) in their synthesis of the theories,
frameworks, models and antecedents of applications of ICT in tourism, found that
TAM was the most commonly used model, either as a sole research framework, or
in combination with other models (p. 6). They also remind us that adoption is a
critical success factor for the deployment of ICTs in tourism, and due to the
dynamism of the industry, the literature requires constant updating (p. 2).
Understanding tourists’ use of virtual worlds has been validated by Huang et al.
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(2013, p. 498) using TAM in their study of Second Life. Exploring user acceptance
of 3D virtual worlds in travel and tourism marketing, they found positive and
significant impacts between perceived ease of use and perceived usefulness on the
experience of enjoyment. Wang and Qualls (2007) used the TAM at an organisa-
tional level to consider hospitality organisations’ adoption of technology, enhancing
the theoretical foundation provided by TAM by adding organisational constructs.

Although the determinants proposed by TAM are not the only variables which
might be of interest, “they do appear likely to play a central role” (Davis 1989,
p. 323). Coupled with the convergence among a wide range of studies (Ku and
Chen 2015; Sahli and Legoherel 2015; Lin 2010; Ku 2011), the authors deemed
these suitable and valuable paradigms for this study.

Despite an extensive literature search on TAM in the specific context of VR, this
area remains almost wholly unexamined.

5 Methodology

Travel trade and consumer shows are long established as part of the tourism pro-
motion mix. In 1990, Pizam pointed to their role in encouraging attendees to buy
tourism products and visit tourist destinations. Both trade and consumer exhibitions
are major sales promotions opportunities for travel and tourism firms, from state
tourism agencies to small independent operators.

Despite the acknowledged economic contribution and popularity of trade and
consumer exhibitions as a key component of the MICE sector, research on such
shows and exhibitions has been sporadic at best. It seems that as consumer pur-
chasing has moved more towards digital channels, many aspects of exhibitions have
become notably under-researched (Mair 2010). Trialing VR at a consumer show
therefore offered the authors both a very convenient platform to investigate VR as a
destination promotional tool, and an opportunity to gather insights from the con-
sumer show.

Holiday World Show is Ireland’s leading consumer travel show. Founded in
1989, the show runs in two locations annually and attracts over 1,000 travel pro-
fessionals and over 50,000 visitors. It could be described as a “vertical
show”…”organised to promote a single or related industry category to a particular
audience” (Motwani et al. 1992, p. 39).

5.1 Research Approach

This research was carried out at both the Belfast and Dublin Holiday World shows
from 20–22 January 2017 (Belfast) and 27–29 January 2017 (Dublin). Using
convenience sampling, respondents were administered a self-completion survey
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after they had tried the VR experience. A total sample of 129 responses was
obtained over the six days of sampling.

The Wild Atlantic Way is a touring route encompassing over 2,500 km of
spectacular scenery, much of it inaccessible or environmentally sensitive. Fáilte
Ireland, who have responsibility for domestic marketing and product development
in the Republic of Ireland, recently commissioned a series of four 360-degree films
showcasing four separate tourist activities and destinations on the Wild Atlantic
Way.

This VR technology was piloted by Fáilte Ireland in 2016 as a potential sales
tool at ITB Berlin (Fáilte Ireland 2016). The cutting-edge views of the Wild Atlantic
Way were then made available across all Wild Atlantic Way digital platforms as
well as across social media channels. Anglim (2016) points out that by using this
innovative technology to bring almost life-like experiences to visitors as they
research and book their holidays, it is hoped that Ireland can stand out in a crowded
marketplace. The four videos depict activities in four seaboard counties in Ireland,
including horse-riding, cycling through the Burren, surfing through the Cliffs of
Moher and sea stack climbing. Participants were free to choose which video they
would watch, and could select more than one.

This research was supported by Fáilte Ireland who supplied the technologies and
support staff required in both locations. A promotional stand was erected in a
dedicated area, and Samsung Gear VR headsets and headphones were provided. An
audio element was deemed important so that users could experience a greater sense
of immersion. This is supported by Guttentag (2010, p. 639) who comments that
audio is “important for the creation of realistic VEs”. Reinhard’s (2010) thinking
on “sense-making in virtual worlds” informed the creation of the questionnaire
from the perspectives of “being entertained” and “desiring to engage”. The
self-completion questionnaire administered to respondents addressed several
themes deriving from the TAM model, using a Likert Scale to assess their attitude
to three key components—usefulness, ease of use, and overall behavioural intent.

Other themes were explored in the research, but not reported here, such as VR’s
potential to substitute for visiting the destination, and the extent to which the VR
experience contributed to attendees’ enjoyment of the travel show.

Unsurprisingly, there was no difficulty in encouraging attendees to try out the
VR experience. Indeed, it was observed that VR added greatly to the “attraction
efficacy” (Gopalakrisna and Lilien 1995, cited in Milner 2009, p. 6) of the Fáilte
Ireland stand.

6 Findings and Discussion

The sample obtained represented a broad cross-section of the attendance at the
Holiday World Show, and is reflective of the older age-bias of attendees of the
event. Good practice in research and DIT’s own research ethics practices precluded
any respondents under the age of 18 from participating in the survey Table 1.
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A recent Priceline study (2016) states that “almost half of Millennials would use
a VR headset to preview a destination they are planning to travel to”. The authors
wished to see if there was any indication of a relationship between respondent age
and their evaluations of VR along key predictive user acceptance measures.
A Chi-Square analysis was conducted to establish any significant associations
between a number of the study’s key variables and age of respondent.

Interestingly, the relationship between age category and prior use of VR was
found not to be significant (p = 0.25). This shows that in addition to the appeal of
this technology to ‘digital natives’ (Margaryan et al. 2011), VR technology adop-
tion was evenly spread across age cohorts.

Some 26.8% of all respondents had tried a virtual reality experience before; of
these exactly 50% had tried a travel-related virtual related experience. As Table 2
shows, no significant differences (p < 0.05), were observed within the age cohorts
surveyed. Reinhard’s (2010) contention that exposure to media technologies is
affected by respondent age would appear to be challenged in the case of VR,
according to these findings.

Table 3 outlines findings from the Likert-scale measurement of users’ accep-
tance of the VR technology along the dimensions of Usefulness and Perceived Ease
of Use as described by Davis (1989). As the TAM model was developed in the
context of worker performance as the dependent variable, the authors sought to
develop a more appropriate construct for travel. The extent to which the technology
would encourage likelihood to visit the promoted region was of particular interest to
the Fáilte Ireland organisation, and so was included in the set of measurement
constructs.

Across all dimensions there was a high degree of agreement that the VR tech-
nology had positive impact. The highest rating for the technology was for its
entertainment value. This is an important validation as it reflects current com-
mentary on the critical importance of developing compelling content in VR
experiences. Among a small minority of respondents, there was a sense that the
disadvantages of the technology outweighed the advantages. This finding may
partly explain the lower mean score for the extent to which some respondents felt
that the technology needed expert help to be used. In relation to the impact of VR

Table 1 Demographic
profile of respondents
(n = 129)

Age of respondents %

18–25 11.2

26–45 33.6

46–64 41.6

65+ 13.6

Table 2 Chi square analysis
—age relationship with key
variables

p

Prior use of virtual reality 0.25

Ease of use of technology 0.56

Usefulness of technology 0.09
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on respondents’ future intentions of use, and likelihood to recommend, the findings
offer much encouragement for travel marketers. The extent to which trial of the VR
experience would enhance likelihood to visit theWild Atlantic Way was particularly
noteworthy. A chi-square analysis was performed to see if there was any rela-
tionship between levels of prior awareness of Wild Atlantic Way and the extent to
which VR led respondents to feel more likely to visit the area. This was not proven
(p = 0.66), and points to a picture of a technology that can work in terms of both
brand awareness and brand affinity. This dimension of the technology is one that
warrants further investigative work. From the perspective of a destination marketing
organization such as Fáilte Ireland, the return-on-investment from VR is something
that continues to be a concern. This study indicated that VR can become a strong
element in the broader range of integrated marketing communication (IMC) tools.

7 Conclusions

Liang et al. (2016, p. 1) point to the “technological superstorm” in ICT in tourism.
This has been observed in the literature review for this research, and in the
ever-emerging examples of technology-enhanced tourism developments. In 1995,
Williams and Hobson (p. 425) commented that the “VR revolution has yet to
happen”. In 2017, the revolution has still not taken force, but momentum is growing
very quickly.

The authors have examined and uncovered a number of theoretical impacts of
VR, through the lens of destination marketing and promotion, via their primary
research on VR as a promotional tool for Ireland’s Wild Atlantic Way. This
work, whilst investigative, adds useful consumer-related findings, highlighted by

Table 3 TAM criteria
(n = 129)

Criteria Mean s.t.d.

Usefulness Max 5

A useful technology 4.41 0.929

Creates a realistic sense of destination 4.45 0.941

Advantages outweigh disadvantages 4.27 0.982

An entertaining technology 4.52 0.894

Ease of Use

Possible to use without expert help 4.07 1.11

Is clear and understandable 4.30 0.925

Overall is easy to use 4.41 0.936

Intentions

Like the idea of using VR 4.38 0.965

Probably will use VR again 4.38 1.036

Would recommend VR to other people 4.47 0.955

More likely to visit Wild Atlantic Way 4.24 0.731
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Liang et al. (2016, p. 13) as lacking in tourism research. They also point, in their
specific study on m-tourism, to the absence of empirical data in many existing
studies, and the subjectivity of “a very large proportion”. These concerns are
transferable to additional aspects of tourism technology research.

Moderating factors may have an influence on the relationship between a user’s
perception of VR and their adoption behaviour, and it is difficult to reflect this
dynamism in the research. Various push and pull factors and motivations could be
investigated further. For example, Guttentag (2010 p. 645) points out that tourists
seeking risk and novelty may look for different sensations in a VR environment to
those looking for business travel opportunities.

This study did not include any tactile sensations. Research in this area is
growing, with a move towards ‘haptic devices’ in the form of gloves or more
substantial suits which cover an entire body (Gutiérrez et al., 2008). In time, such
additional technologies will be most worthy of investigation.

Practical and ethical implications of developments around VR are more difficult
to predict, and have not been dealt with by this study.

Using the Technology Adoption Model yielded a range of useful findings,
reinforcing the potential of VR in destination image-building, and providing
information at the pre-experience stage of the consumer decision making process.
Overall, the research showed that VR is a useful tool in the marketing communi-
cations mix, offering DMOs the possibility to influence customers in their travel
destination choice. Irrespective of the demographic cohort, VR is a technology
which was deemed easy to use, useful and enjoyable. Respondents were strongly of
the view that VR increased their likelihood to visit the Wild Atlantic Way. This
offers exciting prospects for destination marketers in a turbulent and competitive
tourism landscape.

The lens adopted by the authors focused exclusively on the marketing dimension
of Guttentag’s (2010) six areas of potential for VR examination. However, VR
certainly has a much broader application in tourism. In future research, the authors
intend to pursue study of VR’s role in destination substitution, which was only
nominally addressed in this study. Providing evidence that virtual conation can be
translated into actual purchase will be an important aspect of proving the efficacy of
VR to travel and tourism marketing, and to the speed of its future acceptance.
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The Impact of Augmented Reality
(AR) Technology on Tourist Satisfaction

Ruhet Genç

Abstract Augmented Reality (AR) is currently one of the most popular tech-
nologies among global technological applications. Aside from completely
immersing the user in a synthetic environment in which the user cannot experience
the real world around herself, as Virtual Reality (VR) technology does, AR
superimposes the computer-generated data while allowing the user to enhance her
perception of reality and of the surrounding. Furthermore, AR has many application
areas, varied from medical treatment to educational purposes. Particularly, AR
technology is employed in tourism sector, increasing the involvement of touristic
activity while diversifying the bundle of tourism experiences. The literature,
however, is insufficient, in terms of capturing the main impact of AR technology on
the satisfaction levels of tourists. This paper aims to fill the gap by investigating the
past literature on AR technology and then presenting a naïve model where the
significant effect of AR technology can be seen on the basis of tourist satisfaction.

Keywords Augmented reality � Virtual reality � Tourism � Satisfaction

1 Introduction

By definition, augmented reality (AR) is a variation of virtual reality (VR) as
commonly known or in other terms virtual environments (Azuma 1997). Until
recently, VR technologies were accepted as the most outstanding technologies
based on the idea of total immersion of the user in a virtual world generated by
computer technology (Fritz et al. 2005). While VR Technologies completely
immerse a user in a synthetic environment where the user cannot see the real
environment around, AR technologies allows the user to see the real world around
by the means of virtual objects superimposed upon or composited into real world
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(Azuma 1997). In general, AR is a visualization technique which superimposes the
computer-generated data such as text, video, graphics, GPS data and other multi-
media formats on top of the real world view, like captured by the camera of a
mobile phone, computer or other technologic devices (Kounavis et al. 2012),
augmenting one’s view and transforming it so that user’s perception of reality and
of the surrounding environment would be enhanced (Osterlund and Lawrence
2012). Hence, AR technologies have become increasingly popular, both in scien-
tific world and for the general use of public (Fritz et al. 2005).

Figure 1 reflects the continuum between the real and virtual environment. As
seen in the figure, AR stands within the mixed reality. AR provides local virtuality
as opposed to virtual reality or virtual environment and augmented virtuality, where
real objects are added to virtual objects (Van Krevelen and Poelman 2010).

The application of AR technology can be found in numerous areas, including
medical, manufacturing and repair, annotation and visualization, robot path plan-
ning, entertainment, military aircraft, education and stimulated training (Azuma
1997; Yu, Jin et al. 2010). AR technology is also used in tourism sector, targeting to
improve the tourist experiences (Kounavis et al. 2012).

Previous research clearly depicts the potential of AR technology to create an
interactive and enjoyable tourism experience (Yovcheva et al. 2014; Tom Dieck and
Jung 2015). However, there has been no such research modelling the impact of AR
on tourist satisfaction in a quantitative sense. The aim of this paper is to investigate
the role of AR technology in tourism sector, specifically focusing on the effect of AR
technology on tourist satisfaction. The paper will start with a basic literature review of
what has happened in tourism sector after the development of AR technology. Then,
the paper will present a naïve model, considering the impact of AR technology on
tourist satisfaction. Lastly, concluding remarks will be presented and possible con-
tributions of AR technology to tourism sector will be discussed.

2 Literature Review

2.1 Augmented Reality in Tourism

Based on the available frameworks and toolkits, many applications of AR tech-
nology have been developed for several decades. Although some of these appli-
cations have started as pilot applications or research projects, a number of them are

Fig. 1 Real—virtual
continuum (Van Krevelen and
Poelman 2010)
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still available in commercial areas. Nevertheless the examples are extremely varied
(Kounavis et al. 2012). Mobile AR applications, for instance, are significantly
different from each other, while they are all designed for specific tourist purposes.
AR technologies can be used to create informative and interactive tours regardless
of it is real estate or an art museum (http://www.businessnewsdaily.com/9245-
augmented-reality-for-business.html#sthash.ZqS1PuKq.dpuf [Dec. 9, 2016]).

To begin with the historical progress of AR technology in tourism industry,
Tuscany+ appears as the first AR application in 2010, specifically developed for
Tuscany region in Italy, by Fondazione Sistema Toscana and operates as a digital
tourist guide. Tuscany+ delivers tourist information, including accommodation,
dining, the city’s nightlife and sightseeing, in Italian and English by drawing the
information from internet sources, such as Wikipedia and Google Places (http://
www.turismo.intoscana.it).

Next, Basel is another city with its own AR tourist guide, the project
“Augmented Reality for Basel”, which is accessible through the Layar AR browser
and available in English, German, French and Spanish as of 2011. In general, the
content is drawn from the city of Basel’s dedicated database where the users can
retrieve valuable information for the city of Basel and its outskirts, and in particular
with respect to Basel’s sites, museums, restaurants and hotels, as well as the
information for events and shopping centres are accessible (http://www.perey.com/
AugmentedRealityForBasel/ [Dec. 9, 2016]).

Last example of AR technology application in touristic activities can be given as
the StreetMuseum application, which has been developed by Thumbspark Limited
particularly for the needs of the Museum of London in 2010. This application offers
users the opportunity to visualize the city of London from numerous points of
history. By pointing the camera of their mobile phones at present day street views,
the users have historical pictures of these places. The pictures are drawn from the
Museum of London’s vast collection and they are superimposed on top of the real
view. Moreover, additional information can be accessed through the information
buttons of the system. In general, StreetMuseum provides tourists a chance to
design their route at their own selection and discover the history of London, its
altered landscapes and important landmarks (http://www.museumoflondon.org.uk).

Furthermore, there are numerous AR applications that are suitable for road trips
and currently used by travellers all around the world. WikiTude, Yelp Monocle,
Google Search App and Metro AR Pro can be counted as the examples of this kind
of applications, highly suggested by well-known blogs designed for travellers’ use
(http://www.cntraveler.com).
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2.2 The Impact of Augmented Reality on Tourist
Satisfaction

Having discussed the examples of AR technology in tourism, the benefits of AR
technology in tourism sector can be discussed as the next step. According to
Garcia-Crespo et al. (2009) tourism sector is currently in need of technology-based
integrated value added services which offer interactivity and entertainment
throughout their highly dynamic structure. Augmented Reality appears as a tech-
nology which is capable of providing tourists much more personalized content and
services shaped by their own preferences. In particular, AR tourist guides can
display content upon request while tourists are travelling around a city, discovering
the city landscape, sites and landmarks. Parallel to the development of mobile AR
applications, tourists are able to discover the world by adding new layers to their
perception of reality and of surroundings. These developments, in turn, provide
tourists a new interactive and highly dynamic experience (Kounavis et al. 2012).
Furthermore, accessing these applications over mobile devices with GPS func-
tionalities, tourists have become capable of navigating themselves interactively with
the help of direct annotations of the preferred destinations (Takada et al. 2009).

Considering the functionality, the contribution of AR technology on tourist
satisfaction will be better understood. There are numerous functions of AR tech-
nology which cannot be achieved by any other touristic applications, specifically
comparing it with VR technology. First, search and browsing (i.e. categorical
search) mechanism provides tourists to access relevant information (Rasinger et al.
2009). Routing and navigation are the fundamental elements of AR technology,
which also provides tourists an opportunity to plan their own tours for a better
leisure experience (Umlauft et al. 2003). An important part of the generating the
tours is naturally communication, which has been enhanced by the AR technology
through realizing direct contact with accommodation providers, exhibition owners,
or any other service providers (Rasinger et al. 2009). Moreover, AR technology
helps tourists to obtain an overview of larger territory via map services (Suh et al.
2010), interactive view (Wither et al. 2009) or filtering out unnecessary content
(Tokusho and Feiner 2009). The technology is also context-aware, allowing tourists
to catch important or interesting information, particularly in urban areas which are
rich in information (Rasinger et al. 2009) and exploration of visible surroundings
without pre-defined criteria (Ajanki et al. 2010).

Although some scholars claim that AR applications at touristic destinations and
attractions have no direct positive impact on tourist experiences (Yovcheva et al.
2013), introduction of AR technologies are found to be valuable by numerous
scholars for various reasons. For instance, Martínez-Graña et al. (2013) claim that
AR applications are specifically valuable for the tourism industry since they
improve tourists’ social awareness of the immediate surroundings and unknown
territory. Furthermore, AR applications help tourists gain a deeper understanding of
the origins of geoheritage such as volcanic sites (Martínez-Graña, et al. 2013). On
the other hand, AR technology has been acknowledged as a popular tool for the
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education of museum visitors (Casella and Coelho 2013), and they are capable of
presenting historical events and introducing tourism destinations (Benyon et al.
2014). Finally, it has been also concluded that AR technology may be used by the
mass market, and naturally, tourism industry will likely to engage with these new
and developing applications (Jung et al. 2015).

In this section, the historical progress of AR technology has been discussed by
giving worldwide examples as well as current applications popularly used by
travellers on internet. Then, the benefits and functionality of AR has been presented
in order to depict the possible impacts of AR on the satisfaction levels of tourists. In
the next section, a naïve model will be developed to reveal these possible impacts of
AR on a quantitatively measurable structure for tourist satisfaction.

3 Method

The impact of Augmented Reality can be measured on the basis of overall satis-
faction of tourists as well the alterations in technology. Tourist satisfaction, as
stated in the beginning of this paper, is the ultimate goal for explaining the impact
of Augmented Reality. Moreover, impact of Augmented Reality is fundamentally
dependent on technological progress. Adding these two variables, the model will be
as following:

AR ¼ b1TSþ b2TP
t þ e ð1Þ

where,

AR implies impact of Augmented Reality,
TS implies tourist satisfaction
TP implies technological progress
t implies time (or periods/seasons in which touristic markets work)
b1 and b2 imply coefficients
e implies residual
The hypothesis of the study will be as following:
H1: b1 > 0, tourist satisfaction is a significant determinant for the impact of
Augmented Reality
And,
H2: b2 > 0, technological progress is a significant determinant for the impact of
Augmented Reality
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4 Findings

According to the model used in the study, the impact of Augmented Reality is
measured through two main variables, these are: tourist satisfaction and techno-
logical progress. First of all, tourist satisfaction is a crucial factor since the appli-
cations of AR technology in tourism sector mainly target to increase the satisfaction
of tourists that they receive from their touristic experiences. Quantitative mea-
surement of tourist satisfaction may be achieved through measuring the changes in
Quality of Life (Genç 2012). There are two main indicators for measuring the term
quality of life; these are objective and subjective measures. In accordance with the
scientific purposes, we need to focus on objective indicators, such as economic
indices (Gross Domestic Product, poverty rate, etc.), social indicators (unemploy-
ment rate, school attendance rate), life expectancy and literacy rate (Genç 2012).
Secondly, technological progress forms the basis of further development of AR
technology. Without taking technological progress into consideration, changes in
AR technology cannot be captured; hence the impact of changing AR technology
cannot be understood properly. Moreover, technology has the characteristics of
developing exponentially. In other terms, it has acceleration for doubling itself,
which phenomenon is known as Moore’s Law named after the work of Gordon
Moore (1965) on integrated circuits. These two variables, tourist satisfaction and
technological progress are assumed to increase linearly with the coefficients ß1 and
ß2, respectively.

Furthermore, there may be other variables which have a significant impact on
measuring the effect of innovations; hence they are represented with e. Although the
model has not been tested on real variables, it will be useful to focus on a quan-
titative analysis, in order to measure the impact of innovations on a scientific basis.

5 Conclusions

In summary, the AR technology allows people to view images which blend into and
sit on top of the existing physical landscape as opposed to VR technology, which
delivers an entirely immersive, virtual experience without providing any interaction
with the surrounding environment (http://realbusiness.co.uk/tech-and-innovation/
2016/11/22/will-2017-be-watershed-businesses-using-augmented-reality/ [Dec. 9,
2016]). By providing people a different opportunity for the perception of reality and
of their surroundings, AR technology creates a significant impact in tourism sector,
specifically on the satisfaction levels of tourists. Tourists may enjoy with this new
kind of reality in all over the world, hence their level of satisfaction increases
parallel to the advancements in AR technology. Although the analysis in this paper
does not include real world data, it is still intuitive for further research, based on the
dynamics of the model developed in this paper. Quantitative measurement is
the most reliable way to reveal the impact of any particular phenomenon; hence the
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impact of AR should be examined according to a model, constructed by taking
possible effects into consideration. The model above is restricted in two compo-
nents, tourist satisfaction and technological progress; however this model is open to
renew itself with new findings. In conclusion, the benefits and functionality of AR
technology are the reasons why AR technology has become increasingly popular
over last decades, especially in tourism sector. Since technological progress is
merely unstoppable, there will be much more contributions of AR technology to
tourist satisfaction in near future. All in all, a satisfied touristic experience is one of
the valuable parts of overall human life and AR technology contributes to overall
increase in life quality, by allowing diversified tourism activity, along with other
functions in education, business and so on.
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Augmented Reality and Virtual Reality
in Physical and Online Retailing:
A Review, Synthesis and Research Agenda

Francesca Bonetti, Gary Warnaby and Lee Quinn

Abstract Augmented reality (AR) and virtual reality (VR) have emerged as
rapidly developing technologies used in both physical and online retailing to
enhance the selling environment and shopping experience. However, academic
research on, and practical applications of, AR and VR in retail are still fragmented,
and this state of affairs is arguably attributable to the interdisciplinary origins of the
topic. Undertaking a comparative chronological analysis of AR and VR research
and applications in a retail context, this paper synthesises current debates to provide
an up-to-date perspective—incorporating issues relating to motives, applications
and implementation of AR and VR by retailers, as well as consumer acceptance—
and to frame the basis for a future research agenda.

Keywords Augmented reality � Virtual reality � Retail � Literature review � Future
research

1 Introduction

The early 2000s saw the increasing adoption of advanced technologies by retailers
in both their physical and online stores, to enhance both the store environment (i.e.
the place where the product is bought or consumed), and the shopping experience
(Pantano 2015). This is especially true for what can be termed ‘consumer-facing’
technology; namely technologies and devices that the consumer experiences
directly whilst in the physical or online store, such as interactive screens, online
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product visualisation and customisation, digital signage, etc. Amongst these tech-
nologies, augmented reality (AR) and virtual reality (VR) applications are rapidly
evolving and increasingly used in retail environments (Javornik 2016; McCormick
et al 2014).

Olsson et al (2013, p. 288) define AR as a technique ‘to combine real and
computer-generated digital information into the user’s view of the physical world in
such a way they appear as one environment’. AR blends the virtual and real worlds
(Huang and Liao 2015), through a virtual layer that can add images, textual
information, videos or other virtual elements to the user’s viewing of physical
environment in real time (Carmigniani et al. 2011). AR typically captures
real-world data, usually with a digital camera in a webcam or mobile phone. Using
devices such as smartphones or tablets, wearables (headsets), projectors or fixed
interactive screens, AR can provide a creative and innovative way to capture
consumers’ attention by enabling them to interact with virtual products
(McCormick et al. 2014; Reitmayr and Drummond 2006). Experiential value is
created through product simulation, media richness, sound, GPS data and videos
(McCormick et al 2014). The AR shopping experience enables consumers to
interact smoothly with virtual items, thereby improving their visualisation of
products and hopefully their subsequent image of the brand, which in turn,
enhances buying intentions of consumers (Jiyeon and Forsythe 2008).

In contrast, VR utilises a wearable device (typically a headset), which blocks out
‘real world’ sensory experiences to provide an arguably more engaging and inno-
vative shopping environment by immersing users in virtual, entertaining 3-D
worlds. Here, they can interact in real time and move physically within the virtual
world, typically through movements of the head, but possibly also through motion
tracking of limbs (Pantano 2015; Dad et al. 2016; Sherman and Craig 2002; Fuchs
et al. 2011; Whyte 2002). For VR to succeed, the headwear needs to be comfortable
and confer credible immersive virtual effects. VR can therefore be defined in terms
of a medium composed of interactive computer simulations that replace or augment
the feedback to the user’s actions through one or more senses, conferring the feeling
of being psychologically immersed in the simulation—in other words, a virtual
world (Sherman and Craig 2002; Fuchs et al. 2011).

AR and VR’s rapid development has attracted growing academic research
interest, as well as further developments and applications. Originating as a research
topic with some early exploratory work (Brody and Gottsman 1999; Gold 1993),
only more recently has there been a more substantial consideration of these tech-
nologies in both the academic literature and in practice (Poushneh and
Vasquez-Parraga 2017; Javornik 2016; Mann et al. 2015). However, a fragmented
body of existing academic research and limited evidence of practical uses of AR
and VR in a retailing context means that a coherent basis for further research is
lacking. While this is arguably attributable to the interdisciplinary nature of the
subject, there remains a pressing need for a critical examination and synthesis of the
chronological developments and key current debates in AR and VR research and
applications in retail, in order to locate future directions for a research agenda.
Consequently, this review provides a twofold contribution: (1) it critically
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synthesises and examines current debates on AR and VR from different fields, and
(2) it draws upon this synthesis to outline a future research agenda.

2 Literature Review

2.1 Developments of Research and Applications
of AR and VR in Retail

From its origins in cinematography in the 1950s, AR has evolved enormously.
Since the 1990s, mobile AR and wearable computers started to be developed and
put to use, gaining increasing attention in computer science fields, together with the
areas of VR, 3-D technology and mobile technology (Javornik 2016). Since then,
the technology has also been applied in retail, gaming, medicine, navigation and
education contexts. In the case of VR, early examples of the use of this medium
date back to the 1970s in the aviation industry. Only recently has the use of VR
been more widely extended with the development of virtual technologies (Sherman
and Craig 2002). Another influencing factor has been a significant increase in the
intrinsic power of computers and especially the possibility of creating
computer-generated images and enabling real-time interaction between the user and
the real world through VR systems (Fuchs et al. 2011; Craig et al. 2009).
Consequently, both these technologies have generated much interest, arising from
their potential impact as disruptive technologies in various contexts. Figure 1
provides a comparative timeline of developments in AR and VR research in a
specific retail context, indicating the disciplinary origins of the research.

Use of AR technology in retailing occurs at various touchpoints of the consumer
journey—physical, mobile and online (Javornik 2016; Carmigniani et al. 2011).
Research and applications of AR in retail indicate that it has been regarded as
facilitating experiential marketing (Bulearca and Tamarjan 2010). Indeed, early
studies on AR explored its uses in augmented commerce through shopping agents,
to bridge the gap between electronic and traditional commerce (Brody and
Gottsman 1999). In the case of VR, early research considered a visual simulation
system called Visionary Shopper, which provided a shopping environment and
experience as close as possible to reality, where users could interact with products.
This system was tested on shoppers and was regarded as being an enjoyable and fun
experience, thereby promising more interactive technologies in the future (Gold
1993). The importance of interactivity in VR using web capability to simulate
reality also emerged in the 1990s (Leinfuss 1996), emphasizing the importance of
familiarisation with VR technologies and concepts. These early studies on virtual
environments assessed the degree of immersion of the technology, including the
inclusiveness of displays used, surroundings, etc. arguing that human beings were
becoming ‘more and more intertwined with computers’ (Slater and Wilbur 1997,
p. 614). Applications of VR devices for real-world modification began with
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Electrolux announcing the opening of VR showrooms allowing consumers to build
virtual kitchens using in-store computers (Williamson 1996) and Sainsbury’s
pioneering use of VR technology to decrease development costs and improve the
results of supermarket redesigns through an interactive VR headset (Sainsbury’s,
1995). Entertainment giant Blockbuster was an early adopter of VR to create a
virtual warehouse through simulation (Batiz 2001), and in 1999 Burger King used
3-D technology to simulate a new retail store concept and fully understand the
design, thus enabling interaction (Summerour 2001).

Research during the 2000s on AR used in a physical retail environment (through
interactive displays, which predicted users interacting with steerable technology and
triggering information on the product, promotions and locations—see Sukaviriya
et al. 2003), highlighted both its functional and hedonic aspects. Early applications
of AR in retailing include virtual try-on using personalised or non-personalised
virtual models to simulate the appearance of apparel product combinations on a
body form, rotating the model through front and back views that can be enlarged
(Lee et al. 2006). There were also contrasting views on the long-term benefits of

Fig. 1 Comparative timeline of AR and VR research
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AR, ranging from it being perceived as being exclusively a promotional tool
(Woods 2009), to fostering positive consumer-brand relationships (Owyang 2010)
and consumer satisfaction by generating an experiential value effect (Chou 2009).
Bulearca and Tamarjan’s (2010) study also indicated that use of AR was beneficial
for companies and brands in that it could lead to increased customer loyalty, with
research on in-store and online adoption of AR evidencing consumers’ positive
responses to the technology, making them engage with retailers and more willing to
go shop at stores offering this technology (Pantano 2015; McCormick et al. 2014).

In the case of VR, and in particular virtual store layout, while some state that it
has a critical influence on traffic and sales (Lohse and Spiller 1998), others claim
that the characteristics of the virtual layout determine shoppers’ willingness to buy
online (Burke 2002). Vrechopoulos et al. (2004) suggest that a virtual grocery store
layout significantly affects online consumer behaviour. However, predictions gen-
erated from conventional retail store layout theory do not generally correspond in a
virtual setting, due to consumers’ ability to reach any place in the virtual store
directly. Thus, more consumer-friendly virtual shopping interfaces would further
influence consumers’ buying behaviour online. This is consistent with Ballantine’s
(2005) findings indicating that the level of interactivity and amount of information
provided by the online shopping environment through the virtual interface strongly
influences consumer satisfaction, thus impacting on consumer behaviour online.
Subsequent studies on consumer behaviour in VR retailing in an online context
showed that VR’s applications enabling shoppers to interact with the product (e.g.
apparel) enhance the hedonic value of the shopping experience (Kim and Forsythe
2008), and information agents (e.g. avatars) have a positive effect on consumer
behaviour when static information on the website is limited (Sivaramakrishnan
et al. 2007). Vrechopoulos et al. (2009) indicate that VR layout does not influence
behaviour, and that consumers visit virtual worlds mainly for entertainment and
socialising reasons.

More recently, whilst Kang’s (2014) study on AR use for apparel e-shopping
identified that consumers’ utilitarian performance expectancy (e.g. convenience,
emotional, monetary and social values) is positively related to usage intentions and
hedonic performance, expectancy was not. Other studies show the impact of AR on
users’ experience, satisfaction, enhancement of the perception of reality and overall
a fun, pleasant and personalised experience to be relevant for users (Poushneh and
Vasquez-Parraga 2017). This was further supported by Pachoulakis and
Kapetanakis’ (2012) findings, where it emerged that AR used for virtual fitting
rooms, through the user’s computer or phone camera (allowing users to virtually
see how a dress would fit on them through a virtual changing room from their
homes—see Kumari and Bakan 2015; Kang 2014), was regarded as contributing to
the ‘fun factor’ of shopping (Pachoulakis and Kapetanakis 2012).

An explosive growth of mobile AR subsequently occurred, taking advantage of
widely distributed personal mobile technology such as smartphones and tablets
(Craig 2013; Javornik 2016). This consists of a form of consumer-led interactions,
personalisation, customisation and AR (Magrath and McCormick 2013), such as
IKEA’s AR app ‘being able to measure the width and height of the real-life room
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seen through the camera’s objective and then render a very accurate piece of
furniture, in relation to the rest of the actual surrounding environment’ (Tăbușcă
2014, p. 5). Studies of mobile apps for shopping using AR indicate that take-up is
set to go mainstream due to relatively high user satisfaction linked to experiential
benefits along with advantages to retailers (Dacko 2016). Moreover, in-store large
AR mirrors also constitute a form of AR application (Craig 2013). For example, US
virtual technology company ModiFace has created an augmented reality mirror
simulating the effects of makeup, skincare and teeth whitening products to offer
consumer a more realistic try-before-you-buy shopping experience Podeszwa and
Baron (2016). Similarly, fashion retailer Rebecca Minkoff’s AR mirrors fit gar-
ments to the consumer’s body shape by holding them up against the individual’s
body (McCormick et al. 2014).

Overall, Scholz and Smith (2016) stress the importance for retailers of adopting
immersive AR, crafting experiences that generate value for consumers, and thus the
importance of focusing on consumer engagement. Regarding VR, more recent
research states that VR systems are failing to keep up with users’ high standards and
expectations in terms of user experience and usability (Alshaal et al. 2016).
However, Papagiannidis et al.’s (2013) findings show that the use of VR transcends
environmental boundaries, where enjoyment and engagement positively influence
user satisfaction when choosing apparel products in a virtual store, thus influencing
purchase intention. In particular, features of VR technologies help enhance the
social experience, virtual trial of products and co-production opportunities (Gadalla
et al. 2013). Amongst the latest applications, Tommy Hilfiger offers shoppers in
their main flagship stores a 3-D virtual trip with a front-row view of the brand’s
fashion show to entertain and inspire consumers, highlighting items of the collec-
tion that they would see in the video of the runaway show (Tabuchi 2015). Users
virtually sit not far from models, and the headset reacts to their movements: they
can look in all directions; by turning around, they can see rows of guests almost
touchable and moreover they can virtually go to the backstage area of the show
(Howland2016). Beauty retailer Sephora created a virtual try-on feature app in
selected stores which can simulate cosmetics on a person’s face in real-time and 3D
(Nesbit 2014). Results from Mann et al. (2015) showed that consumers respond to
the use of VR technology in physical stores positively, in which VR delivers more
appealing shopping experiences than traditional store environments.

2.2 The Interdisciplinary Nature of AR and VR Research

Drawing on the comparative timelines of AR and VR research in Fig. 1, it is
important to analyse its various disciplinary origins. The interdisciplinary nature of
the subject and different academic areas of research—ranging from technology to
management and marketing—are evident. The fragmented nature of research into
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AR and VR arguably emanates as a consequence of these different perspectives.
Further exploration of this fragmented research context is needed to develop a
future research agenda.

3 Current Debates in AR and VR Research
and Applications

The above review of the chronological development of AR and VR research and
applications in retail has served as a basis for synthesising and framing some key
current debates in the field. These are structured in terms of Adoption, Applications
and Acceptance. These areas are now examined in more detail to help shed light on
the fragmented research to date, and hopefully assist managers in making informed
decisions when designing their retailing and marketing strategies.

3.1 Retailers’ Adoption of AR and VR

From this overview of the literature on AR and VR, contrasting perspectives
emerged from retailers’ adoption of these technologies. In some cases, challenges
related to taking the risk and investing in these new forms of technology, without
knowing exactly the expected generated profits, and against only the promise of
implementation within the shopping experience, prevent several retailers from
adopting them (Piotrowicz and Cuthbertson 2014). This is the case for VR, where
some critics claimed that, although this technology helps enhance the in-store
experience, it is more a tool to gain consumers’ attention than a viable in-store
solution. This is because it is costly and time-consuming (it takes a lot of floor space
and resources and is only used by few shoppers a day), and most of the time helps
only build the brand whilst generating minimal return on investment (Milnes 2016).
Moreover, when a new technology is adopted and implemented by retailers, they
should promote the new tool to make potential users aware of it and provide all
necessary relevant information (Zagel 2016). Low level of technology expertise and
commitment of employees and sales associates can also represent a challenge for
retailers, especially where training is necessary to make sales associates comfortable
with the new tools in order to communicate and promote them properly to potential
users (Piotrowicz and Cuthbertson 2014).

Benefits also emerged from retailers’ adoption of AR and VR, including over-
coming operational barriers, saving time and cutting costs; for example, Sainsbury’s
use of VR technology to decrease development costs and improve the results of
supermarket redesigns through an interactive VR headset (Sainsbury 1995). In other
instances, the use of these advanced technologies by retailers helped enhance the
shopping experience, across all retail channels. Indeed, Pantano (2015) suggests
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these technologies could contribute to creating new marketing experiences. This is
particularly the case with product categories such as apparel. Here in particular,
pure-play online retailers may have to compensate for some of the perceived dis-
advantages of selling online; thus not having a physical store consisting of design
and tactile factors, such as merchandise that consumers can touch and try on to
make comparisons of product quality, size and style. Finally, early adopters of new
emerging AR and VR technologies benefit from being perceived as highly inno-
vative and market leaders regarding the use of technologies by consumers and
competitors (as in the case of both Burberry’s and Rebecca Minkoff’s use of AR
mirrors), as opposed to merely keeping up with competition (Teo and Pian 2003;
Pantano 2014).

3.2 AR and VR Applications in Retail

Current applications and implementation of AR include online use of personalised
or non-personalised virtual models to virtually try on clothes and simulate product
combinations (Lee et al. 2006). Virtual fitting rooms allow individuals to use their
camera to virtually see how a dress would fit on them (Kumari and Bakan 2015;
Kang 2014). Such functionality is offered by Zugara through the e-commerce
solution ‘Webcam Social Shopper’, providing the ability to let consumers ‘hold’
different items of clothing up against themselves and see how they would look
(Zugara 2015). Mobile apps constitute a form of consumer-led interactions and AR
(Magrath and McCormick 2013). In-store use of AR is possible through
digitally-enhanced mirrors, used for fitting purposes and to offer recommendations,
personalised offers and product location in the store (Zagel 2016). UK fashion
retailer Topshop, for instance, launched AR fitting rooms in selected stores for
consumers’ virtual trial of products; Bloomingdale’s allows shoppers walking past
its store to virtually try on glasses from the street by aligning glasses on the user’s
nose (Grinspan 2012). Amongst other VR devices currently being used by retailers,
Sephora offers in-store virtual try on of cosmetics to enhance the shopping expe-
rience; VR headsets have been adopted by some fashion retailers including Tommy
Hilfiger and Dior (Howland 2016)—the latter has installed Dior Eyes in selected
stores to transport shoppers to 3D catwalk shows and virtually highlight the
craftsmanship behind the creation of the products. VR creates experiences also in a
home context, allowing consumers to shop from home by seeing the item and
interacting with it. VR in online retailing is increasingly developing to substitute
input devices (e.g. mouse, keyboard) with more natural user interactions (e.g.
gestures such as tapping and swiping) to improve the user experience (Alshaal et al.
2016).
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3.3 Consumers’ Acceptance of AR and VR

Important reactions of consumers driving the acceptance and use of AR and VR
systems emerged from this review. Consequently, relevant managerial implications
can be derived, especially as technological progress and retailers’ adoption of
innovative technologies do not necessarily and always correspond to consumers’
acceptance and usage of new forms of technology. Davis (1989) technology
acceptance model (TAM), and its more recent extensions, has traditionally been
considered a key tool to measure the discrepancy between the technological
innovations which both consumers and organisations are expected to use, and those
that they will accept and use. Amongst the key factors are the perceived usefulness
of technology (PU) in enhancing the user’s activity, and the perceived ease-of-use
(PEOU) of using a particular system. Moreover, user’s individual differences and
characteristics and attitudes about the technology also act as external variables
influencing a user’s PU and PEOU (Gelbrich and Sattler 2014).

Consumers react positively to AR’s entertaining and experiential value, inter-
activity, PU and contribution to speeding-up the processes of purchase
decision-making, incorporating both its functional and hedonic roles (Huang and
Liao 2015). In particular, consumers’ levels of cognitive innovativeness play an
important role in influencing their behaviours towards accepting and using AR.
Here, consumers with high cognitive innovativeness put more emphasis on use-
fulness, aesthetics and service excellence presented by AR. Positive reactions
emerged from the use of AR by online shoppers. AR helps decrease the perceived
cognitive risk arising from the uncertainty of not seeing products, and their com-
binations. Moreover virtual interaction before buying online can deliver product
information that closely resembles the information acquired from examining the
product directly, thus stimulating mental imagery (Poncin and Mimoun 2014).
Considering VR, results from Mann et al. (2015) highlight consumers’ positive
reaction towards VR technology in physical stores, enhancing the shopping expe-
rience, and thus making it more appealing than with traditional merchandising
techniques. However, economic and social factors may inhibit consumers’ accep-
tance, for instance relating to high costs and social acceptability associated with VR
headsets. Overall, consumers’ understanding of how to use new technology (and its
working properly) is fundamental to obtain users’ positive reactions that lead to the
acceptance of technologies, as the opposite can reduce PU, PEOU, intuitiveness and
lead to frustration and dissatisfaction (Lee et al. 2012).

4 Conclusion

The fragmented nature of academic and applied research on AR and VR has arisen
as a consequence of the interdisciplinary nature of the subject and the different
academic domains of research, ranging from technology, to marketing and
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management contexts. Based on a critical review and synthesis of the chronological
development of key debates on AR and VR research and retail applications, it
becomes possible to frame a future research agenda. Possible directions to better
realise the potential of AR and VR in the retail context are outlined below.

Research indicates a need to develop more efficient and enhanced
consumer-friendly shopping interfaces for the successful adoption and implemen-
tation of AR and VR in online retailing. Here, a shared understanding, and coop-
eration, between different disciplines (including Marketing, Retailing,
Human-Computer Interaction, etc.) is key to designing effective virtual shopping
environments (Vrechopoulos et al. 2004; Ballantine 2005). Collaboration between
AR and VR technology providers and retailers also emerges as an important factor.
Joining forces and skills to develop marketing and retailing strategies that effec-
tively enrich and enhance consumers’ shopping experience by comparing views,
sharing insights and knowledge of consumers’ characteristics towards acceptance of
technology, dealing with barriers and requirements for implementation, needed
innovations, market trends, etc. will be important (Dacko 2016; Poushneh and
Vasquez-Parraga 2017). Conversely, some critics have claimed that although VR is
helping enhance the in-store experience, there is a risk that it becomes more a tool
for gaining consumers’ attention than a viable in-store solution. Thus, it will only be
adopted by a limited number of retailers (Javornik 2016), particularly as the
technology is costly and time-consuming to implement while its return on invest-
ment may be minimal (Milnes 2016). Consequently, this is more likely to be a
special technology for a small number of experience-driven retailers. Further
research on how these phenomena are evolving and including different disciplines
is needed to gain a fuller understanding.

Regarding consumers’ acceptance of these advanced technologies, in 2016
Facebook founder Mark Zuckerberg predicted that future VR headsets would look
like a normal pair of glasses (Lopez 2016). This could potentially increase uptake
by a broader range of shoppers by making them more socially acceptable (e.g.
discrete and subtle), useful, easy and natural to interact with, and even fashionably
acceptable (Carmigniani et al. 2011; Poushneh and Vasquez-Parraga 2017). As for
the near future, mobile technology offers a strong potential to be an important driver
for consumer adoption of VR. Although consumers may currently be reluctant to
purchase a VR headset, having the facility to view VR experiences and interact with
products through their mobile devices will lower the barriers to adoption because
they are already familiar and comfortable with the technology involved (Howland
2016). However, AR and VR advocates have acknowledged different challenges.
From a security and privacy perspective, AR systems, although very advanced, at
the same time do not protect the user’s privacy, thus allowing others to access or see
information (Carmigniani et al. 2011). This can be an advantage, as users do not
need to wear or carry any extra viewing device, thus making the technology more
acceptable; however, it represents a problem concerning privacy and security of
information. AR and VR technologies are constantly evolving to enhance online
retailing; however, further research is needed to assess consumers’ evolving
acceptance and usage of these technologies, examining whether perceived barriers
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concerning privacy, acceptability and price accessibility are likely to be overcome
and the important managerial implications deriving from such insights.

Overall, this review offers a number of contributions. It provides a detailed and
critical review and synthesis of the chronological developments in AR and VR
research and their application in a retail context. It also synthesises and examines
important and current debates on the subject across different domains.
Consequently, it signposts a clearer framework for locating future research inquiry
and it highlights a research agenda that could provide the catalyst for this process.
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Technological Innovations Transforming
the Consumer Retail Experience:
A Review of Literature

Natasha Moorhouse, M. Claudia tom Dieck and Timothy Jung

Abstract Technological advancements are largely responsible for the intensified
competitiveness within the industry and the shift in consumers shopping and buying
behavior. Global trends such as mobile devices and social media have led to a
revolutionary change that has driven the decline in traditional ‘brick and mortar’
footfall, leading to the unfortunate failure of long-standing retailers that once
dominated our high streets. Despite survival to date, current retail firms remain with
high pressure to change strategy to connect with the digital natives of today. The
integration of online and physical worlds must focus on promoting the experiential
benefits that the in-store environment provides by integrating emergent technolo-
gies into the entire retail process. The following paper provides an insight into
current technological innovations that are transforming the consumer experience in
a myriad of ways. Then, recommendations for practitioners regarding strategic
implementation of future Augmented Reality (AR) and Virtual Reality
(VR) technologies are presented, followed by an overview of future implications of
said technologies.
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1 Introduction

Technological innovations have the potential to dramatically modify the retail
landscape (Hopping 2000). The mobile revolution transformed the ways consumers
search for, and purchase goods and services, and the retail sector is now charac-
terised by exploration of innovative methods to amplify the consumer experience
and consumer satisfaction through emergent technology integration into the entire
retail process (Pantano et al. 2017). However, certain technological platforms
present challenges for retailers when the technology becomes the central foci of the
experience, thus, implying that paradoxical experiences with technologies could
potentially have adverse effects on retailers marketing efforts.

Therefore, the following study investigates the key opportunities and challenges
of current technological innovations in terms of consumer response, including
mobile, in-store, and emergent technologies. Followed by an exploration of how the
challenges can be overcome, and such knowledge extended to strategically
implement future Augmented Reality (AR) and Virtual Reality (VR) technologies
to further enhance the consumer retail experience. The study contributes to the
extensive research in the respective fields, and provides an overview for practi-
tioners regarding consumer response of existing technological innovations and
marketing efforts; further highlighting how future AR and VR technologies can be
strategically implemented to create human-led, socially engaging and entertaining
experiences, as demanded by the digitalised population. Finally, a number of
forecasts and implications are presented regarding AR and VR developments,
followed by recommendations for academia regarding future consumer research.

2 Literature Review

2.1 Current Technological Innovations Transforming
the Consumer Retail Experience

Mobile Technologies
The mobile revolution has driven the change from multi-channel to omni-channel
retailing. This created a notable shift from the division of physical and online
retailing to the free movement amongst online, mobile and the physical store within
a single transaction process (Piotrowicz and Cuthbertson 2016). Few benefits of
mobile devices include portability and ubiquity (Pantano et al. 2017). Consumers
are no longer restricted by store opening hours due to the widespread adoption of
mobile devices, shifting traditional space and time boundaries (Bourkalis et al.
2009), by empowering consumers with increased flexibility and control over when,
where and how they select and purchase goods and services (Niemeier et al. 2013;
Piotrowicz and Cuthbertson 2016).

134 N. Moorhouse et al.



Nowadays, 80% of internet users worldwide use their mobile device to browse
online (Chaffey 2016), whilst global spending on mobile applications has risen
from $4 billion to $35 billion from 2009–2015 (Statista 2016a). Evidently, con-
sumers want to use their own, personal devices to search for price comparison,
search for offers and product information, execute payments seamlessly, and learn
from previous customer reviews (Yarrow 2014). Regarding the latter, social media
and online retail websites that are easily accessible on mobile devices provide the
ideal platform for social interaction, thus, providing a hub where consumer product
and service reviews are shared and easily amplified to a wider audience (Niemeier
et al. 2013).

Popular social media sites such as Facebook and Twitter allow consumers to
share and express thoughts and opinions on products and services at any point
throughout the retail process (Niemeier et al. 2013). The ability to share satisfaction
or dissatisfaction with the brand in real-time in-store presents challenges for
retailers that often lack control over the consumers social network influence
(Piotrowicz and Cuthbertson 2016); and negative reviews in an online community
affects brand credibility, brand perception, customer loyalty, sales and share price
(Niemeier et al. 2013). Considering Facebooks somewhat 1.5 billion monthly active
users (Statista 2016b), it is crucial for firms to build online relationships with
consumers to encourage positive promotion and product rating (Piotrowicz and
Cuthbertson 2016). This is because the customer “serves as a medium between
herself or himself and the wider social media network, which is maintained even in
in-store environments via mobile devices” (Piotrowicz and Cuthbertson 2016, p. 9).

The moment of effective consumption is now separated from the moment of
purchase because of services such as click-and-collect (Pantano et al. 2017).
Consumers can complete transactions on their mobile device, via mobile applica-
tion or web browser, later collecting in-store or at a collection point, thus, limiting
the opportunity for human interaction and communication (Pantano et al. 2017).
A ubiquitous network that consumers can access from anywhere at any time enables
a high level of connectivity and ease of purchase, which is beneficial for both
consumer and retailer (Pantano et al. 2017). However, Piotrowicz and Cuthbertson
(2016) state that online and mobile solutions should be utilised to drive consumers
to physical stores and encourage human interaction. In doing so, the retailer retains
a sense of control over the experience, and can resolve any issues that may arise,
prior to posting negative reviews which can be seen by the masses.

In-store Technologies
Retailers have notably integrated technologies in-store as a method to attract new
and existing markets and create an efficient service process. For instance, the
integration of self-service technologies (SST’s) into the retail process i.e.
self-scanning and self-checkout (SCO) that allow consumers to scan products and
make payments themselves (Nathalie et al. 2016), have emerged as a method to
support the retail process (Lai and Chuah 2010), by reducing queuing time, and
avoiding consumers becoming increasingly irritated and agitated (Yarrow 2014).
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Retailers are continuously encouraging consumers to adopt emergent technologies
(Pantano et al. 2017), to improve the consumer experience and elevate the con-
sumers image of the store (Yarrow 2014). In addition, more modern payment
solutions i.e. Samsung Pay and Apple Pay, and digital wallets providing seamless
linkage between mobile devices and payment cards, are forecast for mainstream
adoption (Taylor 2016); with the number of global mobile payment users forecast to
amount to 663.8 million by 2021 (Statista 2016c).

However, whilst consumers enjoy the benefits that technologies such as SST’s
provide, they often experience a sense of annoyance and irritation when it fails to
perform or problems are encountered (Johnson et al. 2008). This implies that
paradoxical experiences with technologies could potentially have adverse effects on
consumer satisfaction, impairing the effectiveness of firms marketing strategies and
consumer loyalty (Johnson et al. 2008). Subsequently, raising concern and ques-
tioning the effectiveness of technologies on the consumer retail experience; thus,
certain US-retailers have removed SCO’s to promote human interaction and allow
for a more enhanced, personalised customer experience (Nathalie et al. 2016).

Despite such efforts to attract and retain consumers, footfall in physical retail
stores has declined, which has led retailers including BHS and American Apparel
head into administration as they struggle for survival in the hugely competitive
marketplace (Retail Research 2016). Retailers rapidly need new methods to entice
consumers back in-store, by engaging consumers in the co-creation of interactive
and innovative, personalised experiences that integrates and synthesises physical
retail settings with mobile opportunities (Pantano et al. 2017). Considering the
digitalised population, it is inevitable that retailers are looking towards emergent
technologies to attract consumers in-store. The most recent technologies gaining
recognition by retailers are AR and VR. AR is an interactive technology that
intertwines the physical environment and digital environment by overlaying virtual
annotations such as information, images and audio in real time (Javornik 2016a);
whilst VR fully immerses users into a digital world (McKone et al. 2016).

Emergent Technologies
Labelled as a ‘disruptive’ technology, similar to the disruption created by the
smartphone and the internet, VR allows for a new form of worldwide communi-
cation through HMD (Head Mounted Displays) such as Oculus Rift, HTC Vive,
and Samsung GearVR (Rosedale 2017). Whilst the consumer market demands
increased quality such as high-resolution displays, lightweight, compact, as well as
reduced cost (Rosedale 2017), VR has many barriers as consumers are not yet
familiarised with wearing HMD’s (McKone et al. 2016). Having said that, VR has
been found useful in a wide range of industries including gaming, retail, business
and education (Rosedale 2017), and in tourism, VR has been found to engage
tourists and encourage them to visit destinations (Jung et al. 2017). Finally, the
revenue of VR products is projected to reach $5.2 billion by 2018 (Statista 2016d).

In the retail context, the aim of AR is to create immersive brand experiences,
interactive marketing campaigns, and innovative product experiences for consumers
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(Scholz et al. 2016). A popular method for AR is mobile devices, which makes it the
ideal platform for retailers aiming to connect with consumers and the growing
popularity of mobile devices. Currently, consumers utilise mobile devices in-store to
perform price and product comparison to find a cheaper alternative whilst shopping
in-store via bar code scanning or internet search (Piotrowicz and Cuthbertson 2016).
However, by implementing mobile AR in-store, the shopping experience is
enhanced as consumers can easily access enriched product information compared
with both online and physical stores without AR (Poushneh and Vasquez-Parraga
2017). In addition, purchase certainty increases due to the ability to see virtual
product demonstrations in-store, which is a unique value of AR as perceived by
consumers (Dacko 2016). For example, Lego stores are using AR to project an
animated version of the completed Lego set inside the box prior to purchasing to
increase brand engagement and purchase certainty (Kipper and Rampolla 2013).
Overall, consumers are motivated to use AR applications to enhance real world
shopping experiences and to access promotions and in turn, retailers benefit from
increased profits and competitiveness in such a dynamic industry (Poushneh and
Vasquez-Parraga 2017).

Beyond retail, AR is available to consumers in a multitude of ways such as
mobile navigation applications, tour guides (Javornik et al. 2016), and language
translation (Kipper and Rampolla 2013), as well as an innovative learning tool in
cultural heritage tourism (Moorhouse et al. 2017). Furthermore, the AR market is
forecast to generate $90 billion in revenue by 2020 (Statista 2016e).

Industry Applications of AR and VR
Furniture stores such as IKEA and Wayfair have adopted AR applications because
of its ability to measure the physical environment and apply the graphic overlay
accordingly (Young 2016). By enhancing consumers’ visualisation of furniture
coordination the product experience and decision-making process is significantly
enhanced (Oh et al. 2008). In addition, AR-enriched user experiences increases
consumer satisfaction and willingness to purchase (Poushneh and Vasquez-Parraga
2017). Likewise, virtual try-ons such as the ‘Magic Mirror’ focus on a new form of
AR that uses motion capture techniques to superimpose virtual annotations, such as
make-up or accessories, over the users’ real image, seeking to create a truly realistic
visionary as opposed to a superimposed digital image (Javornik et al. 2016).

Moreover, car manufacturers such as BMW, Mini and Nissan, are leading the
way in creative car advertisements by implementing AR into the company maga-
zine, users can access a 3D projection of the car being advertised (Kipper and
Rampolla 2013). Such studies portray how technology is rapidly progressing
and highlights the power of most recent developments in explaining, configuring
and recommending products (Rese et al. 2016). Beyond consumer engagement,
certain companies are using AR technology to evaluate the impact of marketing ads
and campaigns by tracking user behaviour, location, and interaction patterns in real
time (Liao 2015). By analysing consumer browser and shopping behavior practi-
tioners gain valuable information for new product development and marketing
strategies (Oh et al. 2008).
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With regards to VR, leading fashion retailers have recently adopted VR appli-
cations with an aim to provide memorable and innovative experiences for con-
sumers for both at-home and in-store use. For instance, Balenciaga broadcast its
Autumn-Winter 2016 show in VR, whilst Dior has created its own VR headset
(Young 2016). Moreover, VR has opened up new horizons for online furniture
retailers, which was one industry found to be lagging behind following the rapid
growth of e-commerce, as VR allows consumers to experience products in a
realistic environment, as well as collect efficient information prior to visiting a
physical store (Oh et al. 2008).

The present use of VR is enabling 360-degree view mainly for entertainment,
however, it also provides the opportunity to create virtual worlds that allows users
to interact with one another in an incredibly lifelike manner due to the ability to
capture eye-movement and facial expressions (Rosedale 2017). Such developments
could see virtual business meetings with international colleagues made accessible
through HMD’s; a disruptive change that could impact global change by min-
imising business travel which currently accounts for 30% global energy use
(Rosedale 2017). Despite the unfamiliarity of consumers wearing VR headsets
(McKone et al. 2016), the social aspect of VR could be the trigger for mainstream
adoption.

3 Challenges and Opportunities for Integrating
Technological Innovations

The rapid progression of technological innovations, in particular the explosive
growth of mobile devices, has transformed the retail industry in numerous ways.
The shift in consumer shopping and buyer behavior has presented new challenges
and invaluable opportunities for retailers to connect with the digitalised population.
From reviewing the success and consumer response of existing technological
platforms, a number of prerequisites of successfully employing future AR and VR
technologies into the retail experience have arisen.

3.1 Social Engagement and Connectivity

First, the proliferation of mobile devices and social media platforms have retracted
firms power and control of marketing and advertising, and consumers are more
likely to listen to previous customer reviews over the firm. As Yarrow (2014)
previously identified, online browser and social media behaviour is a key deter-
minant in understanding individuals’ feelings and beliefs. Therefore, firms must
build on their social media presence and interact with consumers through mobile
and social platforms, and a number of retailers have recognised the opportunity of
AR in doing so. Thus, it is critical that new AR developments offer mobility and
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sociability, as well as provide direct linkage to social media applications, in order to
establish a positive relationship with the digitalised population. In doing so,
retailers will strategically utilise consumers as a form of marketing and advertising,
whilst maintaining a strong social media presence and connectivity to the broader
population, thus attracting new markets.

Furthermore, Dacko (2016) found that retail valuations increase substantially the
more mobile AR applications are used in-store due to the creation of experiential
shopping benefits. For example, mobile AR in-store encourages consumers to
instantly share personalised experiences to the online community, is perceived as
‘playful’ and ‘credible’, and has the potential to be a driver for future behaviour
(Javornik 2016b). The sharing of enchanting experiences online promotes positive
brand image to the online community and will attract new markets in-store to try the
innovative technology. Finally, the additional information and virtual product
demonstration will contribute to increased sales and purchase certainty (Dacko 2016).

3.2 Human Interaction and Communication

Secondly, the need for human interaction and communication is needed when
integrating emergent technologies, as unfamiliarity with said technologies often
leaves consumers apprehensive about trying them due to fear of incapability and
usage complexity. Drawing on consumer response to previous technologies
employed to support the retail process, marketers, technology developers and
retailers can learn a vast amount in terms of future AR and VR developments.
Neuhofer et al. (2015) argue that it remains critical for businesses to exploit and
integrate emergent technologies into its entire strategy, although substituting
human encounters with technologies should be avoided. For example, friendly
salespersons should remain available to assist less-experienced consumers with the
use of SST’s to extend the consumer experience rather than act as a barrier
(Nathalie et al. 2016; Piotrowicz and Cuthbertson 2016). Similarly, future AR and
VR technologies should refrain from being “an isolated screen in a dark corner”,
rather, such technologies should fully interact consumers and employees
(Piotrowicz and Cuthbertson 2016, p. 5).

Additionally, clear instructions, video demonstrations and payment compatibil-
ity are crucial determinants of consumers’ perceptions of their ability and will-
ingness to use SST’s (Nathalie et al. 2016), which could further be applied to AR
and VR, as relatively new forms of technology, consumers are not yet familiarised
with using the devices, which may refrain consumers from adoption as previously
mentioned. Likewise, Javornik (2016) found that the success of new AR tech-
nologies depends on consumers comfortability with trying the device, and that
employees must understand how to entice consumers to the application and
encourage them to use it (Javornik 2016). The solution is to strategically implement
technologies by equipping employees with AR and VR technologies that enhance
human-led service and experience creation processes (Neuhofer et al. 2015).
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4 Discussion and Conclusion

Many retail firms waste time and monetary value on their marketing division due to
lack of consumer understanding. This research creates insights into the prerequisites
of new technology development by distinguishing the need for social engagement
and human interaction and communication via mobile and in-store technologies,
further highlighting the importance of ubiquitous connectivity when developing and
integrating future technologies. The elements have been determined by reviewing
current technologies that continue to transform the retail industry, and have pro-
vided a number of recommendations for practitioners aiming to integrate AR and
VR. Finally, a review of scholarly predictions of AR and VR usage have been
proposed, followed by recommendations for academia in terms of future consumer
research.

Both AR and VR have the potential to create a more differentiated and per-
sonalised consumer retail experience (McKone et al. 2016). The majority of internet
users worldwide are expected to be utilisng VR headsets on a daily basis within the
next 7–10 years (Rosedale 2017). The ability to interact with one another in virtual
worlds has the potential to open up a plethora of opportunities for retailers to
connect with consumers from the comfort of their own home (Rosedale 2017). The
future could see retail departments such as customer service providing an out-
standing level of customer care and assistance through personalised VR experi-
ences, whereby arising concerns can be immediately resolved in novel ways,
limiting the risk of negative exploitation to the masses via web or social media. In
turn, firms gain back an element of control over the consumer experience, which
was initially superseded by the proliferation of mobile devices and the empower-
ment of consumers increased flexibility and control (Niemeier et al. 2013;
Piotrowicz and Cuthbertson 2016).

To date, it seems that AR is favored for in-store use given the adoption of AR by
leading brands IKEA, Lego, BMW, Nissan and Micra (Young 2016; Kipper and
Rampolla 2013). Pantano et al. (2017) suggest that retailers favor AR due to its
ability to synthesise personal mobile devices with existing retail settings. Hence, the
marketing investment in AR is expected to grow exponentially as marketers con-
figure innovative ways to deploy the technology (Liao 2015). In order to further the
power of AR, new developments should interact the consumer and the employee
and serve to deliver unique and personalised experiences (McKone et al. 2016),
which will ensure avoidance of paradoxical experiences occurring.

Furthermore, AR and VR are forecast for mainstream adoption within the next
five years (Dacko 2016; Rosedale 2017), and are expected to replace desktop and
mobile displays for the majority of tasks completed on them today (Rosedale 2017).
The future could see physical retail stores transform to acting as a ‘hub’ integrating
all technologies and sales channels (Piotrowicz and Cuthbertson 2016). The
development and implementation of a mixed realities (AR and VR) model has the
power to significantly change consumers’ view of retailers in the future (McKone
et al. 2016).
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The present review makes a number of contributions. First, it provides a critical
insight into the most powerful technological innovations that are transforming the
retail industry and consumers shopping and purchase behaviour. This highlights the
importance of understanding consumer response to emergent technologies, and
offers practitioners the opportunity to further extend and apply such knowledge in
the development of future technologies. In addition to this, the review provides a
projection of future AR and VR developments, which indicates the importance of
firms in rapidly configuring a mixed realities model. Secondly, the identification of
two crucial elements that future technologies must entail if they are to be accepted
by the digitalised population are discussed, and recommendations have been
established for practitioners’ implementation.

Furthermore, it is crucial to continuously conduct consumer research and
monitor response to new technologies to limit firms wasted marketing efforts. This
is particularly important considering that there is only limited evidence with regards
to successful business models and return on investments. Finally, field experiments
regarding AR and VR are needed to test new concepts and identify new prereq-
uisites as consumer demands continue to change. Research should therefore
investigate the topic from the technology acceptance perspective by exploring
consumers’ willingness to purchase.
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Measuring Consumer Engagement
in the Brain to Online Interactive
Shopping Environments

Meera Dulabh, Delia Vazquez, Daniella Ryding and Alex Casson

Abstract Online shopping environments are becoming more interactive as tech-
nology advances. As a result, it is necessary to explore marketing theories and
neuro scientific explanations to why this is the case. A reviewed approach of
consumer engagement to online interactive shopping environments is considered in
this chapter. The online interactive elements of traditional fashion websites that are
considered includes; social media, browsing and videos. Measurements of con-
sumer engagement are reviewed via marketing consumer engagement theories
(CE) and a cognitive neuroscience technique using an Electroencephalogram
(EEG) (A non-invasive procedure measuring the brain’s electrical activity).
ASOS.com, the U.K. top fashion online pure player, is used as a preliminary
research study, the results demonstrate that engagement is significantly different in
social media, video and browsing tasks and browsing for jackets online elicits more
engagement. Originality of this research stems from the novel way to look at
engagement and the ability to combine traditional and non-traditional marketing
methods thus addressing emerging fields of the future such as virtual shopping.
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1 Introduction

Retail consumers are increasingly browsing and purchasing fashion items online.
Store based retailers have prioritised internet retailing as a growth channel to which
90% of store based retailers in the UK have transactional websites (Euromonitor
2011). In the consumer market of 2015, total online sales of fashion products were
£42.5 billion (Inc VAT) (Mintel 2016a). These consumers tend to shop on a
computer (89%) or smartphone (41%) (Mintel 2016a). A majority of retailers are
becoming internet only specialists with no physical store presence also known as
pure-play internet retailers (Euro Monitor International 2011). A leading UK
fashion pureplay retailer is that of ASOS.com who have brought in a revenue of
£7 M in 2016 (Statista 2017) and is considered the most interactive fashion website
consisting of 8 million consumers in over 200 countries (Mintel 2014). In fact Snap
Chat (a user generated social media channel) is being constantly used by ASOS as
they post from it several times per week for young consumers aged 16–24 (Mintel
2016b). Those that use these channels are millennials who are the keenest shoppers
in this generation as most use six or more retailers per year to shop in online and in
store (52%) (Mintel 2016b). This goes to show that “Kids are getting older
younger” with the current technological age in 2017 being generation Z born in the
years 1991–2002 (Euromonitor International 2014). With that 70% of these
shoppers are females (Skorupa 2012).

User Generated trends in social media: Twitter, Whatsapp, Facebook, Snapchat,
Instagram and blogs evidences the current succession in web 3.0 (social, semantic,
sentient and mobile web), progression to web 4.0 (integration of intelligent sys-
tems) and an end goal to create a Virtual Reality (VR) metaverse (everything 2D in
web 1.0, 2.0, 3.0 and 4.0 will be streamlined in 3D via VR) (KPMG 2017). That
being said, Virtual Reality and Augmented Reality (AR) projects which are fore-
casted to be used in the future with £650M worth of hardware sales in 2016,
currently have a high commercial focus on video games (Mintel 2016a; Deloitte
Global 2017). A recent study showed that 58% of digital consumers think that
shopping with technology would be more fun with 30% of the sample forecasting
fitting rooms with interactive mirrors for the future and only 10% forecasting VR
shopping for the future (Mintel 2016b). An example of this would be the aug-
mented reality app Pokemon Go which included Pokestops in retailer New Look
likewise North Face used virtual reality for outdoor activities to promote their
outdoor gear (Mintel 2016b). Due to the demand in consumer expenditure online in
particular, consumer testing via biometric methods in both the online retail and VR
domains is necessary as most research currently assessing consumer behaviour
comes from surveys (Klienschmit et al. 2012).

For retailers to keep up with changing demands of the consumer and technology,
it is necessary to investigate what constitutes as an interactive in order to sustain a
competitive advantage. With this in mind the chapter is structured with a men-
tioning of online interactive environments with a focus on videos, social media and
browsing content of websites. Once this is reviewed, measuring consumer
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behaviour to these interactive environments is considered. Engagement is the
behaviour that has been chosen to be measured due to the strong support in mar-
keting and neuroscience journals evidenced in Sects. 3 and 4. Finally in Sect. 5 all
of this is put together in a preliminary study using these three interactive envi-
ronments (from ASOS.com) and measuring electrical brain responses to this
stimuli. Its further suggested that this technique can be used in the newly emerging
platform of virtual reality shopping.

2 Online Interactivity

2.1 Introduction

As interactive environments have evolved with time, an extended breadth of choice
for the consumer has emerged in the form of desktops, laptops, mobile apps, apple
watches or a combination of all of these which leads to the question, do consumers
want online interactive environments? Only if the interactivity pays off (Steckel
et al. 2005). The fact that we are unable to touch and see physical features of
products online gives us many choices of product to choose from. Having all this of
choice is desirable, but, consumers have limited cognitive resources and may be
unable to process this abundance of information (Habul and Trifts 2000). Therefore,
interactive decision aids can help combat this problem to which consumers can
make better decisions with less effort (Habul and Trifts 2000). Benefits to online
interactivity includes having more access to information, customisation of product
and content, and availability of tools to help the information acquisition process
(Steckel et al. 2005; Haubul and Trifts 2000) and includes four features; reciprocity,
responsiveness, nonverbal information and speed of response (Yoo et al. 2015).
Online interactivity is influenced by web atmospherics constituting to the conscious
designing of web environments to create positive reactions in consumers (Daily
2004; Manganari et al. 2009) and influences users engagement with the website by
expanding their perceptual bandwidth such as psychological arousal on cognitive
functioning (Kahnerman 1973; Xu and Sundar 2014), (Manganari et al. 2009)
devise an “Online Store Environment Presentation Framework” in which they split
their research into four components; virtual layout and design, virtual atmospherics,
virtual theatrics and virtual social presence.

2.2 Virtual Social Presence

Virtual social presence is a way that consumers can communicate with friends,
family or the general public when online. Common themes of this include elec-
tronic word of mouth and virtual communities (Manganari et al. 2009), Morandin
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(2013) makes sense of virtual communities by expressing it as “A way in which
consumers find meaning in their lives through joint experience with a brand with
friends in a brand community”. Virtual communities enable members to post
articles, reviews and product recommendations with feedback from other members
(Gearhart and Zhang 2014). Product recommendations through virtual communities
allows the provision of consumer trust (Hsaio et al. 2010). Websites of “Facebook.
com” and “Twitter.com” provide a free public forum in which users can connect
with friends and share information such as blogs, videos, photos, links and audio
files. Electronic Word of Mouth (e-WOM) includes any positive or negative
statement made by consumers about a product or company which is made available
to a mass community via the internet (Henning-Thurau et al. 2004), taking the form
of discussion forums, text-based comments, video reviews, product reviews and
social networking sites (SNS) (King et al 2014; Yoo et al. 2015). Compared to word
of mouth (WOM), e-WOM takes place in computer mediated environments,
whereas WOM occurs in face-face communication and does not contain this
electronic element (Kin et al. 2014). eWOM systems are very influential, in fact, it
is reported that 61% of consumers check online forums, consumer blogs and other
sources for online customer reviews before they purchase products, simply because
consumers trust consumer produced information (Yoo et al. 2015). However the
lack of face-face in e-WOM interaction raises concern in that anonymity encourages
unethical behaviour (Steckel et al 2005; Kiesler and Sproull 1992). Negative
comments online otherwise known as negative word of mouth (NWOM) has a
stronger impact on a consumers judgement, consumers trust and purchase intention
compared to a website with positive comments, in females this effect is higher than
males (Zhang et al. 2014; Yoo et al. 2015).

2.3 Virtual Theatrics

Virtual theatrics is a way in which retailers make their brand look like a ‘theatre’
through the use of images, video’s, graphics and animation (Managari et al. 2008).
Fiore and Kelly (2007) demonstrate how a demo video is striking and engaging
compared to a static image. Visual merchandising incorporates images, music,
products, colour and animation which in turn influences whether or not a customer
will enter a store or a website (Ha et al. 2007).

Pure-play retailers such as ASOS.com have catwalk videos to present their
product as they do not have a physical store presence. However, Kawaf & Tagg
(2017) report that the novelty of catwalk videos is warring off as consumers are
wanting content that is ‘closer to real life’. That being said, mall haul videos
(vlogs); short videos where influential individuals promote fashion products and
express opinion is video content ‘close to real life’. eWOM has become very
influential in shaping consumer’s attitudes and decisions especially from vlogs as it
satisfies social and self monitoring needs (Harnish and Bridges 2016). This
demonstrates how videos are becoming a form of social media.
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2.4 Virtual Atmospherics

The term atmospherics is used in academic fields to represent “the design of
shopping environments to provoke emotional effects in the buyer that enhance his
purchase intention” (Kotler 1973, p. 50). Navigation systems are links on a website
that enables the user to find information through links to other pages, search
facilities, directories or sitemaps (Nielsen 1999). Webster and Ahuja (2006)
demonstrate how some websites have failed in aiding navigational support as they
get disorientated. Kluge et al. (2013) distinguished differences between a conven-
tional online shopping homepage design with luxury shopping homepages.
According to them, homepages are important as they are the first point of contact
for users to which their initial impression is formed influencing their decision
making process of whether or not to continue using the website. Luxury homepages
differ to that of conventional homepages as they incorporate financial, functional,
individual and social dimensions all entwined to represent the multi-sensory
experience online. Websites that use an unstructured design, monotonous colours,
or messy presentation of products can lead consumers to feel confused and angry
(Koo and Ju 2010; Okonkwo 2010).

2.5 Multi-sensory Shopping Experiences

Fiore and Kelly (2007) implement the use of sound as an atmospheric cue operating
online. They found that larger organisations tend to integrate sound into their
websites as it ignites memory of the interface rather than the visual representation of
a physical store. Gorn et al. (2004) found for each dimension of colour, cool colours
tended to relax consumers more, when an expensive item was presented in front of
a cool background, this increased the likelihood of purchasing the product. Touch
in the context of shopping can be defined as any physical contact between a shopper
and a product. Touching the product enables the consumer to assess the products
properties and the more frequent the touch, the more engaged the consumer is with
that product (Peck and Childers 2003; Zhang et al. 2014). Shopper density refers to
the physical density in a given space (Zhang et al. 2014). Theories on over
crowding report that confined spaces with a high frequency of shoppers tend to
provoke a negative emotional response. The widely accepted idea is that perceived
crowding negatively affects shopping satisfaction as it leads to invasion of personal
space (Metha 2013; Zhang et al. 2014). Wade et al. (2012) suggested that shoppers
need room when shopping to prevent ‘butt brushing’ and to allow them to navigate
their way around the shop freely.
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2.6 Virtual Shopping Environments

Augmented, virtual and mixed reality are becoming in demand as the technology
progresses and augmented reality has been researched academically with regards to
consumer engagement (Huang and Liao 2017). In Virtual Reality (VR) and tradi-
tional online shopping, males are more focused on practical characteristics with
rational thinking whereas females are more focused on the entertainment and
emotional catharsis (Zhao et al. 2017). Virtual avatars which are computer created
beings also known as second life can also be described using virtual liminoid theory
which suggests with the use of augmented reality technology (ARIT), consumers
transition from a physical context through to virtual context via clothes fitting in
AR. This state from real to virtual self triggers a psychological state which pro-
motes the decoration of an avatar and this state is a form of engagement described
as immersion or flow (Huang and Liao 2017; Jung and Pavlowski 2014). Haptic
imagery being a 3D visiotactile stimuli has been used with AR to stimulate a real
sense of touch (Huang and Liao 2017). Neuro-imaging studies using fMRI scans
reveals in real life humans who create versions of themselves in AR or use virtually
created clothes on themselves feel as though that is their real body in AR otherwise
known as a sense of body ownership (Kelley et al. 2002; Kircher et al. 2000; Turk
et al. 1991). Thus, the concept of embodied cognition to which a sense of ‘real to
virtual self’ is created of AR online shopping is through the body’s online expe-
rience and self (Zhao et al. 2017). In fact, self related interactive information is a
trigger for the brain area responsible for the perception of self (Bargh 1982; Huang
and Liao 2017). When comparing interfaces, it was found that a 2D interface
enabled consumers to spend longer searching and engaging with it compared to a
3D interface, as a 2D interface is highly interactive (Mazursky and Vinitzky 2005).
However, one would think that a 3D interface is more interactive due to novelty. To
test this, some websites are introducing 3D interfaces as a virtual atmospheric cue
for consumers. Wu et al. (2013) Creates a 3D mock shop in virtual reality and found
that those who shopped in a store based on trends of fashion spent more money than
those that shopped in the colour/visual stores. Those who shopped in the colour
stores experienced more pleasure/purchase intention than those who shopped in the
trend- lead stores. Immersive 3D store environments are seen to simulate products
more closely than a 2D virtual store environment due to a richer presentation of the
product and a greater level of interactivity (Jiang and Benbasat 2007). However, the
threat is that consumers who are more functional when shopping will perceive vivid
presentation to be less useful as content will be deemed as ambiguous (Hoch and
Deighton 1989). Consumers who shop for fun rather than function are less likely to
discriminate against ambiguous information (Gilovich et al. 2015). Wu et al (2015)
suggest that in a 3D virtual environment retailers shouldn’t focus on designing a
merely functional environment in 3D but a clear environment focusing on lifestyle
rather than merchandise. Virtual shopping tasks have also been performed to help
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those with disabilities. Negut et al. (2016) found that stroke patients did not
complete their task efficiently in a virtual shopping task and lacked a cognitive
strategy in planning compared to controls.

3 Engagement

Engagement has been commonly used in psychology, marketing, sociology, polit-
ical science, organisational behaviour and education (Goodman 2012;
Csikszentmihalyi 1997; Achterberg et al. 2003; Resnick 2001; Saks 2006). The
definition of engagement seems to vary to different academics, some focus on the
psychological aspects of engagement whilst others stress a behavioural focus. Brodie
et al. (2011, p. 260) define this as a “psychological state which occurs by virtue of
interactive, co-creative experiences with a focal agent (brand)…ultimately leading to
loyalty” (Dessart et al. 2016; Brodie et al. 2011). Brodie et al (2011) in their working
definition suggests that consumer engagement is a multi-dimensional concept con-
sisting of cognitive, behavioural and emotional dimensions. In the nueroscience,
Berka et al (2007) suggests that engagement reflects information gathering, visual
attention and attention allocation. Other scholars characterise user engagement as a
subset of ‘flow’ (mentioned in more detail below) but in a more passive state, as user
control, attention, curiosity and intrinsic interest is absent in this construct (Chapman
et al. 1999). In contrast to these common factors contributing to what engagement is,
some definitions neglect the importance of motivation. Burns and Fairclough (2015)
define engagement as a psychological state in which intrinsic motivation causes
selective attention at a psychological level, engagement has been operationalised
through indicators of attentional and emotional processes, often overlooking moti-
vational factors (Arapakis et al. 2014). In marketing, there are varying definitions to
consumer engagement, however, these definitions are focused mainly on brand
relationship rather than focus on the consumer (Mollen and Wilson 2010; Hollebeek
2011; Brodie et al. 2013). Also, little attention is given to consumer engagement as a
psychological, cognitive and interactive component to consumer behaviour
(Bowden et al. 2009; Brodie et al. 2013; Patterson et al. 2013). This section describes
marketing theories of consumer engagement, categorising them into cognitive,
emotional and behavioural components.

3.1 Measuring Engagement via CE Theory

The origins of CE stems was discovered three decades ago in Norway (Gronroos
2010; Gummesson 1994). Since then, recent developments of CE were rooted in
“service-dominant (S-D) logic” which views CE in the light of relationship mar-
keting (RM) to create, sustain and enhance close relationships with their consumers
(Mende et al. 2013; Vargo and Lusch 2004, 2008). The actual term of
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“consumer/customer engagement” only transpired in the academic marketing in the
last 5 years (Brodie et al. 2011). This section focuses on CE as a multi-dimensional
concept. Where the majority of research scholars lends focus to CE as
uni-dimensional either focusing on emotion (Catteeuw et al. (2007), Roberts and
Davenport (2002), cognition (Blumenfield and Meece 1988; Guthrie and Cox 2001)
and behavioural (Balsano 2005; Saczynski et al. 2006) as constructs existing on
their own only a handful of studies view emotional, cognitive and behavioural
aspects of engagement occurring together, being multi-dimensional (Brodie et al.
2011; Macey and Sneider 2008).

Figure 1 is adapted from Hollebeek et al. (2014) which visually depicts from
their framework the multi-faceted nature of consumer engagement. Here we have
just drawn out the cognitive, emotional and behavioural aspects of this.

CE is suggested to extend beyond ‘involvement’ in that is not just the ‘mere
existence of cognition’ is more interactive, experiential and adds value to the
consumer (Brodie et al. 2011). Flow can be described as intrinsic enjoyment, loss of
self-consciousness and complete absorption to which an individual becomes
extremely engrossed towards shopping online (Csikszentmihalyi 1988; Higgins
2006). Novak and Hoffman (2003) found that increased flow creates greater
expectations with future computer technology. Telepresence which is a milder
version of flow to which the real and virtual world become blended is reported to be
shaped by the media advertisements or videos (Javornik 2016). The concept of
flow, overlaps with fluency theory in that although both involve low effort and high
involvement, fluency contains ease of processing information or remembering
something, which in turn puts the ‘mind at ease’ (Higgins 2006; Winkielman and
Cacioppo 2001). Immersion as an engagement concept is now applied to the virtual

CBE Antecedent  CBE CBE Consequence

Cognitive 
Processin

Affectio

Activatio

Cognitive

Emotional

Behavioural

Fig. 1 Adaptation of CBE framework, Hollebeek et al. (2014)
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world related to sensory experiences such as increasing screen size, sound quality,
graphical fidelity or 3D screen capabilities. O’ Brien and Toms (2010) developed a
scale to measure user engagement. In this scale there were ten attributes of
engagement with some of the key attributes being aesthetics, focused attention,
challenge, control, feedback, motivation, novelty and perceived time. Out of all of
these outcome measures, focused attention was the highest attribute involved in
engagement accounting for 29.73% of the sample.

The table 1 above summarises the main types of consumer engagement.
Involvement (Zaichowsky 1985) and flow (Csikzentmihalyi 1988) are the most
reported subsets of engagement in marketing literature to date.

4 EEG Engagement

This section flows differently to the above in that engagement theories are reviewed
from neuroscientific and electrical engineering literature rather than just marketing
literature. This paves way for a comparison of engagement from two different fields.
This section is divided up in looking at the parts of the brain associated with
engagement rather than just defining engagement. It must be noted that limited
neuroscientific literature report findings with engagement and online interactivity,
this is where our novelty of the preliminary study in Sect. 5 comes in.

Table 1 Types of consumer engagement and what they mean

Construct Originators Conceptual definition Dimension

Flow Csikzentmihalyi
(1988)

Individual’s intrinsic enjoyment, loss of
self-consciousness and complete absorption
towards shopping online

Cognition

Focused
attention

Burke and
Leykin (2014)

Attention acts as a filtering mechanism but
only one activity utilised concentration

Cognition

User
engagement

Obrien and
Toms (2010)

This scale identifies interactivity with flow,
play, focused attention, perceived usability,
telepresence, satisfaction and purchase
intention

Behavioural

Involvement Zaichowsky
(1985)

An individuals level of interest Behavioural

Absorption Agarwal and
Karahanna
(2000)

An intrinsic state that leads to episodes of
total attention

Behavioural

Arousal Mehrabian and
Russell (1973)

Unitary emotional response ranging from
sleep to frantic excitement

Emotion
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4.1 Anatomical Explanations of Engagement in the Brain

Engagement occurs mainly in the front of the brain otherwise known as the pre-
frontal cortex. The prefrontal cortex is believed to play a role in affective behaviour
and judgement, lesions to this area result in impairment of executive functions such
as decision making, organisation and planning (Afifi and Bergman 2005).
Neuro-imaging studies have shown higher engagement level processes to be
associated in the frontal part of the brain involved in emotion and cognition and the
temporal part of the brain involved in accessing memories with the general con-
sensus being, the more engaged a consumer is, the more likely they are to draw
from memories (Fugate 2007). Davidson’s model of motivation proposes that the
brain is divided into both the approach (left side of brain) and withdrawal (right side
of brain) (Davidson 1998). The levels of FAA (Frontal Alpha Asymmetry) is
considered as a consistent index of approach activation (Engel and Fries 2010;
Schmeichel et al. 2010). FAA is merely the difference of cortical activation of the
alpha band (8–10 Hz) frequency band emitted from the brain in the frontal cortex
between the left and right hemispheres of the brain (Briesemeister et al. 2013).
Traditionally emotion is the common way of measuring consumer behaviour using
the emotional valence system, however the FAA proves that information processing
also a motivational component of engagement can be measured instead (Arapakis
et al. 2017). As well as approach behaviours there are also withdrawal/avoidance
behaviours (Davidson 1998). With emotion recognition in the brain, a negative
scenario would expect a negative emotion/negative result. However, in the context
of information interaction, people who consume both positive or negative infor-
mation could be equally as engaged but engaged in a negative way (Arapakis et al.
2017). This therefore leads researchers to conclude that future research on user
engagement should apply to an approach/avoidance model of motivation rather than
the more commonly used bi-factoral model of emotions (Arapakis et al. 2017). The
brain default network lends support for activation when participants are not focused
in tasks demanding attention which can constitute to disengagement or mind
wandering/boredom (Greicius et al. 2003). A study looking at neural engagement
during social approach motivation provides evidence in the brain via fMRI scan-
ning to approach-avoidance paradigms connected towards a motivational compo-
nent for engagement (Wu et al. 2015). The nucleus accubens (NAcc) is a key node
in the brain related to reward processing and this triggers approach behaviour
(Knutson and Cooper 2005). The behavioural activation system (BAS) in the brain
is an area that generates positive affect resulting in approach behaviour (Kennis
et al. 2013; Wu et al. 2015).

Figure 2 summarises from the relevant literature cited above which parts of the
brain is associated with engagement. From the diagram it is clear that mainly the
front and back part of the brain is activated when looking at interactive media.
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4.2 Measuring Engagement with EEG

An EEG is a technique for recording and analysing electrical activity of the brain. In
order to record signals adequately, electrodes are placed in pairs on the scalp to
which each pair transmits a signal to of of several recording channels of the EEG.
The signal has a difference in voltage between the pair. The rhythmic fluctuation of
this potential difference is depicted as oscillations on a line graph (Fine 2008).
These oscillations measure frequencies of electrical currents to which are repre-
sented by waves and heir length each given the name of a Greek letter (Casson et al.
2010, Cohen 2014).

Measuring computer-mediated media (such as watching videos on YouTube), is
more passive and therefore suggested to be measured via electrophysiological
techniques (Arapakis et al 2017). Previous studies measuring engagement via EEG
with passive media (TV adverts, social media channels etc.) have limited opera-
tionalisation of user engagement. For example, audiovisual media providing sen-
sory information through images and sounds can also have physical attributes such
as homepage visuals, attractive characters etc. that elicits automatic and emotional
responses that is rarely measured (II lan et al. 2004). A study measuring mental
workload in online shopping comparing Augmented Reality (AR) and Virtual
Reality (VR) found that males have a higher mental workload for expensive
products in VR than females (Zhao et al. 2017). Studies of left-brain activity
demonstrates how complete absorbtion when shopping online even with limitations
of online interfaces, consumers are so intrinsically involved with this experience
that they do not seem to care about external factors around them (Demangeot and
Broderick 2007). The term engagement can also represent the eagerness to fulfil a
goal (Parsons et al. 2015). However, little research has been conducted using an
EEG for consumer engagement and brain behaviour relationships (Fugate 2007).
Neuro-imaging studies have shown higher engagement level processes to be
associated in the frontal part of the brain involved in emotion and cognition and the
temporal part of the brain involved in accessing memories with the general con-
sensus being, the more engaged a consumer is, the more likely they are to draw
from memories (Fugate 2007). Few studies, although not wholly grounded in
marketing theory, have investigated the positive relationships with consumer

Engagement areas from 
the frontal lobes and 
pre frontal cortex. F3, 
F4, F7, F8, FZ and the 
NAcc 

Engagement areas from 
the Occipital Lobes O1, 
O2 and OZ.

Fig. 2 Consumer engagement EEG sites
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engagement concepts such as flow, novelty and enjoyment using an EEG (Wang
and Hsu 2014; Leger et al. 2014; Yilmaz et al., 2014). An EEG study exemplifying
the importance of a two-way interaction between biology and our social environ-
ment, with mind as a concept for understanding the bidirectional influence between
brain and behaviour (Howard-Jones et al. 2015). There is a body of research that
examines EEG responses to like/dislike analysis without considering a holistic
perspective of consumer behaviour. One study looks at high emotional value and
low emotional value of luxury products when alone and then when in a
group. Using emotion and attention (Pozharliev et al. 2015). Explained above in
Sect. 2 was the importance of a multidimensional view to engagement, incorpo-
rating emotion, cognition and behavioural aspects (Brodie et al. 2011). Romano’s
pyramid of activation of the brain complements this by providing a physiological
explanation for this when making a decision. Attention is used first to choose
important information, eliminating unnecessary stimuli. Emotion then produces
physiological changes in the body such as changes in heart rate, respiration, muscle
tone and temperature. Then action regulator occurs before an action takes place and
attends to automatic mechanisms deciding what to store into memory and transform
into actions, this all happens the frontal lobe (Romano 2013). Too much or too little
information of causes boredom and disengagement and in turn avoidance (Parsons
et al. 2015). Table 2 is summarising all the studies associated with EEG engage-
ment and shopping, media and online interactive environments.

Table 2 Derivatives of EEG engagement

Author Type of
engagement

Algorithm EEG
Device

Frequency band Explanation

Rabbi et al.
(2012)

Task
engagement

Beta/
(Alpha + Theta)

B-Alert
wireless
sensor
headset

Increased beta
activity when
wearing the space suit
(increasedAlertness).
As time spent
increased, theta
activity increased

EEG changes were
quantified and
compared with direct
responses of
participants partaking
different tasks.
B-Alert/AMP
(Attention, memory,
Profiler) software was
used as part of the EEG
wireless acquisition
system. 256 samples
per second

Szafir and
Mutlu
(2012)

Attention in
designing
adaptive
agents

Beta/
(Alpha + Theta)

Neurosky – Engagement levels
measured in 30 s
timeframes using
two-way repeated
measures ANOVA

Mc mahan
et al(2015)

Engagement
in gaming

Frontal Theta
Frontal
Theta/Parietal Alpha
Beta/ (Alpha +
Theta)

Emotiv Measured in AF3,
AF4, F3, F4, F7, F8,
F5 & FC6

Engagement levels
increased during death
events compared to
general game play
events using this
index

(continued)
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5 Preliminary Study

Putting all of the information from Sects. 1, 3 and 4 constitutes to a design and a
few results of a preliminary study. The main aim is to explore the impact of
consumer engagement on interactive features in online fashion shopping environ-
ments (Social media, browsing and video’s) measuring brain responses. The study
has been designed to collect responses with female millennial consumers only 10
initial participants were analysed. Purposive sampling was used involving partici-
pants that are available to the researcher (Bryman 2011). Female fashion consumers
who shop online were be investigated (Mintel 2014). ASOS.com was the website
under investigation. The study involved the participant visiting ASOS Instagram,
looking at images only, interacting in likes, follows and sharing. Then the partic-
ipant searches for a ‘Jacket’ via ASOS website. Finally the participant watches the
catwalk video of their preferred jacket. The idea is to see out of the three levels of
interactivity, which engages a consumer, the most or at which level of engagement
(see Figs. 1 and 3).

Table 2 (continued)

Author Type of
engagement

Algorithm EEG
Device

Frequency band Explanation

Freeman
et al (1999)

Adaptive
automation
with a visual
tracking task

Beta/
(Alpha + Theta)

BIOPAC
EEF100A

Measured in CZ, PZ,
P3 and P4

200 samples per
second.1/theta out of
the three engagement
indexes yielded the
highest level of
engagement

Pope et al.
(1995)

– Beta/
(Alpha + Theta)

– EEG was recorded at
sites CZ, T5, P3, PZ,
P4, O1 and O2

Closed loop method
enables an index of
engagement to be
identified which is
maximally sensitive to
changes in task
demand

Arapakis
et al.
(2017)

Engagement
in online
news reading

Frontal Alpha
Asymmetry (FAA).
Frontal alpha in left
hemisphere and
Prefrontal alpha in
right hemisphere

Emotiv Left (FC3, F3 & F7),
Right (FC4, F4, F8)

EEG as well as
Entrophy analysis
reveals that there is a
motivational
component of emotion
associated with
engagement. In a
negative scenario, a
negative emotion
would evoke
behavioural
avoidance
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Figure 4 demonstrates how this experiment was set up on participants. The
experiment will measure 12 sites of engagement on the scalp. A high quality EEG
traditionally used for medical conditions is used due to its high quality data signals.
The device is called the actiCHamp housing up to 160 channels and has the highest
sampling frequency of 100 kHz. Oscillatory patterns of activity in the EEG range
from and widths (alpha, beta, theta, delta and gamma) (Ohme and Matukin 2012).
Using an EEG engagement will be measured in the areas marked in Fig. 1. by using
algorithms Beta/Alpha + Theta on all locations, Theta/Alpha on frontal midline
and parietal and Theta on frontal locations.

ASOS Browsing:
Web page 

ASOS Video:
Catwalk

Social Media

ASOS 
Instagram 

Fig. 3 ASOS Instagram, browsing and catwalk stimuli

Fig. 4 Experiment setup
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5.1 Findings

Pilots consisted of 10 EEG results. EEG analysis was conducted in MatLab and
two-way ANOVA was generated as a parametric test to see a difference between the
3 stimuli (social media, browsing and videos: Instagram and Youtube) (Fig. 5).

ANOVA provides a statistical test of whether or not the means of several
groups are equal, and therefore generalizes the t-test to more than two groups.
ANOVAs are useful for comparing (testing) three or more means (groups or
variables) for statistical significance. A significant result was found between cat-
walk and browsing. The ANOVA reveals higher engagement for browsing than
watching the video catwalk at real time. (Lower level of theta activity proves to be a
higher level of engagement). However, there are many factors to consider as only
first 10 participants were used so it is not a significant sample size. Also focusing on
one retailer (ASOS.com) doesn’t mean each level of interactivity is engaging or not
engaging.

6 Conclusion

From the literature presented above, three levels of interactivity virtual social
presence, virtual theatrics and virtual atmospherics prove to be relevant in today’s
generation and therefore useful in measuring consumer responses. Engagement has
been looked at by two perspectives, marketing and neuroscience which hasn’t been
viewed in this way before. It can be seen that engagement is difficult to measure for
both disciplines. The review provides evidence that there are techniques that enable
engagement to be measured in marketing via surveys using likert and semantic
differential scales. In neuroscience engagement can be measured by looking at the
front and back of the brain and algorithms using electrical bandwidths alpha, beta
and theta can be used. The preliminary study proved that the concept using EEG for
measuring engagement to online interactive aspects of ASOS worked and a sig-
nificant difference between browsing and catwalks was found. Fashion retailers are

Fig. 5 Initial findings of 10
participants
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actively searching for the latest technology innovations that can improve the
shopping experience. John Lewis for example is using a company called JLAB to
use Instagram as a social checkout by allowing consumers to buy products through
its Instagram feed (Mintel 2016b). This shows how pivitol social media, browsing
and videos are when it comes to future technological developments for retail. In the
case of AR and VR shopping environments for the future, It is likely that more
pure-play retailers will utilise real world retail spaces to support their virtual stores
(Euromonitor International 2011).
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Augmented Reality Smart Glasses:
Definition, Concepts and Impact
on Firm Value Creation

Young K. Ro, Alexander Brem and Philipp A. Rauschnabel

Abstract In recent decades, the developments of new media have revolutionized
individuals’ behaviors tremendously. Mobile devices, in particular, have developed
an ‘always and everywhere online’ mentality. But what comes next? Recent
developments emphasize the rise of a new technology that is termed ‘Wearable
Augmented Reality Devices’, where Augmented Reality Smart Glasses (such as
Microsoft HoloLens or Google Glass) represent prominent examples. These tech-
nologies offer huge innovation potential for companies and societies, which are
discussed in this article. By doing so, this paper provides managers and researchers
an applied description of the technology and a discussion of how it differs from
existing mobile and augmented reality technologies. Finally, insights are given into
how these technologies may increase firm value and further change the behaviors of
consumers and adopters.

Keywords Augmented reality smart glasses � ARSGs � Mixed reality � Head
mounted display � Definitions � Firm value � Future research

1 Introduction

Augmented Reality Smart Glasses (ARSGs), such as Google Glass or Microsoft
HoloLens, have recently gained increased attention . Broadly speaking, ARSGs are
a new wearable augmented reality (AR) device that capture and process a user’s
physical environment and augments it with virtual elements. Recent forecasts
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predict that ARSGs will substantially influence societal media behaviors, and
market research institutes predict tremendous growth rates for this new type of
technology (e. g., Technavio 2015; Stockinger 2016). Consumers and media have
discussed the advantages and potential concerns of this technology for individuals
and society as a whole, such as data security concerns (Fodor and Brem 2015).
Although there is a huge potential for ARSGs to create value for consumers,
companies and societies as a whole, little research has been published in this area to
date (Stockinger 2016). However, academics and managers call for early market
knowledge to better understand the mechanisms that drive this promising tech-
nology (Rauschnabel et al. 2015; Eisenmann et al. 2014; Tomiuc 2014).

Knowledge about new technologies and their (potential) customers is important
in the early stages of innovation diffusion (Brem and Viardot 2015). In these critical
phases, knowledge about the opportunities and challenges might increase the
probability of successful implementation, decrease the probability of product fail-
ures, and thus increase diffusion speed (Attewell 1992). Likewise, early knowledge
can provide an advantage for companies that might increase efficiency when using
ARSGs (Hein and Rauschnabel 2016). This knowledge can also help policy makers
focus on laws that cover the specific appropriate and inappropriate use character-
istics of ARSGs—e.g., that ARSGs could distract people from driving a car or that
wearing ARSGs in public might violate privacy and copyright laws.

In this article,1 we address the research gap of deficient early knowledge on the
strengths and weaknesses of ARSGs as follows: First, we provide a new classification
of online technologies. By doing so, we integrate ARSGs in the evolution of media
technologies and discuss its distinctiveness compared to other technologies, such as
virtual reality glasses. Second, we generate an outline explaining how ARSGs can
increase firm value. Besides enhancing or improving the performance of existing
tasks, the potential for new business models for innovative applications arise.

2 Virtual and Augmented Reality Devices

2.1 Overview

Driven by new technologies, virtual and augmented worlds are converging.
Recently, ARSGs have attracted a lot of attention as a new breakthrough innovation
(Technavio 2015; Rauschnabel et al. 2015; Rauschnabel and Ro 2016; Eisenmann
et al. 2014; Tomiuc 2014; Jung et al. 2015). Figure 1 proposes a novel media
evolution framework of five media generations. The x-axis in this figure reflects the
passage of time and the y-axis the influence of each generation’s technologies on
users’ lives.

1This chapter is a revised version of a working paper published by the authors on researchgate.net,
see Rauschnabel, Brem and Ro (2015).
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The first generation of media is termed offline media and includes uni-directional
offline media such as newspapers, television and Teletex. These technologies were
mostly stationary and digital technologies from that time received their information either
from internal storages, cartridges (e.g., game consoles), CD ROMs, or via analog radio
frequencies (e.g., TV or Radio). Consumers’ role was passive, i.e. they consumed media.

The second generation (1990s), dubbed as Web 1.0, describes early online
technologies where static websites structured like digital brochures are prominent
examples. Consumers’ roles in this generation of media were primarily passive, i.e.,
consuming content that was mostly produced and published by professional
organizations—e.g. companies. Although two-way communications were possible,
most of the Web 1.0 technologies were still uni-directional. Broadly speaking, these
early websites were ‘digital brochures’ and most content was produced by pro-
fessional organizations. Only a few very innovative users created personal websites,
primarily by manually programming HTML code, and hosted these websites and
offered free web hosting services such as geocities.com.

The third generation, starting in the early 2000s, has been dubbed Web 2.0, or
social media (Kaplan and Haenlein 2010). Social media is characterized by com-
plex and multi-directional communications. Users serve both as consumers and
producers of content, giving rise to the term ‘prosumers’. Faster internet connec-
tions, higher user-friendliness among devices, and higher levels of trust and
acceptance of the Internet represent examples of why people were more likely to
experiment with and use Web 2.0 technologies. Examples of early Web 2.0 tech-
nologies are Facebook (at that time ‘TheFacebook’), SecondLife, and Myspace.

Staring around 2010, the fourth generation of media extended social media from
static devices to mobile device such as laptop computers, tablets, and smartphones.

Fig. 1 Evolution of media devices
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However, other forms of wearable devices such as smart watches, smart clothes, or
smart wristbands, are also covered by this generation of media. These mobile
technologies enable users to have access to their ‘social media environment’ any-
time and anywhere. Not surprisingly, social media applications—such as Facebook
or Instagram—are the most popular smartphone apps.

The fifth generation of media is the so called wearable augmented reality devices
(‘WARD’) era, i.e., wearable technologies that merge virtual and physical realities.
In other words, these technologies meld the real world with virtual elements. One
example of this fifth generation of media are augmented reality ARSGs, which are
the focus of this article. Wearable augmented reality devices are only made possible
due to developments in communication networks. It is now technically feasible to
transport data at high rates and ensure shorter latencies (10–100 ms). There are
advances in data security, and the communication network is now able to process
several devices or several connectivities within the same efficiency range. Networks
are also now able to address mobility requirements of new technologies from near
field, over short range, local in- and out-door to a global efficiency range.

In this fifth generation, communication reaches a new level concerning human
senses involved in media; it is the communication generation that could encompass
all human sensory impressions.

The idea of augmented reality is not new; these technologies have been devel-
oped and researched during the last few years (Javornik 2016a; Stockinger 2016;
Pantano et al. (2017). An example of an established AR technology are the “virtual
mirrors” that are often used by fashion retailers (Javornik et al. 2016). Virtual
mirrors are displays with integrated cameras that film a consumer, who then can
choose the different clothing he/she is wearing on the screen. Mobile AR appli-
cations can be used on most mobile devices such as tablets or smartphones. For
example, users can capture a famous building in a city with their camera, then use a
mobile AR-app, such as Cyclopedia, that recognizes the building and provides the
corresponding information about this building from Wikipedia. However, extant
AR examples are either just applications for mobile, stationary devices or devices
that were specifically developed for professional contexts (e.g., virtual mirrors).
ARSGs, in contrast, are conceptualized as a new generation of media since they are
(a) specifically developed AR technologies, and (b) also made for the masses.

2.2 Definition of Augmented Reality Smart Glasses

Based on our theorizing and prior research, we develop the following definition of
Augmented Reality Smart Glasses

(synonym: data glasses, digital eye glasses, or personal imaging system):

Augmented Reality Smart Glasses (ARSGs) are defined as wearable Augmented Reality
(AR) devices that are worn like regular glasses and merge virtual information with physical
information in a user’s view field.
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Most ARSGs are worn like glasses, and few examples (e.g. Google Glass) could
also be mounted on regular spectacle frames. Several technologies (e.g., camera,
GPS, microphones etc.) capture physical information and augment them with vir-
tual information that can be gathered from the internet and/or stored on the ARSGs
memory, primarily accomplished through location-, object-, facial-, and
image-based recognition technologies. This virtual information is then presented in
real-time on a display, which, in brief, is a transparent screen in front of a user’s eye
(s). A user can see both the virtual and ‘real’ world through these displays.
Prominent examples of ARSGs are Microsoft HoloLens, Everysight Raptor or
Google Glass.

3 Value Creation with Smart Glasses

The core proposition of this article is that ARSGs can be a means to create cor-
porate value for businesses and also for society as a whole. Therefore, it is nec-
essary to distinguish between internal and external value creation factors (see
Fig. 2). Internal value creation factors cover aspects where smart glasses can be
used by a firm’s employees to work more effectively. External value creation means
that companies can increase revenues by offering applications for ARSGs that can
be used by consumers or for interactions with customers. Important to note is that,
due to the novelty of the technology, not all of the potentials have been addressed in

Fig. 2 Firm value creation with augmented reality smart glasses
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prior research or practice. Thus, this overview also provides suggestions for future
research.

3.1 Internal Value Creation

Research and Development: Traditional research and development activities
include a lot of investments into discovery and trial-and-error-processes. This is
usually linked with a high investment into hardware such as printers, and into
product concepts, usually done with different approaches to prototyping. Even
though nowadays 3D printers are becoming more and more prevalent in use, this is
still a high investment in terms of financial and time resources. With the use of
ARSGs, these processes can be virtualized by using 3D applications—and it even
goes further through the usage of social media for the evaluation of new product
ideas. Hence, such devices can foster and facilitate the full innovation process
within a company and its research and development activities.

Beyond that, ARSGs offer new methods of market research for firms. Consider,
for example, survey applications that cover physical information—such as a pro-
duct or a store—and integrated surveys. Extended versions of ARSGs could
combine the advantages of mobile surveys and eye-tracking (as well as other forms
of observational data) and provide marketers with new methods and enhanced
results/outcomes of market research. Prior research has also focused on new
technologies for product testing. For example, the use of virtual 3D-screens have
been investigated as a means to test packaging and display its benefits compared to
2D-tests with the limitation of artificial laboratory situations (Berneburg 2007).
ARSGs could also be used to present products more realistically. For example, new
forms of a bottle could be virtually displayed on a respondent’s dining table at
home and evaluated in a realistic situation, thus increasing the external validity of
product tests.

Collaboration: Early attempts have been made to use ARSGs as a means to
promote collaborative work. For instance, Muensterer and colleagues tested the
acceptance of Google Glass in a pediatric hospital and used it for telemonitoring
with colleagues all over the world (Muensterer et al. 2014). Similarly, manufac-
turers of ARSGs, such as Microsoft (2015), highlight the benefits of collaborations
with varied examples—in a personal setting (a father, who from distance, helps his
daughter fix a drain at home) or in a professional setting (researchers in a lab
analysing rocks on Mars). Likewise, collaborations in customer-firm interactions
are possible, for example, for functions such as customer service and product
support. Finally, virtual meetings through services like Skype can be much more
efficient if additional information can be shared in real-time and with full visibility
through ARSGs. The movie Kingsman provides several fictitious examples how
ARSGs can enhance conferences by augmenting conversation partners into a
conference room.
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Process Effectiveness: Using ARSGs at work could increase an employee’s
efficiency, as information is always accessible. This is possible, as in times of big
data, digitalization, and the ‘Internet of Things’, products and systems can com-
municate autonomously with each other and provide employees with relevant
information (Lee and Lee 2015). The advantages of ARSGs compared to other
forms of devices are threefold: First, only relevant information is displayed. For
example, a cook can exclusively take a look at the information about the next
ingredients that are necessary for a recipe, rather than being confronted with the
whole recipe at once. ARSGs have the ability to recognize in which step of the
cooking process the cook is at the moment and what will come next. Besides,
ARSGs can help improve the logistical function in supply chains by aiding workers
in a retailer’s warehouse. Searching for the right products that are requested by a
consumer and navigating the worker through the warehouse in the most effective
route are just a couple of the popular features associated with ARSGs. Second,
information is automatically available when needed and can be enriched with
additional online information if desired. For example, designers and engineers can
work on collaborative product development projects from virtually any dispersed
location around the globe and make changes or alterations to parts of a product or
component design in real time, with the changes being made visible to all members
of the product development team. If a service technician has problems installing or
repairing a machine, additional information can be received by the ARSGs in
real-time, or colleagues can join in virtually. Similarly, face recognition could help
police officers identify wanted criminals and fugitives and provide themselves with
additional information such as criminal records. Third, in contrast to other mobile
augmented reality devices, ARSGs can be used hands-free, offering workers greater
flexibility. This can be helpful for things such as documentation in medical settings
(e.g., forensic medicine), as studied by Albrecht et al. (2014).

3.2 External Value Creation

Companies can also increase value for customers with the help of service functions.
Currently, many companies use virtual reality applications. For example, the
Swedish furniture chain IKEA offers a 3D kitchen planner on its website in which
consumers can plan their purchases virtually. An AR app can extend this experience
on tablet computers or smartphones. In a future with ARSGs, this could even go a
step further with consumers wearing ARSGs while walking through an empty room
and planning their new fittings by placing virtual furniture in a real room. In
contrast to mobile AR, ARSGs can provide a much more realistic and hands-free
experience. Likewise, consumers with service requests could contact a company via
ARSGs. Consider a customer’s service request from an automotive company where
the customer has problems programming a car’s computer. A service representative
could then see what the consumer sees and give particular advice on what to do.
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3.3 New Apps as Growth Potentials

Whereas the aforementioned benefits focused solely on the use of ARSGs in firms,
ARSGs also offer the potential for new applications. Consumers tend to be more
likely to adopt certain technologies and media when they address particular needs.
For example, consumers use social media to obtain gratifications such as enter-
tainment, socialization, self-presentation, information, and others. With regards to
ARSGs, there are three clusters of needs that can be addressed by ARSGs
applications.

3.3.1 Effectivity Factors

Effectiveness, in this case, describes how ‘useful’ ARSGs are for consumers by
making their life more efficient, and thus address more utilitarian needs and wants.
Prior research, such as the widely cited technology acceptance model (Davis 1989),
has shown that the perceived usefulness of a new technology is a core determinant
of the adoption intention of new technologies (Davies et al. 1989; King and He
2006). In the matter of ARSGs, people who perceive them as a technology that
makes their lives more efficient are more likely to adopt them (Rauschnabel et al.
2015a). Other scholars have shown that AR technologies, including ARSGs, can
serve as an effective tool to navigate tourists or visitors in museums (Jung et al.
2015; Leue et al. 2015; tom Dieck and Jung 2015). Hein and Rauschnabel (2016)
also propose a concept to combine ARSGs with Enterprise Social Networks. Also,
consumers who perceive that using ARSGs does not require large mental effort due
to their more intuitive and self-explanatory use perceive higher levels of effectivity
benefits.

In line with this, commonly discussed applications include navigation systems
and organizers. In fact, from a technological perspective, navigation apps could be
more effective than common navigation systems since they are able to capture
real-world information such as construction-induced speed reductions and detours
or provide accurate navigation directions in complex situations.

3.3.2 Hedonic Factors

In simple layman’s terms, hedonic factors can be described as ‘fun’ characteristics.
Not surprisingly, people often use a particular form of media for hedonic purposes.
These include entertainment, the passing of time, playing games, or escaping from
reality. ARSGs offer many opportunities for consumers to receive hedonic benefits.
Consider, for example, virtual games that can be played in a real environment. Current
computer games are applied in famous environmental contexts depicted in movies
such as Tomb Raider or James Bond. Games played on or with ARSGs offer the
opportunity to play these games in familiar, real environments. For instance, a
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re-launch of the famous Tamagotchi game in the 1990s is possible, where users care
about a realistic looking and behaving virtual ‘pet’. Likewise, the popular workout
smartphone apps could be applied on ARSGs and enhanced to offer additional benefits
such as showing joggers the exact directions in the view-field. An important dis-
tinction between ARSGs and other technologies (e.g., smartphones or laptop com-
puters) is that they can be used while the user is engaged in some other activity. For
example, playing a game on a smartphone or a laptop computer usually requires high
levels of a user’s physical and mental concentration and thus hinders the development
of applications that require a user’s physical play. To illustrate, one could consider the
idea of an ego-shooter game that can be played in a user’s yard or house, in which a
user chases enemies in his or her house or garden. Finally, ARSGs can also be used to
document one’s life and share this content with peers/friends.

3.3.3 Social and Symbolic Factors

Consumer researchers have long known that products or brands that are used in
public are linked to social and symbolic aspects (Bearden and Etzel 1982). It is also
a well-known finding from fashion marketing that people dress themselves in a
manner that allows them to present themselves in a particular way. Augmented
reality smart glasses are, as any wearable device, a new form of fashion accessory
for users. Thus, psychological similarities between what is known from fashion
adoption and ARSGs are very likely, although research in this domain has remained
scarce. However, recent evidence suggests that people who believe that their friends
and colleagues will adopt the use of ARSGs will also be likely to adopt them
(Rauschnabel et al. 2015a).

Also, past experience has shown that users of (new) technologies often form
communities, and in these communities, ties between the members are an important
determinant of technology adoption (Muñiz and O’Guinn 2001; Felix 2012). In fact,
several communities for ARSGs users have already emerged. For example,
EduGlasses.com is a resource center and online community for educators that use
ARSGs in classrooms and other educational settings. GoogleGlassForum.net is
another example of an online community that focuses on Google’s ARSGs program.
These examples enable registered users to engage in discussions about topics related
to ARSGs. Research about these online communities has revealed the importance of
social factors that drive user participation (e.g., Hennig-Thurau et al. 2004).

Assuming that corresponding apps will be developed in the future, for example,
dating apps, ARSGs can be a means to satisfying unmet social needs. These apps
offer various benefits as compared to regular online dating websites or mobile apps
since users can, for example, see and identify potential partners in real life with
ARSGs. Likewise, ARSGs can also help members maintain existing social rela-
tionships in a similar manner as social networks. For example, Google promotes the
benefits of Google Glass by showing examples where users can identify friends
nearby and motivate them to meet in person and by displaying relevant information
about their friends (e.g. a person’s birthday).
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3.4 Customer Interaction

ARSGs also provide numerous opportunities for customer interactions (Javornik
2016b). For example, customers can be supported in after sales service, can review
products, and so forth. Consider, for example, a customer entering a showroom at
an automobile dealership. This customer can integrate a customer representative in
his or her view field (as, for example, discussed in the collaboration section). As in
prior stages of the media evolution (see Fig. 1), we propose that apps for ARSGs
will arise that allow users to interact with brands—for example, similarly to
Facebook brand pages and other forms of social media marketing (Felix et al.
2017). This might probably result in a new discipline ‘AR marketing’ (Javornik
2016b; Javornik 2016c), and existing offline communication activities (e.g. exhi-
bitions and other marketing events) can be complemented with an AR component.

3.5 Value for Society

When it comes to new technologies, many consumers are sceptical and discuss
potential negative consequences of the use of a new technology for society (Fodor
and Brem 2015). In the early days of the Internet, it was concluded that using the
Internet influenced people negatively, particularly with regards to their social lives
and depression (Kraut et al. 1998). Follow-up studies revealed that the initial
findings were not as dramatic as proposed (Tyler 2002). Besides potential negative
consequences that will be discussed in the next paragraph, various positive effects
for society as a whole can emerge.

ARSGs can make rescue teams more efficient, and support medical doctors at
work, as discussed above. The use in various settings (e.g. in maintenance and
construction work) can decrease user’s risks, and thus, contribute positively to
public healthcare systems. Although potential privacy concerns exist, ARSGs can
be used to record one’s environment, and thus help law enforcement personnel with
solving crimes. Research has also revealed that ARSGs can facilitate the everyday
life of patients with Parkinson’s disease (McNaney et al. 2014). Recent discussions
about the use of ARSGs in classrooms and education indicate further positive
effects on society as a whole.

4 Barriers

Like any technology, the growth of ARSGs might be limited due to some factors.
From a technological perspective, the short duration of the batteries, a limited
number of applications, missing standards and lack of ubiquitous high-speed
internet connection are examples of crucial factors that current are not always
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available. However, it is likely that further developments in technology will address
these barriers. From a more psychological perspective, users often criticize the
design of the extant models, which could be one reason why Google stopped
distributing its ‘Explorer Program’. Likewise, fear of electro smog, or negative
influences on the eyes, are other criticisms that are often discussed among con-
sumers, although current research does not support these fears.

Important to note is also the fact that several legal, ethical and political chal-
lenges arise that might hinder the development of ARSGs. For example, wearing
ARSGs in public could violate privacy and copyright laws. Both the National
Association of Theatre Owners (NATO) and the Motion Picture Association of
America (MPAA) have allied themselves in prohibiting the use of ARSGs in
cinemas due to concerns regarding movie piracy by illegal recording (Barrie 2014).
To reduce potential conflicts with regards to individual privacy concerns, some
manufacturers such as Google have announced that they will not develop facial
recognition apps, but it might be a matter of time until other developers program
such applications.

Manufacturers of ARSGs also advertise the benefits of using ARSGs as navi-
gation systems. Whether this distracts drivers and provides a risk for other traffic
participants, however, is yet unknown. Analogous to older technologies, people
might criticize that the use of ARSGs could make society less social. For example,
the popular Walkman-Effect describes the criticism surrounding Sony’s portable
cassette player in the 1980s, where people were afraid that Walkman users would
become distracted in everyday life. Regarding health issues, potential concerns are
addictive ARSGs usage behaviors.

Not surprising is the fact that, due to public criticism (e.g., privacy concerns), not
all people perceive ARSGs in a positive manner (Fodor and Brem 2015). In par-
ticular, the user image of ARSGs is often expressed in a negative way. In online
discussion boards, many users call smart glass wearers ‘glassholes’.

5 Conclusion

In this chapter, we addressed an innovative topic that has the potential to be very
influential in research, companies, and in general for the creation of new business
models: Augmented Reality Smart Glasses (ARSGs). Therefore, we started with a
definition and integration of ARSGs into the current media and technology land-
scape. According to this, ARSGs are the logical next step of media development as
they combine wearable devices with AR technologies. In line with this assumption,
various forecasts predict high growth rates within the next few years, and thus
indicate that ARSGs could be the next ‘big thing’. Whereas most research on
technology and new media investigates research questions of existing devices or
applications, the aim of this research was to discuss a new and promising tech-
nology in the very early stage of development. Therefore, we provide relevant
definitions, and discussed potential success factors of ARSGs adoption. We hope
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that these discussions stimulate managers in considering ARSGs for their business
and for scholars to place emphasis on this new and promising technology—both as
a research tool and as a research topic. As a research tool, ARSGs can offer new
ways for data collection or presentation (e.g. stimuli in experiments). As a study
object, ARSGs can make use of theories from numerous disciplines, including
marketing, MIS, operations and supply chain management, innovation manage-
ment, media/communication research, psychology, and so forth. Finally, we con-
clude with a call for policy makers to be aware of the characteristics of ARSGs and
the need for corresponding laws and regulations—ideally, before ARSGs become
more ubiquitous in the general population. Policy makers have underestimated the
power of former technologies and media, such as mp3 s, cellphones, drones and so
forth. Starting to develop regulations for ARSGS in a pre-mass market stage might
reduce uncertainty among consumers and legal consequences.
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The Sensorama Revisited: Evaluating
the Application of Multi-sensory Input
on the Sense of Presence in 360-Degree
Immersive Film in Virtual Reality

Sarah Jones and Steve Dawkins

Abstract It has been suggested that 360-degree immersive film viewed in virtual
environments, does not allow for a sense of presence owing to the lack of inter-
activity, agency and realism. This paper outlines the findings of a research project to
evaluate how such a sense of presence can be enabled through the introduction of
multi-sensory input to the viewing experience. Using an original 360-degree film
that was shot in Hong Kong’s Chungking Mansions as a basis for research, this
paper interrogates Ryan’s assertion that Virtual Reality (VR) that combines inter-
activity, immersion and narrativity is an example of the “total art” that VR pro-
ducers need to aspire to. By adding changes in heat and scent to the viewing
experience, the extent to which those sensory stimuli, which would not normally be
part of a viewing experience, lead to an increased feeling of presence is evaluated.
In doing so, we suggest that the viewing experience may not need all three elements
of total art to be equivalent in order for a meaningful viewing experience to occur.

Keywords Presence � 360-degree film � Multi-sensory � Virtual reality

1 Introduction

With the emergence of affordable and accessible VR viewing technology and
spherical cameras, there has been a growing move towards the production of
360-degree film that can be argued to provide a more immersive, embodied
experience of moving images than 2D film (Jones 2016; de la Pena et al. 2010).
This has led some to define VR as being the “ultimate empathy generator” (De La
Pena et al. 2010), with the creator of one innovative example of a 360-degree
documentary, Clouds Over Sidra (2015), describing the film as an “empathy
machine” (Milk 2015). For storytellers, focusing on stories that build a stronger
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connection between the audience and the subject could, potentially at least, lead to a
significantly different relationship between the audience and the text.

One of the main concerns for VR filmmakers is in maximizing the experience in
order to sustain this connection and so this research starts with a deceptively simple
question: does adding multi-sensory input to the viewing experience enhance the
sense of presence in 360-degree film and, if so, to what extent?

It is clear that, on first experiencing 360-degree film, there is a ‘wow’ moment
and a sense of wonder because this experience is profoundly different to viewing in
a traditional flat manner. However, even on a second experience, this wears off and
some of the inadequacies of the technology begin to be apparent. One reason for
this might be that current technologies of production, or the way they have been
used, mean that interaction and agency is limited in 360-degree film (Smith 2015).
There are also wider concerns over audience compassion fatigue within media
(Höijer 2004, Nikunen 2016) that consequently suggest the limitations of VR and
360-degree film to sustain the emotional impact within immersive storytelling.

The challenge of creating and maintaining presence in the virtual world in order
to enable maximum engagement is widely acknowledged as being the goal for VR
creators. As Pimental and Texeira noted during the first wave of VR in the 1990s:

the question isn’t whether the created world is as real as the physical world, but
whether the created world is real enough for you to suspend your disbelief for a
period of time (Pimentel and Texeira 1993).

Lombard and Ditton (1997) describe presence as “the illusion that a mediated
experience is not mediated”. Creating a 360-degree filmed experience for immer-
sion that with is indistinguishable from reality is challenging when the user is not
actively involved in the story. Ryan’s concept of “total art” (2015) suggests that
such a simple suspension of disbelief is not enough as that is what many existing
forms of media already enable. VR has to aspire to total art in order to differentiate
itself. Although 360-degree gaming appears to offer Ryan’s three pre-requisites for
total art, 360-degree film currently does not allow for the interactivity and infinite
worlds that VR needs to create this total sense of presence.

This paper analyses that central predicament. Using an original film, ‘Rapid
Passage through Various Ambiences’ (2016), as a basis for new research, to create
the experience of being within the Chungking Mansions in Hong Kong. It adds in a
range of sensory stimuli to evaluate the correlation between presence and
cross-modal work. Through interviews with participants, the layers of immersion
are analysed to understand the impact of sensory experiences to create presence for
the user within 360-degree film.

2 Literature Review

Despite being established as an emerging technology as far back as the 1950s with
Heilig’s Sensorama and the “Experience Theatre”, the re-emergence and accessi-
bility of VR since 2014 means that is has established itself as a growing medium for
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storytelling. Much has been written about CGI within the virtual world and its
applications across industries including health (Hsu et al. 2013) and education
(Huang et al. 2010) but the inclusion of the more accessible spherical narrative film
in these studies is limited. There are early academic studies into spherical panorama
still images which demonstrated that they could offer a “proper point of view”, as
Barker’s 1787 patent suggests. Uricchio (2011) argued that Barker’s work on the
panorama was one of the earliest ideas that suggested the immersive opportunities
of virtual reality within the still image and that it produces a “second order reality”
(Otto 2007) highlighting that film imagery could offer presence but there have been
limited studies since. From this, we can deduce that the opportunities for
360-degree film can enable us to place someone in a virtual environment and
making the user “feel as if really on the very spot” (Uricchio 2011).

The aim of VR to transport you to another time and place has been well doc-
umented but the scope to extend this to film-making and immersive storytelling
fails due to the lack of definition and agency that often exists within this medium.
The concept of VR as a “total art” can give our best understanding of where the
potential for 360-degree film lies. Ryan (2015) defines total art as being charac-
terised by three main elements: narrativity, immersion and interactivity. For her,
total art could be likened to art forms, such as the opera, where a state of immersion
capture the different sensory experiences that are able to transport the audience to
another time and place. Her argument is that VR should go a few steps further than
the previous total art form of opera, by combining sound, graphics, text (spoken or
written), movement (both by the interactor and the objects within the virtual
environment), olfactory effects, and haptic sensations” (1997: np). It is at this point
that this happens that we can begin to define VR as total art.

Examples of VR as total art are clear where the combination of narrativity,
immersion and interactivity gives the sense of presence in the virtual environment.
By presence, we follow Pimentel and Texeira’s (1993) definition of creating an
environment that enables the experiencer to suspend all belief. Lombard and Ditton
(1997) recognised that in a virtual environment, the user would be aware of using a
head-mounted display but still, “to some degree, her perceptions overlook that
knowledge and objects, events, entities, and environments are perceived as if the
technology was not involved in the experience”. Presence is the single defining
characteristic of virtual reality and defines the moment that the mind tricks the body
into feeling that it is somewhere else. Ideas of presence have long been studied
within neuroscience (Reiner 2011).

Content analysis of interactive virtual reality content carried out by Dolan and
Parets (2015) identified four narrative relationships within virtual experiences. In
their study, they isolated four types of possibility based on the user’s experience
and the influence that they can exert on the narrative. A user can exist either as an
observer or a participant depending upon how active they are in the experience (See
Fig. 1). They develop this to categorise the influence, identifying when the viewer
is actively making decisions and in control of the experience. When we apply this to
360-degree narrative film, actions are limited within the virtual environment.
A narrative is often prescribed by the director and although a user can experience
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the environment as they choose, they are not free to make the decision to go to
another space and consequently the experience is that of a participant. Dolan and
Parets’ research described this as being “relatable to traditional media where you do
not exist in the world or influence the story” (2016). The storyteller retains complete
control of the action and what is presented to the viewer.

VR has long focused on the idea of the body. Fuchs et al. (2006) identified the
idea of VR as one that allowed the subject “to remove himself from physical reality
in order to virtually change the time, place and or type of interaction” (2006, p. 7).
Through the combination of immersion and interactivity with multimodal experi-
ences, we can see how the body can be transformed to a virtual being. Concepts of
the virtual body and technological embodiment have long been established within
film, theatre and art research (Featherstone and Burrows 1996; Bouko 2011).
Studies in theatre allow research into self-representation to cross over into mixed
media formats, which can then be applied to immersive film. To achieve a sense of
virtual embodiment, Bouko suggests that the weighting of the self needs to be
lessened to create a new virtual body. By applying this idea to immersive film, we
can develop the sensory experiences in a way that that they can simulate a new state
of presence. The importance of the bodily experience is clear within the literature of
one that is intertwined with the representation of the virtual (Bouko 2011).

The idea of the virtual embodiment is magnified when we add the application of
non-visual interfaces. The research findings develop a new idea concerning sub-
jective body ownership illusion (Bergstrom et al. 2016) that show that immersive
virtual reality with multi-sensory experiences, can replicate the subjective, physi-
ological and cognitive effects of the body in a virtual world. It explores the extent to
film which film and moving image material can be, and needs to be, supplemented
by other sensory experiences—smell, heat, touch—to be fully immersive and
explores the extent to which actual knowledge of the space in the film enabled a
more fully-embodied experience. Friedman et al. studied the notion of time travel in
the virtual world concluding that if a sense of presence can be achieved, then a user
can change their own perceptions of events and have a sense of body ownership and
agency over the virtual body (Friedman et al. 2014).

The nature of immersive storytelling means that you want to be able to reach out
and touch what is around you and feel that you are in the heart of the action.

Fig. 1 Narrative
relationships within virtual
experiences
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Personal space in virtual reality has long been discussed (Hall 1963; Bailenson et al.
2001; Wilcox et al. 2006) with research showing intrusion can cause significant
negative reactions. This can be exploited to enhance the emotional connection and
“evoke real audience discomfort when faced with a virtual ‘closetalker’ (Wilcox
et al. 2006). It is also said to cause more discomfort when the close proximity is to
people, rather than objects (Bailenson et al. 2001).

Studies in cross-modal work usually focus on haptics and are limited to touch.
The importance of olfactory stimuli have been identified as adding presence within
healthcare with Krueger (1996) suggesting that the development of virtual surgical
training systems would be limited until odors were present in the environment. Heat
lamps were used within the University of Virginia VR group to replicate the
environment of a fire-breathing dragon so that you would feel the heat sensitivities
on your skin. Evaluations of these multimodalities are limited in literature, how-
ever, the value to adding presence has been recognised in a number of studies.
Munyan et al. (2006) found that the more senses that were added, the greater the
level of presence would be. This reflected on the use of presence connected to
memory of the virtual environment and focused on olfactory stimuli. In an earlier
1999 study that surveyed 322 participants on the effects of a tactile, olfactory, audio
and visual cues in relation to memory and objects in the virtual world, it was clear
that increasing modalities enhanced both presence and memory (Dinh et al. 1999).
The depth of the visual didn’t have an impact on presence but the findings pointed
to “the more sensory cues that were added, the greater the sense of presence”.

These studies have all been carried out in CGI virtual environments. By using
these ideas to create a multi-sensory experience, the application of non-visual
interfaces can be added to test the layers of immersion and use techniques to disrupt
the experience of being in the virtual environment within a 360-degree film.

3 Methodology

There is currently a gap in literature concerning 360-degree films and their con-
tribution to immersive technologies and virtual reality. With the current limitations
that do not allow 360-degree to achieve total art status, this research fills that gap by
exploring the extent to which the experience of 360-degree film can be enhanced by
the addition of multi-sensory input into the experience. In doing so, it explores how
the sense of presence and immersion can be enhanced and attempts to discover
whether, if interactivity is currently not possible in 360-degree narrative film, such
an enhanced sense of presence moves it closer towards Ryan’s notion of total art.

An experimental 360-degree film, entitled Rapid Passage through Various
Ambiences, was produced around the Chungking Mansions in Hong Kong in June
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2016. Famous as the setting for Wong Kar-Wai’s Chungking Express (1994), the
Mansions is a seventeen storey commercial and residential complex, described as “a
world hub of low-end globalisation” (Mathews 2011). On the ground floor, the
building is a complex maze of touts, and tourists that is home to an estimated 4000
people and is visited by approximately 10,000 people each day. Hostels, providing
some of the cheapest accommodation in Hong Kong, are situated on the upper
floors of the Mansions.

The title of the film is lifted directly from Guy Debord’s definition of the dérive:
a mode of walking that emphasises curiosity, drifting, exploration and wonder
(Debord 1996). The film was shot over a two-day filming period embracing the
concept of ‘drifting’ and with no pre-production deliberately to capture the chaos of
the activity and the diverse communities that make up the Mansions. The film was
intended to be experiential; it was directed to capture the essence of the experience
of being there. The intention of the editing was to break newly-established filming
conventions for 360-degree film—stitch lines from the cameras are visible, camera
operators are in shot, and characters break the personal space filming line—in order
to create the sense of uneasiness that a first-time visitor to the Mansions may feel
(Fig. 2)

On the first viewing of the film in a head-mounted display (HMD), it was clear
that although there was a level of immersion that enabled the viewer to have the

Fig. 2 A screenshot from rapid passage through various ambiences (2016) with the invasion of
personal space to create the experience of uneasiness
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‘wow moment’ and to start to understand what it was like to be situated in the film
world, there was no sense of the chaos and confusion and bodily sensations that
replicated the physical experience of being in the real environment. The film felt
‘empty’.

The aim of this research project is to examine whether a 360-degree film, such as
Rapid Passage Through Various Ambiences, needs multiple layers of non-visual
interfaces to create a more “total art” immersive experience and consequently,
presence. The evaluation provides an understanding of the extent in which the
experience of immersion might influence experiences within a virtual world. In
short, what needs to be ‘added’ to the film itself to create a more totally-immersive
experience and if such an experience is, indeed, possible.

Fig. 3 The viewing tent

Fig. 4 Testing rapid passage
through various ambiences
(2016)
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In this exploratory study, twenty participants of mixed genders, ages and eth-
nicities watched the film on a HMD through a mobile device. The participants were
selected randomly through a call out to staff and students located within the
University, ensuring a diverse pool of respondents. The testing occurred while in
the controlled space of a tent in a room with no other external stimuli. The par-
ticipants put on the HMD outside the tent and were then led into it.

1. The first viewing was a simple view with a HMD (see Fig. 4).
2. The second viewing, approximately one week after the first, added in ‘layers of

immersion’ at the start of the experience. A temperature-controlled environment
was created so that users would feel the heat intensities of being in the envi-
ronment and the blast of a fan as they moved through the market and smells
appropriate to the market environment were introduced (see Fig. 3).

Immediately after viewing, participants were asked to fill in a form rating a series
of statements to get them to reflect upon the experience and to focus in on the areas
being examined in the research. This was followed by a semi-structured interview
with each participant which was designed to establish their understanding of the
experience of the space and how immersed they felt within the virtual environment.
The framework for interviews with audiences was developed from previous studies
around VR examining the levels of immersion and understanding of stories, pri-
marily questions regarding presence, focus on place, illusion, plausibility and
co-presence (Banakou et al. 2013).

The statements that participants rated were as follows:

1. I had the sensation of being in Chungking
2. There were times when Chungking was more real for me than where I was

watching the film
3. I felt like I could respond to the people as if they were real people.
4. Even though the virtual body wasn’t me, I had the sensation that I was there.
5. I felt that the virtual body was someone else.
6. I felt like I was moving around Chungking.
7. I felt immersed in the environment.
8. My body responded to the environment.
9. I was lost in the environment.

10. I felt like I could interact with the environment and the people.
11. My body was interacting with the environment.
12. I could choose my experience in ChungKing.

Once focussed, the participants were immediately interviewed. Table 1 displays
the questions for each interview related to the areas on the rating form.
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4 Findings

The interviews took place directly after the experience. They followed the same
structure focusing on initial reactions, the different sensory experiences, interaction
in the environment, presence and embodiment.

The initial response to being inside an environment that added in thermoceptive
(heat) and olfactory (smell) stimuli was that it created a more immersive experi-
ence. Previous studies (Ischer et al. 2014) indicated the importance in setting the
right environment to carry out experiments in presence where standard laboratories
rarely replicated the “complexity of real world experiences”. By replicating the
correct environment, participants said they felt “significantly more immersed”
when there was sensory stimuli;

Table 1 Interview questions

Interview 1 Interview 2

1. Have you ever seen a VR film before?
How did you feel on first watching one?
2. When watching this film, did you forget
that you were in a tent? How long did it take
you to forget? If you didn’t forget, what was
it that made you not forget?
3. Describe the sensation of being in the
place? Did it feel like it was your body there?
Why? If not, why not?
4. Describe how you felt about the people in
the film. Who did you identify with most and
why? Were there moments when you felt
uncomfortable? Why?
5. Did it feel like you were moving around
chungking? Did you feel active or passive in
that movement? Why? Did you feel like you
could interact with the environment?
Why/why not?
6. Did you feel ‘immersed’ in the
environment? Did you feel any bodily
sensations (fear etc.)? What was it,
specifically, that made you feel that?
7. Do you have any other observations about
the experience of watching the film?

1. Sum up, if you can, how you felt the first
time that you saw the film
2. Describe how the second viewing felt
different (positive or negative)? How
significantly different did it feel and why?
3. Describe the sensation of being in
Chungking with the external stimuli
(smell/heat)? Did it feel more like it was your
body there than the first viewing? Why? If
not, why not?
4. Did:
• the smells make a difference to the viewing
experience? Describe what that difference
was and how significant it was.

• the heat make a difference to the viewing
experience? Describe what that difference
was and how significant it was

5. Did the external stimuli have an effect on
how you felt about your interaction with the
environment? Did it affect how active or
passive you felt? Why?
6. Did the external stimuli make you feel
more ‘immersed’ in the environment than the
first viewing? Why/why not?
7. Did the external stimuli have an effect on
any bodily sensations you felt (fear etc.)?
8. What elements do you think could to be
added to VR film to take it up to the next
level of immersivity or embodiment?
Real-time body parts (such as own hands)
9. Do you have any other observations about
the experience of watching the film with the
external stimuli?
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I got into the tent and straight away I could smell the different smells and the heat that was
coming into the tent as well, it made it feel a lot more realistic that I was there.

There was a varied response to the addition of olfactory stimuli. Previous lit-
erature has recognised its impact on presence and memory and, although it
enhanced presence, the smells were not distinct enough to elicit full immersion. For
this study, it was not possible to add a range of different smells at different times in
the experience. More sophisticated technology is needed to do this, which will be
the focus of a further study. Some participants said the smells seemed to stabilise in
the experience because there wasn’t a range of smells that were linked to the scenes.
For example, two scenes in the film showed laundry and rubbish/sewers. Most
participants said they wanted to be able to smell these. However the variety of
smells in the market scenes, which dominate the film, could be said to have a small
impact on presence.

When you are walking through the streets, there’s all the different parts of the market. You
can imagine you are there and someone sat in a café next you and you can smell what
they’re eating.

The impact of heat sensitivities had a much stronger impact on presence. Nearly
all participants responded positively to the element of heat being added to the
environment. They all spoke about the “expectation” of the environment being hot.
A crowded market place in a country like Hong Kong is expected to be hot and
crowded so there is the feeling that it is necessary to experience the heat if there is
to be a sense of presence. A cold room would not create the right conditions for
presence in the environment to be achieved. Participants spoke of the “expectation
that it is hot” and the “passive heat all around you”. They said, “it just makes you
feel like you’re there and your body responds to it really well as if you’re there”.
With the heat increasing throughout the experience, it felt more real to participants:

The heat once got almost a bit too hot but that’s what would happen in that situation. It
added to it massively.

With Lombard and Ditton defining presence as being when the mind forgets the
elements of technology, it can be argued that when actions in the virtual word are
mirrored in the real world, that sense of presence is achieved. Through adding in
heat, participants responded in the manner in which they would if they were in the
Chungking Mansions. One said, “I felt like I wanted to take my jacket off because I
thought I was in a different country so why would I have my jacket on?”. This was
further drawn out and discovered during questions focusing on interactivity.
Through adding in heat and smells, one participant described it as “the film really
responds to you”.

One participant noted that they didn’t feel like they could interact in the envi-
ronment but that wasn’t down to a lack of immersion. Instead they stated that they
wouldn’t choose to interact with people in this environment in the real world.
Instead they would walk through and observe but not try and connect. This again
suggests that moment of presence where their behaviour was the same in both
environments.
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Half of participants spoke about virtual embodiment and how the added senses
can create this extended level of immersion adding to the impact of presence. This
was pointed to as being a result of the senses.

There was definitely more of a sense of embodiment.…because your senses are reactive to
what is around you and visually as well you can see the same thing as last week but because
you can smell and feel different things you feel like you are much more of a part of it.

The heat also enhanced this from other participants. The environment was set-up
with a heater in one area of the tent which blasted the air in in one position.
Although it was noted that it would be better to have the air circulating in different
areas, for the majority of participants it was either seen as anything worth noting, or
the air created the feeling of movement helping the case for virtual embodiment.

It felt like you were moving round and passing you and you did feel more embodied in the
space in that way.

This study focused on enhancing presence through multi-modalities work, but it
also seemed to play a role in the interactivity of the environment.

With my senses being alert I looked into a lot more detail about what was going on.
Whether that’s with the second time watching it or because my body was responding in a
different way. I was looking at more finer details. I was looking at where the smell could be
coming from.

Some ambiguities were identified during the interviews. In the first viewing, one
participant reported moments of motion sickness, which is accentuated in this film
due to the high level tracking shots meaning a disconnect between the body and
mind. Although a common concern within virtual reality (Ohyama et al. 2007),
technologies and established filming conventions for 360-degree film are helping to
remove this problem. However, in this film specifically, it was designed to create
that sense of uneasiness to replicate the experience of being in the environment and
so tracking shots and flash frame sequences were used to add distortion. Only one
participant reported motion sickness. In the second week, the participant didn’t
suffer, as reported:

I didn’t seem to experience it at all. I don’t know if that is that it’s not just your eyes telling
you are in a different place and moving but the hot air the smell and the whole ambiance of
it all.

Further studies on this are needed. This data suggests that by adding in different
senses, it can enhance the trickery of your mind that you are in this environment and
mean that it is a more authentic experience so you would expect the motion.

A common statement in the interviews focused on the issue of the sensory
stimuli being added to a film that they had already watched. This was necessary to
be able to measure the impact on presence but it did point to a concern. Around half
of the participants spoke about the experience as being less immersive, which was
suggested that an element of the narrative is lost when you have experienced it
before. One participant said that they weren’t as “curious” as they were when they
watched it the first time. Another said, “this time I knew what I was expecting so I
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didn’t go straight there”, signifying a drop in the level of presence. To understand
better then, a number of participants watched the film for the first time with the
added sensory stimuli. The responses clearly signify a more intense experience of
feeling presence in the environment. A participant, who had experienced VR pre-
viously, stated;

The sensory side of it was unbelievable so that was amazing to have the sensory side of the
smell and heat which helped immerse you in it. But the movement, I actually felt like I was
moving around in the environment in a more natural way than I did before so I felt like I
could almost control where I was rather than just being led by the environment.

It indicates a quicker response to feeling presence and more authenticity to being
in the environment. Although there is no interactivity in the 360-degree film, where
you can choose different pathways, narratives or move around in different direc-
tions. The respondent here felt like there was movement and agency in the envi-
ronment given the added senses.

The senses added impact to the uneasiness that was created in the film. One
scene focuses on a man who passes through the market and then spots the camera.
He is curious as to what it is and comes close to the camera to investigate (Fig. 1).
Many respondents spoke about the uneasiness in this scene and how it made them
jump or feel that their personal space has been invaded. The participant who only
watched the film with the added senses described it with a lot more intensity in the
language that was used.

Once I got scared in there when a big guy came up to me and looked and for a minute I felt
threatened by him and thought he was going to hit me. I actually felt…this is how
immersive it is… as I really felt he was in my space and I felt out of control totally as I
thought I really don’t know what he was going to do. I was really tense. I had in the back of
my head that I could, if I wanted, to come out of it and take the thing of. I didn’t like him
and I was on the edge.

The same scene was also discussed by other participants with the heat leading to
more “agitation”. One participant said that “heat puts you on edge more” so this
scene made you feel more uneasy. Another participant had a comparable
experience,

Generally the heat itself makes you feel more uncomfortable in there so it adds to the
element of people coming closer to you. Your mind tricks you into thinking it’s the heat
coming off him, rather than the general heat in the area adding to the uncomfortability (sic.).

However, there were moments when the suspension of disbelief and sense of
presence were reduced. Paradoxically, it was in the above example. One respondent
was so scared that they tried to push the person away but, clearly could not. As they
put it: “It goes against the laws of physics” not being able to touch the person and,
at that point, the overwhelming sense of presence disappeared.

From this we can deduce that specific ideas that are being explored in the film, in
this case the sense of uneasiness in the virtual environment, can be heightened and
accentuated through adding in multisensory modes at specific intervals in the
360-degree film.

194 S. Jones and S. Dawkins



5 Conclusion

The added sensory stimuli to 360-degree film enhances the level of presence in a
virtual environment, bringing us closer to the sense of total immersion that has been
significant within CGI virtual environments. Heat and olfactory additions create a
more immersive experience within 360-degree film and create the sense of inter-
action and embodiment that has been lacking within simple spherical film. To create
virtual worlds that allow the user to suspend disbelief, 360-degree films need to
work that bit harder and utilise the opportunities that multimodalities bring to
enhance presence in the virtual environment.

However, our research also suggests that any answer needs to be a little more
nuanced around three main areas and that further research needs to be carried out in
all of these areas to fully determine the extent to which it does:

1. The experience of viewing 360-degree film is profoundly different to traditional
forms of screen-based media: it is experiencing rather than viewing. As a result,
it is argued that traditional terms for the users of such films—such as audience
or viewer—is replaced with a new term: ‘experiencer’. From this research, it is
clear that the experience of 360-degree film is enhanced by the addition of
multi-sensory input and, from this very small study, would argue that there is a
hierarchy of affect: visual, auditory, thermoceptive and olfactory, in that order.
Further studies might explore this and the extent that other forms of sensory
input, such as the “movement and haptic sensations” that Ryan advocates, might
have on the experience.

2. The spaces that multi-modality need to be experienced in have to be relatively
sophisticated to enhance the sense of presence fully. There are numerous current
examples of ‘4D’ film where, in a stable and controlled environment, such as a
theme park, multi-sensory input is added to the experience. This research sug-
gests that the addition of stimuli needs to be carefully controlled for it to achieve
maximum effect. Although respondents mentioned that heat could be a constant
in relation to our film, they all mentioned that olfactory stimuli needed to be
appropriate to the narrative and to be variable in intensity. Currently, such
sophistication and expense precludes true multi-modality from happening in a
domestic setting which has profound implications for who is able to access it,
when and how and, more importantly, who is excluded from it.

3. That new means of experiencing might involve technologies that both enhance
the sense of presence while, paradoxically limiting it: for example, the use of
helmets. The VR experience relies on a complex set of circumstances being just
right. If one, such as the fit of the HMD, is not, the experience is diminished to
the extent where disbelief cannot be suspended. This also applies to the addition
of other sensory input.
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Directions for Studying User Experience
with Augmented Reality in Public

Ana Javornik

Abstract This paper discusses the different components of experience with AR
applications in public—mainly in commercial contexts, but also relevant for the
cultural and touristic contexts. It draws on recent studies and developments of AR
marketing and investigates user-, technology- and context-related factors. In partic-
ular, it discusses the core experiential momentum—“augmentation”—and its value
for the user, as well as the role of social interaction. Most importantly, the framework
underlines the lack of studies that investigate the impact of AR on behaviour and
behaviour change and calls for further research in that area. Finally, implications for
designing AR experience in public are proposed.

Keywords User experience � Augmentation � Public interaction � Marketing

1 Introduction

Mass adoption of applications such as Pokémon Go and SnapChat filters has proven
there is a considerable interest in the use of AR. Despite the fact that AR technology
has been present in different formats for a long time (Azuma et al. 2001; Rogers
et al. 2002), it is still considered a novelty. There is, to date, a significant lack of
understanding to what extent AR is actually being used outside of the academic lab
and how the real world environment influences such use.

AR by definition functions differently than other interactive technologies in
terms of its “reliance” on the physical world. It is based on the fusion of the
physical environment with the virtual to a much larger extent than is the case for
more traditional interactive technologies, such as the established mobile applica-
tions, social media platforms or emails. Given that the physical surroundings are
much more important for AR experience, the contexts where AR is used—for
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example the positioning of markers or placement of AR screens—greatly impact
the nature and quality of experience.

This study aims to provide a more holistic overview of the components that need
to be taken into account when designing a user journey with AR that takes place in
public. For that purpose, this paper indicates which factors precede the experience
which are central to the experience and what the potential outcomes are. It draws on
findings from media studies, human-computer interaction, marketing and computer
science, underlying the necessity of an interdisciplinary approach to the study of
AR. Furthermore, we shortly discuss two recent placements of AR in public context
and illustrate the framework’s applications through those examples, along with the
research questions that could serve as guidance for further empirical studies of AR
in public.

2 Background

Studies of consumer and user experience with other interactive technologies (in-
ternet, social media, mobile phones, virtual reality, wearables) focused predomi-
nantly on factors such as: technology affordances related to the user interface, user
demographics and psychographics, different types of engagement such as social,
affective or cognitive and, evidently, behavioural in terms of purchases, perfor-
mance and reuse.

This rich body of research related to these technologies has for instance proven
that affordances like interactivity or modality play a major role in online consumer
experience (Sundar et al. 2015) and that they have further impact on variables such
as website attitude, e-retailer trust and purchase intentions (Dennis et al. 2009; van
Noort et al. 2012). Moreover, perceptions of characteristics such as ease-of-use,
usefulness, visibility and privacy further impact consumer willingness to use
websites, mobiles and wearables (Rohm et al. 2012; Lunney et al. 2016; Chuah
et al. 2016; Pagani and Malacarne 2017), along with consumer characteristics like
demographics, tech savviness or personal traits (Dennis et al. 2009). The nature of
engagement needs to be observed both on an individual and social level (Pagani and
Mirabello 2011), in relation to different values such as enjoyment, utility and
community participation (Calder et al. 2009).

Many of these aspects remain relevant for studying AR. Rauschnabel et al.
(2015) for example showed that consumer characteristic such as introvertism vs.
extrovertism significantly impact willingness to adopt wearable AR. Scholz and
Smith (2016) emphasize the relevance of engagement between users and brands and
the support of meaningful content when creating immersive AR experience.

However, additional insights are required. Some digital technologies—mobile,
social media, wearables—became ubiquitous in terms of their use in the sense that
individuals would be accustomed to constantly interacting with them, for instance
just before going to bed, when walking down the street, when they are spending
time with their friends and so forth (Cecchinato et al. 2014). On the other hand,
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numerous AR apps or set-ups of AR experiences have until now not been perceived
as a technology that one would feel like using all the time or anywhere, but more
like for specific tasks and in specific environments (Rehrl et al. 2014). That has
partially to do with some technical limitations—for example, holding a smartphone
in the air to keep seeing the overlaid information is not an intuitive use of tech-
nology that one would engage in for an infinite amount of time, but in some
contexts it can appear both useful and hedonic. Wearable AR is facing other issues,
too. Wearing HoloLens for a longer period can prove to be challenging because of
its weight and also because of the users’ concerns how it might affect their
appearance (Rauschnabel and Ro 2016). Furthermore, it can potentially still lead to
some motion sickness, even thought the issues are not as severe as, for instance,
with VR headsets (Hern 2017).

An interesting exception to this was of course Pokémon Go where people were
willing to play an AR game when walking down the street or when in an office.
However, safety and social issues arose around it, along with its decreased popu-
larity. Google Glass was designed with the intention that people would continu-
ously wear it, but there was little evidence that users were comfortable with
constant virtual overlay, as it could quickly appear intrusive, besides the issues
related to the social acceptance of technology.

While cases of AR apps that are not related to specific context might (continue
to) rise, it is currently equally or more relevant to discuss how to contextualize AR
experience, set up in public spaces.

3 Dimensions of User Experience with AR

User experience with AR thus requires revisiting some of the established factors
and rethinking them in the context of AR, but it also calls for understanding some
of the factors that have not been focused on to such an extent beforehand.

As indicated above, more than around its ubiquitous deployment, a deeper
appreciation is required around the specific contexts in which AR can enhance the
experience in a meaningful way (Scholz and Smith 2016), also referred to as
situatedness (Javornik et al. 2017). Due to the nature of how it functions (i.e. its
ability to enhance physical contexts), AR works very much in conjunction with the
physical environment. In public places such situatedness proves even more com-
plex because the external influences can be unpredictable and thus may interfere
with the experience. For example, if in an art gallery the overlaid information
appears based on markers of the painting, the constant flow of people passing by
might interrupt the augmentation. Or if a virtual mirror is situated opposite a strong
light, this can interfere with a user’s reflection in the mirror and consequently with
the try-on. As observed with Pokémon Go and with other AR apps destined for
outdoor use, physical context can also lead to safety issues—if a user gets so
immersed in the screen that he forgets about his surrounding, that can jeopardize his
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safety. On the other hand, the physical context can very well play into the expe-
rience. If appropriately integrated, the situatedness would enhance the experience.

Some previous studies have looked at the user side. Rauschnabel et al. (2015)
for instance showed the impact of psychological characteristics such as introversion
and extroversion on a user’s propensity to adopt AR wearables. Technological
savviness can also be expected to have multileveled influence on the quality of the
experience. On one hand technologically savvy users will be more willing to
experiment and will also be capable of having a fuller exploration of the technol-
ogy, but that affinity will be probably coupled with higher expectations. However,
technologically less savvy users might express more admiration and find them-
selves more in awe of different formats of augmentation, resulting in a higher level
of surprise. With public AR mirrors, moreover, the person would see herself vir-
tually enhanced in a mirror and if the people passing by could see that reflection, the
social embarrassment can represent an obstacle in such situations (Wouters et al.
2016), which could have different effects based depending on the level of shyness.

Moreover, more needs to be understood around the interface features and the
related affordances that are suitable for AR. Interactivity was defined as one of the
key characteristics of the internet (Song and Zinkhan 2008). Virtuality or vividness
is seen as central for creating immersion into virtual worlds (Jennett et al. 2008).
Because AR appears in a camera-view, other features—interactivity, virtuality etc.—
need to adapt to that in order to not take over the screen and obstruct the view on
which virtual elements are overlaid.

Also, the rules for designing the content for AR mode (camera view with
overlaid content) differ substantially from designing the content for websites or
mobile applications. What combination of text and image might be most suitable
for the users to engage the most with the content? We might expect that viewing the
augmented content might make the users become progressively more used to seeing
content overlaid on museum artefacts or when exploring a new area while travel-
ling. Would they adopt the virtual content as part of their viewing and, as a con-
sequence, feel impoverished when not having access to it in certain situations?

Overlaying of the physical environment with virtual annotations has been
referred to as augmentation. This can entail augmentation of the products (for
instance overlaying a Lego box with an image of how the Lego construction will
look like when built) or the person herself. Research so far has shown that con-
sumer enjoy such visual simulation and that they also find it useful when shopping
(Javornik et al. 2016), discovering a touristic or cultural site (Kourounthanassis
et al. 2015; Leue et al. 2015) and learning (Chang et al. 2014). The perceived value
of such augmentation can be related to the quality of virtual augmentation—for
example, a suitable alignment of the physical and the virtual, the quality of the
content or the system itself (Jung et al. 2015). That can be especially important for
certain types of AR apps like virtual try-on, while Pokémon Go was rather based on
an overlay instead of on perfect alignment. With the increased level of quality of
emerging AR apps, the expectations of users with regards to such alignment might
increase.
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Designing AR experience in a store or in a museum for people to take part thus
always requires taking into account the elements that will signal to the user that they
can step into an AR experience. What will be used as triggers? If there is a virtual
try-on mirror situated in a store, how will the shoppers understand that the mirror
will augment their reflected image? What is required for the set up of an intuitive
experience with a mirror, be it in a museum or in a store? Is it more suitable to allow
for an element of surprise when a person suddenly sees herself in the mirror with a
virtual hat on, or should the person first approach the mirror and initiate the overlay
by a movement or by tapping on the screen? If so, how can it be ensured that many
people would not just walk by? Is it a role of store assistants or museum curators to
point the technology to the visitors? If the human interaction is a crucial element,
then further research is needed about how it can be best integrated in the experi-
ence. Would it rather be the role of advertisement and PR to raise the profile of
stores or spaces where AR installation can be sought out? If so, how to combine the
promotion through additional advertising channels with this novel technology?
Some screens are so huge that they immediately attract the crowd because they
simply can’t be overlooked, but the cost associated with such set-up is not com-
patible with the wide public deployment.

As already underlined by Scholz and Smith (2016), engagement with AR can
take different forms. The users can engage with content, other users and brands or
institutions behind the AR. Qualitative research for example should unveil what
meanings users attach to these experiences. Does AR enhance cognitive engage-
ment and facilitate decision-making? In what way do AR set-ups allow users to
perform better in specific tasks or lead to behavioural change by visualizing certain
content in a manner that it makes a difference? Moreover, interacting with instal-
lations or technologies in public spaces often caries a social component– such as the
honeypot effect where those passing by are drawn to observe or to take part in the
experience, but also elements of social embarrassment, feeling uncomfortable about
knowing that others are observing you. The social component in AR experiences
needs to be explored further.

Research shows that the younger generation no longer distinguishes between
digital and physical content. If AR use shall continue to rise, perhaps the generation
post-Y might no longer draw clear distinctions between virtual when overlaid on
the surrounding and the physical surroundings. But currently, it is more crucial to
investigate what is the perception of such augmentation and what are the potential
consequences. In our recent study, we for instance show that such visualization can
facilitate an artistic process and allow users to view themselves as opera characters
(Javornik et al. 2017). To which extent will the augmentation increase imagination
and creativity and to which extent will it actually have the opposite effects? In what
ways can AR empower human activities without making the users relying too much
on its visualisation techniques? (Fig. 1).

The impact on the subsequent behaviour is one of the most under-investigated
areas in AR and user behaviour. Once the episode of interaction is completed, it is
crucial to understand what difference it made in the long run. Did the AR app
increase the amount the users were willing to spend on a purchase or did it convince
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them into buying an item? Chang et al. (2014) demonstrate direct impact of AR on
learning and art appreciation when visiting a gallery. More such studies are required
to unveil if AR installations can truly make a difference in for instance how visitors
relate to cultural events in the long run and if AR can actually modify how we
perceive our skills or if it can impact certain attitudes and beliefs that would lead to
positive behavioural change. In the following two cases, two AR public installa-
tions are shortly discussed in the view of this framework.

4 Charlotte Tilbury’s Magic Mirror

Virtual try-ons are proving to be increasingly more popular additions to retail
environments. Make-up artist Charlotte Tilbury set up one such “Magic Mirror” in
her flagship store in Westfield that allowed the visitors to try on ten of the artist’s
signature looks (Arthur 2016). Charlotte Tilbury is positioned as an up-market
brand that offers high quality make-up and the retail stores reflect the luxury brand
image.

As seen in the Fig. 2, the virtual try-on mirror was situated in a manner that it
appeared as a part of the store. Such integration in terms of style and aesthetics
allowed for a wholesome retail experience for visitors, as the mirror was embedded
as one leg of the retail journey. Furthermore, looking at oneself in the mirror with
make-up is an activity that does not need to be learnt, as it’s a rather intuitive
reaction for shoppers to do—which allowed for appropriate situatedness and
interaction triggers.

The fact that the visitor could only try the ten predefined looks poses an inter-
esting question about the level of interactivity and personalization and branding
strategy. This allowed the brand to visualize the combination of products of their
own choice and retained control over the displayed images. Such a set up can
represent a certain advantage, as it prevents the shoppers from designing looks that
the make-up artist would not perceive to be of sufficient quality or appropriate

Fig. 1 Framework of AR
experience in public (adapted
from Javornik et al. 2017)
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appeal. Furthermore, the ten signature looks are associated with celebrities and
represent an important asset to the brand image, therefore the mirror permits the
brand to raise profile and increase the awareness and knowledge with the shoppers.
Finally, the signature looks—The Ingénue, The Golden Goddess, The Uptown Girl,
The Rebel, The Glamour Muse, The Vintage Vamp, The Bombshell, The Dolce
Vita, The Rock Chic and The Sophisticate—add elements of storytelling to the
virtual try-on.

Moreover, such a set-up simplifies the interaction, as the mirror interface does
not require any other features in addition to the buttons for the ten looks. On the
other hand, the set up limits further interactions with the mirror in terms of per-
sonalizing the looks and trying on a palette of products, as is usually the case for
virtual mirrors.

More investigations would require insights into the following questions: what
role does such particular set-up of the mirror play in the decision-making process?
In what manner does the mirror change consumer experience in the store? What
impact does it have on product attitude, especially given the fact that the products
were presented as parts of a signature look? Does the mirror enhance interactions
with shop assistants or interactions among the shoppers themselves?

Semi-public space such as retail make such set ups less challenging in terms of
controlling the external influence and contextual factors. Similar was not the case
for the Christmas campaign set up by Blippar, designed for a public site of Covent
Garden.

Fig. 2 Magic Mirror in Charlotte Tilbury store in Westfield (London). (Copyright Holition Ltd)
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5 Blippar Christmas Covent Garden Campaign

In the period leading up to Christmas 2016, Blippar launched an app that would
augment the visit of Covent Garden. Designed as a gaming application, its purpose
was to engage the visitors into a game of collecting eight different reindeer (Fig. 4).
When all the reindeer were collected, the user could enter a prize draw to win £200
voucher for dining at a popular Covent Garden restaurant. Coupled with the prize
were also other promotional offers that one could benefit from when scanning the
tag “Exclusive rewards”, related to specific stores at Covent Garden.

Besides the game, there were also other features, such as visualization of the
reindeer Rudolph flying towards the sky and sparkling, as well as an appearance of
The Northern Lights (Fig. 4, Right). In order to access all this content, the visitor
had to download the Blippar app and “blip” (i.e. scan) the markers that were
organised either as labels on windows of stores or cafés or at some other prominent
places. As the notion of “blipping” might not have been familiar to the visitors,
additional instructions were required in such instance. The experience designers
solved this issue by printing the instructions in large font next to the blipping
images (Fig. 3 and 4).

The content of this particular campaign was aligned with the time and the place—
Covent Garden being a popular destination by many during Christmas period. Seeing
Rudolph in the sky with Aurelia Borealis enhanced the magic of the visit at that time of
the year. Furthermore, the centralCoventGardenareawas closed for traffic therefore the
visitors had the chance to stop in front of different points without jeopardizing their

Fig. 3 The shoppers and store assistant in front of the Charlotte Tilbury Magic Mirror (Copyright
Holition Ltd)

206 A. Javornik



safety. Also, the site is a popular destination among families, thus the gaming element
resonated well with children.

Some of the related challenges of such a set up have to do with the fact that
“blipping” is not an intuitive experience (i.e. not something many visitors are used
to doing) and therefore a certain amount of explaining is required for the visitors to
take part in the experience. A user study would be relevant to explore to which
extent the visitors perceived the experience to be easy and intuitive and if the app
had an impact on the character of the Covent Garden visit experience. Were these
perceptions different across demographic groups and did they differ depending on
the user being on her own or with friends and family?

Designing such an experience in a public space (and not semi-public) carries
numerous challenges. For example, the labels for blipping should be easily
accessible, but should at the same time not create awkward social situations, where
others visitors might mistake the “blipping” for someone taking a photo of them
while they are enjoying their coffee (Fig. 5). The blipping should not obstruct other
people’s activities, which is why the alignment of the digital/virtual and the
physical requires such attention with AR experience in public.

Also, further research would be required to understand the perceived appeal of
the interface design. Which were the successful solutions of the user interaction and
which points created a bottleneck, if any? Moreover, did the gaming elements in
some way enhance the visits, both on social and/or individual level? And, most
importantly from the commercial point of view, to which extent did the exclusive
rewards offer drive the shopping and purchase behaviour? Finally, did the user
acquire interest and desire for such a “blipping” experience also in other contexts—
if so, which ones and for what purpose?

Fig. 4 Cardboard with Rudolph that was augmented once it was “blipped”
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6 Conclusion

This paper outlines the main dimensions of AR experience with a special emphasis
on public interactions. By doing so, it contributes to the field by pointing out the
relevance of elements such as situatedness, design of interface features for the AR
mode, augmentation and some others. The placement of AR in the physical sur-
rounding and the manner in which virtual overlay relates to the physical context
carries high importance for the quality of AR experience. The adoption of AR is
starting to come of age and such holistic approaches can help the designers,
researchers, marketers and others to seize the potential or AR and deploy it in
efficient and appropriate manners.
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A Conceptual Uses & Gratification
Framework on the Use of Augmented
Reality Smart Glasses

Philipp A. Rauschnabel

Abstract Augmented Reality (AR), the integration of virtual objects into the
physical world, is about to become real. Microsoft Hololens and other devices
termed as ‘augmented reality smart glasses’ (ARSG), allow its users to augment
their subjective perceptions of the reality. However, not much is known about
consumers react to this new form of wearable media technology. Against this
background, this article reviews the scarce body of ARSG literature, supplements it
with established findings from Uses & Gratification Theory (U&GT) and related
research streams to propose a conceptual model. In doing so, this article enhances
our understanding of AR, and ARSGs in particular, by proposing the role of
existing and novel constructs to the stream of U&GT and AR research. The chapter
closes with a discussion of promising avenues for future research on ARSGs and
other head-mounted displays.

Keywords Augmented reality smart glasses � Head-mounted displays � Uses and
gratifications theory (U&GT) � Fashnology � Wearable technology

1 Introduction

Smart mobile technologies and continuous access to the Internet have become an
integral part of our daily lives. Popular apps allow us to check in on Facebook, to
tag friends, or to ‘instantly’ upload photos on Instagram and other mobile social
media services. All of these activities are examples of how recent technologies
move the virtual world and the real world closer together.
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However, the next groundbreaking technology is right around the corner:
media-technologies that integrate virtual holographic objects realistically into a
user’s perception of the real world, often discussed as “Augmented Reality” or
“Mixed Reality”. These holograms can be used on basically any recent smart
mobile device. The new technology of “augmented reality smart glasses” (ARSGs)
offers users the opportunity to integrate virtual 3D-elements even more realistically
into their field of vision (Ernst et al. 2016; Rauschnabel et al. 2016a). While prior
research has provided important contributions both to augmented reality and
wearable technologies (e.g., Chuah et al. 2016; Javornik 2016a, b), ARSGs remain
an under-researched but relevant area. For example, Google, Alibaba, and other
firms have recently invested $800 million of venture capital into a startup called
Magic Leap, which specializes in ARSGs. Likewise, other companies including
Amazon.com, Microsoft, and Samsung have announced or already launched their
ARSGs. Market research reports confirm the game-changing potential of this
development with promising numbers. For example, PricewaterhouseCoopers
recently concluded that a life-changing wearable future is “right around the corner,”
(PWC 2014, p. 4) and a Goldman Sachs (2016, p. 4) research study determined
realistic chances that AR would become “the next big computing platform, and as
we saw with the PC and smartphone, we expect new markets to be created and
existing markets to be disrupted.” Google Glass was one example of a famous
ARSG with little success, but prior research lacks providing any potential expla-
nations as to why consumers did not adopt it as expected. Indeed, Stockinger’s
(2016), Delphi-Study and Javornik’s (2016) research agenda conclude that AR, for
consumer markets, is highly relevant but challenging.

This conceptual article1 suggests Uses & Gratification Theory (U&GT) as a
promising starting point to understand AR, and ARSGs in particular. Based on this
proposition and taking into account prior research on ARSGs and related fields, I
propose a theoretical framework to study the adoption and use of ARSGs. The
objective therefore is to conceptualize how ARSGs can address fundamental human
needs, and which factors need to be incorporated in understanding the psycho-
logical mechanisms that explain consumers’ reactions to them. As a result, this
proposed model provides scholars and other ARSGs enthusiasts a comprehensive
overview of potentially relevant factors that can explain how and when consumers
react to ARSGs. By doing so, this chapter also intends to inspire future research in
this still futuristic topic.

1Please note that this conceptual article is part of a project from which an empirical paper was
presented at the 3rd international AR/VR conference in Manchester, UK, Feb 23, 2017. The
empirical paper is currently under review in an academic journal. Although distinct, the empirical
paper builds on this chapter and thus might share similarities.
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2 Theory and Prior Research

2.1 Augmented and Virtual Reality

AR aims to integrate virtual elements, such as holograms or other information, into
a user’s perception of the real-world (Javornik 2016a, b). For example, virtual
mirrors are large screens in stores in which customers can see themselves wearing
different clothes in different contexts (Anderson et al. 2013). Likewise, AR apps
such as Pokémon Go for mobile devices allow users to experience AR independent
from their location (tom Dieck and Jung 2015; Rauschnabel et al. 2017). However,
pretending that virtual elements (e.g., Pokémon) are ‘really existing’ is potentially
unrealistic when looking “through” a screen of a mobile device. ARSGs, however,
are worn like regular glasses and integrate virtual information realistically into the
user’s field of vision (Rauschnabel et al. 2016; Rauschnabel et al. 2015). This
allows a hands-free use which makes the AR experience more realistic than AR
among mobile hand-held devices. To operate, various sensors (e.g., laser, gyro-
scope, cameras, microphone, GPS, etc.) capture the real world, and an integrated
computer module processes this information and integrates virtual information.
Figure 1 shows schematically the functionality of AR, and ARSGs in specific.
Here, a woman is wearing an ARSG-device and looks at a carpet. The device
processes the environment and realistically integrates a 3D hologram—a cat. Thus,
the users ‘sees’ a cat sitting on the carpet.

2.2 Fashnology: Wearable Devices

ARSGs are, as any wearable device, not just ‘used’ but also ‘worn’, and thus, share
several psychological similarities with fashion accessories. In fact, many wearables
share prototypical similarities with ‘non-smart’ counterparts. For example, a
smartwatch is worn like a regular watch, and some of them even look very similar
to prototypical ‘traditional watches’ (e.g., Samsung Gear 3), whereas others look
distinct (e.g., Apple Watch). To study wearables in general more effectively,
research has discussed the term “fashnology,” a combination of fashion and tech-
nology, as an overarching study concept (Rauschnabel et al. 2016). For example,
Chuah et al. (2016) show that people who perceive smartwatches as a technology
(vs. fashion) evaluate them as more useful (vs. visible). Likewise, Rauschnabel
et al. (2016) propose that consumers who mentally categorize ARSGs as a fashion
accessory tend to evaluate them more based on visible aspects, whereas those who
categorize them as a technology incorporate usefulness judgements more. In
addition, a finite mixture model among a large-scale US sample shows that about
three quarters of the American population are ‘fashnologists’, and thus incorporate
both fashion and technology criteria to assess ARSGs.
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In sum, it is important to note that ARSGs are a combination of Augmented
Reality (i.e., reality plus virtuality), and fashnology (i.e., fashion plus technology).
Figure 2 summarizes these specific ARSG characteristics schematically.

2.3 Uses and Gratification Theory (U&GT)

Traditionally, media researchers proposed that mass media are powerful and
influential, whereas consumers are passive. U&GT scholars took a different
approach. Rooted in media and communication science, U&GT addresses the
central question: Why do people use particular media? U&GT is based on various
assumptions, such as that audiences behave in a goal-oriented manner and proac-
tively choose the media to consume in order to address particular human needs
(Katz et al. 1973; Rubin 2002). Although individuals’ needs often vary based on
their individual characteristics (e.g., demographics, personality, etc.), Katz et al.
(1973) provide a systematization of five broad categories of media-related needs:

Fig. 1 Schematic characteristics of ARSGs: gray = real, black = virtual (Source http://www.
connectedscience.de/reprint with permission)
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(1) cognitive needs, such as information gathering and understanding of particular
phenomena,

(2) tension-release needs, such as escapism or diversion,
(3) affective needs, such as emotional experiences,
(4) social integrative needs, such as creating new and maintaining existing social

relationships, and finally
(5) personal integrative needs, such as enhancing once status, confidence, or

credibility (e.g., confidence building, credibility).

Despite the fact that U&GT is not without criticism (Ruggiero 2000), it remains one
of the most widely applied theories in media research (Rubin 2002). For example,
scholars have applied its framework to study various forms of media and tech-
nologies, including social media (Leung 2013) and online games (Wu et al. 2010).
In addition, the flexibility of U&GT has allowed researchers to link it with other
theories to investigate other innovative devices and services (Nysveen et al. 2005),
such as ARSGs (Rauschnabel et al. 2016a). Certainly, many of the studied U&GT
variables have counterparts in other domains. For example, what technology
acceptance scholars term “usefulness” or “performance expectancies” (e.g.,
Venkatesh et al. 2012; King and He 2006; Ratten 2009) describes the extent to
which a user of a technology believes that the use of a particular technology
improves his or her task-performance. U&GT scholars use similar constructs that
reflect utilitarian gratifications (Katz et al. 1973). Likewise, ‘enjoyment’ in the
TAM domain describes how much “fun” a person experiences from using a

Fig. 2 ARSGs combine fashion and technology as well as the real-world with the virtual world

A Conceptual Uses & Gratification Framework on the Use … 215



technology (King and He 2006). Enjoyment is an example of a hedonic gratification
in U&GT research that addresses tension-release needs (Rubin 2002).

3 Literature Review

Not many studies have investigated the adoption of ARSGs. Most of them build on
prior technology acceptance research. These studies showed that factors such as
perceived usefulness, enjoyment (Rauschnabel et al. 2016), social norms (e.g.,
Rauschnabel and Ro 2016; Weiz et al. 2016), image-related factors (Rauschnabel
and Ro 2016; Rauschnabel et al. 2016), or the potential to substitute real physical
objects through holograms (Ernst et al. 2016) are impactful in shaping consumers’
reactions to ARSGs. Eisenmann et al.’s (2014) Harvard Business case study pro-
vides a comprehensive overview of factors that influence consumers’ reactions to
Google Glass. Findings of this case study also include “practical” factors such as
specific display characteristics or battery. Likewise, other publications have dis-
cussed the potential of data leaks and thus, threats to a user’s privacy (Hein and
Rauschnabel 2016); however, most these early studies did not identify any sig-
nificant risk factors, except Rauschnabel et al. (2016) who found that people tend to
care more about the privacy of the people that surround them rather than about their
own self privacy. Few studies have also investigated other potential risk factors
(Rauschnabel et al. 2016; Stock et al. 2016), and discussed topics such as dis-
traction, information overload, health risks and so forth. However, most of these
studies conclude that risks factors, at least in the current stage of the lifecycle, are
less important. As with smartwatches and other wearable devices, ARSGs also
include a substantial amount of ‘fashion’. A study by Rauschnabel and colleagues
(2016) has investigated why and when consumers perceive ARSGs as fashion,
technology, or both (‘fashnology’). Finally, Hein et al. (2017) took a different
approach and studied the role of ARSGs from a society perspective. A core finding
is that people tend to associate various societal risks (e.g., public privacy, loss of
social cohesion) and societal benefits (e.g., social progress potential), which impact
the anticipated success (i.e., whether people think that ARSGs will be successful)
and the desired success (i.e., whether people want that ARSGs are successful in the
future).

4 A Conceptual Model for Augmented Reality Smart
Glasses

U&GT, as outlined above, is based on the assumption that an individual’s personal
motivational factors drive his or her media usage behavior. Katz et al.’s (1973)
proposed five broad categorizations of needs that are linked to media use. Based on
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that, I propose a conceptual model (see Fig. 3) to theorize specific factors related to
ARSG usage. The model starts on the left side with an overview of the five
categorizations of needs (e.g., cognitive), where each of them is conceptually linked
to a broader category of gratifications (e.g., utilitarian) consisting of examples of
several specific factors (e.g., life efficiency). These gratifications can be predomi-
nantly obtained from the device itself (upper factors) or from the medium (i.e., AR;
bottom factors). In addition, the model proposes that the strengths of these effects
might differ based on the usage context (existence of other people or not), the
device (fashion, technology, or fashnology), and the user/consumer (e.g.,
self-presentation). In addition, the model proposes that the degree to which a human
need is satisfied determines the importance of specific gratifications.

4.1 Cognitive Needs and the Role of Utilitarian
Gratifications

One reason people consume particular media, such as newspapers, is to gratify their
cognitive needs. These can include various specific gratifications such as finding
relevant information or organizing one’s lives. This idea is conceptually linked to
the broad construct of perceived usefulness in the literature on technology accep-
tance (Venkatesh et al. 2012) which reflects workers or users’ evaluations of a
technology in terms of increasing their (work/life) efficiency. Once more apps are
available, ARSGs can offer numerous utilitarian benefits. The current overview
provides some examples of promising utilitarian gratifications:

• Work and life efficiency are utilitarian gratifications similar to performance
expectancy (Venkatesh et al. 2012) or perceived usefulness (King and He 2006)

Fig. 3 Conceptual model
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that cover the degree to which a user believes that using ARSGs can help him or
her accomplish certain personal or job-related tasks more efficiently. Both of
these constructs are typically increased by access to real-time information. For
example, Hein and Rauschnabel (2016) discuss the idea that ARSGs can support
workers with information from Enterprise Social Networks. Consumers can
have access to anything they need, such as emails, chats or navigation systems.
Likewise, police officers could use face recognition or lie detector apps to
identify suspicious people. Salespeople could use emotion scanner apps to learn
more about a negotiation partner’s preferences in real-time.

• Information gathering and education cover the potential to use ARSGs for
learning and decision making purposes. For example, a user can learn new
languages. Users can also explore museums, buildings and cities using ARSGs.
Whenever a user looks at a particular object, the app can integrate relevant
information for him or her.

4.2 Tension-Release Needs and Hedonic Gratifications

People often use media to satisfy a variety of tension-related needs. These tech-
nologies are typically associated with a particularly high “hedonic value”—that is,
media that delivers what people in everyday language term as “fun.” Psychological
research has shown that hedonic gratifications are associated with various positive
outcomes such as the reduction of boredom or pleasure (Close and Kukar-Kinney
2010; Klinger 1971). Therefore, it is not surprising that research on the use of media
and technology concludes that hedonic factors are an important determinants of use
(Nysveen et al. 2005; Taylor et al. 2011; Venkatesh et al. 2012). Examples of
specific hedonic gratifications associated with ARSGs are:

• Enjoyment, an established construct in U&GT research but also in the technology
acceptance literature (Venkatesh et al. 2012), is defined as “the extent to which the
activity of using a specific system is perceived to be enjoyable in its own right,
aside from any performance consequences resulting from system use” (Venkatesh
2000, p. 351). Enjoyment reflects the potential that a user can distract him/herself
from everyday activities, particularly through the use of ARSGs in general. AR
scholars have studied and shown the importance of AR in various settings (Leue
et al. 2015; Jung et al. 2015; tom Dieck and Jung 2015).

• Related to that, Gaming is a construct that describes the use of (AR) games on
ARSGs (Rauschnabel et al. 2015). For example, Robo Raid is a game that can
be played on HoloLens where virtual robots attack a user who has to shoot them.

• Entertainment, on a broader level, also includes examples of watching movies
or performing various tasks to be entertained. For example, a YouTube app
could offer access to millions of clips, or a Netflix app access to a large database
of movies. These examples show that ARSGs can potentially address several
needs which traditionally TV or Radio have addressed. In contrast to enjoyment,
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entertainment is focused more on a particular task associated with a particular
app, whereas enjoyment can also result just from the use of the device alone.

4.3 Affective Needs and Sensual Gratifications

“Sensual gratifications” cover all benefits that users experience from the stimulation
of various human senses. As ARSGs are worn and used, these gratifications can
derive from wearing or using. Whereas wearing is solely mostly linked to feeling,
the use—depending on the app—can stimulate visual and acoustic senses, too.
Some examples include:

• Wearable comfort (sense: touch), which is based on the assumption that
consumers react more positively to ARSGs when wearing them feels comfort-
able. This evaluation of the overall wearable comfort is influenced by physical
characteristics of the device, such as the size, the weight, pressure, temperature,
and so forth. Most readers will probably have a favorite pullover or pants that
just ‘feels good’. The same might be true for ARSGs. Some people might like
the feeling of wearing them, whereas others might feel it distracting, impractical
and uncomfortable. Most likely, this wearable comfort is driven by physical
characteristics of the device itself.

• ARSGs can allow users to alter their environment in a desired way (sense:
seeing). For example, they can place art and other things that users cannot have
in real-life (e.g., expensive luxury accessories or things that do not exist in
reality, such as fantasy creatures). For example, a user could alter his/her home
into a ‘Harry Potter-like’ environment where ‘magic’ furniture and other
objects/creatures from the movies can be virtually integrated.

4.4 Social Integrative Needs and Social Gratifications

Social factors are influential drivers in explaining various forms of human behavior,
including consumption, technology use and media choice. In this article, social
gratifications explain various factors that are associated with social relationships.

• Socializing, such as using ARSGs in order to get in touch with other people, is one
example of a social gratification. It is very likely that within the next few years,
dating apps will appear and other apps that can connect individuals to each other.
Prior research has linked this and similar gratifications with the use of social media
and other technologies (Sheldon 2008). Another possible way is that ARSG users
can connect to each other in community-like organizations (Felix 2012;Muniz and
Schau 2005). Especially in the very early stage (i.e., now), there are already online
communities where users with similar interests share their experiences with
ARSGs—for example, Hololens groups on Facebook.
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• Visible consumption objects, especially new technologies such as ARSGs,
might have the potential to serve as a “conversation starter.” As in the early
age of smartphones (i.e., the iPhone 1), owning a new device stimulated interest
(and thus, questions) from people unfamiliar with the new technology. The
difference between this factor and the aforementioned socializing construct is
that ‘conversation starter’ results more from owning the device and happens
predominantly in the ‘real-world,’ whereas socializing arises from particular
apps and thus happens in the ‘augmented world’.

• Related to that, themanagement of existing relationships is a promising area for
ARSG-apps. For example, there are videos on YouTube in which base jumpers
document their ‘view’ of the jump, probably with the intention to share these
moments with friends. Sharing moments with friends is something people always
want to do (e.g., showing photos from a holiday trip), and ARSGs facilitate the
integration of friends into one’s view in real-life. It is also likely that online social
networks will be extended into AR, where ARSGs can make thi experience more
realistic than other mobile devices. Just recently, Mark Zuckerberg (the founder
and CEO of Facebook) stated: “One day, we believe this kind of immersive,
augmented reality will become a part of daily life for billions of people.”

4.5 Personal Integrative Needs and Impression
Management

Most people have a keen interest to present themselves in a positive manner to
others. Researchers from numerous disciplines have shown that this motivation
drives their behavior in various ways. ARSGs are worn like regular spectacles,
which makes them even more visible and self-defining than many other con-
sumption objects. In social interactions, faces play an especially important role
(Bloch and Richins 1992) so that “even simple changes to a face, such as wearing
different types of eyeglasses or removing them, might influence how someone is
perceived” (Forster et al. 2013, p. 1).

• Impression management is one of the main factors why many people use
particular media and technologies for symbolic reasons, such as reassuring their
societal status or power, and/or to gain credibility among others (Hollenbeck
and Kaikati 2012; Venkatesh and Davis 2000). Specific examples include fol-
lowing brands on social media (Hollenbeck and Kaikati 2012) or check in on
social media for image building (Luarn et al. 2015). Innovative technologies that
are highly visible to others are thus generally associated with many positive
attributes (e.g., ‘innovative’). For example, Chuah et al. (2016) show that
consumers prefer smartwatches that are visible to others. This impression
management can also be applicable to more specific images, such as a partic-
ularly popular or even cool and trendy image (“coolness”) or a high social
status.
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• It is also important to consider normative factors in the acceptance of ARSGs.
The technology acceptance literature in general (e.g., Venkatesh et al. 2012),
and on ARSGs specifically (e.g., Rauschnabel and Ro 2016), have studied
injunctive norms. These type of norms describe normative expectations about a
user’s peers. A similar construct are descriptive norms. Descriptive norms
describe the idea that people are more likely to adopt ARSGs when they expect
that it will grow in popularity and eventually become commonly ubiquitous
(Rauschnabel et al. 2015). Our recent research suggests that descriptive norms,
at least in the current stage in the product lifecycle, are more influential than
injunctive norms.

• ‘Fashion Match’ is a novel term in this research that addresses the matching
potential of ARSGs to a user’s typical clothing style. For example, sporty
ARSGs (such as the sporty Everysight Raptor Glasses) might not be preferred in
everyday life by a person with a more elegant or conservative clothing style.
However, it is likely that fashion match needs to be studied in future research
through the lens of fit (i.e., similarity) and complementarity (i.e., an ARSG
device complements particular fashion items in a way that the user’s overall
appearance is enhanced).

4.6 Boundary Conditions

The aforementioned list provides a systematization of factors that can be used in
ARSG research. However, it is important to note that these effects might differ
when particular boundary conditions exist. Methodologically speaking, these effects
could be moderated by various variables. The model is based on the idea that
several categories of moderators exist, such as usage context, individual, and
technology related factors.

• Usage context factors are about the specific context in which ARSGs are used.
For example, it is likely that the presence of other people matters. That is, people
might incorporate symbolic factors more when they are in public than in situa-
tions where they are alone. Similarly, when using ARSGs in a work-related
context, utilitarian gratifications might matter more than symbolic ones.

• Individual factors are factors that describe the user itself. Beside demographic
variables, personality traits, needs, (other) motives, attitudes and other
individual-level factors might determine the weight of each of the factors on
evaluations. This might also include the cultural background of a user (Gong
and Stump 2016). For example, more individualistic personalities might focus
more on self-expressive gratifications, whereas collectivistic individuals might
value the socializing benefits more.
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• Technology related moderators are another relevant moderator in the proposed
framework. For example, as stated in Rauschnabel et al. (2016), the design of a
device might impact consumers’ in terms of ‘fashnology’, which can then serve
as a moderator in the propose model.

4.7 Risk Factors

Although the focus of U&GT (and thus also this chapter) are gratifications, it is
important to note that people also integrate various risk factors in their decision
making. With regards to ARSGs, our research has identified numerous risk factors,
and some of them are:

• Privacy, as people are afraid of threatening their own, as well as other peoples’
privacy. Research has shown that both risks are highly salient among con-
sumers. Recent research did not confirm that when it comes to ARSGs, people
care about their privacy, but care about public privacy (Rauschnabel and Ro
2016; Hein et al. 2017).

• Another risk factor is related to health risks in general. This includes the fear
that ARSGs can hurt a user’s eyes, electro smog that can cause brain cancer, that
distraction could lead to physical injuries, and finally, that seeing and interacting
with objects that do not exist can impact a user’s psychological well-being. It is
important to note that, to the best of my knowledge, the actual risk of these
factors has not yet been determined in the academic literature. Similarly, not
much research has been done to investigate how the perception of these risks
impacts consumers’ decision making.

• Especially in the very early beginning of a product lifecycle, consumers have
very little information about the future of a technology. In addition, prices are
usually very high (e.g., the first version of HoloLens was sold for more than
$3,000). Therefore, financial risks are potential factors that decrease the
favorability of consumers’ evaluations. In interviews, many consumers shared
their fear that the HoloLens and other devices might not work properly, and that
new standards would be established in a few years so that current devices would
be useless in a few years. Likewise, wearing a novel device—especially in
public contexts—can be associate with very high social risks, e.g., the fear that
other people react negatively (which is related to the normative factors discussed
above).

• Another category of risks that we identified in qualitative, yet unpublished,
research are society consequences. As discussed in Hein et al. (2017), con-
sumers associate ARSGs with various positive and negative consequences for
societies. Consumers tend to integrate these factors also into their personal
decision making. For example, in a qualitative study in the US, one respondent
stated that a risk of ARGSs is the “distinguishing the rich from the poor,” and
others criticized that societies are already too technology-focused. These quotes

222 P.A. Rauschnabel



imply that consumers are likely to avoid ARSGs because—in their view—
adopting them would support a negative societal trend. On the contrary, it is
worth noting that other consumers also discussed positive societal conse-
quences, such as help for visually impaired people, the reduction of crime and
new jobs.

4.8 Control Variables

Robust models typically include control variables, such as age and gender. For
ARSGs, additional control variables could increase the robustness and generaliz-
ability of a model, if sample size allows. Examples include whether respondents are
used to wearing any form of glasses or wearable devices, their knowledge about and
attitude towards new technologies in general, but also specifically about ARSGs.
Another control variable could be a proxy for user friendliness (e.g., perceived ease
of use).

4.9 Dependent Variables

Depending on the studied context, the proposed model allows researchers to study a
variety of different variables. Adaptions of established constructs include the atti-
tude towards ARSGs or towards using them, purchase intention, or usage intention.
Models can be refined by incorporating various types of these variables and their
interplay, but also usage intention in different contexts. This is an alternative to the
inclusion of moderators (as proposed in this article) and might be particularly
relevant if respondents might or might not use the same ARSG in different contexts
—such as at home, in public, or at the workplace.

5 Discussion

As shown in the Introduction section, ARSGs are very likely to become the next
major step in the evolution of smart wearable technologies. While market research
predictions are highly promising, scant research attempting to understand the
people that end up using it (i.e., consumers) exists. Taking into account the
established U&GT framework (Katz et al. 1973), I address this fundamental
research gap by proposing a conceptual model that links basic human needs to
gratifications associated with ARSGs.
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The proposed framework includes various examples of specific gratifications
that scholars can implement in empirical studies. Does it thus make sense to include
each of these gratifications in a questionnaire? Definitely not. Restrictions of the
survey length as well as a study focus on a specific application might impact the
consideration set of gratifications. In addition, too many similar constructs in a
model can lead to estimation problems because of multicollinearity or
cross-loadings of items. On the other hand, the proposed framework should also be
more seen as a systematic source of inspiration. It is likely that additional gratifi-
cations exist that are of particular relevance for a specific research context.
Therefore, additional exploratory research, such as netnography (Bartl et al. 2016)
or other forms of qualitative research, can be beneficial. For example, as marketers
have a keen interest in using innovative media to place their brand messages (Wang
et al. 2009), brand-related measures might need to be incorporated.

It is also important that ARSGs are a very novel form of device and thus, the
wording of items might need to be adjusted to the study context. This means that
established statements need to be revised and/or extended. Pre-studies with con-
sumers (e.g., factor analyses based on survey data, or card sorting tasks) and experts
are a useful approach to validating adopted scales.

Finally, the challenge of ARSG research in the current stage of the product
lifecycle is whether scholars should expose respondents to real devices, or work
with a fictitious context. There are several pros and cons to both approaches. Using
a fictitious context can be explained quite realistically and can at least be used to
measure consumers’ general interests in ARSGs. The existence of useful videos,
descriptions and photos of ARSGs can provide users a realistic picture of the
processes, and implementing them in (online) surveys allows to survey a large
amount of people. On the contrary, evaluating a technology solely based on an
explanation might be biased and less realistic. However, having respondents
actually use ARSGs for a sufficient amount of time before surveying them, is time
consuming and thus might limit the sample size.

The proposed model can serve as a source of inspiration for managers in several
ways. App developers can be guided by the proposed needs and factors to identify
specific needs and expected gratifications that their apps can satisfy. In other words,
the proposed framework can serve as a source of inspiration in the idea generation
phase of app developers. For manufacturers of ARSG devices, the proposed model
highlights the role of the fashion-related factors, and the importance of emphasizing
particular aspects in their market communication (e.g., focus on design or func-
tionality). In line with this, this article echoes the idea that a context-specific tar-
geting might be an effective strategy (e.g., one device for work and one device for
leisure). This is already reflected in various existing real-life examples. For
example, Epson positions their Moverio glasses as a manufacturing device, whereas
Everysight Raptor are positioned for cycling.
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6 Concluding Remarks

Many scholars from various disciplines including communication science, human–
computer interaction, marketing, MIS, engineering, and others conclude that
ARSGs are a highly relevant and interesting study object. However, one crucial
success factor (maybe even the most crucial one) is that people accept and use
them. In this chapter, I introduce and propose U&GT as a starting point for further
contributions in this field. Scholars, educators and managers are inspired to consider
the proposed framework when addressing one or several of the questions:

• How can businesses benefit from ARSGs? In particular, how can ARSGs
improve internal processes (e.g., logistics, marketing) but also communication
with external audiences (e.g., customers)?

• How could branded apps for ARSGs look like?
• How can business models for free ARSG apps (‘freemium’) look like?
• How can ARSGs solve major societal problems, such as poverty, obesity or

social isolation?
• What laws and government decisions are needed to reduce the risks of ARSGs?
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Exploring the Early Adopters
of Augmented Reality Smart Glasses:
The Case of Microsoft HoloLens

Mahdokht Kalantari and Philipp Rauschnabel

Abstract Not much research has been done to understand how consumers react to
wearable technologies that mix virtual and real worlds in glasses-like wearable
devices. Drawing up on various technology acceptance and media theories, the
authors develop a model to understand how people react to Augmented Reality
Smart Glasses (ARSGs) using the example of Microsoft HoloLens. Results show
that consumer’s adoption decision is driven by various expected benefits including
usefulness, ease of use, and image. However, hedonic benefits were not found to
influence the adoption intention. In addition, this research shows that the influence
of the descriptive norms on the adoption intention outperforms the influence of the
injunctive norms, which are established drivers of technology acceptance research.
Theoretical and managerial implications of these findings are discussed.

Keywords Hololens � Augmented reality smart glasses � Mixed reality � Head
mounted display � Acceptance � TAM

1 Introduction

Wearable technologies are currently receiving tremendous interest among all con-
sumer segments. Market trends show an increasing growth in the sales of smart-
watches, fitness trackers and VR glasses. CCS Insight (2016), a leading market
research company in the wearables-related sector, has forecasted that in 2020,
411 million smart devices will be sold, worth a staggering $34 billion. According
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to their forecast, shipments for AR and VR headsets will grow 15 times to 96
million units by 2020, at a value of $14.5 billion. Scholars are making first attempts
to investigate these recent trends from an academic standpoint to understand why
and how users react to wearable technologies (Rauschnabel and Ro 2016; Leue and
Jung 2014). These devices are the next step in providing information, including
virtual realities, realistically and they are more easily accessible to users. For
example, rather than taking a smartphone out of one’s pocket to read a text mes-
sage, the message can be conveniently displayed on a user’s wrist. Likewise, VR
allows users to perceive themselves as being a different person in a different place
(Craig 2013), making animations much more realistic than traditional screen-based
technologies.

Recently, manufacturers announced their efforts to enter consumer markets with
a novel technology that is termed ‘Augmented Reality Smart Glasses’ (ARSGs),
which—broadly speaking—realistically integrates virtual objects into a user’s view
field in glasses-like devices. While Google Glass, one of the first commercially
launched ARSGs, has received a lot of media attention, its success in consumer
markets was limited. However, recent studies suggest that other devices such as
Microsoft HoloLens are much more promising due to their holographic possibili-
ties. In contrast to Google Glass, HoloLens does not have just one prism that
overlays information; HoloLens realistically integrates 3D information into a user’s
perception of the real-world which no other commercially available technology can
offer so far.

There is still a lack of understanding about the factors that drive consumer’s
acceptance and resistance to ARSGs. This is probably due to the novelty of AR in
general and ARSGS in particular, but as initial research suggests, it may also be due
to the fact that the existing theories are difficult to apply to ARSGs. Thus, in order
to extend our understanding of consumers’ adoption of ARSGs, we aim to answer
the following two research questions using Microsoft HoloLens, the first com-
mercially available holographic ARSG:

• RQ1: How do consumers perceive ARSGs, in particular Microsoft HoloLens?
• RQ2: Which factors influence the adoption of ARSGs, in particular Microsoft

HoloLens?

To answer these research questions, we first review the relevant literature on
technology acceptance and ARSGs consumer research. Based on this review, we
propose a framework consisting of various benefits, risks, technology factors and
norms as antecedents to ARSG adoption. We then test the proposed model using
the example of Microsoft HoloLens. Results from descriptive analyses and a
regression model indicate various, yet unknown, factors that explain how con-
sumers react to ARSGs. These findings provide several contributions to the liter-
ature on ARSGs, wearables, and research about norms.
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2 Theory and Prior Research

2.1 Augmented Reality and ARSGs

Initially, computer-related technologies were predominantly used in work-related
contexts as task-oriented devices. Manufacturers quickly realized the potential of
computer applications and the internet in personal settings; hence, information
technology rapidly diffused to consumer markets. With the rise of mobile tech-
nologies, an ‘always and everywhere online mentality’ became ubiquitous (Ratten
2009). Recently, companies have developed a new generation of mobile devices
that can be fixed to a user’s body—wearables. Most wearables come in the form of
accessories, with prominent examples being the Apple Watch (smartwatch) and the
Fitbit (smart bracelet).

During recent years, a new generation of applications have been developed that
integrate virtual elements with the physical environment. According to Craig (2013),
Augmented Reality (AR) is defined as a “medium in which digital information is
overlaid on the physical world that is in both spatial and temporal registration with
the physical world and that is interactive in time”. For example, smartphone users
can use the Wikitude smartphone app and view a famous building. Wikitude then
automatically includes relevant Wikipedia information in the user’s viewfield. Thus,
in contrast to VR,1 AR is not closed off from reality, but melds the real and virtual
worlds together (Javornik 2016a; Scholz and Smith 2016). Likewise, AR has been
studied and applied in various contexts, such as tourism (Jung et al. 2015), museums
(Tom Dieck and Jung 2015), retailing (Spreer and Kallweit 2014; Rese et al. 2016)
and others (Stockinger 2016; Javornik 2016a, b).

Current developments in IT aim at combining AR with wearables in glasses-like
devices. Microsoft HoloLens, Google Glass (now: Project Aura), Everysight
Raptor, ODG R-7 and Epson Moverio are prominent examples of these develop-
ments, and Samsung, Zeiss, Amazon and other firms have filed patents for and
announced the launch of smart glasses.

2.2 Technology Acceptance Research

Since the advent of computer technologies, researchers have been studying the
dynamics and the influential factors on individual’s acceptance of information
technologies. Although various theories and approaches have been suggested in the
field of information systems to address this issue, the Technology Acceptance

1With VR-devices (e.g. Oculus Rift), users immerse themselves in a virtual world that shuts out the
external environment, totally immersing the user in the virtual reality.
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Model (TAM) has received the highest level of attention and application among the
researchers (Davis 1989; King and He 2006).

TAM is a simple, parsimonious and powerful model to explain the use of a new
technology (King and He 2006). TAM is rooted in behavioural research about
attitude and behaviour formation (e.g., Theory of Reasoned Action) and psychology
research about behaviour regulation and change (e.g., Social Cognitive Theory)
(Davis 1989; Davis et al. 1989). TAM proposes that the individuals’ behavioural
intention to adopt/use a new technology is determined both by perceived ease of
use, defined as “the degree to which a person believes that using a particular system
would be free of effort” (Davis et al. 1989), and perceived usefulness, defined as
“the degree to which a person thinks that using a particular system would enhance
his or her job performance” (Davis et al. 1989). Furthermore, many studies indicate
that perceived usefulness partially mediates the relationship between perceived ease
of use and behavioural intention.

Although the parsimony of TAM is considered as a prominent strength for this
model, it is also commonly criticized because this model neglects the various
aspects of decision making across different technologies (Bagozzi 2007).
Researchers have tried to extend TAM by including other parameters such as task
(Chau and Lai 2003), social (Venkatesh and Davis 2000; Lewis et al. 2003), and
demographics (Venkatesh and Morris 2000). A famous example is the proposal of
the unified theory of acceptance and use of technology (UTAUT, Venkatesh et al.
2003) that integrates TAM with seven other decision making theories. Empirical
testing results suggested a complex model with the addition of two determinants
including social influence and facilitating conditions, and four moderators of key
relationships.

TAM and its extensions have been valued for their application flexibility in
different contexts. In particular, these models allow researchers to include variables
that are only relevant in specific contexts. Therefore, in this paper, we use TAM as
our framework and extend it with factors that are specifically relevant to the context
of ARSGS. Particularly, as discussed in the model development section, we extend
and apply TAM to ARSGs by integrating benefits, risks, technology factors, and
social norms.

2.3 Prior Research on ARSGs

Scholars from various disciplines, including engineering (Chi et al. 2013; Behzadan
et al. 2008), business (Rauschnabel and Ro 2016), MIS (Ernst et al. 2016), tourism
(Jung and Han 2014), and others have studied various aspects and applications of
ARSGs. For the purpose of this study, research that focuses on consumer accep-
tance is particularly important. Table 1 summarized these studies.
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Table 1 Prior consumer- and acceptance research on ARSGs

Study Research questions Theory Findings

Rauschnabel
et al. (2015)

How does personality
relate to consumer’s
reaction to Google Glass?

Big five theory,
technology
acceptance research

Personality predicts
awareness of google glass
and moderates the
relationship between
TAM-related factors and
ARSG adoption

Rauschnabel
and Ro
(2016)

What drives the adoption
of Google Glass?

Technology
acceptance research

Perceived usefulness, ease
of use, injunctive norms,
and consumers’ level of
technology innovativeness
drive consumers’
evaluation and intended
adoption of Google Glass

Eisenmann
et al. (2014)

How do consumers react
to Google Glass?

Exploratory case
study

The study explores various
facets of consumers’
reactions to Google Glass,
including design,
functionality, barriers, and
potential use cases, among
others

Ernst et al.
(2014)

Do consumers intend to
substitute real objects
with virtual, holographic
ones?

Technology
acceptance research

Substituting real things
with holograms makes
consumers more likely to
adopt ARSGs because it
makes ARSGs more useful
and enjoyable

Stock et al.
(2016)

Do health risks and
enjoyment influence the
intended use of
HoloLens?

Technology
acceptance

The negative effect of
health risks on the
intention to use HoloLens
is not significant.
However, higher levels of
health risk lead to lower
levels of perceived
enjoyment, a predictor of
intended use of HoloLens

Weiz et al.
(2016)

Do perceived usefulness
and injunctive norms
determine the adoption of
Google Glass?

Technology
acceptance

There was no direct effect
of injunctive norms on
actual usage of Google
Glass, but they were
indirectly related via
perceived usefulness

Hein and
Rauschnabel
(2016)

Can ARSGs be used in
enterprise social
networks?

Technology
acceptance research
on an individual and
firm-level

The authors provided a
conceptual model that
identifies firm-level and
individual-level factors
that affect the
implementation and
individual’s active and
passive use of ARSGs in
enterprise social networks

(continued)
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3 Model Development

Figure 1 provides an overview of the proposed model. Inspired by the extant
technology acceptance literature (e.g. King and He 2006; Davis et al. 1989;
Venkatesh et al. 2012) and prior research on ARSGs (e.g., Rauschnabel et al. 2015,
2016; Ernst et al. 2016), the model proposes that consumer’s intention to adopt
ARSGs is driven by the benefits and risks of using them, other characteristics of the
technology, and social norms. In the subsequent sections, we will provide
hypotheses addressing each of these categories of antecedents.

Table 1 (continued)

Study Research questions Theory Findings

Rauschnabel
et al. (2016)

Are ARSGs fashion or
technology?

Technology
acceptance research,
fashion research,
categorization
research

Most consumers perceive
ARSGs as a combination
of fashion and technology
(Fashnology).
Categorization is driven by
familiarity with ARSGs in
general

Hein et al.
(2016)

How do consumers
evaluate the societal
consequences of ARSGs?

Exploratory This study identifies
several societal benefits
and risks that drive
consumers anticipated and
desired diffusion of
ARSGs

Leue et al.
(2015)

How does google glass
enhance visitors’ learning
outcomes in art galleries?

Exploratory Interviews with
participants indicated that
google glass enhances the
learning outcomes of
visitors by making
connections between art
pieces and providing a
deeper perspective as well
as helping the visitors
personalize their tours
based on their interest in
specific themes

tom Dieck
et al. (2016)

What are the
requirements of visitors
of museums and art
galleries for the
development of wearable
ARSGs applications?

Exploratory Study findings reveal that
the important factors in
developing and
implementing wearable
AR applications in
museums and art galleries
are: content requirement,
functional requirement,
comfort, experience and
resistance
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3.1 Benefits from Using

The technology acceptance literature argues that expected or perceived benefits
from using a technology typically drive the adoption (King and He 2006;
Venkatesh et al. 2012). We propose that three particular benefits are relevant in
understanding consumers’ adoption of HoloLens:

First, perceived usefulness, a powerful construct in the technology acceptance
literature (King and He 2006) is proposed to influence the adoption intention.
ARSGs, including HoloLens, can be used in various ways to increase a user’s
efficiency in accomplishing their tasks. For example, Hololens can be used for
getting step-by-step remote instructions from an expert on a variety of issues from
home repair to medical instructions. Hololens can also be used to build different
types of 3D holographic models in the physical space for various design purposes.
Another application of Hololens is helping users visualize how new furniture and/or
decorations will look like in their homes. Hololens can also substitute physical
screens and monitors as users can have a number of virtual screens with different
sizes (Ernst et al. 2016). The other advantage of Hololens in comparison to physical
screens is that users can watch movies or browse the internet on virtual screens no
matter where they are in their homes and/or offices.

H1: Perceived usefulness is positively related to consumer’s intention to adopt
ARSGs.

Likewise, the technology acceptance literature proposes two other constructs that
are likely to determine consumers’ intended adoption of ARSGs: hedonic moti-
vation and image.

The construct ‘hedonic motivation’ is defined as the extent to which using a
technology is perceived as enjoyable and fun. Hololens offers several uses and
applications that can appeal to a user’s hedonic needs and motivations. Hololens
can turn monotonous tasks into a game for the users. For example, they can replace
the physical world around them with an interactive and scrolling scenery as they jog

Fig. 1 Model overview
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on a treadmill. Hololens also offers a selection of mixed reality games that make use
of the user’s physical environment and have spatial sounds to guide the user
through the game. Hololens provides users with the capability to combine gestures,
voice, and the HoloLens gaze feature to create 3D objects. Users can also create
short clips with special effects that can be viewed on Hololens.

H2: Hedonic motivation is positively related to consumer’s intention to adopt
ARSGs.

As ARSGs are not just used but also worn, the literature on Fashnology also
proposes that factors related to other people seem to matter (e.g., Rauschnabel et al.
2016). For example, Chuah et al. (2016) show that the level of visibility of
smartwatches drives consumers’ adoption of them. In this study, we extend this
research stream and propose that the image of wearing ARSGs matters. Inspired by
the TAM literature (Venkatesh and Davis 2000), we define image as the extent to
which using ARSGs is “perceived to enhance one’s social status in one’s social
system” (Moore and Benbasat 1991) is perceived to impact the positive image of
the user.

H3: Image is positively related to consumer’s intention to adopt ARSGs.

3.2 Risks of Using

Technology acceptance scholars have identified various risks as relevant to people’s
adoption and use of technology. We propose that this is also true for ARSGs. In
particular, two risk factors seem to play an important role: First, the general risk of
using ARSGs from a technological perspective, as proposed by TAM Scholars
(King and He 2006), and second, the risk of threatening a user’s privacy
(Rauschnabel and Ro 2016).

The first risk that we incorporated in our analysis is the technology risk.
According to Featherman and Pavlou (2003), perceived technology risk has various
aspects: psychological risk, risks due to uncertainties in purchase decision, and
physical risk. Psychological risk addresses the potential anxiety or disappointment
that can occur after the consumer purchases the technology. Risks that are due to
the uncertainties in purchase decision are financial risk, time loss risk and tech-
nology performance risk. Consumers may feel that they have invested their money
and time in purchasing a technology that does not meet their needs. Moreover, the
technology may fail to perform as expected. Physical risk refers to the risk of
personal injury after using the technology. In particular, these wearable technolo-
gies can affect a user’s vision and mobility. ARSGs overlay information and
holographic objects on a person’s field of view which in turn leads to limiting the
view to some extent and potentially causing distraction. ARSGs generally require
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that users shift their focus quickly from the real world in the distance to the overlaid
information and objects; therefore, some users may have difficulty adjusting focus.
Users may also get distracted by the virtual objects and hence have longer reaction
times than usual. An example of this hazard can be wearing ARSGs while driving
which may lead to misjudging the speed of other cars and underestimating reaction
times.

The second risk factor is particularly important as ARSGs are equipped with
cameras, microphones and other sensors (Hein et al. 2016). This allows ARSGs to
technically capture, process, and share the personal interactions of a user with third
parties, such as hackers. Not surprisingly, media have also elaborated on this
criticism, and scholars have discussed this issue conceptually. Recently,
Rauschnabel et al. (2016a, b) analysed the impact of these risk factors on users’
adoption intention and did not find a significant effect to confirm this empirically;
however, a replication using a different research design could help with general-
izing or falsifying this finding.

Therefore, we proposed that both risk factors—technology risk and privacy
risk—are negatively related to HoloLens adoption

H4: Perceived technology risk is negatively related to consumers’ intention to adopt
ARSGs.
H5: Perceived privacy risk is negatively related to consumers’ intention to adopt
ARSGs.

3.3 Technology Characteristics

We also propose that several characteristics of ARSGs determine the intended use.
One of the main factors in the original TAM model that has been known for its
influence on adoption behaviour is perceived ease of use of the technology.
The TAM scholars have widely studied the role of perceived ease of use as a
determinant to adoption and use. Reviewing these studies shows that there is a
general consensus in the scientific community that perceived ease of use has either a
direct or indirect effect on consumers’ behavioural intention to use new technolo-
gies in various contexts. This finding has also been supported in technology
acceptance studies in the context of wearable technologies (Lee 2009; Leue and
Jung 2014; Rauschnabel and Ro 2016). Therefore, we propose that perceived ease
of use is also positively related to adoption intention in the context of Augmented
Reality Smart Glasses.

H6: Perceived ease of use is positively related to consumers’ intention to adopt
ARSGs.
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3.4 Norms

It is a widely replicated finding that people’s behaviour is strongly influenced by
other people. TAM researchers have established a construct called ‘social influ-
ences’ in their models which reflects an injunctive normative belief. Injunctive
normative beliefs describe the extent to which a person believes that other people
expect a person to engage in particular behaviours (Cialdini et al. 1990)—here: to
adopt HoloLens (H7).

However, the literature on social norms also proposes a second type of norm:
descriptive norms. With regards to ARSGs, descriptive norms describe the expected
social conformity of using them—in other words, they indicate if a person believes
that using ARSGs will be somehow common among his or her peers (H8).

With very few exceptions, most prior research on TAM and ARSGs have
focused on injunctive norms; however, especially in the early stage of the product
lifecycle, a comparison of the two types of norms provides an interesting contri-
bution to the literature. Therefore, we propose:

H7: Injunctive norms are positively related to consumers’ intention to adopt
ARSGs.
H8: Descriptive norms are positively related to consumers’ intention to adopt
ARSGs.

4 Methodology and Research Design

One hundred and sixteen students of a North American university took part in an
online survey on ‘new media and technologies’ for extra credits. The sample
consists of 43% females, and respondents’ average age was 23.2 (SD = 5.1). The
study started with a short, approximately 2-minute video by Microsoft that explains
Hololens followed by the constructs of interest and demographic variables.

Where possible, we used existing scales from the literature and adapted them to
the context of HoloLens. We used 7-point Likert scales ranging from 1 = totally
disagree to 7 = totally agree. All items and references are presented in the
appendix. All coefficient alphas exceeded the recommended thresholds of .7,
indicating sufficient reliability, as shown in Table 2 (diagonal). All the items were
aggregated composite mean scores. Table 1 also presents the mean values, standard
deviations, and correlations between the constructs.
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5 Results

RQ1 focuses on how consumers evaluate HoloLens. Table 1 presents the
descriptive statistics, particularly mean and standard deviations. Results show that
the surveyed respondents tend to evaluate the benefits substantially higher (per-
ceived usefulness: m = 5.3; hedonic motivation: m = 5.65; image: m = 5.76) than
the risks (technology: m = 3.78; privacy: m = 4.57). Respondents also expect that
HoloLens is easy to use (m = 4.98), and evaluate them low in terms of social norms
(injunctive: m = 3.63; descriptive: m = 3.38). Interestingly, the standard deviation
is particularly high for image (SD = 1.72), indicating that HoloLens is associated
with a very positive image for some respondents, and a very negative one for
others.

With regards to RQ2, we applied using multiple regression analyses. The results
are outlined in Table 2 and visualized in Fig. 2. An inspection of VIF factors did
not indicate any concerns with multicollinearity (all VIF < 3), and the overall
model fit F-test indicates an R squared significantly above zero (p < .001)
(Table 3).

6 Discussion and Conclusion

This is one of the few studies that investigates consumers’ acceptance of a novel
technology: Microsoft Hololens, a recently launched ARSG device. Drawing up on
established technology acceptance theories and taking into account the ARSG

Table 2 Correlations and descriptive statistics

M SD 1 2 3 4 5 6 7 8 9

1 Perceived
usefulness

5.34 1.26 .93

2 Hedonic
motivation

5.65 1.26 .44** .89

3 Image 5.76 1.72 .35** .15 .91

4 Technology
risk

3.78 1.30 −.22* −.04 −.16 .89

5 Privacy risks 4.57 1.51 −.16 −.02 −.11 .60** .93

6 Ease of use 4.98 1.28 .36** .25** .07 −.12 −.17 .94

7 Injunctive
norms

3.63 1.46 .43** .16 .25** −.19* −.19* .48** .93

8 Descriptive
norms

3.38 1.45 .30** .15 .38** −.13 −.13 .27** .53** .95

9 Adoption
intention

3.49 1.49 .48** .17 .42** −.31** −.21* .41** .55** .63** .88

**p < .01; *p < .05/diagonal: Cronbach’s alpha
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specific characteristics, this research proposes and empirically tests a model con-
sisting of eight hypotheses to explain consumers’ intended adoption of ARSGs. The
results of this study show that perceived usefulness, image, ease of use, and
descriptive norms are positively related to adoption intention whereas technology
risks are negatively related to adoption intention. No significant effect was found for
hedonic motivations, privacy risk, and inductive norms. Descriptive analyses also
show that consumers tend to see more benefits than risks of ARSGs. Findings of
this research have important implications for theory and practice as discussed
below.

Fig. 2 Visualization of the results

Table 3 Regression analysis b t p

Perceived Usefulness 0.20 2.49 0.01
Hedonic Motivations −0.07 −0.98 0.33

Image 0.14 2.00 0.05
Technology Risk −0.18 −2.21 0.03
Privacy Risk 0.05 0.65 0.52

Perceived ease of use 0.16 2.08 0.04
Inductive Norms 0.13 1.59 0.12

Descriptive Norms 0.40 5.09 0.00
R Squared
R Squared (adjusted)

.57 (p < .001)

.543
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6.1 Theoretical Implications

The first theoretical contribution of this study is a comprehensive framework of
antecedents to ARSG adoption. While prior research has often focused on a small
number of factors (e.g., Weiz et al. 2016; Ernst et al. 2016; Rauschnabel et al.
2015), the model in this study incorporates benefits, risks, technology factors, and
norms. By doing so, this study provides a much more comprehensive overview of
factors relating to the adoption of ARSGs than proposed in the existing research.
Counter-intuitively, the coefficient of hedonic motivation did not approach signif-
icance. This is surprising, as consumers generally value new technologies for being
‘fun’ to use (Venkatesh et al. 2012). A potential explanation is that hedonic
motivations behave similarly to other antecedents in Rauschnabel and Ro (2016) by
focusing on the evaluation of the device, rather than the behavioural intention.

The second contribution of this research is the focus on risks. Prior research on
ARSGs has predominantly focused on benefits (e.g., Rauschnabel et al. 2015; Tom
Dieck et al. 2016) or other established TAM factors (Rauschnabel and Ro 2016).
Results of this study confirm Rauschnabel et al.’s findings (2016a, b) that people’s
perception of the privacy risks do not seem to matter in their intention to adopt. In
addition, this study shows that general technology risks can affect the adoption
intention. That is, while this research replicates the counter-intuitive finding that
privacy risks are less crucial, it also shows that general risk factors matter. More
research is needed to better understand the nature and antecedents to these risk
factors.

The third contribution is the distinction of the descriptive versus injunctive
norms (Cialdini et al. 1990). Prior research, including numerous TAM studies in
related disciplines have predominantly looked at injunctive norms (e.g. Venkatesh
et al. 2012). In this study, we integrated injunctive and descriptive norms. Results
indicate that, at least in this study, descriptive norms seem to be more relevant in
explaining the adoption intention. This is an important contribution for ARSG
research, but also for the TAM domain as a whole. Findings suggest that scholars
should consider descriptive norms in addition to injunctive norms.

Finally, most prior research has focused on Google Glass (Rauschnabel et al.
2015; Rauschnabel and Ro 2016; Eisenmann et al. 2014) or ARSGs in general
(Rauschnabel et al. 2016). So far, not much research has studied ARSGs using the
example of Microsoft HoloLens. Compared to HoloLens, Google Glass has a plain
design, only one prism and is not able to realistically integrate 3D Holograms into a
user’s perception of the reality. HoloLens, however, offers these features, but in a
much more ‘bulky’ device.
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6.2 Managerial Implications

This study also provides a number of implications for ARSG manufacturers and app
developers. In particular, in order to foster the adoption of ARSGs, manufacturers
should focus on utilitarian benefits, ease of use, and the reduction of technology
risks. Utilitarian benefits can be promoted by showing how a user’s life can be
improved in terms of efficiency—potential examples include opportunities for
collaboration, organizer functions and so forth. In order to improve
user-friendliness, app developers and manufacturers need to understand users’
expectations of how to operate this novel form of media technology. So far,
Microsoft HoloLens uses a variety of operation methods (voice commands, hand
gestures, and mouse-like clicker devices) to provide users with options when it
comes to working with Hololens. More challenging might be the way to reduce the
technology risk as a whole. Therefore, Manufacturers should understand the factors
that determine this overall risk.

In addition to that, focusing on descriptive norms in communication could be a
promising strategy. Manufacturers can provide information about how our lives
could look like in the future or communicate summaries of the promising forecasts
in their advertisements.

6.3 Limitations and Future Research

Like any other study, this research has some limitations. First, the relatively small
group of participants consisting of US students might limit the generalization and
extrapolation of the findings to other consumer groups. In addition, the focus on
HoloLens, the first commercially available 3D ARSG is a strength in terms of
managerial implications because findings can be influenced by Hololens-specific
usage circumstances. Finally, similar to most prior studies on ARSGs (see Table 1),
we also provided respondents with only a description of ARSGS rather than an
exposure to the real product. However, in contrast to most prior studies, we showed
respondents a realistic video instead of a textual and abstract description of the
ARSG concept. While some findings (e.g. a non-significant effect of privacy; see
Rauschnabel and Ro 2016) were replicated, other findings remain surprising. For
example, hedonic benefits did not impact adoption intention, but in Rauschnabel
et al. (2016) they were found to influence usage intention. More research is needed
to study the influence of these factors on various outcomes (e.g. usage intention in
different contexts, adoption intention, attitude towards using, and so forth). This
study found that technology risk is a crucial driver of ARSG adoption. This is an
important contribution as prior research has not yet studied risk factors intensely.
While this study confirms that technology risks matter, a subsequent follow up
question remains unanswered: What exactly is technology risk when it comes to
ARSGs? Future research therefore should focus on assessing the risks of ARSG
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usage. Lu et al. (2005) provided a first multi-dimensional assessment of technology
risks. Extending this to Fashnology—or in particular ARSGs—could lead to
important contributions to the technology and Fashnology literature.
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Functional, Hedonic or Social? Exploring
Antecedents and Consequences of Virtual
Reality Rollercoaster Usage

Timothy Jung, M. Claudia tom Dieck, Philipp Rauschnabel,
Mario Ascenção, Pasi Tuominen and Teemu Moilanen

Abstract During the last years, various media technologies such as Augmented
Reality (AR) and Virtual Reality (VR) have gained increased attention in consumer
markets and tourism. For theme parks, especially those with rollercoasters, wear-
able VR devices are expected to be associated with various benefits for tourists’
experience. Therefore, adventure park managers with VR rollercoasters have a keen
interest in understanding the drivers and psychological mechanisms of their visitors,
especially those associated with economic benefits. Against this background, this
study provides a conceptual model grounded in the VR and AR literature. The
model is then tested in a Finnish amusement park with a VR switchback, and
analysed using structural equation modelling. Result show that entertainment value
and service quality drive satisfaction and subsequently word of mouth, but results
do not confirm the importance on visitors’ willingness to pay an extra fee for a VR
experience. However, this economically crucial variable is determined by social
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presence of other people, indicating that visitors are willing to pay for experiencing
an immersive experience with other people. Theoretical and managerial implica-
tions are derived, and avenues for further research discussed.

Keywords Virtual reality � Tourism experience � Theme park

1 Introduction

The creation of immersive and enjoyable virtual reality (VR) applications for the
enhancement of the tourist experience has received increased attention over the last
few years which can be largely linked to latest developments in head mounted
displays (HMD) (Guttentag 2010; Jung et al. 2016). Within the tourism context,
there are two different approaches to VR experiences: 1. Off-site experience and 2.
On-site experience. While off-site experiences provide tourists with an opportunity
to explore a destination and trip planning, on-site experiences can be an ideal tool to
enhance the existing offering (Jung et al. 2017). Hotel chains such as Marriott used
VR simulations to show case their hotels around the world and thus, provide
potential hotel guests’ with intentions to visit (Marriott 2014). On the other hand,
Geevor Tin Mine museum is an example of an on-site VR experience whereby
visitors had the opportunity to experience an underground mine, which would
normally be inaccessible (Jung et al. 2016). Although these use cases exist around
the world, tourism research with regards to tourists’ behavioural intentions after
experiencing on-site VR is still limited.

These new virtual environments have various implications for marketers
(Chauhan and Kumar 2012; Stockinger 2016). In particular, for theme parks,
especially those with rollercoasters, wearable VR devices are expected to be
associated with various benefits for tourists’ experience (Baker 2016). Therefore,
theme park managers with VR rollercoasters have a keen interest in understanding
the drivers and psychological mechanisms of their visitors, especially those asso-
ciated with economic benefits. Against this background, this study provides and
tests a conceptual model grounded in the VR literature.

Furthermore, the competition between theme and amusement parks is fiery, and
it is expected that the next battle ground will be about the use of AR and VR
technology. In this context, Finland is the first of the Nordic countries to offer rides
which combine a rollercoaster with virtual reality. This ride used in this study
allowed visitors to experience space scenery, in 360 degrees through a video ani-
mation, where they dodged planets at high speed. The music that played in the
background was specifically composed for this ride.

During the rollercoaster ride visitors wear a virtual reality headset with a
high-quality widescreen image. The VR headset seamlessly combined a real
rollercoaster ride with a virtual world. Acceleration and distance sensors were
constantly synchronising the 360-degree virtual image as the ride moved around.
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Previous studies in the technology adoption context found a number of ante-
cedents that influence users’ satisfaction and behavioural intentions including
functional benefits, hedonic experience and social experiences (Jung et al. 2015;
Rauschnabel and Ro 2016; Algharabat and Zamil 2013). However, research within
the VR tourism context is limited. In particular, a focus on positive word of mouth
(WOM) and willingness to pay extra after experiencing technologies has reviewed
limited attention within the tourism context. This however, is crucial in order to
create compelling business cases for tourism companies. Therefore, the proposed
model will test these drivers to provide meaningful recommendations.

2 Theoretical Background and Hypotheses Development

Our conceptual model is summarized in Fig. 1 and inspired by prior media and VR
research. The model theorizes that consumers’ evaluation and reaction to VR
rollercoasters is driven by functional, hedonic and social benefits. In particular, the
framework proposes specific constructs that address functional, hedonic and social
needs which determine visitor’s satisfaction, which then indirectly impacts Word of
Mouth (WOM) and willingness to pay extra for the VR experience. Inspired by
prior technology acceptance and media theories, we also propose that the beha-
vioural variables are also directly influenced by social factors, such as social
presence. In the subsequent section, we will derive, define and propose specific
constructs and their role in our framework, before empirically testing the model.

2.1 Service Quality and Satisfaction

A recent study, focusing on mobile acceptance, confirmed the link between quality,
satisfaction and the intention to re-use mobile services (Ansari et al. 2013). In fact,

Fig. 1 Proposed model
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numerous studies (Baker and Crompton 2000; Petrick 2004) were conducted in the
tourism context regarding perceived quality and its impacts on tourism businesses
and Chen and Chen (2010) suggested that service quality is the key determinant for
tourists’ perceived quality with a high influence on customer satisfaction.

Therefore, we propose:

H1: Service quality has a positive effect on satisfaction.

2.2 Entertainment and Satisfaction

Theme parks and hedonic experiences go in hand in hand due to the nature of the
business and visitor experience (Balloffet et al. 2014). Psychologically, hedonic
experiences are linked with various positive outcomes, such as pleasure and
reduction of boredom (Close and Kukar-Kinney 2010; Klinger 1971). Therefore,
numerous studies on technology acceptance in general (Venkatesh and Bala 2008;
Venkatesh et al. 2012), but also in related contexts such as AR technologies (Balog
and Primeanu 2010; Olsson et al. 2013) have empirically validated that hedonic
factors drive users’ evaluation of technologies. Wong and Cheung (1999, p. 328)
explored motivations to visit theme parks and confirmed visitors’ “need to enjoy the
adventure and excitement of the rides and the level of importance assigned to the
adventure theme” as one of the key aspects of theme park businesses. This clearly
shows the strong importance of hedonic experiences within the theme park context.
Adding to this, previous studies found that VR creates enjoyable and entertaining
experiences (Jung et al. 2016) and thus, we propose:

H2: Entertainment has a positive effect on satisfaction.

2.3 Social Presence and Behavioural Intentions

The effect of social experiences on behavioural intentions has been well supported
by a long stream of technology adoption literature (e.g. Hsu and Lin 2008; Qin et al.
2011; tom Dieck et al. 2017). Also in the context of VR, social presence plays an
important role within literature (Jung et al. 2016). Within the present study, social
presence can be explained by “whether there is positive interpersonal and emotional
connection between communicators” (Cui et al. 2013, p. 663).

Because the use of a rollercoaster is an incident-based activity (rather than adopting
or buying a new technology), we propose that social factors especially during the
experience matter. Therefore, as studied in the context of VR, social presence plays an
important role within literature (Jung et al. 2016). Within the present study, social
presence can be explained by “whether there is positive interpersonal and emotional
connection between communicators” (Cui et al. 2013, p. 663). People tend to find
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social interactions generally enjoyable. Consumption experiences, such as brand clubs
or communities in the real world or in virtual worlds (e.g. social media) can help
consumers to meet these social needs. Virtual experience, especially while riding a
rollercoaster, does not allow the creation of ‘real’ social relationships, and therefore,
might trigger more a ‘sense of community’. Anyhow, prior research has shown that
evoking the feelings of social interactions can evoke positive feelings. For example,
people perceive a “sense of community” around brands (Bergkvist and Bech-Larsen
2010) or think of some brands in terms of human attributes (Rauschnabel and Ahuvia
2014).We therefore propose that if using a VR rollercoaster triggers social perceptions,
this should lead to a more positive evaluation. Likewise, we also propose a direct effect
on the intentional variables. This is, on the one hand, as technology acceptance theories
widely replicate that social influences in general are related to intentional variables.
On the other hand, prior research has argued that people tend to consume in an
‘instrumental’ effect (Ahuvia 2015). Following this stream of research, people could
be willing to engage in VR rollercoasters because of gratifications from these social
factors, rather a higher and more functional level of ‘satisfaction’. Therefore, we
propose:

H3: Social presence has a positive effect on satisfaction.
H4: Social presence has a positive effect on willingness to pay.
H5: Social presence has a positive effect on word of mouth.

2.4 Satisfaction and Behavioural Intentions

Although it was argued that behavioural intentions or post-purchase intentions are a
result of the satisfaction level of consumers, Fishbein and Manfredo (1992) stated
that social behaviours are affected by consumer intentions and thus, can be pre-
dicted if properly measured. Wang et al. (2004) defined behavioural intentions as
consumers’ decision to revisit or repurchase with the same supplier, as well as
sharing their experiences in their social circles, the concept of WOM.
Harrisson-Walker (2001) argued that since many non-informed consumers heavily
rely on others’ opinions, the process of WOM to tell others about their experience
with the result of influencing potential consumers’ behaviour has become more
important compared to other external marketing strategies. Furthermore, it was
found that high quality perceptions had a positive influence on intended behaviour
(Zeithaml et al. 1996). In addition, Choi et al. (2011, p. 191), using the technology
acceptance model as a theoretical foundation, concluded that “if the users are
satisfied with mobile tour services, the possibility to re-use these services will be
high” which was supported by Chou et al. (2013) who focused on the expectancy
confirmation theory in the mobile application context. Moreover, a research by
Ansari et al. (2013) investigating the value, image, quality, satisfaction and
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behavioural intention, confirmed that satisfaction has strong positive effects on the
intention to re-use mobile value-added services. Adding to this, Luarn and Lin
(2003) and Vranakis et al. (2012) identified that one of the most influencing factors
affecting loyalty in the e-service or mobile context is customer satisfaction.
According to Sun et al. (2013), satisfaction results in returning visitors and higher
profits. However, limited research has tested these relationships within the VR
tourism context. With regards to behavioural intentions, for theme parks, positive
WOM and willingness to pay for services are considered immensely important and
therefore we propose:

H6: Satisfaction has a positive effect on willingness to pay.
H7: Satisfaction has a positive effect on word of mouth.

3 Methods

3.1 Data Collection

The data collection was conducted in one of the major amusement parks in Finland.
Data were gathered from respondents who experienced a VR rollercoaster, using
Samsung Gear VR glasses, between September 23 and October 22, 2016.
Convenience sampling method was used by sending an e-mail invitation to 1575
adult higher education students. Students, who replied to the call for participation in
the study, were informed about the nature of the research project. Thereafter, if they
agreed, participants were given ride tickets, and informed to visit amusement park,
with one friend, any day of their choice. A questionnaire was handed with ride
tickets, and the participants were asked to fill it after the experience. 152 usable
responses of the VR enhanced “milky way” rollercoaster experience were collected.

3.2 Measures

If possible, we adopted existing scales from the literature. Scales were measured
using a 5-point Likert scale. Higher values indicate stronger agreement or more
positive evaluations. All items and references are listed in Table 2. We started our
analyses with an inspection of the factorial structure of the constructs. On a global
level, CFA results show good psychometric properties (Chi2 = 180.0; df = .120;
p < .001; CFI = .960; TLI = .950; SRMR = .048; RMSEA = .062). Similarly, fit
indices on a local level indicated exceeded the recommended thresholds of .5, .7,
and .7 for AVE, C.R. and Cronbach’s alpha. In addition, all factor loading exceeded
.7 and were significant on a p < .001-level. Table 2 shows the measurement items
and the fit measures, and Table 1 presents the correlations.
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Table 1 Correlation

Matrix 1 2 3 4 5

1. Entertainment

2. Quality 0.42

3. Social presence 0.14 0.30

4. Satisfaction 0.80 0.71 0.15

5. Word of moth 0.69 0.62 0.26 0.79

6. Additional payment 0.22 0.27 0.33 0.18 0.35

Table 2 CFA model

Construct and measurement items d CR AVE

Entertainment (Loureiro 2014) .90 .70

The rollercoaster VR experience was amusing .88

The rollercoaster VR experience was entertaining .85

The rollercoaster VR experience was fun .80

The rollercoaster VR experience was captivating .80

Service quality (Yang et al. 2005) .83 .62

How do you perceive your rollercoaster facility quality of the linnunrata
extra

.74

How do you perceive your rollercoaster VR quality of the linnunrata extra 1
2 3 4 5

.78

How do you perceive your overall quality of the Linnunrata extra experience .84

Social presence (Cyr et al. 2007) .84 .64

There was a sense of human contact when I had the rollercoaster VR
experience

.84

There was a sense of sociability when I had the rollercoaster VR experience .80

There was a sense of human warmth when I had the rollercoaster VR
experience

.76

Satisfaction (Quadri-Felitti and Fiore 2013) .88 .71

How do you feel about your overall rollercoaster VR experience?
(1 = dissatisfied…5 = satisfied)

.92

How do you feel about your overall rollercoaster VR experience?
(1 = displeased…5 = pleased)

.78

How do you feel about your overall rollercoaster VR experience?
(1 = frustrated…5 = contended)

.82

Word of mouth (Quadri-Felitti and Fiore 2013) .94 .83

I want to recommend linnanmäki to others after experiencing the linnunrata
eXtra

.94

I am likely to recommend linnanmäki to others after experiencing the
linnunrata eXtra

.93

How likely is it that you would recommend linnunrata eXtra to a friend,
colleague or relative?

.87

Willingness to pay (Bloemer and Odekerken-Schroder 2002) .85 .74

I intend to pay extra entrance fee if this VR experience is included .86

I am willing to pay extra for additional VR experiences .86
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4 Findings

4.1 Hypotheses Testing

In order to test the hypothesized effect, we modelled structural relationships
between the hypothesized model. In addition, we included age and gender as
control variables on the three endogenous variables to parcel out variance from
respondents’ demographic characteristics. We assessed the structural equation
model in Mplus using a maximum likelihood estimator with robust error terms.
Results indicate acceptable levels of fit (Chi2 = 217.84; df = 154; p < .001;
CFI = .958; TLI = .948; SRMR = .059; RMSEA = .057). We will discuss all
effects (standardized beta effects) in detail below and summarize the findings in
Fig. 2. Results show two significant antecedents of satisfaction, namely quality
(b = .488; p < .001) and Entertainment (b = .621; p < .001), supporting H1 and
H2. However, results do not support the hypothesized effect for social presence
(b = −.077; p = .246). Both control variables were insignificant (age: b = .009;
p = .871; gender: b = .024; p = .661). The model explains 84.4% of satisfaction’s
variance (p < .001).

Findings also show that satisfaction is positively related to word of mouth
(b = .779; p < .001) but not on willingness to pay (b = .142; p = .162). This
supports H7 but not H6. Both word of mouth (b = .174; p = .014) and willingness
to pay (b = .323; p = .001) are significantly influenced by social presence, which is
in line with H4 and H5. The model explains 22.2% of the variation of willingness to
pay, and 69.5% of word of mouth. The control variables were insignificant for word
of mouth (age: b = .075; p = .340) but showed that males and older consumers are
more likely to pay extra for the VR experience (age: b = .185; p = .030; gender:
b = −.187; p = .036).

Fig. 2 Summary of the results
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4.2 Robustness Tests

To further assess the robustness of the findings, we re-estimated the model with
different estimators. We also ran the model without control variables. The effects
hold. We also modelled direct effects from entertainment and quality on the
intentional variables; they did not reach significance. In sum, findings from the
robustness tests lead to the conclusion that the reported results are stable.

5 Discussion and Conclusion

The present study incorporates, extends and modifies previous theories which
looked at the relationships between quality, entertainment, social influence, satis-
faction and behavioural intention (Ansari et al. 2013; Chen and Chen 2010;
Rauschnabel and Ro 2015), theorising (at least) three antecedents of visitors’ sat-
isfaction and behavioural intentions to recommend and pay the VR rollercoaster
experience. Despite potential benefits of VR applications for enhancing tourist
experience, previous research in this context is limited and the present study
acknowledges this gap and contributes to the existing pool of knowledge. A number
of findings emerged throughout this study that contribute to the literature on VR in
several ways.

First, we propose a model that explains the emergence and consequences of
users’ level of satisfaction with VR experiences. In addition, the study looks at two
different but crucial outcome variables: word of mouth and willingness to pay for a
VR experience. Results show that word of mouth is mostly driven satisfaction,
whereas satisfaction was shown to be non-significant for visitors’ intention to pay a
for the VR experience. In other words, whether a visitor was satisfied or not did not
relate to his or her intention to pay more for the VR experience or not. However,
this crucial economic variable was significantly impacted by social experiences.

Second, the proposed model finds two antecedents to satisfaction: service quality
and entertainment. In contrast to our hypotheses, social influence does not reach
significance. On the one hand, this is somehow similar to the stream of technology
acceptance literature, where social norms drive intention but not attitude. A similar
effect is observed in this study, where enjoying the VR experience with other
people seems not no drive satisfaction (which is similar to the attitudinal variables
in the technology acceptance literature), but makes people willing to pay more. The
findings also provide several important contributions for managerial practice (Wang
et al. 2009). First of all, the findings provide managers with a solid understanding of
factors that determine visitors’ satisfaction and intentions. Results also show that
relying on customer satisfaction measures alone is not sufficient. In particular,
managers need to be aware that satisfaction can lead to positive word of mouth,
which nowadays can also be documented in ‘social media buzz’ (electronic word of
mouth), which can result in new visitors. However, in order to achieve economic
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benefits among existing visitors by increasing prices for VR experiences, managers
need to stimulate social factors. More research is needed to identify how this can be
done (especially in specific VR contexts).

As any study, this research has some limitations that lead to opportunities for
further research. For example, the current research was conducted in a single
context (one rollercoaster in Finland) and build on a relatively small sample size.
These factor might limit generalisability of the findings, and thus, caution must be
taken when extrapolating the findings to other contexts. For example, the impact on
cultural values could moderate the proposed effects, in a way that people from
individualistic versus collectivists cultures value the social aspects differently. In
addition, especially for managers, characteristics of the VR app and the roller-
coaster that impact the VR experience are crucial. Future research could investigate
how effective combinations of VR apps and rollercoasters look like.

In sum, this study—while being one of the first on VR rollercoaster experiences
—provides insights into the underlying mechanisms how rollercoasters. The find-
ings provide the basis from further groundwork in the intersection of real-word
entertainment and virtual worlds.
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Urban Encounters Reloaded: Towards
a Descriptive Account of Augmented Space

Patrick T. Allen, Ava Fatah gen. Shieck and David Robison

Abstract In this chapter, augmented space is described as the layering of media
technologies onto the physical space of the city. The approach assesses salient
aspects of the experience of space in everyday life, the city and urban space more
generally. The chapter discusses these in relation to the deployment of augmenting
technologies and modes of display associated with augmented reality, new and
digital media: visual or otherwise. Selected work, carried out in relation to culture,
leisure and tourism is assessed. These case studies indicate the potential of aug-
mented reality in areas of a) urban design, b) tourism and heritage, and c) the
promotion of cycling for health and the creation of alternative transport infras-
tructure. The main characteristics of AR and augmented space are presented. This is
followed by a discussion and development of hybrid research tools and applied in
two case studies with a view to providing a potential roadmap for future work in
this area.

Keywords Augmented reality � Augmented space � Ubiquitous and mobile
technologies � Human engagement � Media layer

1 Introduction

Our urban encounters with the digital such as those reported in Fatah et al. (2008),
Allen (2008) and Robison (2012) have gained in their in urgency largely as a con-
sequence of the popularising of ‘real world’ augmented reality applications in gaming
such as Ingress and more recently Pokemon Go (Humphery-Jenner 2016). These
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applications have emphasised the potential for the gamification of real spaces and, like
geocacheing and other activities have moved computer gameplay from the console or
desktop into the open air. As suggested by its title, the overriding intention of this
chapter is to update our current knowledge of urban space and the experience of the
city that we argue has come about as a consequence of these new developments.
Through the lens of the selected work, we will examine the potential integration of
augmented reality into real space as well as some of the consequences of this.

2 The Strange Case of Pokemon Go!

The arrival of Pokemon Go in July 2016 was a ‘wake up call’ for anyone engaged
in academic research into augmented reality, in fact, it was a wake up call for
anyone in the AR industry. It’s immediate popularity overcame all expectations and
whilst the hype died down surprisingly quickly, putting one in mind of Gartner’s
“hype cycle” (Gartner 2016) the sudden spike in interest did, however, give
Nintendo a much needed opportunity to reawaken its sales in merchandising.
Niantic had already had gamers explore the open air with Ingress since November
2012. Pokemon Go’s lack of financial sustainability within this new potential
market for augmented reality gaming was striking: “By mid-September, daily
revenues had fallen from US$16 m per day to US$2 m (excluding the 30% app
store fee) and daily downloads had declined from a peak of 27 million to 700,000”
Humphery-Jenner 2016). The platform raises interesting safety and risk perception
issues. These issues may arise in the need for appropriate warnings about gamer
proximity to nearby hazards or, indeed, other game players. Attempts to rectify
these are evident in the recent release of Pokemon Go Plus, a small piece of
hardware that apparently performs the necessary proximity detection to keep the
gamer safe. But Tassi (2016) writes that this comes with a significant loss of
gameplay and user engagement.

In terms of academic research, the Pokemon Go phenomenon raises some tan-
talizing issues:

• The use of augmented reality in gaming (and the problems associated with this).
• The move of computer games and entertainment media from the desktop and

console into the open air.
• The key importance of gamer location and attachment to place through locative

technologies such as GPS.
• The ‘whole deal’ around the use and design of space into which AR is

introduced.
• The changing of the experience of space to experience of place, whether par-

ticipants are ‘being-in’ or ‘being-out’ of real space and the observation, or
otherwise, of spatial constraints and social norms.

• The dynamic relations between the real and the virtual within AR systems.
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• The pressing need to consider the body and its movements in public space, as a
key component within augmented reality systems.

• Aspects of engagement and gamification in public space through the use of
rewards and similar motivating objects.

At the very least, new standards for delivery and new research methods are
required.

In what follows, we propose a potential research methodology and an overall
argument intended to facilitate a much greater understanding of how augmented
reality can be incorporated into real world applications and real spaces, but with
awareness of the pitfalls and risk perception variables associated with the intro-
duction of Pokemon Go and other ‘AR in the wild’ (Rogers 2011) applications.

Theoretical and conceptual work about augmented space have tended to be
presented from the perspective of the generalised application of a wider range of
ubiquitous and mobile technologies applied to the experience of the city, as in
Manovich’s Poetics (2006). Many urban spaces are already augmented with a wide
range of ubiquitous and mobile technologies, in addition to other forms of media
display, including urban screens, for example and as such can easily be described as
“augmented spaces” (Aurigi 2008).

These accounts (Aurigi 2008; Allen 2008; Fatah et al. 2008), give priority to the
spatial aspects of the design of these spaces and how any intervention, whether as
small scale displays using a handheld device or as large scale media displays, can
be integrated into the environment in which it is situated (Allen 2008; Fatah 2009).
The debate is about this general shift towards augmentation and the human expe-
rience of urban and public space being transformed or disrupted by its introduction.
The extent to which this can be seen as transnational and generalized phenomenon
is also worth discussion.

The brief case study descriptions later in this chapter have the purpose of
developing a theoretical understanding of augmented space alongside discussion of
the practical development of mobile apps. We argue that it is necessary to go
beyond our current understanding of human-computer interaction and related
methodologies to understand technology use in the context of augmented space.
User participation and engagement is a key concern because the existing strategies
used for empirical work in this area may not be enough to cope with both the
complexity of human engagement as well as the global nature of these and other
related media.

The design, development and deployment of augmented reality systems and their
novel forms of display can be evaluated in terms of their facility to create, develop
and promote to particular target groups and audiences. That is to say, the work
presented in this chapter indicates the development of alternative research, ones that
are not necessarily new but that are being applied in different ways to new contexts
and combined into a transdisciplinary research strategy. The methods described in
this chapter are being devised in order to shed some light on both participation and
engagement in the following areas: audience development for museums and gal-
leries and other similar forms of cultural space outdoors, the promotion of cycling,
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the development of sustainable transport infrastructure and the promotion of healthy
lifestyles. These aspects of our empirical strategy are useful additions to our
existing research into the design and use of urban and public space.

3 Some Characteristics of Augmented Space

This section provides a descriptive account of some of the characteristics that are
considered critical to the existence of augmented space. As such, it is an account
that avoids a straightforward definition of augmented space. Similar to the account
of “characteristics of augmented reality” provided by Azuma (1997), where the
survey given there avoided a full technical description of AR. Indeed, given the
variety of technical systems now used in the development of AR, such an account
would be so complex, and, given the general perspective of augmented space
provided in this chapter, such a definition might be rendered meaningless.
Characteristics that are of importance to the work presented here are similar to
Azumi’s previous account of augmented reality and include: the combination of the
real and the virtual, interaction and presentation in real time, and frequent regis-
tering in three dimensions.

As was indicated in the previous section a distinction is made between aug-
mented reality and augmented space. The former of these gives priority to the
architectural, urban and lived in space within which any augmentation takes place.
Previous research on augmented space has tended to focus on the impact of a range
of media technologies onto the experience of urban space and put in the context of
the layering of these technologies (see e.g. Allen 2008, 2009; Robison 2012) and
how they are superimposed onto the built environment including work on analysing
patterns of use associated with the BBC’s Big Screen network in the UK and the
use of mobile gaming as an encouragement tool for social interaction and language
learning when travelling to locations of cultural and historical interest.

3.1 The Site-Specific Nature of Augmented Space

Salient observations that have been generated from a consideration of the charac-
teristics of augmented space in the urban context have been developed over many
years and stem largely from an interest in the widespread use of large scale LCD
displays into the built environment. Here it has already been established that there is
a site-specific and located quality to the medium. It has been argued (Allen 2012)
that there is a “site-specific” (Kwon 2002) quality to the manifestation of these
screens.

McCarthy argued this in relation to the occurrence of smaller scale video dis-
plays and TVs in everyday settings such as shopping malls, in bars etc. (McCarthy
2003). The concept of site specificity was then applied to large scale urban screens
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and it was established that there was quite a powerful located aspect to both the
positioning of the screens and the type of content that was displayed on them, as
well as important specifics of the visual design of content (Allen 2008, 2009). Case
studies on the screen in city centre of Bradford (ibid), for example, showed
important characteristic of augmented space more generally and here it is argued,
also becomes an important characteristic of ‘applied’ augmented in an urban set-
ting. In that instance, the physical location of the screens was key to understanding
their function and use within the city centre; their evolution and institutional
underpinnings (funding, management and curatorial practices); variability of the
local environment; simple physical features such as their height; their proximity to
particular shops and spaces—in the case of Bradford’s screen, adjacent to a major
photography gallery. Anna McCarthy (2003, p. 197) has argued that the relation
between television and its integration into public space, into sites such as cafes,
shops, information displays, travel interchanges, into a wide variety of public areas
and into the built environment in more general, is a site specific relation.

Much research has already taken place in relation to the use of “pervasive
technology” and its relations to the design and use of space in the urban context
(Fatah et al. 2008) and, more importantly, the new forms of interaction that these
“digital flows” can facilitate. All of the research indicated here has attempted to
integrate an interest in the use of a range of display technologies, whether large or
small scale, with an interest in understanding salient aspects of the design of the built
environment and the way that they are used by inhabitants of the city. In this section,
therefore, the overriding question is whether AR can be placed within the wider
context of the debate concerning augmented space. Is AR destined to become yet
another layer to add to an already complex set of technologies and systems that
persistently confront inhabitants of the city? This style of approach has already been
applied to forms of augmented space through the application of Space Syntax as
methodology. “Space Syntax analyses cities as systems of space created by physical
artefacts of architecture and urban design” (Fatah et al.2008, p. 4). The tendency in
this research is to focus on specific spatial characteristics of a given location and how
those digital flows impact upon the space and forms of interaction. This is precisely
the methodology to be used in order to understand the use of AR in urban space.

This focus on space and the deployment of pervasive systems into spaces in the
city has emphasised a very important relation and this is proximity and the spatial
relations that are established between devices and, therefore, between users of the
technology, as well as other objects that might be present within the environment
that can be detected digitally. “Knowing people’s ‘Bluetooth trails’ can help us
identify the direction of the movement of a particular device”. Giving rise to a
potential understanding of, so called “digital attractors” (Fatah et al. 2008, p. 11).

Proxemic relation as indicated in the above can be reflected in a representational
and semiotic context in the sense that the closer that an element is in spatial terms to
another, say if this were to people in proximity both holding devices, the likelier
they are to be seen as in a relation. They are connected in some way purely by their
proximity to one another. It is here that the spatial properties of both the medium
but also the surroundings within which consumption or reception takes place and
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both are bound up with forms of social action. This notion of proxemics, first
developed by Hall (1966) and later applied to social semiotics and the multimodal
properties of texts, Hodge and Kress (1988) and has found more recent articulation
in the analysis of urban space, O’Toole (2004), Alias (2004) and our own work.
The application of proxemics and proxemic coding might prove to be fruitful to the
integration of augmented reality to urban space in the sense that there are social
meanings, perceptions and consequences that are generated or triggered by prox-
imity. Indeed, when applied to some of the spatial and interactive issues associated
with Pokemon Go it is noteworthy that it is proximity and the need for additional
proximity detection devices that has become a potential, if temporary, solution.
Furthermore, the focus on proximity, is on the proximity of one device to another,
or the implicit proxemic relations that arise from this. Here again, the emphasis is
on the embodied characteristics of AR and augmented space in more general.

3.2 Margins of the Body: Augmented Space
and Embodiment

The site specific nature of augmented space gives rise to another important char-
acteristic and this is the phenomenon of embodiment (Hansen 2004; Massumi
2002; Allen 2012). It is also a key characteristic that can be applied directly to the
understanding of augmented reality. The body itself acts as an interface between the
human sensory system and any digital or virtual objects that might be projected into
the space inhabited by the user (Fatah 2016).

Emphasising the embodied characteristics of augmented space and augmented
reality would, in addition to proxemic relations, seem central to developing an
understanding of participation and engagement, or to be more specific about this,
there is a pressing need for the development of a theory that has affective reactions
—how the body feels or is moved—that are implicit in the relation of the body to its
surroundings. Such an approach would have the fascinating consequence of
attaching the body to its surroundings, where the deployment of augmented reality
can been see to “expand the body’s margin of indetermination” (Hansen 2004,
p. 7). This style of argument has it that the body is at the very centre of interaction,
as the “centre of indetermination” (ibid.), the central component in engagement
with its surroundings. In sensory or affective terms, the body’s relation to the world
around it is simultaneously extended and indistinct through forms of augmentation.
Thus, technology and, in particular systems such as augmented reality can be seen
to be critical tools that can extend the margin between the body and the world
(Kirsh 2013). It is important, therefore, to establish the “framing function” (Hansen
2004, pp. 84–87) of the body introduced above, as a characteristic of augmented
space, whereby the position and location of the body in space is fundamental to our
understanding of the medium and the technology used to deliver virtual objects into
real spaces.
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The body is always located in real space-time. This is the case even when the
body is engaging with content, virtual objects that are generated from outside of the
physical location or projected into it. The body in many discourses, modes of
representation, and especially those generated across visual, spatial and tactile
modalities, is already and always going to be the ultimate frame for information.
This property has another important consequence, it “leads to considering how only
a blurred distinction seems to exist between space and information, as elements of
space increasingly are powerful conveyors of information—materialized into them
—becomes more spatially related” (Aurigi 2008, p. 5). To put this into a more
phenomenological context, there is a blurred distinction between the body and the
world, and, as in Mark Hansen’s terms, we increasingly see “technology as a means
of expanding the body’s “margin of indetermination” (Hansen 2004, p. 10).
Furthermore, that proximity, in the way that it was presented earlier as a distinct
issue within augmented space, we see the relation of closeness and distance (Hodge
and Kress 1988) and its corollary, occur as central to the experience of augmented
pace and in a way that emphasise the affective relations between participants and
the media or virtual objects that they interact with. Therefore, one of the most
critical questions to come out of this brief discussion of embodiment rests on where
to locate the body within augmented space. The body itself acts as an interface both
on a sensory level in terms of its reception of information from the environment and
in terms of how it receives information from devices and displays in an urban
environment. Featherstone stresses the “importance of the body as a framer of
information and this has become more urgent with digitized media” (Featherstone
2006, p. 2). In fact, the argument seem to have become even more urgent with the
deployment of aspects of augmented reality and its use within real open and urban
spaces. The framing function of the body, therefore, is key to a more general
understanding of human engagement with a whole range of types of new media and
is implicit is the case studies that follow.

4 Two Case Studies: A Descriptive Account

This section provides a descriptive account of two interventions into urban space
using aspects of AR and conforming very much into our general understanding of
augmented space. Both of the case studies are arenas where both practical strategies
The Leytonstone Arts Trail was created as part of a collaboration between The
Bartlett, UCL and Holition Ltd entitled “Augmented Urban Reality”. It exemplifies
many of the characteristics that have been discussed so far in this chapter. First, the
trail is an attempt to use augmented reality as part of an integrated set of screen
based activities engaged in participants of an arts trail. One important feature is the
use of tablets that superimpose an avatar into the space, guide participants through
the streets and assist in the finding of objects and other screen based activities that
are an integral part of the trail.
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One striking feature of this application is the amount of mobility that it affords
participants. Positioning of participants has been successful as has the mapping of
GPS data to handheld tablets and to virtual objects on screen, the avatar in par-
ticular. As such this experience is very much a location based affair and to this
effect it most definitely conforms to the characteristics of “site-specificity” as set out
the previous section. In addition, in the terms that there are a variety of ways that an
experience such as this can be explained using concepts of “embodiment” and
framing, not least in terms of the mobility of the body within urban space and the
relation set up between the body of the participant, and the virtual actions and
reactions of the avatar. Entry points, for example, are a key aspect of the framing of
the experience and the proxemic relations that occur as a consequence of this. These
case studies are also situations where empirical strategies and specific research
agenda can themselves be tested. We ask, to what extent, in the examples that
follow, are these interventions located and therefore, site specific. In addition, we
need to establish the extent to which the experiences of these space and the
interaction with technology and the virtual, are embodied. As argued in the previous
section, how are the spatial properties and proxemic relations being managed,
whether socially and forms of cultural convention, or through the use of locative
technologies such as Bluetooth, GPS or other proprietary technology. A further,
leading question is related to how active participation to author AR experiences can
be facilitated and to what extent is public led co-creation of AR content used to
support agency and thus promote authentic forms of engagement?

4.1 Augmented Urban Reality: The Leytonstone Arts Trail

In the AR View one has the choice to enable or disable a 2D map overlay, reg-
istered to the ‘real’ visualized world. The AR view uses a walking 3D digital
character or avatar to guide the user in the exact direction of the selected venue,
following the pre-planned route. The avatar responds to the body’ movements,
altering its pose, speed and animation based on the user’s movement and proximity
to the destination. The aim is to create new spatial and social narratives and engage
people with invisible aspects of their environment through the animated character’s
movement and behaviour (Fig. 1).

During the Leytonstone Arts Trail more than 130 people downloaded the app
and used it as a medium to access more content from the event. During 4 days the
researchers engaged with passers-by, introduced the project, and helped them
installing the app to their devices. Twenty eight questionnaires were gathered from
people that were using the app who gave feedback about the different features, such
as the User Interface, the AR navigation and sharing pictures with a Live Gallery.
A key element here is the potential for people to share aspects of their experience
through the live gallery online which also is on display on a situated urban screen
on the Leytonstone High Street and to generate their own narratives associated with
the experience.
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Based on feedback received from participants we identified the following
aspects:

• Movement and the urban scale: The speed of the digital character influences the
user experience and its rhythm. Some users adapted their pace to match that of
the digital character. Varying speed could in future be explored, such that the
digital character moves and adapts smoothly to the user. Although the digital
character is aligned and integrated in the real environment, digital cues could be
introduced on the AR view to give a more realistic idea about the exact scale of
the digital character and the real distance between both the digital one and the
user.

• Hybrid space: As the digital character moves through an urban space it can
trigger things of the digital world that are invisible on the real world. Here, it
works as a link between the physical and the digital world, and is constantly
calling the user’s attention to relevant things and information in the
environment.

• Multimodal interactions: Some users said it would be interesting to have dif-
ferent animations, audio cues or immediately changing to different modes of
display. With regards to the mobile devices used, some tablet users said that
they would prefer a lighter, more discreet and portable device like a mobile
phone instead of a heavy and attractive tablet, in particular because of handling
and safety issues.

Fig. 1 Augmented urban space: the leytonstone arts trail, london
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• Awareness of the actual environment: This seems to be a very important aspect.
Possible risk might not be noticed, such as when crossing a road. The digital
character could give a warning or a hint on the screen when getting closer to
cross the road.

One key element of this experience is the orientation: contrary to the conven-
tional 2D maps, where a user might feel lost if he or she doesn’t know the area or
has difficulty orienting, the immersive 3D mediated experience supports natural
navigation “it shows me buildings around me… it takes me into a place where I’m
very oriented”; “it was a brand new way of navigation to me… there was a
restaurant, and without the app I would never thought of entering”.

Three crucial moments of interaction were identified during the navigation
experience. The first moment is related with initial interaction and engagement with
the experience, the point where the user might not know that a digital character will
guide him or her. The second moment is during the entire route and the third
moment is when the user reaches the destination. In addition, there are important
issues around when the user engages with the avatar, further ways of engaging with
the avatar could be explored, especially during the first moments of engagement
because there are times when users started their navigation of the route but were
looking in the opposite direction. Entry points are a key element of this and have
been explored elsewhere in relation to static 2D interaction but could easily be
applied to real-world 3D interactions. When reorientation of the device is required,
there needs to be some system for making the user aware of this at these critical
moments and entry points. During the second moment, adding further personalised
features to the interaction especially to the avatar, where they might be spoken to
directly with personalised data, thus drawing the user’s attention to information
about the surrounding area and relevant places to visit. Some participants expressed
a desire to customise the avatar. The last moments of the trail could be explored
with a different animation of the avatar, adding audio or changing to a different
mode of display. In addition, many participants expressed a desire to still be able to
refer to a 2D map as part of the display and providing an unrestricted view of the
surrounding area and much in that same way as with the traditional printed map that
was a central part of previous ways of presenting the Arts Trail to participants.

In summary, the approach to AR offered within the Leytonstone Arts Trail
offered a digital platform that facilitates various urban encounters and ways that
participants could engage with both virtual and real world content. This is part of
ongoing work that addresses highlights participant’s engagement and strategies for
orienting participants to key parts of the experience of an Arts Trail. More gener-
ally, as part a longer term research strategy issues of navigation, wayfinding and
facilitating meaningful connections between participants and the built environment
and how this can be enriched with digitally augmented spatial and social narratives.
The argument at this point is that there are many opportunities available, such as the
one described in the case study above, whereby AR and augmented space can
intensify a participant’s sense of place.
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4.2 Cycling Go!

Cycling Go! combines playing a computer game with riding a bike. If an analogy
were needed, imagine Super Mario Kart meets Strava meets Pokémon Go! It may
sounds engaging, but perhaps a little dangerous? The point, however, is the
opposite, this game is proposed as a means to make cycling safer and to support
local sustainable travel initiatives. The spatial, pleasurable sensation you get when
riding a bike, even at a moderate, non-risky pace, is already more immersive than
playing a sit-down screen-based game, simply because it’s real and it is embodied.
In addition, the intention to augment cycling in this manner would, in our view,
take social gaming to an entirely new level, and would certainly take the current
gaming environments indicated by the like of Ingress and Pokemon Go to another
level in terms of both user engagement and participation in the outdoors. This is
aside from any additional benefit gained from other social and cultural benefits
associated from cycling and the development of alternative transport infrastructures.

Cycling Go! (see Fig. 2) specifically aims to increase the take-up of cycling (as
an alternative to car travel for distances under five miles) but with a strategic initial

Fig. 2 Initial concept sketch showing objects that can be ‘collected’ by the cyclists on off-road
route sections. (Drawing courtesy of Tom Martyn)
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focus on usage of key routes, already built at great expense and in the face of
challenging circumstances. These routes have been designated by cycling groups,
travel planners, Sustrans and the project’s’ supporters, CityConnect as key to the
Bradford District’s 2016–2020 cycling strategy.

A game framework is currently in the planning stages, whereby, content and user
administration structures are being created that allows multiple routes, stories and
levels (in any city) to be added by others without a high level of technical
knowledge. Behind this are two fully working story missions, aimed at key target
groups for the take-up of cycling with institutional support from local cycling
campaigns groups and the local authority and university (University of Bradford
and Bradford Metropolitan District Council) providing a base for user engagement
(staff, students and local inhabitants) in addition to the development of targeted
research initiatives and infrastructure projects. In this sense design and innovation is
quite straightforward as, in the first instance, it ‘piggybacks’ on both the hype and
the more substantive potentials from AR and gamification, such as Pokemon Go!
As well as the use of fitness and mapping apps and combines these in order to
develop strategies for engagement and the encouragement cycling within urban
space.

The major strength of this style approach and the motivation for integrating
aspects of AR into this form of engagement with urban space, through the creation
of a cycling app, is not just about the testing and further development of the core
technology, the real strength of this and associated project lies in its ability to
engage with its target audience in meaningful ways. Pokemon Go! Could in fact be
played on a bike but this was certainly not what the designers had in mind when
creating it. Indeed, it actually ceases to function once the rider goes beyond a
certain speed (because the current system determines that you are a car) and trying
to catch a Pokemon, using two fingers to interact with the screen and aim whilst
cycling is frankly very dangerous.

Features of the game in the current prototyping phase are as follows: Adventure
story introduction and mission objectives built into journey; Collect virtual items
for points (e.g. stars and mushrooms); Position checkpoints on the route (gain
points for passing regularly); Upload/add media features for players; Share
achievements and play via Facebook and Twitter leaderboards; Team play: compete
against another workplace, school, class or group; Unlock cultural
interest/engagement points (and visit stops); Safety bonus points and messages;
Ghost mode—compete with follow a fellow cyclist or ‘cycle ghost’ (previous
cyclist who has used the route); Link to Strava routes; Report route issues pot-holes
and obstacles to local authority; Allow tracking of cyclists by app administrators;
Open source add-level functionality available via GitHub and others; Cycling
“Treeple” (special game story characters) to interact with enroute (Fig. 3).
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5 Conclusion

There are both technical and social aspects to both of the characteristics of aug-
mented space as discussed earlier and both have been highlighted in the descriptive
account given in the case studies. In terms of methodology, a mixed, transdisci-
plinary approach is critical to developing an understanding both the transformative
and disruptive potential of these spaces. Such spaces are ultimately, forms of
“multimodal text” (Allen 2008) and the multifaceted nature of these spaces needs to
be taken into account at the outset, not just in terms of their potential to accom-
modate for, or become platforms for the delivery multimodal content, but much
more than this. The spaces themselves, as stated, are forms of multimodal text that
integrates and combine multimodal properties in and of themselves. This is evi-
denced, for example, in the need to understand the proxemic relations that occur as
a consequence of the application of AR into real public space. Proximity and the
spatial as well as social meanings that arise from this most basic characteristic of
augmented space is a multimodal principle par excellence. These characteristics,
therefore, require a transdisciplinary approach to research from the outset and an
approach that prioritises space and its use.

Both case studies have also exemplified important aspects of AR and its impact
on the experience of real public space. As a consequence of these initial investi-
gations we continue to advocate a perspective that integrates AR into a wider set of
consideration and as part of a more general approach to urban and architectural

Fig. 3 Early concept sketch of ‘Treeple’ game characters and stats. (Drawing courtesy of Tom
Martyn)
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spaces that have a range of media technologies superimposed onto them (Julier
et al. 2016; Fatah et al. 2010). What, for some years now, we have labelled
“augmented space”. In addition, prioritising the spatial aspects of the design of
augmented space has yielded some useful insights into how we are to conceptualise
these spaces and not least the need to drive our understanding and the research that
informs this by asking the extent to which such spaces are both site-specific and
embodied. To put this another way, an understanding of the variable nature of the
space in which augmentation occurs is critical. So too is how the body both relates
to the space around it as well as how embodiment, as a set of theoretical concerns,
can and should, be used to explain important aspect of interaction and engagement.
In addition, and this is most striking, there is an important quality in both AR and
augmented space where there is the potential to provide an enhanced a sense of
place and this can be achieved by bringing participants to a greater attachment to
location rather than dissociating participants from their surroundings as is so often
assumed.

Further work in this regard is planned using many of the principles set out in this
chapter and, at the time of writing, projects with both regional and global organi-
sations in the museum sector, namely The Bronte Parsonage Museum, West
Yorkshire and Regency House Museum, Brighton, are being scoped out as part of
more general strategies for audience development and public engagement in the
tourism and leisure sectors. We have argued that there is a pressing need to go
beyond the use of tools most commonly associated with Human Computer
Interaction in investigating the use of AR systems in public space. Indeed, some of
the methodological distinctions made in this chapter are specifically intended to do
this. For example, how can active participation to author AR experiences be
facilitated and to what extent is public led co-creation of AR content used to support
agency and thus promote authentic forms of engagement? This is where our work
will lead us. That is, to a more nuanced and deeper understanding of human
engagement with AR systems and augmented space in more general.

References

Alias (2004). “A semiotic study of Singapore’s Orchard Road and Marriot Hotel”, in O’Halleran
(ed.), Multimodal discourse analysis. Continuum.

Allen, P. (2008). “Framing, Navigation and the Body in Augmented Public Spaces”, Aurigi (ed.),
Augmented urban spaces. Ashgate Press: London.

Allen, P. (2009). “Place and Locality in Augmented Public Space”: A case study on the
site-specific nature of urban screens, Proceedings of the IEEE, Cyberworlds 20, E09.

Allen, P. (2012). “Framing the Media Architectural Body”. Proceedings of the ACM. Media
Architecture Biennale: Aarhus.

Aurigi, A. (Ed.). (2008). Augmented Urban Spaces. London: Ashgate Press.
Azuma, R. (1997). “A Survey of Augmented Reality”, Presence: Teleoperators and virtual

environments, 6(4), 355–385.

272 P.T. Allen et al.



Fatah, A. (2009). “Towards an Integrated Architectural Media Space: The Urban Screen as a
Socialising Platform”, In S. McQuire, M. Martin, and S. Niederer. (eds.), Urban screens
reader, Institute of Network Cultures: Amsterdam.

Fatah, A Penn, A and O’Neill, E (2008). “Mapping, sensing and visualising the digital co-presence
in the public arena” In Timmermans, H and de, VB, (eds.), Design & decision support systems
in architecture and urban planning. (pp. 38–58). TU/e: Leende.

Fatah gen. Schieck, A. (2016). Living architecture: Currencies between architectural project
pedagogy and Time-based media performance. aae 2016 Research Based Education. Bartlett
School of Architecture.

Fatah gen. Schieck, A, O’Neill, E and Kataras, P (2010). “Exploring Embodied Mediated
Performative Interactions in Urban Space”, UbiComp’10, September pp. 26–29, 2010,
Copenhagen, Denmark. ACM 978–1-60558-843-8/10/09.

Featherstone, M. (2006). Body Image/Body without image, Theory, Culture and Society, number
23, SAGE.

Gartner (2016). 3 Trends appear in the gartner hype cycle of emerging technologies, 2016. http://
www.gartner.com/smarterwithgartner/3-trends-appear-in-the-gartner-hype-cycle-for-emerging-
technologies-2016/. Accessed 20. March 2017.

Hall, E. (1966). The hidden dimension. US: Random House.
Hansen, M (2004). New Philosophy for New Media, MIT Press.
Hodge, R., & Kress, G. (1988). Social Semiotics. Cambridge: Polity.
Humphery-Jenner, M. (2016). “What went wrong with Pokemon Go? Three lessons from

plummeting numbers”. https://theconversation.com/what-went-wrong-with-pokemon-go-three-
lessons-from-its-plummeting-player-numbers-67135. Accessed 18. Oct. 2016.

Julier, S., Fatah gen. Schieck, A., Blume, P., Moutinho, A., Koutsolampros, P., Javornik, A.,
Kostopoulou, E. (2016). VisAge: Augmented reality for heritage. PerDis 2015, Oulu, Finland.

Kirsh, D. (2013). Embodied cognition and the magical future of interaction design. ACM Trans.
Computer-Human Interaction 20 (1)

Massumi, B. (2002). Parables of the virtual. Durham and London: Duke University Press.
Kwon, M. (2002). One place after another: Site-specific art and locational identity, MIT Press.
Manovich, L. (2006). The poetics of augmented space. Visual Communication Journal, SAGE, 5

(2), 219–240.
McCarthy, A. (2003). Ambient television: Visual culture and public space. Durham and London:

Duke University Press.
O’Toole, M (2004). “Opera Ludentes: The Sydney Opera House at work and play” In O’Halleran

(eds.), Multimodal discourse analysis. Continuum.
Robison, D. (2012). “Learning on Location with Ami: The Potentials and Dangers of Mobile

Gaming for Language Learning”, In Left to my own devices: Learner autonomy and
mobile-assisted language learning (pp 67–88). BRILL.

Rogers, Y. (2011). Interaction design gone wild: Striving for Wild Theory. Interactions, 18(4),
58–62.

Tassi, P. (2016). “What Mystery ‘Pokémon GO’ Device Is Nintendo Making Now?”, https://www.
forbes.com/sites/insertcoin/2017/02/03/what-mystery-pokemon-go-device-is-nintendo-
making-now/#4840872a15ea. Accessed 03. Febr. 2017.

The Hollywood Reporter (2016). http://www.hollywoodreporter.com/lists/pokemon-go-guide-
game-tips-real-life-hazards-910304/item/players-lured-by-armed-robbers-910332. Accessed
07. Dec. 2016.

Urban Encounters Reloaded: Towards a Descriptive Account … 273

http://www.gartner.com/smarterwithgartner/3-trends-appear-in-the-gartner-hype-cycle-for-emerging-technologies-2016/
http://www.gartner.com/smarterwithgartner/3-trends-appear-in-the-gartner-hype-cycle-for-emerging-technologies-2016/
http://www.gartner.com/smarterwithgartner/3-trends-appear-in-the-gartner-hype-cycle-for-emerging-technologies-2016/
https://theconversation.com/what-went-wrong-with-pokemon-go-three-lessons-from-its-plummeting-player-numbers-67135
https://theconversation.com/what-went-wrong-with-pokemon-go-three-lessons-from-its-plummeting-player-numbers-67135
https://www.forbes.com/sites/insertcoin/2017/02/03/what-mystery-pokemon-go-device-is-nintendo-making-now/#4840872a15ea
https://www.forbes.com/sites/insertcoin/2017/02/03/what-mystery-pokemon-go-device-is-nintendo-making-now/#4840872a15ea
https://www.forbes.com/sites/insertcoin/2017/02/03/what-mystery-pokemon-go-device-is-nintendo-making-now/#4840872a15ea
http://www.hollywoodreporter.com/lists/pokemon-go-guide-game-tips-real-life-hazards-910304/item/players-lured-by-armed-robbers-910332
http://www.hollywoodreporter.com/lists/pokemon-go-guide-game-tips-real-life-hazards-910304/item/players-lured-by-armed-robbers-910332


Part IV
Augmented and Virtual Reality

in Healthcare and Defence



Blending the Best of the Real with the Best
of the Virtual: Mixed Reality Case Studies
in Healthcare and Defence

Robert J. Stone

Abstract The resurgence of interest in the fields of Virtual, Augmented and, more
recently, Mixed Reality (VR, AR and MxR) is—as was first witnessed in the 1990s
—demonstrating the challenges and pitfalls facing interactive systems developers
and adopters when confronted with a myriad of potential “high-tech” solutions from
an increasingly saturated product marketplace. Adding to the confusion is the
increase in appearance of regular online news features and commentaries claiming,
for example, that AR is, or will be “superior” in some way to VR (and vice versa),
or that MxR will outperform both. Yet, despite this confused state of affairs, there
has, over the past two to three decades, been a growing body of evidence con-
firming that the disciplines of Human Factors (HF) or Human-Centred Design have
an indispensable role to play in the choice and subsequent exploitation of these
technologies for a wide range of real-world applications. This paper sets out to
emphasise the importance of adopting HF techniques and knowledge when
developing VR, AR and MxR, and presents a number of relevant MxR case studies
in defence and healthcare to support the key premises presented.

Keywords Mixed reality � Defence � Healthcare � Simulation-Based training �
Human factors

1 Introduction

It cannot have gone unnoticed that, over the past five years or so, there has been a
significant flurry of activity across the globe relating to the “re-birth” of Virtual
Reality (VR). At defence, aerospace, automotive and creative media conferences and
exhibitions, and on technology-focused Internet sites, the future of human-computer
interaction, it is claimed by many, will be driven by the availability and affordability
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of sophisticated, (often outlandish) wearable devices and advanced human interface
technologies, all allegedly capable of “immersing” end users—be they gamers or
developers of “serious” industrial applications—into believable computer-generated
synthetic environments.

Whilst the hype and unsubstantiated claims of vendors of VR technologies need
to be treated with considerable caution, it is important to realise that there have been
many world-wide initiatives that have demonstrated the potential of VR, either as a
credible technology in its own right, or as part of a blended solution with other
forms of media, to deliver affordable training and visualisation solutions to many
end user groups and organisations. In the domain of defence training, for example,
projects undertaken during the UK’s Human Factors Integration Defence
Technology Centre (HFI DTC) programme (2003–2012; Barrett et al. 2006)
delivered many important concept capability demonstrators based on commercial
off-the-shelf (COTS) VR hardware and software technologies. These demonstrators
included submarine spatial awareness training (SubSafe; e.g. Stone et al. 2009),
pre-deployment counter-improvised explosive device awareness (Stone 2012),
subsea mine countermeasures detection and reporting (Stone et al. 2016) and a
remote driving and manipulation skills trainer for the UK’s CUTLASS bomb dis-
posal system (Fig. 1; Stone 2012).

Fig. 1 CUTLASS Bomb disposal system (left) and remote skills training simulator (right)
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The VR projects undertaken during the HFI DTC programme also demonstrated
that, despite the many claims and examples of “immediately available” innovative
training systems one sees at defence exhibitions and in Internet postings, any novel
training solution should always be subjected to a rigorous Human Factors (HF) or
Human-Centred Design (HCD) treatment during the system development process
(e.g. ISO 2010), including a strong stakeholder engagement (particularly during
early periods of training observation and briefings and, later, in the evaluation of
prototype test beds).

1.1 From VR to AR and MxR

Despite its prominent historical role in the ever-expanding timeline of interactive
technologies, VR is not, of course, the only (predominantly but not exclusively)
visual computing technique to experience extensive global interest of late.
Augmented Reality has many parallels with its VR counterpart (especially in terms
of the display and data input hardware exploited during real-time interaction, and
the sources of data used to generate the virtual content). However, unlike VR, AR
scenes are typically presented in the form of virtual objects and behaviours (and,
indeed, other forms of media, including video) that attempt to augment the
real-world scene and provide additional information to the end user. AR relies on
dedicated software tools and location recognition techniques in order to register
virtual objects accurately with the real-world views, and there are a number of
techniques for achieving this (including the use of fiducial markers, computer vision
and methods based on user location detection via Global Positioning Systems GPS).

Another variation on the theme of VR, and one that is, at the time of writing,
attracting a strong and growing international following, is Mixed Reality (or MxR).
MxR is a form of AR, but, rather than superimposing computer-generated material
onto real-time images of the world, MxR attempts to exploit the existence of
real-world objects in order to enhance the believability, and indeed usability, of
those computer-generated or virtual elements, which are typically “projected” onto
(sometimes described as “anchored to”) specific objects using AR-like techniques.
MxR anchor objects can be as advanced as deactivated items of equipment or
machinery, even complete rooms or temporarily-erected enclosures. Alternatively,
they can be as basic as boxes, wall- and ceiling-mounted frames, or tables. The
table-centric set-up shown in Fig. 2, for instance, depicts an MxR concept for a
system supervision and surveillance station for the Mayflower Autonomous Ship
project, scheduled to undertake a transatlantic crossing in 2020 as part of the
400-year anniversary of the original Mayflower sailing in 1620 (http://www.
telegraph.co.uk/science/2016/12/28/mayflower-set-sail-400-years-pilgrim-fathers-
landed-america/ [03 January 2017]). On an even smaller scale, familiar objects,
from inert interactive devices (mice, keyboards, steering wheels, etc.) to 3D-printed
“tangible” shapes—controls, wands, simple cylinders and cuboids—can be used to
enhance real-time user interaction in an MxR environment. One very important
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feature of MxR environments is that, by virtue of their exploitation of physical
objects in the real world, they can help overcome technological limitations by
providing of credible haptic feedback experiences for VR and AR users.

As is the case with AR, an effective MxR environment requires careful con-
sideration and implementation of the method by which the location and orientation
of the end user’s body, head and hands, not to mention the real-world objects with
which s/he is interacting, are spatially registered and tracked in real time. Also, as
the success of an MxR implementation depends upon providing an intuitive degree
of freedom of movement for the end user—from whole-body postural changes to
head and arm movements crucial for detailed scene interpretation and interaction—
the use of wearable technologies, especially head-mounted displays (HMDs),
becomes an important consideration. However, as is the case for both VR and AR,
the use of such wearable technologies must be considered carefully, from both a
technical and HF perspective, paying attention to the inevitable compromises to
interaction they impose and the health and safety implications that typically
accompany them.

2 The Importance of Human-Centred Design

The success of projects involving the exploitation of novel interactive technologies,
especially in the rapidly evolving domains of VR, AR and MxR, depends upon a
wide range of factors, not least important of which is the need for close participatory
involvement on the part of stakeholders and end users, and a strong underpinning
HCD theme, ensuring that the hardware and software technologies selected deliver
usable and meaningful training experiences. In particular, for all projects in the
interactive technology domain, the author and his team follow the guidelines laid
down in International Standard ISO 9241, Ergonomics of Human-System
Interaction, in particular Part 210: Human-Centred Design for Interactive
Systems (ISO 2010). Whilst not specifically written for the VR/AR/MxR domain,

Fig. 2 MxR Command table concept for the Mayflower Autonomous Ship
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Part 210 presents a range of guiding principles, each of which has relevance to the
development of interactive technology projects. They include the importance of
gaining an early understanding of end users’ tasks and their contexts of use, for
example via observations and briefings, and the involvement of all “stakeholders”
in regular technology evaluations, throughout the entire lifecycle of the system
under development.

Experience has also shown that early engagement with all stakeholders in a wide
range of simulation-based training applications is an essential component of the
system design and interactive technology selection process. Observation of the
interplay between trainees, instructors and their place of training is crucial to the
definition of appropriate levels of fidelity within the simulation, which are then used
to describe the extent to which a VR, AR or MxR simulation represents the real
world, including natural and man-made environments, systems and, increasingly,
the inclusion of participants or agents. There are two important variations on the
theme of fidelity. Physical fidelity (or “engineering fidelity”, after Miller (1954))
relates to how virtual environments and their component objects, including inter-
face hardware elements, mimic the appearance and operation of their real-world
counterparts (Stone 2012). In contrast, psychological fidelity is the degree to which
simulated tasks reproduce behaviours that are required for the actual, real-world
target application. Psychological fidelity has also been more closely associated with
positive transfer of training than physical fidelity and relates to how skills and/or
knowledge acquired during the use of the simulation—attention, reaction times,
decision-making, memory, multi-tasking capabilities—manifest themselves in
real-world or real operational settings.

3 Mixed Reality Case Studies

There now follows a small selection of early and recent projects from the domains
of healthcare and defence, each resulting in an MxR implementation following the
undertaking of early HF observations and related HCD activities.

3.1 Early Mixed Reality Examples I—Surgical Skills
Training

One of the earliest examples of an MxR solution for training, MISTVR, evolved
from a project sponsored in 1994 by the UK’s Wolfson Foundation and Department
of Health. The overarching aim of this research was to assess the potential of
emerging VR technologies to deliver cost-effective training for future surgeons. In
collaboration with clinical subject matter experts, a series of observational HF
analyses were undertaken during surgical procedures, each of which were used to
isolate eight key task sequences common to a wide range of laparoscopic
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cholecystectomy (gall bladder removal) and gynaecological interventions (Stone
2011, 2016). The analyses also helped to define how those sequences would be
modified or constrained by such factors as the type of instrument used, the need for
object or tissue transfer between instruments, the need for extra surgical assistance,
and so on. As a result of these early analyses, it was decided that MISTVR’s virtual
content should be designed to foster—and objectively assess—laparoscopic skills.
This, it was further concluded, would be achieved not by training on realistic
human body representations (with which the trainee was already familiar, not to
mention the fact that such high-fidelity simulations were unachievable given the
technology of that time), but on carefully selected task ‘primitives’, abstracted from
the theatre observations (including simple spheres, blocks, cylinders and wireframe
task volumes of low ‘physical’ fidelity). In addition, and moving more into the
realm of Mixed Reality (MxR), it was recommended that interaction with the
abstracted visual elements of MISTVR should be achieved using a physical,
electronically-tracked laparoscopic instrument module, as shown in Fig. 3.

3.2 Early Mixed Reality Examples II—Military Part-Task
Training

Two further studies that are directly relevant to the earlier summary of fidelity in
VR, AR and MxR systems design, and to the importance of exploiting HF
knowledge and techniques, concern the development of the first Royal Navy
Close-Range Weapons Simulators installed at the land training base of HMS
Collingwood (Stone and Rees 2002; Stone 2012, Case Study 6) and the Helicopter

Fig. 3 MISTVR surgical
trainer
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Voice Marshalling (HVM) Simulators, installed at RAF Shawbury and Valley
(Stone and McDonagh 2002; Stone 2012, Case Study 21).

The Close-Range Weapons Simulators (CRWS) project provides a good
example of how real equipment—in this case deactivated weapons removed from
the original shore-based training establishment of HMS Cambridge—were used to
augment the VR experience. Observations of training procedures at HMS
Cambridge drove the choice of a head-tracked HMD-based solution for the VR
system, based on the interactions of gunners with their weapons and other ship-
board personnel. However, the techniques by which the weapons were physically
moved during operation dictated that an MxR training solution was essential. To
operate the 20 mm cannon, the gunner is strapped into the shoulder rests and uses
his full body weight in order to move the weapon in azimuth and elevation. For the
30 mm cannon, the gunner sits within a small open cabin and operates the azimuth,
elevation and firing functions of the weapon via a small control panel. These
features also drove the choice of a partially face-enclosing HMD, the Kaiser XL-50,
which, at the time, afforded a degree of unobscured real-world peripheral vision to
the wearer (Fig. 4, left image).

The RAF HVM simulators were originally designed to train Griffin (Bell 412)
helicopter aircrew to monitor safety- and mission-critical aspects of the external
environment through an open rear cabin door, verbally relaying important flight
commands and situational awareness information to the pilot in order to guarantee
an accurate and safe approach of the aircraft to a landing site or target object. As
with the CRWS systems described above, early HF observations of the HVM
Aircrew during flight operations suggested that an MxR solution was essential,
combining the presentation of virtual images representing a variety of training
scenarios using a partially face-enclosing HMD (as with the CRWS solution)
together with a simple wooden framework, the dimensions of which were based on
the rear door area of the Griffin Helicopter (Fig. 4, right image pair). Furthermore,
the wooden frame also supported the accurate positioning of safety handholds

Fig. 4 Royal Navy weapons trainer (left) and RAF voice marshalling simulator (right)
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above and either side of the door, as found in the real aircraft, together with a
mounting block for the purposes of attaching a standard issue RAF safety harness.

3.3 Current Mixed Reality Example I—Advanced Human
Interfaces for Military Command & Control

A paper by Knight and Stone (2014) reviewed a wide range of MxR concepts
proposed between 2000 and 2013 for future military command and control envi-
ronments. These concepts included fixed-location facilities consisting of large
group displays, interactive surfaces or “tabletops”, advanced workstations based on
“digital desks” and a variety of wearable 3D displays. The review also presented
findings from HF studies of future interaction modalities, including motion tracking,
gesture recognition, gaze control and tangible interfaces, all of which have the
potential to support the manipulation of digital content in an MxR system. The
authors further concluded that, whilst the technologies reviewed supported
enhanced situational awareness through improved access and presentation of
information, as well as better control of digital content through intuitive interaction,
more research was required to generate relevant and appropriate HF guidelines for
their application so that they could be implemented successfully in an MxR com-
mand and control environment.

An opportunity to demonstrate the power of MxR in “blending the real with the
virtual” came about as the result of a BAE Systems-sponsored concept demon-
strator, developed to evaluate advanced human interaction techniques in future
military command and control. This demonstrator is based around a central
“command table”, as illustrated earlier in the Mayflower Autonomous Ship concept
(Fig. 2), with the user’s location, body motion and gestural inputs being tracked
using a 12-camera OptiTrack motion capture system. The captured data dictate the
location and real-time update of simulated volumetric scenarios covering the sur-
face of the otherwise empty circular table, together with “free-floating” display
panels containing additional textual, symbolic, graphical and video information
(Fig. 5; Stone 2016).

In Fig. 5, the user views the real world, 3D scene and floating panels via an
Oculus Rift DK2 HMD, modified with a Ximea xiQ USB Camera (1280 � 1024
CMOS sensor) to provide an AR solution. The user can translate, rotate and zoom
into/out of the command table scenario in real time using “sweeping” gestures and
can also select and direct any of a range of land, air and sea assets using “drag”-like
gestures (similar to those used with Smartphones and tablets).

One example of a simulated volumetric scenario developed for the early eval-
uation of the MxR concept is based on an aerial 3D representation of a peaceful
protest being staged outside a fictional mansion house hosting a “G8 Summit”. The
scenario is animated such that, following the departure of a splinter group from the
immediate protest area, the situation develops into an insurgent attack. As the attack
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develops, information is presented to the end user via both the volumetric display
(e.g. depicting the availability and location of manned and unmanned ground and
aerial assets), and a number of free-floating display panels, some of which relay
images from ground-based cameras (police-worn, social media-sourced, robotic
patrol systems, etc.). Another scenario is based on a small city (Fig. 6), this time
presenting information relating to an insurgent vehicle attack and the predicted
early environmental consequences of detonating the contents of the vehicle (can-
isters displayed in the form of a simulated point cloud scan as if from an advanced
3D “keyhole” sensor, mounted onboard a small Unmanned Air Vehicle (UAV)).

More recently, and as part of two UK Ministry of Defence research programmes
—ASUR (Autonomous Systems Underpinning Research) and MarCE (Maritime
Collaborative Enterprise), the command and control concept demonstrator has been
extended to conduct further HF investigations. The focus of the ASUR project—a
“Low Infrastructure, Low Cost, High Mobility Mixed Reality-enabled UAV

Fig. 5 MxR command and control interactive table prototype

Fig. 6 MxR command and control city attack scenario
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Ground Station”—relates to the design and evaluation of multi-UAV ground
control hardware and features within an MxR environment. This project includes
the development of novel methods of presenting and interacting with UAV ground
control data, including the use of special-purpose, 3D printed “tangible” interface
objects (e.g. Paelke et al. (2012a); Weiss et al. (2010); Zuckerman and Gal-Oz
(2013)). One example of such a novel method involves the integration into
larger-scale and less-detailed virtual terrain models of virtual site models and
associated hostile assets, processed automatically from aerial video captured from
small UAVs. In the future, such a process could be carried out in near-real time by
“sacrificial drones”, deployed from high-altitude platforms, with important data
being collected before the drone is destroyed or loses power. The MarCE project
has similar ambition, but focuses on the development of a “Maritime Air Defence
Operations Room of the Future”, within which a single Commanding Officer may
be placed whilst in charge of fighting the air battle for an entire naval task group.

3.4 Current Mixed Reality Example II—Medical
Emergency Team Trainer

During one demonstration of the MxR Command Table described above to a
military audience, representatives from the Royal Centre for Defence Medicine
(RCDM) suggested that such a facility could possibly used in the future to plan
specific deployments for Medical Emergency Response Teams (MERTs). The MxR
scenarios could, it was suggested, be of considerable use in improving the situa-
tional awareness (e.g. Norri-Sederholm et al. 2014) of those military and medical
personnel deploying to an incident via helicopter, helping them (for instance) to
understand in advance the topography and nature of the terrain—and potential
threats—surrounding the landing site. During subsequent discussions, the potential
for MxR techniques to deliver realistic forms of pre-deployment training for
defence medics was put forward and it was suggested that a short concept capability
demonstrator, similar in scope to the command table studies, be developed for
evaluation. In the event, and following training observations undertaken at the
Tactical Medical Wing (TMW) of RAF Brize Norton, the focus of the demonstrator
changed from one emphasising pre-deployment situational awareness training to
one reproducing the high-tempo in-flight experience of dealing with casualties
brought onboard (pre-hospital emergency care).

The observational sessions were conducted using the TMW’s ground trainer, in
essence a fixed-base wooden replica of rear cargo/passenger cabin of the CH-47
Chinook helicopter (Fig. 7), with each training trial covering casualty recovery
from the field to the helicopter, in-flight primary care, and casualty transfer to
ground medical teams with hand-over briefings. Two sub-teams of trainee para-
medics were involved in each 15–20 min session, and basic adult and child
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mannequins (Laerdal SimMan® “patient simulators”) provided the focus for manual
handling and medical procedures.

These observational sessions were extremely valuable. Space does not permit a
detailed coverage of the HF outcomes of the sessions; these can be reviewed in
Stone et al. (2017). However, it became very clear from the outset that, for the same
Human Factors reasons highlighted in the MxR projects described earlier, a totally
VR-based training system would not be capable of replicating the levels of task and
context fidelity required for effective MERT training. In particular, the constraints
imposed by the physical context in which MERT trainees were performing—the
aircraft cabin frame, the presence of casualties and a huge collection of onboard
medical and life support equipment—would be impossible to reproduce credibly
using current VR technologies and techniques. Furthermore, a VR approach to such
a complex training environment would, most likely, deliver distracting simulation
artefacts, such as portions of the trainees’ virtual bodies disappearing through the
hull of the Chinook, or tracking mismatches between their real and virtual hands
and the 3D casualty representation. For these reasons, it was decided that an MxR
solution, based on a transportable and reconfigurable physical enclosure, would be
developed. This reasoning also drove an early decision to procure a physical
synthetic body in order to provide a meaningful and realistic sense of haptic
feedback to the simulation users.

The enclosure takes the form of an inflatable “tunnel”-like structure (Fig. 8, left
image), the internal dimensions of which closely match the width and height of the
Chinook cabin. Three windows are provided on each side of the enclosure, and
these can be left open or covered as necessary. The ribbed nature of the enclosure
was designed not only to reproduce the beam structures within the Chinook cabin,
but also to provide rigid fixing points for medical equipment when inflated. The
enclosure is inflated using a single hand-held air blower and can be erected and

Fig. 7 RAF Brize Norton’s fixed-base Chinook MERT trainer
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deflated in around 20 min. Once inflated, appropriate space-filling items have been
added, including a stretcher, simple seating, cabin wall webbing and replica
weaponry, all sourced from online vendors, and relevant additional items of
equipment have been provided by the RCDM sponsors (including a medical ‘Piggot
Pouch’, various Bergen back-packs and an intravenous drip set-up).

To simulate accurate—and believable—anatomical and physiological charac-
teristics of a virtual casualty, not to mention supporting the haptic sensations
involved with processes such as cannulae and catheter insertion, intubation pro-
cedures, wound attendance, and so on, a TraumaFX male SIMBODIE mannequin
was procured. The mannequin (Fig. 8, right image) is constructed using soft sili-
cone with moveable joints. Additional features include modifications to allow the
placement of intraosseous needles, sites for intravenous access, detachable lower
limbs to simulate traumatic amputations and adhesive patches mimicking gunshot
and laceration wounds.

The computer-generated elements of this MxR demonstrator also take the form
of a variety of online-sourced assets, including the virtual Chinook helicopter
(which required considerable remedial modelling to deliver an environment
acceptable to RAF and RCDM stakeholders) and 3D models of the space-filling
items listed above, together with Royal Anglian/Royal Marine soldiers and RAF

Fig. 8 Inflatable MERT MxR prototype training enclosure with task-relevant space-filling objects
(left) and SIMBODIE casualty mannequin (right)
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pilots. Once modified to a level suitable for real-time rendering as fully-textured
and animated VR scenarios, all 3D assets were integrated within the Unity Game
Engine, ready for display and interaction using a variety of hardware devices.

To provide a realistic view of the world external to the virtual Chinook, rather
than generating a large terrain database in 3D, a 4K aerial video sequence was
captured using a DJI Inspire 1 drone flown under manual control in an elliptical
flight path for approximately 4 km over a remote area of Dartmoor, with the
onboard gimballed camera facing rearwards. To create a view as if looking towards
the ramp area from within the virtual Chinook cabin, a video projection billboard
was created within Unity, located at an apparent distance of 25 m from the rear of
the helicopter in virtual space (Fig. 9). Similar video footage was used to simulate
views from the side windows of the cabin. To add to the in-flight illusion, particle
effects were used to simulate engine exhaust and mist passing the side windows and
rear door of the helicopter, and high-quality Chinook engine sound effects were
integrated with the visual flight sequence, provided to the development team by
Boeing Defence UK Limited.

The interactive hardware components of the MxR MERT trainer changed sig-
nificantly during the course of this early demonstrator project (for details, see Stone
et al. 2017). In summary, early quality and accuracy concerns with the
head-mounted display (a Razer OSVR HDK1) and motion capture technology (an
OptiTrack V120 Trio—a significantly scaled-down version of the OptiTrack Flex
13 MOTIVE motion capture system described in Sect. 3.3 of this chapter) were
addressed following the commercial launch of the HTC Vive HMD and integral
“Lighthouse” position tacking modules. Unfortunately, however, the hand con-
trollers delivered with the Vive are still, at the time of writing, inadequate, in that
they do not provide an intuitive means of interacting directly with the physical

Fig. 9 Virtual Chinook interior showing billboarded external video scene
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characteristics of the physical SIMBODIE mannequin. Close attention is being paid
to online announcements of novel developments in input devices, especially with
glove-based technologies (such as that under development by the
Netherlands-based company Manus), as, depending on their hand and finger
movement registration accuracies and their ability to integrate with existing motion
capture devices (such as the recently announced Vive tracker units by HTC), they
are most likely to deliver a credible and intuitive method of undertaking simulated
medical interventions with synthetic human bodies.

4 Conclusions

The development and delivery of VR and MxR systems for advanced visualisation
and training applications over the past two decades have been instrumental in
developing Human Factors guidelines and procedures of relevance to a wide range
of interactive technology projects, emphasising the importance of defining the
knowledge, skillls and abilites (KSAs) of the end user population, together with any
constraints imposed upon them by the contexts in which they operate. The results of
the international research studies based on the MISTVR trainer, for example, are still
used today to illustrate the importance of generating an early understanding of
users’ KSAs and work environments when defining the task and context fidelities
necessary to guarantee successful VR training outcomes. From an MxR perspec-
tive, incorporating a realistic instrument frame into the design of the MISTVR

hardware generated positive feedback from trainees and instructors and did much to
accelerate their acceptance of MISTVR as a surgical skills trainer. Eventually,
MISTVR became a de facto part-task surgical skills trainer, adopted by the European
Surgical Institute in Germany and marketed as a surgical training product by
Mentice of Sweden.

Similar success stories and lessons learned resulted from the early RN weapons
and RAF helicopter training projects described in Sect. 3.2 of this chapter, and
these form as important a contribution to current HF guidelines as the MISTVR

experience (e.g. Stone 2012). For example, just one year after the installation of the
CRWS system in 2001 (the original cost of which was around £730,000), some
impressive usage statistics began to emerge. For example, 55 training courses were
held, with a total gunnery student throughput of 329. These figures by far exceeded
the number of students undertaking the hands-on courses held at the original coastal
training base and the downtime avoided due to foul range/bad weather was a
contributory factor at around 33%. In addition, and based on a typical year of live
firing at the coastal training establishment, 39,000 live rounds were saved (repre-
senting a cost saving of around £1.5 million), and the saving in flight time resulting
from the aerial towing of targets for gunnery practice amounted to 384 h (at a cost
of £4936 per hour, this equated to a monetary saving of £1.9 million). Finally,
instructor feedback from annual Gibraltar live firing trials suggested that those
participants who had been exposed to the CRWS system demonstrated superior
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marksmanship qualities compared to those who had not. The training outcomes
recorded from the HVM courses were less significant, although the aim of com-
pletely replacing legacy classroom training techniques, based on scale dioramas,
model helicopters and the practice of placing trainees into supermarket shopping
trolleys, “propelled” by blindfolded instructors during hangar-based exercises, was
successfully achieved. Furthermore, given that the provision of a cost-effective
means of providing remedial training for students close to failing was a major
requirement placed by the RAF on the development team, this, too, was success-
fully achieved. Releasing aircraft for such training would, at the time, have incurred
flying costs in excess of £2500 per unit. The final cost of providing three HVM
MxR trainers to the RAF in 2002 amounted to £240,000—the equivalent of just
96 hours flying time.

However, there is still much to do from an HCD standpoint, especially at a time
when novel interactive technologies are appearing on the market at a rate that far
exceeds anything witnessed in the 1990s and early 2000s. For example, rather than
providing concrete results of immediate relevance to the VR/AR and MxR devel-
opment communities, the more recent projects described in this paper have, as a
result of early, quite informal HF evaluations, generated more research questions
than were first anticipated. The command and control studies, for instance, have
demonstrated significant gaps in the international HF knowledge base, particularly
with regard to such issues as the design of graphical representations of platforms
(air/land/sea/subsea), multi-layer/multi-level tracks, environmental effects and
trends, threats, topographical overlays and so on that are appropriate for viewing
using MxR, static/swept volume volumetric or holographic display set-ups. Very
few papers have been found that contain usable information relating to such basic
issues as the appropriateness of 2D versus. 2.5D versus. 3D, and the use of colour,
shape and motion coding in the design of symbols or realistic icons, even “sym-
bicons” (Smallman et al. 2001), for complex and dynamic visualisation applica-
tions. Many other questions relating to the use and usability of these technologies
have also arisen and include the design of appropriate gestures for target acquisi-
tion, asset direction, menu selection and multimodal data “drill-down”, together
with optimum design characteristics of tangible interface devices and system
requirements for multiple user interaction.

The MERT MxR simulation study has also generated a number of important
challenges, such as the demand for new techniques for integrating high-fidelity
physical mannequins, such as the SIMBODIE illustrated above, into a virtual air-
craft or vehicle, to support realistic training for hands-on medical interventions.
The MERT project will also require a novel approach to allowing real trainees to
interact with their virtual counterparts—paramedic avatars, force protection and
pilot avatars—especially during high-tempo training involving the recovery of
casualties into the body of the rescue platform whilst under fire or when experi-
encing other mission constraints.

Many challenges lie ahead, yet there is little doubt that the interactive technology
market will continue to produce a growing range of products for the VR, AR and
MxR sectors for the foreseeable future. Some will be instant successes; many, many
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others will be short-lived. Whether or not the market lives up to the multi-billion
dollar expectations and predictions of some of the more recent (and often unbe-
lievable) market surveys remains to be seen. One thing is clear, however; that,
despite the significant advances witnessed over recent years in these fields, the
human-centered lessons from the past three decades of trial, error, partial adoption
and failure must be learned. Visualisation and training solutions based on VR, AR
and MxR technologies must be designed in conjunction with their end users,
identifying the skills that need to be trained or the knowledge that has to be
imparted. Only then can one hope to deliver solutions that are based on appropriate
and meaningful content, fidelity and interactive technologies, as opposed to
demonstrations that may look impressive, futuristic and may stand out in press
releases or at exhibitions, but fall significantly short of delivering a high impact
outcome for their target end users.
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How Augmented Reality and Virtual
Reality is Being Used to Support People
Living with Dementia—Design Challenges
and Future Directions

Jason Hayhurst

Abstract The number of people worldwide that suffer with Dementia is estimated
at 46 million people and is set to increase to 131.5 million by 2050 at a combined
cost estimated at $818bn. Caring for our elderly population living with dementia
raises issues over resources in terms of financial aid and time. This paper reviews
from existent research projects how Virtual Reality (VR), and Augmented Reality
(AR), have been used as cognitive aids to the person living with Dementia (PwD),
specifically in the early stages of the condition. The purpose of these interventions
being to provide PwD with strategies to maintain their independent living.
Within VR and AR, gamification approaches have also been used to provide
support through the delivery of calming experiences, use as memory aids, and also
cognitive stimulation. VR has also been used as a learning tool enabling carers to
gain a better understanding to the challenges PwD face every day. The end of this
paper identifies a number of design challenges that exist going forward and includes
possible future directions that may be taken.

Keywords Dementia � Augmented reality � Virtual reality � Design challenges �
Future directions

1 Introduction

Dementia is a term that describes the symptoms that occur when the brain is
affected by certain diseases or conditions (Alzheimers Society 2016). This umbrella
term includes the most common cognitive diseases such as Alzheimer’s disease.
Symptoms of Alzheimer’s can include increased loss in concentration and memory,
increasing difficulties with the planning of tasks and activities and changes in mood
or personality (NHS 2015). Clearly the effects on patients and carers can be sig-
nificant as the symptom progress and this may also impact on how the sufferer can
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cope with independent living in their own home. A Yougov poll commissioned by
the Alzheimer’s Society in 2014 found that 85% of people would want to stay
living at home for as long as possible if diagnosed with Dementia although only
47% agreed that they thought they would be able to stay at home (Alzheimer’s
Society 2014). The number of people worldwide that suffer with Dementia is
estimated at 46 million people and is set to increase to 131.5 million by 2050, at a
combined cost estimated at $818bn (Prince et al. 2015). In the UK the government
announced in 2015 the UK’s first Dementia Research Institute will receive up to
£150 m to encourage research in this area (Prime Ministers Office 2015).

In order for people living with Dementia (PwD) to maintain their independence
there is a need for assistive technologies (AT). These technologies can help improve
the quality of life (QOL) although it remains difficult to scientifically prove that an
increase in QOL has taken place (Peterson et al. 2012). Despite this many AT
products claim to increase QOL for PwD. This need to develop ICT environments
with an aim to increase QOL in our ageing population also sits within Ambient
Assisted Living (AAL) and within Europe there are initiatives such as the Active
and Assisted living programme encouraging collaborations with universities and
industry to provide innovative solutions for our ageing population (AAL-Active
and Assisted Living Programme 2016).

What are the needs?
PwD’s do not have the exact same symptoms as one another and there are

differences between early stage onset through to end of life. As people decline in
the condition so too can their ability to interact with some AT’s. Furthermore,
support is needed to assist carers to help the adoption of AT’s. In the past the focus
of Gerentechnology (the research of technology to assist the older population) for
dementia has been on the PwD with less focus on the family carers (Kort 2014).
There are three main stakeholders in the design of AT for PwD, the carers, the
health professionals and the PwD themselves.

Some of the traits of Dementia include short term memory loss or episodal
memory recollection from a distant period of time in their life. Spatial memory and
navigation therefore become challenging which can lead to PwD getting lost.
Navigating public spaces can be a problem when things like puddles can appear as
holes in the ground Within the home environment PwD sometimes experience
difficulties remembering lists of instructions. They can suffer with blind spots and
sometimes have difficulty with hand to eye co-ordination.

AAL often makes use of interventions with smart technologies. These tech-
nologies are often combinations of sensor devices such as Bluetooth Low Energy,
RFID and wearable technologies (Bossen et al. 2015). These technologies help
safety aspects within the home such as appliance power management through to
memory and cognition, socialising, leisure and telemedicine. The AT that have
been developed focus on providing prompts and reminders with context based on
sensors.

This conference paper is not an exhaustive review of all VR and AR assistive
technologies for PwD. The papers purpose is to highlight areas where this tech-
nology has been developed through to design challenges and future directions.
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2 Virtual Reality AT for Dementia

There a number of VR applications developed for PwD. The purpose of this section
is to discuss some of the types of applications developed from carer training to
immersive PwD applications. This should provide an insight into some of the uses
of VR within Dementia.

Figure 1 shows a framework for the different categories of VR applications
appropriate to Alzheimer’s Disease (AD) (Garcia-Betances et al. 2015). The
framework provides a sensible classification of current applications of VR within
AD.

The use of VR to construct virtual environments (VE) can provide carers with a
greater understanding of how the physical home environment can be challenging to
PwD. This is demonstrated at the Alzheimer’s Dementia Experience (Alzheimers
Australia 2013). The virtual reality experience makes use of Epic Unreal Game
engine and Microsoft Kinect sensors along with surround sound. This innovative
use of game technology allows actors to virtually walk through a home environ-
ment whereby design issues cause cognition stress such as patterned carpets
appearing as though bugs are running on the floor. A second actor plays the part of
the carer reacting to the PwD. This experiential learning is carried out in order for
carers to explore how best to support PwD to help improve their quality of life
(QOL). This VE has since been repurposed into a mobile application to work with
Google Cardboard known as EDIE (Alzheimers Australia 2016). Using serious

Fig. 1 Categorisation of VR technology applications for alzheimer’s disease. (Garcia-Betances
et al. 2015)

How Augmented Reality and Virtual Reality is Being Used … 297



games as an educational tool in this manner enables carers to gain an insight into
living with dementia that may otherwise be difficult to understand. It also means
that new carers can appreciate the impact of Dementia in a faster manner than
previously possible.

Alzheimers Research UK (2016) have also developed some VR applications to
help raise awareness about some of the problems PwD experience when navigating
their way home. The second experience they have produced makes use of game
engine graphics to demonstrate the challenges faced when carrying out seemingly
simple tasks such as making a cup of tea. Both experiences can be viewed via
360-degree video but also via google cardboard on an android phone app. The game
engine experience demonstrates the realism that some game engines can now
provide in terms of the graphical VE.

The use of VR has also extended beyond caring but also as an aid to designing a
Dementia friendly home environment (Alzheimers Australia 2016). This application
provides the users with a VE of a home where design issues can be highlighted. The
aim is to help homes to be modified to take account of the needs of PwD andmake the
home more dementia-friendly.

Manera et al. (2016) conducted a feasibility study with image-based rendered
virtual reality in patients with mild cognitive impairment (MCI) and Dementia.
MCI is a precursor condition that affects a person’s memory or thinking. People
with MCI are more likely to develop Dementia (Alzheimers Society 2015). The
study was designed as an attentional task to train selective and sustained attention
using images of a crowd of people. Participants were asked to select people from
the crowd according to specific conditions. This was tested with a VR and a paper
version of the task in a single-session within-subjects design. A common mis-
conception with AT is that elderly patients do not enjoy technology interventions.
The results showed that participants were highly satisfied and interested in the task
with more participants preferring the VR based task compared to the paper based
version. The mean age of participants was 75. This intervention shows that the
elderly population can be motivated to engage with technology even within virtual
reality environments.

Some VR applications for PwD are fully immersive whereas others make use of
screens and Microsoft Kinect sensors to enable PwD to have a level of interactivity
in the VE. One example is a VR application called the Virtual Forest developed for
Alzheimer’s Australia. The forest presents a park-like setting with a river and a
bridge. The seasons change with a clap of the hands and PwD navigate the VR by
waving their hands. This experience appears to engage PwD, and carers have
described the VE as having a calming experience ‘settling’ PwD. The platform was
developed using the Epic Unreal Engine. Using a Kinect to provide a semi
immersive experience may well suit a care home environment as opposed to having
to hand out VR eyewear.
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3 Augmented Reality AT for Dementia

AR removes some of the boundaries in place with VR in that the virtual layer can
be provided wherever the person is or is moving too. This therefore presents
opportunities for development within Dementia AR and there have been a range of
interventions with PwD in this area. Some of the AR applications focus on
wayfinding outside the home through to memory palace experiences within the
home. In terms of headsets, there has been some bespoke depth sensing glasses
developed whereas some applications make use of tablet or smartphone devices.
There has also been some use of Internet of Things (IoT) devices and wearables
including Bluetooth Low Energy (BLE) beacons to help position PwD with their
environment.

Within nursing, an application has been developed called GhostHands in which
a student can view an experts augmented hands modelled in real time providing
procedural guidance (Scavo et al. 2015). Within Dementia, PwD can sometimes
forget how to carry out routine tasks. Sometimes this results in the incorrect
sequence of steps or the omission of something quite essential. If we consider the
growing need of an ageing population then assistive technology used this way could
be operated remotely by carers in order to assist PwD stay at home longer.

Bolestsis and McCallum (2016) developed an AR based gaming experience
using Cognitive Augmented Reality Cubes (CogARC). The physical cubes were
viewed through a tablet held in place with a physical bracket. PwD could then view
different games that encouraged pattern and colour matching with the cubes. The
research presents CogARC as a cognitive screening tool for elderly people over
60 years old. The design iterations of the application experienced some interaction
issues such as cube recognition and a delay between the real movement of the
physical object and the display on the screen. Some of these issues were overcome
using Unity Game Engine and an extension known as Vuforia Unity Extension.
Another issue was the limit of the gaming stage i.e. (10-inch Tablet Screen).
Challenges relating to depth perception were experienced when looking through the
screen.

An interesting combination of AR and Bluetooth beacons have been developed
in order to provide a system known as a Memory Palace (Morel, Bormans, &
Rombouts). This system encourages caregivers and PwD to attach beacons to items
of significance in the home environment. They then use a mobile application to
assign media to the item of interest including images, audio, video etc. The PwD
can then use the phone and app to walk around the house with memory replays as
they pass near to a tagged object. The implementation did require the caregiver to
be involved in the creation of the object memories and the PwD did find the
application more useful as an aid to converse about a particular memory.

An AR based system known as Kognit proposes a future platform that uses
bespoke depth sensing AR glasses to focus on body sensor interpretation, activity
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recognition and as a pro-active episodical memory aid, including assistance and
monitoring of activities such as the taking of medication and drinking water
(Sonntag 2015). This particular system extends AR with Artificial Intelligence in
order to provide prompts at appropriate points around the home and outdoors.

The above future platform is extended in an innovative design project described
as “The adventures of Gladys in (an augmented) wonderland” (Raleigh 2016). This
research presents a set of design principles to address the design challenges of
dementia experience within public places. The concept in this research is based
around an augmented reality based device named as Public Realm Orientation
Device (Pro-d). The proposal is to encourage the development of an AR device that
also has depth sensing technologies in order to provide context sensitive infor-
mation when a PwD is walking in a public space. This could be to identify hazards
and keep the PwD safer when navigating outdoors.

4 Benefits of VR/AR

In a society where our elderly population is growing significantly we have to find
ways to help our aged people. Technology can provide an intervention that may
help the elderly stay at home longer without the need to move into a care home
environment.

Indeed VR has already been researched in terms of its use in pain management
(Montaño et al. 2011). Investigators in this research state that as the field of VR for
pain management develops treatments may reduce the need for narcotics in patients.
For PwD it has been commented that VR can be used to decrease stress and anxiety
levels which may again reduce the need to medicate. This in turn could have a
significant cost reduction in pharmaceutical drugs.

In addition, it may also be possible for VR/AR applications to provide healthcare
professionals with further information about the PwD within the home. Physical
movement data, how many times VR help has been sought, through to results of
serious game challenges may aid professionals in their understanding of the indi-
vidual patient. In a similar manner, it may help reduce pressures caregivers.

Making use of mobile AR can be used in physically able PwD whilst stimulating
their cognitive abilities. As the Dementia progresses then it may be useful to
consider the use of VR as a cognitive stimulant. The use of music as a therapy to
stimulate cognition has been shown to have a positive impact on PwD disruptive
behaviour and anxiety (Zhang et al. 2017). As music stimulates cognition through
hearing so too can it be argued that VR/AR can do the same through vision. The
effect could be further enhanced with levels of interactivity.
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5 Technology Design Issues

There are a number of issues when designing assistive technology for PwD. The
first is the consideration of the stakeholders. Often the AT requires a level of
technical intervention to either setup the application or indeed use it. This therefore
requires caregivers or family members to be able to use any application in order to
support the PwD in its use or adoption.

Furthermore, designers of AT should consider a user centred approach with any
design. One AT may be appropriate for that PwD but not necessarily another. There
is a danger that designers of AT use a “One Size Fits All” approach. Any inter-
vention of AR/VR should be designed to consider the needs of the PwD and
consideration should be given to the notion that their needs may differ over time
depending on how their Dementia is affecting them at that particular time. This
maybe one of the reasons that a number of the VE used within VR are generic but
more research into differences in VE may be needed in order to compare bespoke
designed VE and the impacts on PwD.

If we consider the meaning of stimuli and its impact on the engagement of PwD.
Interventions that involve objects or tasks with meaning specific to the PwD will be
more likely to engage with that person (Cohen-Mansfield et al. 2010). Within the
sphere of AR/VR this could translate to VE’s that are context-aware to any PwD
resulting in a more immersive adoption of any intervention.

There is a challenge in relation to developing immersive VE that are specific to
PwD. If for example, we developed memory stimulating VE that can be considered
as psychosocial interventions. For example, “one of the primary goals of remi-
niscence theory are to facilitate recall of past experiences so to promote intraper-
sonal and interpersonal functioning and thereby improve well-being” (Kasl-Godley
and Gatz 2000). Therefore, a VE designed to invoke meaningful memories in a
PwD and result in a reduction in anxieties could in fact result in increased stress
depending on the individual. Validation therapy is also something that a VR/AR
application could be developed to support. This theory encourages carers/family
members to follow the the PwD objectives her and now and not ask why. So what
may seem as irrational behaviour i.e. “Look at that plane flying across in front of
us” is not challenged as not existing. Instead a conversation is started that discusses
the type of plane etc. A VE could be an effective mechanism for this type of therapy
assuming that relevant content is available.

Some AT technologies report the positioning of the PwD within the home
environment either as a datapoint or through a series of video/image captures. One
of the challenges is therefore how we ensure that PwD maintain a level of privacy
within their home and indeed from any aggregated data used by health care pro-
fessionals. This could be more relative to patients making use of mobile based AR
applications rather than static VR applications.

A number of AT including AR and VR report to enhance PwD quality of life
(QOL). However, there appears to be a lack of standards in relating QOL to AT in
this sector. This can therefore make it harder for PwD and carers to compare
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products available to them. Technology based QOL metrics would also make future
research including AR/VR impact to be more objectively assessed. A factor that
may be particularly important to government backed projects in this sector.

Interventions of AR and VR that rely on IoT, wearable devices and physically
installed items in the home could be a barrier to the adoption by PwD. Where
possible we should be working with technology that is pervasive and not neces-
sarily bespoke for the PwD. This is equally important to enable updates for platform
software to be more readily available. In addition, consideration needs to be given if
we are relying on eyewear. If a platform relies on this and a PwD doesn’t remember
or indeed wish to wear it, then the project could fail and no benefits experienced by
the PwD. However, wearable devices that measure heart rate for example could
have an impact on any AR/VR intervention if the purpose is to be an assistive aid.

Ethical clearance for research is also problematic with PwD. Obtaining informed
consent is clearly easier for early stage dementia than in later stages. However,
within the UK the National Institute for Healthcare Research (NIHR) there is a
network of PwD that are willing to be involved in research (National Institute for
Health Research 2017). This provides a positive opportunity to overcome chal-
lenges in recruitment for potential AR/VR projects.

6 Future Possibilities

The use of VR/AR has a number of positive possibilities particularly as the tech-
nology itself matures. The mobile capabilities of AR and related technologies make
this AT more useful to early stage sufferers. The AR platform can be used to
encourage PwD to become active and stimulate their cognition. Whereas VR can
also be used be used to stimulate PwD that are in the later stages of Dementia, either
as fully immersive, or semi-immersive experiences. In addition, a greater level of
context aware delivery applications could make use of wearables as a trigger or
prompt to using AR/VR.

Whilst some of the AR applications presented here appear to be futuristic pro-
posals, the pace of technology appears to offer the opportunity to develop some of
these applications, and yet at the same time avoid the need for bespoke hardware to
be developed. A google based technology known as Project Tango widens the
scope of what can be achieved within the AR space. The hardware developed
within this project combines depth sensing, motion tracking and area learning to
provide real time mapping of the environment. Although this technology platform
is relatively new in terms of consumer based available hardware it does seem to
offer a platform fot5frc r AR/VR developers to integrate with the use of a game
engine. This could lead to some interesting experiences in the space of Dementia
research. Indeed, this technology could bring life to some of the aspects of the
Gladys in Wonderland project documented earlier in this paper.

The use of more relevant VE to the PwD is an area being considered by the
author of this paper. What if we could create a memory palace type experience
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using the Project Tango device? This device can monitor motion tracking and also
use depth sensing to enable AR based VE to be used in a gamification activity. The
concept is to allow both PwD and family members to contribute media assets that
could be attached as interactive objects around the home. This could encourage
activity by the PwD and stimulate cognition. The additional advantages are that
movement around the home could also be monitored which could be useful data to
health care professionals. If we consider the AR based game Pokémon Go. This
game encourages mobility in order to capture Pokémon monsters and level up. In a
home or care environment, AR could be used to stimulate cognition and activity in
a similar functional manner.

In addition, AR could be used in order to provide remote assistance in functional
tasks in the home. If we consider a system similar to the Ghost Hands discussed
earlier in this paper we could see a future where social care call centres provide
remote assistance at the point needed by PwD. Even the most basic task such as
making a cup of tea has a number of steps. Confusion in self-management and care
could ultimately contribute to a decision to move a PwD to a care environment.
With AR, remote operators could help PwD carry out basic tasks and help reduce
anxiety.

7 Conclusion

This paper explains some of the issues that PwD face with Dementia and an
overview of AT within the VR and AR space. Whilst it is not an exhaustive account
of AR and VR within the Dementia space it does provide examples of intervention
types within the area of VR and AR. There appears to be more AT research in the
area of VR than AR despite the mobility that the latter provides. The issues of
special awareness and navigation could be enhanced with the intervention of AR
applications providing longer independence and quality of life that PwD seek. As
PwD decline in cognitive abilities then the use of VR either as a full immersive or
semi immersive VE can provide cognitive stimulation. The VR examples in this
paper show that the use of VR as training aid to caregivers should help more people
understand the needs of PwD which may lead to improved levels of care. More
user-centred design is required to provide VE that have more relevancy to PwD as
this can lead to a greater level of immersive experience and engagement. VE
Designers have to understand the psychosocial interventions can be problematic
which need consideration with the design of VE for both AR and VR. Furthermore,
a greater clarity is required to standardise the QOL metrics that apply to AT in order
for PwD and caregivers to understand which may be the most appropriate to their
needs.

In a world with ever increasing levels of elderly people the intervention of AT
with AR and VR could help enable greater levels of support without necessarily
increasing the number of caregivers. Assistive support could be pushed out through
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AR at the point that it is needed. Recent developments in technology may provide
more scope to develop user centred AT that is simpler to roll out in terms of home
delivery which may lead to a greater acceptance of this technology by PwD.
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Testing the Potential of Combining
Functional Near-Infrared Spectroscopy
with Different Virtual Reality
Displays—Oculus Rift and oCtAVE

Aleksandra Landowska, Sam Royle, Peter Eachus and David Roberts

Abstract The aim of this pilot study was to assess the pros and cons of combining
mobile neuroimaging with two different styles of highly immersive displays: one
that is worn on the head; and the other that is entered. Specifically wearable
Functional Near Infrared Spectroscopy (fNIRS) was combined with both an Oculus
Rift and surround immersive projection technology (IPT). The first experiment
assessed signal to noise ratio (SNR), freedom of movement and motion artefacts in
both systems combined with fNIRS. Second experiment involved measuring
hemodynamic response from the prefrontal cortex in IPT. Findings suggest that
fNIRS is compatible with both approaches and the majority of movement they
support. This work opens the door to measuring close to surface medium resolution
neural response, to virtual stimuli in which people can naturally look and walk
around. This has potential to improve ecological validity in applications range from
neuroscience research to exposure therapy.
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1 Introduction

Recent rapid technological advances in Virtual Reality (VR) and brain imaging
offer opportunities for researchers in the field of neuroscience to investigate brain
response in highly controllable and repeatable settings. VR allows for the creation
of more naturalistic environments which facilitate ecological validity (Bohil et al.
2011). Traditionally neuroscience used standard desktop displays in order to present
stimuli and investigate underlying brain response. This approach however is highly
artificial and does not resemble real life situations. Previous neuroscientific studies
demonstrated that the human brain responds differently to static emotional 2D
images than to interactive emotional 3D environments (Dores et al. 2014).
Therefore, there is a need to develop more ecologically valid combinations of VR
displays and brain imaging methods. This would allow improved neuroscientific
research unobscured by the limits of screens.

When combining VR with neuroimaging, maintaining quality of the measure-
ment without sacrificing naturalness of movement and response is challenging. The
aim of this pilot study was to assess the pros and cons of combining mobile
neuroimaging with two different styles of highly immersive displays: one that is
worn on the head; and the other that is entered. Specifically, wearable Functional
Near Infrared Spectroscopy (fNIRS) was combined with both an Oculus Rift and
surround immersive projection technology. The scope was to investigate neural
activity in the prefrontal cortex related to emotional regulation in VR, as well as
Signal to Noise Ratio (SNR), motion artefacts (noise in a data caused by body
movement), peripheral signal interference, and comfort of use. The classic VR
experiment—The Pit Room (Meehan et al. 2002) was employed in order to trigger
an emotional response to VR using an IPT system. Meehan’s PIT Room experiment
which involves exposure to virtual heights, demonstrated that exposure to stressful
VR induces emotional response, even in healthy participants. This response was
measured by heart rate, electrodermal response, and self-report (Meehan et al.
2002).

2 Literature Review

Many recent studies combined neuroimaging techniques with VR in research on
human cognition and performance, such as human navigation and driving beha-
viour (Carvalho et al. 2006), social interaction (King et al. 2006), spatial memory
(Burgess et al. 2001), violent behaviour (Mathiak and Weber 2006), or emotion
(Baumgartner and Valko 2006). Most of these studies employed Functional
Magnetic Resonance Imaging (fMRI) or Electroencephalography (EEG). The for-
mer offers high spatial resolution, while the latter offers better temporal resolution
(Ferrari and Quaresima 2012). However, lying within a huge and noisy fMRI
scanner restricts freedom of movement and could possibly evoke anxiety in some

310 A. Landowska et al.



participants (Irani et al. 2007). Recently, improvements have been made making
EEG systems more compact, wireless and portable. This allows EEGs to be
combined with VR systems in which people can more freely move (Török et al.
2014). The most challenging disadvantages of EGG are its susceptibility for motion
artefacts, and electronic signal interference. fNIRS provides a tool for acquiring
brain scans that sits between the spatial resolution of fMRI and temporal resolution
of EEG, within VR (Irani et al. 2007).

fNIRS was combined with a VR display for the first time by Holper and col-
leagues (2010) as a tool for monitoring virtual motor rehabilitative training. Other
recent studies showed fNIRS can be used in combination with VR in balance
control (Moro et al. 2014), or navigation learning (Ayaz and Shewokis 2011).
However those studies did not use fully immersive systems and did involve free-
dom of movement within VR. This pilot study tested the potential of utilising
technologies which would facilitate naturalness of response while measuring neural
activity from the prefrontal cortex.

The most commonly used VR systems are Head-mounted Displays (HMDs) and
Cave Automatic Virtual Environments (CAVEs) (Cruz-Neira et al. 1992). The
former allow people to look around a virtual scene, typically from a fixed or highly
constrained position. The latter, allow a small space within the scene to be moved
around, potentially with others. Some HMD’s allow a degree of movement similar
to smaller CAVE’s. However this study compares extremes: an HMD that does not
support natural walking; and a large IPT that allows a small group to move around
an object the size of a car.

Traditional HMD’s restrict motion by being tethered to a computer with cables.
While wireless versions are coming to market, having the real world completely
hidden makes walking dangerous. While Augmented Reality is set to resolve these
issues, commercial technology is in its infancy and there are times when the real
world should be hidden. Another disadvantage of HMD’s is that others and one’s
own body are hidden. This may potentially impact on the feeling of presence in an
alternate reality, as well as cause cybersickness (Malik et al. 2014). CAVE-like
systems offer a solution by immersing a user into a room-sized VR simulation
which supports natural locomotion and interaction in the space, without losing the
sight of one’s own body or others. On the other hand, CAVE-like systems are
generally more expensive, especially in terms of space usage, and do not fit easily
into many settings, such as a clinic for example.

Previous neuroimaging studies demonstrated that the prefrontal cortex plays a
crucial role in emotional reappraisal and cognitive regulation of emotion (Grimm
et al. 2006). In particular, neuroimaging studies performed on healthy participants
found increased activity in the medial prefrontal cortex (MPFC) and dorsolateral
prefrontal cortex (DLPFC) during perception of fearful pictures (Lange et al. 2003),
emotional reappraisal (Ochsner and Gross 2005), or suppressing negative mood
during decision making (Beer et al. 2006). Comparatively, studies performed on
patients with depression and anxiety disorders demonstrated hypoactivation in the
MPFC and DLPFC could indicate deficits in emotional regulation (Duval et al.
2015).
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3 Method

This pilot study tested the potential of combining the wearable fNIRS device—
NIRSport, with two VR display systems: a CAVE-like (IPT) system—Octave, and
a custom fNIRS-adapted Oculus Rift DK2. The aim was to test the feasibility of the
protocol in terms of the design, integration of technology, and signal to noise ratio.
The approach was to combine VR display systems in which participants can move
freely while neural indexes of the signal quality can be measured. Another objective
of this study was to measure brain response to evocative VR in the display which
allows the most extensive natural movement.

3.1 Devices

Immersive Projection Technology (IPT) Octave
Octave is an octagonal IPT space approximately 32.6 m2, which is big enough to
allow a small group of people to mingle. Immersive Projection is delivered via the
surrounding walls and floor display. There are 8 surrounding wall screens 2600 x
1969 mm with resolution 1400 � 1050 pixels, and 96 Hz refresh rate. There are 14
Christie S+3 K mirage projection units of which 6 project to the floor with 8 rear
projection systems utilised for the walls. Octave images are generated by a PC
workstation with 2 x Xeon E5-2650, giving 32 threads, 64 GB memory, SSD and
4xNvidia K5000 with a k-sync card running a single desktop through 4 mosaic
instances. Parallax is provided by the optical motion tracking system Vicon
MX-F40, controlled by a Dell workstation running Windows 7 and Vicon Tracker
2.0, with custom designed optical markers on the glasses. The users in Octave wear
XPAND 3D Shutter Glasses Lite RF (X105-RF-X1) with a shuttering frequency
96 Hz. There are no modifications required in order to measure haemodynamic
responses to IPT based virtual stimuli utilising the NIRSport system, however the
infrared tracking system and electronic light emitting peripheral devices may
potentially introduce noise to the fNIRS data (Fig. 1).

Custom Oculus Rift
The Oculus Rift DK consists of a single stereoscopic OLED screen measuring 5.7”
corner to corner, with a resolution of 1920 � 1080 (960 � 1080 per eye) pixels
producing a 100 degree field of view with a 75 Hz refresh rate. Images were
generated using an MSI GS30 2 M shadow laptop with base station, running an
Intel i7 5700HQ, giving 8 threads, 16 GB of memory, HDD, and Nvidia GTX 970
graphical processing unit, with Windows 7 operating system. An infrared detector
is used to locate the device in space alongside internal gyroscope, accelerometer
and mangnetometer solutions. The Oculus Rift DK2 needed adaption to allow space
for the fNIRS optodes. Securing straps were changed—it was necessary to remove
the ‘over-the-head’ strap of the oculus in order to ensure it was not in contact with
probes of the NIRSport system. The remaining straps were removed and replaced
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with a buckled elastic strap. This helped to avoid issues caused by disturbance of
probes when the HMD was put on. Due to the reduction of weight support across
the top of the head, the HMDs weight was not being distributed comfortably when
worn, with a moderate level of pressure on the end of the nose. In order to increase
comfort, the frames of a pair of glasses were incorporated to improve support. Part
of the top section of the HMD was cut away and edges were sanded to eliminate
sharpness. The section removed was slightly larger than the length of a NIRSport
standard probe in order to minimise chances of contact between HMD and probe
during use. The lack of support across the forehead caused by removing a section of
the HMD led to it leaning back toward the user at an inappropriate angle for use.
Angled foam inserts combated this (Fig. 2).

Functional Near Infrared Spectroscopy (fNIRS)
In order to measure changes in cerebellar oxygenation this study utilised the
NIRSport system. (NIRsPORT 8-8, NIRx Medizintechnik GmbH, Berlin,
Germany) which is a portable, wearable, multichannel fNIRS system consisting of
8 LED illumination sources and 8 active detection sensors. Emitters were placed on
positions F3, AF7, AF3, Fz, Fpz, AF4, F4, AF8, while detectors were placed on
positions F5, F1, Fp1, AFz, F2, Fp2, F6. Twenty channels were set up covering the
prefrontal cortex (Fig. 2). The source—detector distance was 3 cm. Optodes were
placed on the participant’s head using an EasyCap relative to the international 10/20
system (Jasper 1958). The data was acquired with the NIRStar acquisition Software
(v2014 NIRx Medical Technologies LLC) at two near infra-red light wavelengths
of 760 nm and 850 nm, with a sampling rate of 7.81 Hz (Fig. 3).

Fig. 1 Octave
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3.2 Procedure

Experiment 1
During the first stage of the experiment, both VR displays were combined with the
NIRSport and were tested in terms of raw data quality through measuring Signal—
To—Noise—Ratio (SNR). Visual inspection of the raw optical densities was car-
ried out using NIRStar Software (version 2014, NIRx Medical Technologies LLC).

During initial investigations of fNIRS data quality in immersive environments,
the Oculus Rift was tested using multiple programmes designed to elucidate a
variety of movements.

Experiment 2
Further testing involved measuring hemodynamic response in the display which
allowed more extensive natural movement—Octave. Eleven volunteers (N = 11, 4
females and 7 males, mean age 33.18, SD = 4.72) were recruited to walk on the
virtual plank 6 meters above the floor in Octave. During the task, we recorded brain
oxygenation changes from the prefrontal cortex as a neural index of emotional
regulation.

Fig. 2 Oculus Rift DK2 adapted for fNIRS

Fig. 3 fNIRS optode placement (left); participant wearing fNIRS device (right)
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Simulation
The scenario was created using Unity 4.3.3 game (https://unity3d.com/). The
simulation in Octave was supported by MiddleVR 1.4.2 for unity (http://www.
middlevr.com/middlevr-for-unity/).

The environment consisted of two rooms: the training room, which looked like a
normal room with a floor and furniture, where participants familiarised themselves
with the virtual environment and trained to carry out the task; and the pit room
which had no floor but the wooden ledge on which participants stood and looked
down into the pit room (which looks like an ordinary room with a floor and
furniture) approximately 6 m below the plank.

3.3 Task

Prior to the experiment participants were allowed to familiarise themselves with the
virtual environment and practice carrying out the task for about 5 min. During the
experiment they were asked to perform a simple walking task. In the training room,
(Fig. 4 right), the participant walked on the floor. In the pit room (Fig. 4 left), the
participant walked on the virtual plank.

3.4 Design

The experiment employed a within-subject design. Each participant performed a
task under two experimental conditions—training room and pit room. There were
10 trials split equally between the training room and pit room, with each trial lasting
30 s. A 30 s baseline was recorded prior to the first stimuli onset. During this
participants were instructed to step on the actual floor outside of the simulation area
in the training room, stay still, close their eyes, clear their mind and relax. After the

Fig. 4 Example time series acquired from combining fNIRS with custom oculus rift DK2 (left)
and octave (right). Noise appears as rapid changes (such as spikes and steps)
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baseline, participants heard pre-recorded audio instructions generated in random
order, to move either to the training room or move to the pit room. The whole
experiment lasted 330 s. We employed an event-related design where participants
spent 30 s in the training room and 30 s in the pit room. There were no breaks
between conditions.

3.5 Data Analysis

Raw time series were assessed in NIRStar Software (version 2014, NIRx Medical
Technologies LLC) by calculating a SNR and performing visual inspection of the
raw optical densities using the function ‘check raw data’ within the software. To
calculate SNR, the relative coefficient of variation (CV) was calculated for each
channel. Data with CV over 15% was removed from the analysis. Raw data was
converted to average haemoglobin concentration changes using the modified Beer–
Lambert law for each channel, each subject, and each condition. fNIRS data was
preprocessed and analysed using NIRSLab (NIRx Medical Technologies version
2014). Oxy- (HbO) and deoxy—(HbR) haemoglobin time series were band-pass
filtered with low cut-off frequency 0.01 Hz and high cut-off frequency 0.2 Hz to
remove drifts and noise from the data. Many previous studies have shown that HbO
correlates with BOLD signals better than the HbR (Hoshi et al. 2001), therefore this
study focused on HbO for further analysis.

Statistical data analysis was performed using NIRSLab—SPM (SPM8). Data
was modelled with GLM. Two regressors were generated by convolving the
weighted task time series with the canonical hemodynamic response function
provided by SPM8 (Friston et al. 1996). Discrete cosine transform basis functions
were used for temporal filtering, and precoloring HRF was used for the serial
correlations. On the next level analysis T-contrasts were created for HbO changes to
generate statistical parametric maps of activation for two regressors: training room,
and pit room, for each channel and each subject. SPM T-maps were generated by
using two contrasts: training room-pit room and pit room-training room, and
thresholded at p < 0.05 (corrected).

At the group analysis, SPM group DHbO T—statistics were calculated to
identify the channels significantly activated with a significance level threshold set
at p < 0.5 (corrected) according to the false discovery rate method FDR used in
fMRI studies (Singh and Dan 2006). The estimated anatomical locations of each
channel were determined using anatomical locations of international 10-10 system
cortical projections of EEG sensors (Koessler et al. 2009; Okamoto and Dan 2005).
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4 Findings

4.1 SNR and Motion Artefact Analysis Results—
Experiment 1

Figure 5 shows example raw time series data from a single subject acquired from
both the Oculus—fNIRS test, and Octave—fNIRS test. SNR tests demonstrated
that there was no significant signal interference from either VR.

Due to motion artifacts, 5% of the data was removed from the Oculus—fNIRS
test, and 50% from Octave—fNIRS test.

4.2 SPM Results—Experiment 2

Figure 6 shows the results for SPM group analysis (Pit room versus Training
room). SPM contrast for group analysis (Pit room versus Training room) at the
significance threshold level p < 0.05 (corrected) revealed no significant results.
However, results showed a trend toward increased HbO in MPFC (channel 12, t
(4) = 1.99, p = 0.1175, two-tailed) and DLPF (channel 15, t (4) = 1.81,
p = 0.1445, two-tailed) when participants exposed to the virtual heights in the Pit
Room in comparison to the Training Room.

5 Discussion and Lesson Learned

The main concern in this pilot study was possible interference between the display
system, including its motion tracking equipment, and the fNIRS. We were partic-
ularly concerned that the near infrared light from motion tracking system in the

Fig. 5 Pit room experiment—view into the pit room (left), view in the training room (right)
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Octave and Oculus Rift would be picked up by the infrared sensors of the fNIRS.
By measuring SNR and motion artifacts, this was proved an ungrounded
assumption for both VR displays (Fig. 5).

Although fNIRS is less susceptible to motion artifacts than EEG and fMRI, still
it is sensitive to sudden excessive movement. As an objective of this study was
promoting freedom of movement in VR, the level of motion impact was investi-
gated. On the one hand the Oculus Rift caused less motion artifacts, but it restricted
freedom of movement to the head. Therefore motion artifacts were likely to have
been caused primarily by optode displacement during putting the device on. On the
other hand combining fNIRS and Octave caused more motion artifacts due to both
the nature of the display system, as well as the experimental task itself. The data
analysis revealed motion artifacts in the signal when people leant forward exces-
sively. This was potentially a problem given the task encouraged this. However,
such a level of bend did not arise from the experimental protocol, but rather par-
ticipants wanting to experiment with the experience. Moreover, this study inves-
tigated how much movement is too much to keep data motion artefact free. While it
was possible to remove such data, it is better practice to exclude all the data from
the session.

Initially the measurement system was highly unstable. This came from the desire
to maximise freedom of movement and approach. Physiological data can be
communicated wirelessly from the sensors to the computer; however several
technological issues, such as the data collection laptop overheating, and software
crashes, were related to the high system requirements for brain data acquisition
which requires a high-end laptop. The solution was to put the brain data acquisition
laptop in a mesh backpack.

Fig. 6 SPM T-map of DHbO
in the pit room versus training
room. The t-value
(unthresholded) is indicated
by a colour scale
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The adaptations made to the Oculus Rift DK2 would be harder to achieve with
the newer commercial versions of the Oculus. These contain wiring through the
headband. It is important to note that the adapted Oculus Rift was a prototype.
Further work needs to be carried out to fully integrate HMD based VR with neu-
roimaging methodologies. A potential solution is to utilise 3D printing techniques
to incorporate an EEG/fNIRS cap into a specially designed HMD.

In conclusion, combining fNIRS with both VR displays offers new opportunities
for the researchers. Both VR systems have their own pros and cons (summarised in
Table 1). Therefore the selection of appropriate display should be determined by
the experimental design and the research question.

6 Conclusions

Virtual Reality offers a solution for bridging the gap between ecological validity
and controllability (Rey and Alcañiz 2010). Both ecological validity and control-
lability are important in VR and in neuroscience research, and applications that
combine the two. This study proposed and tested a solution that integrates wireless
brain imaging and two VR displays—a large IPT VR solution in which users can
move more freely—Octave, and a custom fNIRS-adapted Oculus Rift. The results
of our pilot study suggested trends that indicate the potential for this integration of
technology to evoke emotional response within VR. We have demonstrated the
feasibility of the study and resolved all technical problems.

Although this pilot study did no obtain statistically significant results due to the
sample size, it identified promising trends showing that VR can trigger emotional
regulation response which can be measured by a wireless brain imaging device.
Results of our study demonstrated trends in increased haemoglobin oxygenation
(HbO) in right MPFC and right DLPFC indicating emotional regulation processes
in the brain when participants were exposed to evocative virtual stimulus. These
results are consistent with previous neuroimaging studies using fMRI (Quirk and
Beer 2006). However, this study did not constrain the natural movement of the
participant in one of its conditions.

Table 1 Advantages and disadvantages in combining fNIRS with HMDs and IPT (Results of this
study displayed in Italic)

Oculus Octave

Movement restricted to that of the head
Single user
Hides the presence of others
Doesn’t allow natural embodiment
No risk of infrared light inference
HMD can cause minimal motion artifact
due to the sensor displacement

Allows movement around the space
Allows a group of people to mingle
Doesn’t hide presence of others
The user can see their own body
Higher risk of infrared light inference
IPT can cause motion artifact due to the
freedom of movement within VR space
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This pilot study lead to a further developed investigation. Since the reported
investigation was conducted, the data collection for the full experiment with a larger
sample was completed, and analysis is underway. This work opens the door to
measuring close to surface medium resolution neural response, to virtual stimuli in
which people can naturally look and walk around. This has the potential to improve
ecological validity in applications ranging from neuroscience research to exposure
therapy.
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Telethrone Reconstructed; Ongoing
Testing Toward a More Natural
Situated Display

John O’Hare, Allen J. Fairchild, Robin Wolff and David J. Roberts

Abstract The concept of supporting ad hoc or dynamic membership tele-present
meetings through pulling up a chair is novel. In real world business situations,
people pull up a chair after catching the eye of someone already seated. Telethrone
is a situated display on a chair which allows multiple correct views of a remote
collaborator. The system has been expanded to support informal meetings where
chairs can be moved around. This is facilitated through the novel integration of a
3D reconstructed model of a person, with live viewpoint dependent rendering onto
a retro-reflective surface. This removes the need for painstaking alignment of
multiple cameras and projectors each time a chair is moved. A between subjects
experiment tested accuracy of reconnected mutual gaze mediated by part of the
system. Subjectively easier and harder situations are compared. Specifically best
and worst cases, both in terms of orientation of eyes in the reconstructed head, and
angle of observer gaze onto the display. Discussion compares results to experiments
that used other systems to attempt to convey eye gaze by different techniques. This
research builds toward a scalable system for ad hoc business meetings; a paradigm
poorly supported by current video conferencing. It is also applicable to supporting
conversations between seated people in any scenario where seats might be moved,
for example in interaction between client and therapist in tele-therapy.
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1 Introduction

The vision of this work, from tele-presence artist Paul Sermon, is of pulling up a
chair after catching someone’s eye; in teleworking just as the real world. The
approach is to project various viewpoint dependent renders of the remote partici-
pant onto a chair that reflects each render in a separate retro-projection frustrum.
The original Telethrone (O’Hare et al., 2016) was a chair covered in a
retro-reflective material onto which 2D video streams showing the remote person
from different perspectives were projected. The retroreflective material allows
viewers from each pulled up chair to have their own perspective view. With chairs
evenly distributed around the Telethrone, it should in principle also be possible to
support mutual awareness between a telepresent seated person and a person walking
past. withyou (Roberts et al. 2015, Fairchild et al. 2017) was a telepresence system
that recreates a 3D CGI copy of a remote person that can be viewed from any
perspective but was derived from multiple discrete 2D video streams. Before
integration of withyou, the mona lisa effect meant that a pulled chair would need to
exactly align to a remote camera if mutual gaze were to be supported. However,
there are shortcomings of both the retro-reflected material and of free-viewpoint
video, that might impact on estimation of gaze. Specifically, the retro-reflective
material suffers image bleed between spatial channels, and free-viewpoint video
introduces artifacts. As one descrete step in development we present an early
prototype and pilot that test these combined shortcomings do not prohibit reason-
able gaze estimation (Fig. 1).

Example of potential utility
To intuitively outline the utility of the new system to business users a hypothetical
meeting is convened to discuss whether a project is likely to overrun. This meeting
comes about without warning; an executive in the company is in the building on
other business and gets into a conversation in the social space with a developer. The
product owner who might be expected to oversee such matters is offsite but can be
present through a single Telethrone which is installed in the space. The executive

Fig. 1 Experimental deployment in a semi-public space, testing elements of the system
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invites two clients to join him. As the meeting begins another developer from the
product team passes and is signalled to join by the tele-present product owner. Now
five people are physically present in the space, while one is tele-present. The
members of the meeting sit down and naturally cluster into two contiguous
groupings: The two clients and the executive, and the three members of the product
team. This distribution can be seen in Fig. 2. As the meeting evolves it becomes
necessary for the product team to clarify a technical point amongst themselves. In
the posited Telethone supported meeting it is possible for the two developers to
form a ‘huddle’ with the product owner. This meeting sub group can fork the
conversation, while the clients and executive continue with other matters. The
described Telethrone system with tracking of the chairs and 3D reconstruction of
the associated viewpoints can support this evolution of a meeting.

2 Literature Review

Communicating both attention and appearance has been a long standing challenge
to computer supported collaborative working (Roberts et al. 2015). Telepresence
solutions aimed at collaborative working have traditionally attempted to join remote
spaces so that people in each can look into the other, seeing each other, at best, as if
through a window (Roberts et al. 2015). Immersive Collaborative Virtual
Environments (ICVE) have been used to join remote spaces so that they coincide
(Roberts et al. 2003), and free-viewpoint video has been combined with immersive
projection technology to allow people to move around spaces, seemingly together
(Roberts et al. 2015). In ICVE’s people in each space can have the appearance and
feeling of moving around the other, however, true identity and facial expression are
hard to communicate without restricting movement (Roberts et al. 2015).

Fig. 2 A normal ad hoc business meeting evolves over time and is supported by the Telethrone
(square chair)
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Situated displays have attempted to give the impression of placing people within
each other’s room by contextualising the display, or engineering it such that the
background of the remote setting is omitted (Oyekoya et al. 2012). In approaches to
date, situated displays and capture equipment cannot be moved without painstaking
alignment of cameras and projectors across the two spaces.

Human acuity in judgement of the eye gaze of others is high (Symons et al.
2004). This keen sense of gaze is important for group social interaction (Colburn
et al. 2000). Gaze awareness does not just mediate verbal communication, but
rather, is a complex channel of communication in its own right (Vertegaal et al.
2001) (Otsuka et al. 2005). It also governs those who are involved in the com-
munication at any one time (Roberts et al. 2013). Physical communication channels
extend beyond the face (Nguyen and Canny 2009) and include both micro (shrugs,
hands and arms), and macro movement of the upper body (Ekman 1993). These
conversational hand gestures augment verbal communication (Krauss et al. 1996).
In multi-party conversation, body torque (the rotation of the trunk from front fac-
ing) can convey aspects of attention and focus (Schegloff 1998). Several decades of
research and commercial activity in telecommunication and telepresence have failed
to fully support transmission of all aspects of interpersonal communication (Roberts
et al. 2015). Some non-verbal communication is supported in video-conferencing
(VC) with limited success. The Mona Lisa effect means that in most systems both
directional eye gaze and mutual eye gaze are unsupported (Vishwanath et al. 2005)
(Loomis et al. 2008) as anyone looking into a camera appears to be making eye
contact with all of the observers at the other end of the video channel. Commercial
systems such as Cisco Telepresence Rooms cluster their cameras above the centre
of three screens for meetings using their tele collaboration product. They admit that
this only works well for the centrally seated observer and the brain must com-
pensate for this (Wolff et al. 2008; Roberts et al. 2015). Therefore, in camera based
telecommunication systems the angle offset from a camera “should be at most 1.2
degrees in horizontal direction, and 1.7 degrees in vertical direction to support eye
contact” (Bock et al. 2008), otherwise the offset effect should be corrected. Nguyen
and Canny demonstrated the Multiview system (Nguyen and Canny 2007) and
observed similar task performance in face-to-face meetings based on trust tasks,
while a similar approach without spatial segmented views of the remote participant
was seen to negatively impact performance. They also found that “upper-body
framing improves empathy measures” (Nguyen and Canny 2009). Pan, Steptoe and
Steed found similar results with their spherical display, with a decrease in
trust toward avatar mediated conversation when viewing 2D displays at oblique
angles (Pan et al. 2014). Kim et al. demonstrate the Telehuman system, capable of
conveying both the appearance and the direction of attention of a figure projected
into a tube in 2D and 3D (Kim et al. 2012). There are several methods of recon-
structing the human form as a computer model in real time. It is possible to create
geometric models of the human form using a technique called shape from silhouette
(Grau et al. 2007) in which multiple viewpoints from cameras allow algorithmic
generation of a visual hull (Franco and Boyer 2003). 3D video has been success-
fully integrated into ICVE systems that use projectors to surround the user with a
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virtual environment (Roberts et al. 2015). Both spatiality and appearance of the
remote collaborator are maintained, supporting complex interaction (Roberts et al.
2015). Situated displays place a representation of the remote user into a space,
theoretically allowing all participants to physically interact with the ‘contextual
configurations’ around them (Goodwin 2000). This is a relatively new field of
research that includes Telepresence robots (Lee and Takayama 2011), Telehuman
(Kim et al. 2012), head in a jar implementations such as SphereAvatar (Pan and
Steed 2012), and Gaze Preserving Situated Multi-View Telepresence System
(Pan et al. 2014). Telehuman is especially pertinent and brings the whole body of a
standing remote user into a space via a cylindrical display with a single tracked
observer viewpoint. Situated displays seek to embed the represented participant
within the spatial and contextual framework of the conversation such that referential
cues are better supported. This has many implications, but chief amongst these
is support for a spatially faithful conversational environment supportive of gaze.
SphereAvatar demonstrates that there are problems with accurate mapping, dis-
tortion, projection, and movement of the captured participants outside the limits of
the capture volume (Oyekoya et al. 2012). Retro-reflective materials such
as Chromatte(tm) cloth reflect light back along the angle of incidence (Tachi 2003).
An everyday application of such material is high visibility jackets. They have
previously been researched by Tachi for mutual tele-existence (Tachi et al. 2004).
In their system the motion of users is mirrored by a tele-operated robot to which a
retro-reflected view of the remote user’s head is projected (from the head of the
onlooking user). Krum et al. describe the REFLCT system (Krum et al. 2012)
which uses large retro-reflective surfaces to “provide[s] users with a personal,
perspective correct view of virtual elements that can be used to present social
interactions with virtual humans”. They also use helmet mounted projectors and
describe a military training application in a large volume which allows faithful
transmission of attention and gestures from the virtual to the real. They also briefly
describe augmenting a facial mannequin by projecting onto retro-reflective pro-
jection technology (RPT) adhered to the surface. Importantly the material negates
much of the effect of surface normals thereby presenting even light reflection
regardless of deformations in the surface. They also point out that the optical
characteristics of the material maintain polarisation and so could support passive
stereoscopy. Room2room from Microsoft labs (Benko 2016) demonstrates the
utility of projecting onto furniture. The system uses a Kinect 2.5D camera to
capture a remote participant, and an overhead projector combined with a Kinect to
projection map a viewpoint correct image of the tele-present person onto a complex
surface such as a chair. However, this is a single static view-point. The literature
does not explicitly engage with the potential for inviting passing parties to join a
conversation. Additionally, there is poor support for dynamic shifts in seating
within a meeting. The original Telethrone (O’Hare et al 2016) was a situated
display with fixed positions at both locations. It was thus similar to SphereAvatar
(Pan and Steed 2012) and Gaze Preserving Situated Multi-View Telepresence
System (Pan and Steed 2014). In the paper it was argued that projection of a person
onto furniture was likely to be less odd (or perhaps uncanny) and more familiar than
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seeing a head in a jar as with SphereAvatar, or a person in a tube as in Telehuman
(Kim et al. 2012). The original Telethrone was tested with two spatially distinct
moving images projected from live IP based video feeds but found the results for
eye gaze reconnection inconclusive (O’Hare et al. 2016). ‘withyou’ is an experi-
mental capture and playback system which uses the octave multimodal suite
(Roberts et al. 2015). This system uses shape-from-silhouette reconstruction
(Duckworth and Roberts 2012) to send a full 3D video polygonal hull to another
rendering location. Previous tests on the system suggested that the capture and
playback made it possible to judge the eye gaze of the reconstructed subjects to
within limits which underpin social interaction (Roberts et al. 2013). It was
developed onward for a mixed reality system with multiple sites collaborating on
shared data (Fairchild et al. 2017).

3 Methods

In order to assess if the 3D reconstruction and eye gaze elements (Roberts et al.
2015) work with the Telethrone (O’Hare et al. 2016) a limited experiment is
undertaken where the chair is decoupled from the projector in order to check
whether the system allows gaze discrimination. This experiment was inspired by
(Kim et al. 2012) and (Roberts estimating eye gaze). By testing the harder case of
gaze estimation as someone walks past, also gives some level of confidence that
gaze would be supported if a chair was pulled to any point, the simpler case. The
experimental setup demonstrates the feasibility of components of the system. This
is an iterative step towards a complete system with multiple mobile chairs facing a
Telethrone.

3.1 The Telethrone System

The new Telethrone concept moves toward simple support for social space
deployments, engaging attention outside of the meeting group. Dynamic group
membership might involve both someone walking toward or past and or pulling up
a chair. The technology approach was to combine the earlier Telethrone situated
display and withyou telepresence system. By doing so virtual cameras join the sets
of real cameras and real projectors, removing the need for the two to have the same
spatial arrangement. Viewpoint is rendered according to position of onlooker. This
means tracking someone walking past, or tracking a seat that is moved up.

Further refinements of the withyou capture system have been undertaken for
integration with Telethone. Better projection gives higher effective pixel density
across the board. Vertical and horizontal resolution is around twice that previously
available for the face and eyes throughout the capture and display pipeline. A new
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texturing technique is also employed which picks and applies the best texture for
the viewpoint.

Additionally, the texturing camera is at eye level, which distortion demonstrated
in (Roberts et al. 2015). The Telethrone image generator reconstructs a visual hull
then the appropriate textures are selected and blended depending on the viewing
angle supplied by the Vicon optical tracking system and associated VRPN software
network transmission.

3.2 Experiment

The captured subject in Fig. 3 was asked to focus their attention away from
their body centreline to marked points in the octave either 45 degrees to their right
(best case condition) or 66.5 degrees to their right (worst case condition). This
seemingly over accurate angle was chosen at it is a clearly seen location in the
geometry of the capture system and was selected as the maximum one might expect
to deviate from the body centreline in social conversation.

This reconstruction system has not previously been tested when projecting onto
RPT so repeating an element of the withyou experiment in a way which tests the
optical characteristics of the Chromatte cloth provides a firm foundation for further
investigation. The captured model was played back through the two projectors seen
in Fig. 1. The furthest projector was set to display a static frame of the recon-
structed subject with them appearing to look directly at the projector, which would
be a seat in the full Telethrone system. This provides an image on the surface which
scatters 5% of incident light in all directions. This ghostly overlay is visible as an
overlay on the other projected images (O’Hare et al. 2016). Walking participants are
head tracked as they try to align to the eye gaze of a static reconstructed model that
continuously adjusts for their head position. This is similar to methods employed in
“Estimating the gaze of a virtuality human” (Roberts et al. 2013) and Telehuman
(Kim et al. 2012).

Fig. 3 Capture of the subject
in the octave system
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3.3 Hypotheses

H1: that the ability of the experimental participants to judge the gaze direction of
the reconstructed avatar is statistically similar to comparable experiments in liter-
ature in a best case experimental condition. Eyes are rendered in the centre of the
head and directed toward the centre of the retro-reflected light cone. No discernible
crosstalk from the second projector is visible in this condition.

H2: that the ability of the experimental participants to judge the gaze direction of
the reconstructed avatar is significantly worse than the best case condition in a
‘worst case’ experimental condition. Head, body and eyes are all unaligned
with respect to one another and the attention is directed to the edge of the
retro-reflected light cone ensuring that cross talk occurs between the projectors.

3.4 Variables

The independent variable is how much the confederate deviates their view from
their body centreline, alongside how central to the retro-reflected light cone their
deflected view is.

In the best case condition the capture gaze, eyes and head are aligned. The
reconstructed eye vector is central to the cone of reflected light from the Telethrone
surface resulting in a clear image.

In the worst case condition the capture is combined head and eye gaze with the
reconstructed eye vector to the edge of the cone of reflected light from the
Telethrone surface. This increases the effect of the crosstalk.

The dependent variable is the angle offset from the correct simulated view vector
which the participants settle on during the experiment.

3.5 Participants

n = 39 participants were recruited for a between subjects experiment with two
conditions from Social VR 2016 workshop at MediaCityUK in Salford in line with
ethical approval CST 15/03. The first 19 subjects performed the best case condition,
while 21 subsequent attendees performed the worst case scenario.

3.6 Scope

In the current Telethrone prototype the projector is mounted behind and above the
head of the seated onlooker as they view the Telethrone. This position generates a
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tracked viewpoint update. The whole system can be moved around the floor on
wheels to take up a different viewpoint on the Telethrone. The prototype chair
with these tracked projectors is currently unwieldy, so for the purposes of the
experiment we tested a component where the tracking was decoupled from the
projection. This allowed the participants to move unencumbered when finding their
position of mutual eye gaze. This tests the readiness of the reconstruction for the
broader Telethrone system. The utilisation of a static model, streamed from disk
ensures repeatability.

3.7 Procedure

Each participant wore a tracked hat which presented their location to the renderer
and the logging system. They were instructed to stand between the two projec-
tors facing the Telethrone. In this location they were presented with a blend of two
spatially distinct views onto the Chromatte cloth. They were requested to walk
slowly along a line demarked by a barrier (shown in Fig. 1). This took them into the
projection frustum of the projector displaying the reconstructed and tracked image,
which was continuously rendered as perspective correct based upon the VRPN
tracking data. The effect was that the participants gradually felt that they are
walking more into the head and eye gaze of the projected subject (Fig. 4).

Fig. 4 Participant wearing the tracked hat, front view (LHS) and looking to the right
(RHS). When they were satisfied that they were in the correct position, they signalled to
the experimenter who immediately stopped the data logging to record their position.
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4 Findings

For the best case condition n = 18 the deviation from correct angle
is Mdn = −0.78 M = −0.50 StDev = 6.28 Q1 = −4.00 Q3 = 2.46. Shapiro-Wilk
significance of 0.087 suggests that the data is normally distributed. For the worst case
n = 21 the deviation from correct angle is Mdn = 8.27 M = 7.74 StDev = 4.48
Q1 = 3.78 Q3 = 10.86. Shapiro-Wilk significance of 0.419 indicates that the data is
normally distributed.

Wilcoxon ranked signed comparison between conditions shows significant dif-
ference between accuracy in best and worst cases z = −2.765 p = 0.006 while an
independent sample t-test likewise shows a difference with t = −4.769 p = 0.000.
Fig. 5 shows box plots comparing the two conditions.

5 Discussion and Conclusion

All statistics were performed in SPSS comparing within the experiment and
against the most similar experiments, Telehuman (Kim et al. 2012) and “Evaluating
the gaze of a virtuality human” (Roberts et al. 2013). Differences in the final posi-
tions shown in Figs. 6a and b is potentially explained by the additional difficulty in
resolving the eye component of the model (Fig. 7). All subjects stopped short of the
correct position. Roberts et al. used an earlier version of the free viewpoint recon-
struction system and projection into an immersive environment (Roberts et al. 2015).

When comparing to their paper ‘estimating the gaze of a virtuality human’
median and standard deviations were used to create box charts from the original
data (Fig. 8). The rightmost bar labelled WORST is the worst case condition from
the experiment while the bar to its immediate left R0L, the most analogous

Fig. 5 Accuracy of the two
conditions compared as a box
plot. In the best case
condition the median
accuracy is very close while
worst case consistently
undershoots the target
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condition from the Roberts paper to WORST. R0L in Roberts et al. has eyes aligned
forward in the head, and the head turned away from the body. R’RL in Roberts is
eyes, head, and body not aligned. The left most bar labelled BEST is for the
experimental best condition while the second bar R’RL is for the most analogous
condition to BEST in Roberts et al. “estimating the gaze of a virtuality human”. The
best case condition is analogous to Telehuman in their reported ‘looking at’ sce-
nario where participants had to decide where they were being looked
at. Telethrone has higher mean accuracy in the best case condition with 0.85
degrees compared to 5.2 degrees. Telehuman has a far better STDEV at 0.89
compared 6.27. The standard deviation of Telehuman is potentially lower as many
more experimental runs were performed. Plots are both positive and negative rather

Fig. 6 The walking tracks of the 18 participants in 6a and the 21 participants in 6b trying to
resolve the gaze deflected 45 and 66.5 degrees from the vertical axis respectively. Participants
started on the right hand side and stopped at the dots to the left. Axes are meters. The positions for
the worst case condition are all short of the line

(a) Best case condition (b) Worst case condition

Fig. 7 Best case view onto the Telethrone from 7a: 45 degrees from front head and eyes aligned,
no image cross talk and 7b: 66.5 degrees from front, head and eyes not aligned, cross talk from the
other spatial segment is visible
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than absolute values as reported in Roberts’ paper to examine directionality of the
system. The mean angle of deviation of the Telethrone system in the best case
condition compares well to Telehuman with a higher mean accuracy, and a stan-
dard deviation in the same range as the offset reported in Telehuman. Without
access to the detailed Telehuman data it is hard to make detailed comparison. It is
notable that the maximum negative deviation for the best case condition is less than
the lower quartile deviation from the analogous condition in Roberts et al.’s ex-
periment. Better quartile ranges in both best and worst case condition are suspected
to be due to the better texturing method and higher resolution. Subject 14 com-
plained that the system did not work for him and he could not seem to resolve the
gaze at all. He made three passes through the correct eye vector. It is interesting
that he was the tallest participant with the tracking data showing him to be
approximately 15 cm taller than the mean height of 1.55 m for the group. While
height might be a factor subject 13, the other outlier visible as a dark spot in the
centre of Fig. 12a, was close to the mean height at 1.50 m.

The novel contribution of the paper is the presentation of an updated version of
the Telethrone system, with tracked 3D video augmenting the spatial segmentation,
as well as an experiment which builds toward a deployable system. In the exper-
imental results the best case scenario compares well against “Estimating the gaze of
a virtuality human” in the similar R0L condition, and against Telehuman in the
‘Look at’ condition. This satisfies H1 and clears the way for further integration with
the Telethrone prototype and a behavioural test with multiple participants. In par-
ticular it is suspected that the better texturing approach gave higher accuracy
and smaller inter quartile ranges over previous experiments. The worst case sce-
nario satisfies the H2 assertion that the accuracy would be compromised with
deflected eye gaze and cross talk. While this data demonstrates less accuracy it is by
no means a broken system for the support of directional gaze. Given the properties
of the retro-reflective material, the approach is locally scalable with up to 5
onlookers limited by the optical characteristics of the material (only 5 spatial

Fig. 8 Comparing to
“Estimating the gaze of a
virtuality human”
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segments are provided). Up to 6 Telethrones per site (6 connected sites of all
Telethrones) are theoretically possible provided that multiple tracked and posi-
tioned avatars can be projected from a suitable high resolution projector taking in
all seats from each Telethrone. Telethrone appears to support small ad hoc group
meetings with dynamic participation and sub groups within a group. The simplicity
of the system, its affordability, flexibility, and scalability seem to be appropriate for
high traffic social spaces which is a less researched application for telepresence
displays.

References

Bock, S. W., Dicke, P., & Thier, P. (2008). How precise is gaze following in humans? Vision
Research, 48(7), 946–957.

Colburn, A., Cohen, M. F., & Drucker, S. (2000). The role of eye gaze in avatar mediated
conversational interfaces. Sketches and Applications, Siggraph’00.

Duckworth, T. W., & D. J. Roberts. (2012). 3DRecon, a utility for 3D reconstruction from video.
Joint Virtual Reality Conference of ICAT, EGVE and EuroVR

Duckworth, T., & Roberts, D. J. (2014). Parallel processing for real-time 3D reconstruction from
video streams. Journal of Real-Time Image Processing, 9(3), 427–445.

Ekman, P. (1993). Facial expression and emotion. American Psychologist, 48(4), 384.
Fagel, S., Bailly, G., Elisei, F., & Lelong, A. (2010). October. On the importance of eye gaze in a

face-to-face collaborative task. In Proceedings of the 3rd international workshop on Affective
interaction in natural environments (pp. 81–86). ACM.

Fairchild, A. J., Campion, S. P., García, A. S., Wolff, R., Fernando, T., & Roberts, D. J. (2017).
A mixed reality telepresence system for collaborative space operation. IEEE Transactions on
Circuits and Systems for Video Technology, 27(4), 814–827.

Goodwin, C. (2000). Action and embodiment within situated human interaction. Journal of
Pragmatics, 32(10), 1489–1522.

Grau, O., Thomas, G. A., Hilton, A., Kilner, J. & Starck, J. (2007), May. A robust free-viewpoint
video system for sport scenes. In 3DTV Conference, 2007 (pp. 1–4). IEEE.

Kim, K., Bolton, J., Girouard, A., Cooperstock, J., & Vertegaal, R. (2012). May. TeleHuman:
effects of 3d perspective on gaze and pose estimation with a life-size cylindrical telepresence
pod. In Proceedings of the SIGCHI Human factors (pp. 2531–2540). ACM.

Krauss, R. M., Chen, Y., & Chawla, P. (1996). Nonverbal behavior and nonverbal communi-
cation: What do conversational hand gestures tell us? Advances in Experimental Social
Psychology, 28, 389–450.

Krum, D. M., Suma, E. A., & Bolas, M. (2012). Augmented reality using personal projection and
retroreflection. Personal and Ubiquitous Computing, 16(1), 17–26.

Lee, M. K. and Takayama, L., 2011, May. Now, I have a body: Uses and social norms for mobile
remote presence in the workplace. In Proceedings of the SIGCHI conference on human factors
in computing systems (pp. 33–42). ACM.

Loomis, J. M., Kelly, J. W., Pusch, M., Bailenson, J. N., & Beall, A. C. (2008). Psychophysics of
perceiving eye-gaze and head direction with peripheral vision: Implications for the dynamics of
eye-gaze behavior. Perception, 37(9), 1443–1457.

Maimone, A. and Fuchs, H., 2011, October. Encumbrance-free telepresence system with real-time
3D capture and display using commodity depth cameras. In Mixed and augmented reality
(ISMAR), 2011 10th IEEE international symposium on (pp. 137–146). IEEE.

Telethrone Reconstructed; Ongoing Testing … 335



Nguyen, D. T., & Canny, J., 2007, April. Multiview: improving trust in group video conferencing
through spatial faithfulness. In Proceedings of the SIGCHI conference on Human factors in
computing systems (pp. 1465–1474). ACM.

Nguyen, D. T., & Canny, J. (2009). April. More than face-to-face: empathy effects of video
framing. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems (pp. 423–432). ACM.

O’Hare, J., Bendall, R. C. A., Rae, J., Thomas, G., Weir, B., & Roberts, D. J. (2016). Is this seat
taken? behavioural analysis of the telethrone: A novel situated telepresence display. The
Eurographics Association.

Otsuka, K., Takemae, Y., & Yamato, J. (2005). October. A probabilistic inference of
multiparty-conversation structure based on Markov-switching models of gaze patterns, head
directions, and utterances. In Proceedings of the 7th international conference on Multimodal
interfaces (pp. 191–198). ACM.

Oyekoya, O., Steptoe, W., & Steed, A. (2012). May. SphereAvatar: A situated display to represent
a remote collaborator. In Proceedings of the SIGCHI conference on human factors in
computing systems (pp. 2551–2560). ACM.

Pan, Y., & Steed, A. (2012). October. Preserving gaze direction in teleconferencing using a camera
array and a spherical display. In 3DTV-Conference: The true vision-capture, transmission and
display of 3D video (3DTV-CON), 2012 (pp. 1–4). IEEE.

Pan, Y., Steptoe, W., & Steed, A. (2014, April). Comparing flat and spherical displays in a trust
scenario in avatar-mediated interaction. In Proceedings of the 32nd annual ACM conference
on human factors in computing systems (pp. 1397–1406). ACM.

Pejsa, T., Kantor, J., Benko, H., Ofek, E. and Wilson, A., 2016, February. Room2Room: Enabling
life-size telepresence in a projected augmented reality environment. In Proceedings of the 19th
ACM conference on computer-supported cooperative work & social computing (pp. 1716–
1725). ACM.

Roberts, D., Wolff, R., Otto, O., & Steed, A. (2003). Constructing a Gazebo: supporting teamwork
in a tightly coupled, distributed task in virtual reality. Presence, 12(6), 644–657.

Roberts, D., Duckworth, T., Moore, C., Wolff, R., & O’Hare, J. (2009, October). Comparing the
end to end latency of an immersive collaborative environment and a video conference.
In Proceedings of the 2009 13th IEEE/ACM international symposium on distributed
simulation and real time applications (pp. 89–94). IEEE Computer Society.

Roberts, D. J., Fairchild, A. J., Campion, S. P., O’Hare, J., Moore, C. M., Aspin, R., et al. (2015).
withyou—an experimental end-to-end telepresence system using video-based reconstruction
Selected Topics in Signal Processing. IEEE Journal of, 9(3), 562–574.

Roberts, D. J., Rae, J., Duckworth, T. W., Moore, C. M., & Aspin, R. (2013). Estimating the gaze
of a virtuality human. IEEE Transactions on Visualization and Computer Graphics, 19(4),
681–690.

Steptoe, W., Wolff, R., Murgia, A., Guimaraes, E., Rae, J., Sharkey, P., ... & Steed, A. (2008,
November). Eye-tracking for avatar eye-gaze and interactional analysis in immersive
collaborative virtual environments. In Proceedings of the 2008 ACM conference on computer
supported cooperative work (pp. 197–200). ACM.

Symons, L. A., Lee, K., Cedrone, C. C., & Nishimura, M. (2004). What are you looking at? Acuity
for triadic eye gaze. The Journal of General Psychology, 131(4), 451.

Tachi, S. (2003, May). Telexistence and retro-reflective projection technology (RPT).
In Proceedings of the 5th virtual reality international conference (VRIC2003), vol.
69 (pp. 1–69).

Tachi, S., Kawakami, N., Inami, M., & Zaitsu, Y. (2004). Mutual telexistence system using
retro-reflective projection technology. International Journal ofHumanoidRobotics, 1(01), 45–64.

Vertegaal, R., van der Veer, G., & Vons, H. (2000, May). Effects of gaze on multiparty mediated
communication. In Graphics interface (pp. 95–102).

336 J. O’Hare et al.



Vertegaal, R., Slagter, R., Van der Veer, G., & Nijholt, A. (2001, March). Eye gaze patterns in
conversations: there is more to conversational agents than meets the eyes. In Proceedings of
the SIGCHI conference on Human factors in computing systems (pp. 301–308). ACM.

Vishwanath, D., Girshick, A. R., & Banks, M. S. (2005). Why pictures look right when viewed
from the wrong place. Nature, 8, 1401–1410.

Wolff, R., Roberts, D., Murgia, A., Murray, N., Rae, J., Steptoe, W., ... & Sharkey, P. (2008,
October). Communicating eye gaze across a distance without rooting participants to the spot. In
12th 2008 IEEE/ACM international symposium on distributed simulation and real time
applications (DS-RT 2008) (pp. 111–118). IEEE.

Telethrone Reconstructed; Ongoing Testing … 337



A Survey of Drone use for Entertainment
and AVR (Augmented and Virtual
Reality)

Si Jung Kim, Yunhwan Jeong, Sujin Park, Kihyun Ryu
and Gyuhwan Oh

Abstract This paper explores the use of drones for entertainment with the emerging
technology of AVR (Augmented and Virtual Reality) over the past 10 years from
2006 to 2016. Drones, known as UAV (Unmanned Aerial Vehicle) or UAS
(Unmanned Aircraft System), is an aircraft without a pilot or a person board also
known as an unmanned aircraft. This paper focuses on drones with four sets of rotor
blades, known as a Quadcopter, and how they are applied in the field of entertain-
ment and AVR because their usages are getting expanding in science, commercial,
or entertainment use. Industries and individuals began to see opportunities of drone
technology and these days and it is expanding to the field of creating aerial im-
mersive mixed reality. This paper introduces the overview of drones and charac-
teristics of their usages in the field of entertainment and AVR areas.

Keywords Drone � UAV � Entertainment � Augmented reality � Virtual reality

1 Introduction

The word “drone” has referred to a male honeybee whose only role is to mate with
the queen since Old English and it began branching out as a verb, meaning to buzz
like a bee. Drone is also known as an unmanned aerial vehicle (UAV), an aircraft
without a human pilot aboard and is often controlled by either a human operator or
autonomously by onboard computers. So that, in computer science and artificial
intelligence studies, they often call a drone as a remotely piloted vehicle (RPV),
remotely operated aircraft (ROA), remote control helicopter (RC-Helicopter), or
unmanned vehicle systems (UVS) (Eisenbeiss, 2004).
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Drones were designed and used for military purposes in the old days, especially
during World War I and II. The hot air balloon was the very first attempt for drones.
Austria used first unmanned bomb-filled balloons to attack Venice in 1849 (Franke,
2015). Nikola Tesla was the first person who was granted a patent (US
Patent # 613809) in 1898 for what was likely the first remote control and
unmanned aerial vehicle ever envisioned. The patent was entitled as “Method and
Apparatus for Controlling Mechanics of Moving Vessels or Vehicles,” covered any
type of vessel or vehicle which is capable of being propelled and directed, such as a
boat, a balloon, or a carriage. Tesla was the first person to theorize, envision, and
even patent a practical remote controlled robot or an unmanned vehicle, called
teleautomation (Drones: a history of flying robots, n. d.).

Drones varied in shapes of airplane and helicopter through World War I and II.
However, the drone, which normally has 4 rotors, became a popular choice since it
was inexpensive and easy to use (Villbrandt, 2011). The society has begun to
become familiar with a new drone technology, and many people started using
drones for their own personal purposes resulting in using drones not only for
military purpose, but also recreational and commercial purposes. For example
Helicam, which is a remote controlled mini helicopter used to obtain aerial pictures
or motion images, is widely used in nowadays and we can find its variety of
different applications from the world’s largest video website, YouTube.

The largest theatrical Canadian entertainment company, Cirque du Soleil,
designed a flying lamp show, called “SPARK”, with Swiss Federal Institute of
Technology and ETH Zürich in 2014 (SPARKED: A Live Interaction Between
Humans and Quadcopters, 2014). They used multiple drones that are hidden inside
each of the lampshades with a performer to show a live interaction between humans
and flying robots by telling the story of a lamp repairman who suddenly has to deal
with a blown fuse at late night. By this live performance, Cirque du Soleil showed
the possibility of applying drone technology into art and entertainment, and fur-
thermore, we see future for drone technology in the performing arts and live
entertainment.

In December 2014, the world’s largest non-profit organization dedicated to the
advancement of unmanned system and robotics, AUVSI (the Association for
Unmanned Vehicle Systems International) and AMA (the Academy of Model
Aeronautics) worked on the educational campaign program called, “Know Before
You Fly” with the FAA (the Federal Aviation Administration). This campaign
educates and provides prospective UAS with the information and guidance they
need to fly responsibly (Know Before You Fly’ UAS Safety Campaign Is Taking
Flight, 2014). They explain and give examples of commercial and recreational use
of UAS and then provide information and guidance so people can fly drones safely
and responsibly (Unmanned Aircraft Systems, 2015). Also, the FAA published the
rules of drone usage in the U.S. in February, 2015. This standard and safety
regulations of drones are not only used in the US, but other counties also began to
apply. In Canada, Transport Canada and the Office of the Privacy Commissioner of
Canada studied drones and they published safety regulations for using drones in
November, 2014 (The Review and Processing of an Application for a Special Flight
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Operations Certificate for the Operation of an Unmanned Air Vehicle (UAV), 2014)
(Office of the Privacy Commissioner of Canada, 2013).

It comes into request to study and research drones with augmented and virtual
reality (AVR) since drones and AVR are becoming popular in public and its usage
is greatly increasing for commercial, live shows, gaming, sports, and other enter-
taining purposes. This exploratory study includes how drones are used in enter-
tainment with the emerging technology of AVR.

2 Objective and Method

The object of the study is to explore how drones are used in the field of enter-
tainment and AVR and address their characteristics. We first classified the notion of
entertainment into several different branches such as music, games, reading, per-
formance, sport, and fairs and expositions then conducted multiple times of Internet
searches for finding relevant articles. We took the same procedures for AVR. We
found a total of 275 sources consisted of 100 general articles, 100 websites, and 75
research papers. Among these, we selected 47 sources that are most relevant to the
goal of the study. These were 5 copyrights, 21 research papers, 16 videos, 4 articles,
and 1 book chapter. Based on these 47 sources, we categorized the use of drones
into three areas—live performance, music, and AVR. The 47 resources were cat-
egorized into 19 live shows, 2 music, 26 AVR. An independent coder was recruited
and recorded results by using an excel spreadsheet.

3 Drones for Entertainment

3.1 Live Performance

There were 19 live performances that used single or multiple drones as they are
listed in Table 1. One of the largest live theatrical producers Cirque de Soleil
collaborated with ETH Zürich and produced a live drone show called, ‘SPARKED:
A Live Interaction Between Humans and Quadcopters’ in 2014 shown in Fig. 1. In
the live show, they put a performer in the middle of the flying drones that
are shaped as lamps. The ‘Meet Your Creator—Quadrotor Show’ (Meet Your
Creator—Quadrotor Show, 2012) was held at the Saatchi & Saatchi in 2012. They
performed with quadrotors that are attached with mirrors and LED on the stage
without any human shown in Fig. 2. The performance used multiple drones,
meaning that the drones became the live actors of the performance and performed
on behalf of the person or with a person while syncing their movements.
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Table 1 Drones for live performance

Title Type Year Details Note

1. Aerial display system with
floating pixels (Wong et al.,
2014)

Patent 2014 Displayed light and floating
pixels into drones

Virtual
fireworks
reproduction

2. Aerial display system with
floating projection screens
(Stark et al., 2014)

Patent 2014 Making floating projection
screens by using drones

Aerial
screening

3. Aerial display system with
marionettes articulated and
supported by airborne devices
(Trowbridge et al., 2014)

Patent 2014 Controlling marionettes by
using airborne drone

Marionettes
performance

4. Visual localization Of
unmanned aerial vehicles
based on marker detection
and processing (Stark and
Wong, 2015)

Patent 2014 Using marker detection to
visual localize of drones

5. Synchronizing the motion of
a quadcopter to music
(Schöllig et al., 2010)

Paper 2010 Drones dance with music by
using motion sense

Drone dance
performance

6. A platform for dance
performances with multiple
quadrocopters (Schoellig
et al., 2012)

Paper 2010 Motion is controlled by music Drone dance
performance

7. Feasibility of motion
primitives for choreographed
quadrocopter flight (Schöllig
et al., 2011)

Paper 2011 Create a virtual tool for drone
motion verification and drone
performance

Drone
performance

8. Quadrocopter ball juggling
(Müller et al., 2011)

Paper 2011 Quadcopter juggles balls by
itself

Drone circus
performance

9. A flying inverted (Hehn and
D’Andrea, 2011)

Paper 2011 Drones balance an inverted
pendulum

Drone circus
performance

10. Cooperative quadrocopter
ball throwing and catching
(Ritz et al., 2012)

Paper 2012 Quadcopter throw and receive
balls by using nets

Drone circus
performance

11. Quadrocopter pole acrobatics
(Brescianini et al., 2013)

Paper 2013 Two quadcopters balance an
inverted pendulum and
launching it off the vehicle
and catching it

Drone circus
performance

12. Dance of the flying machines:
methods for designing and
executing an aerial dance
choreography (Augugliaro
et al., 2013)

Paper 2013 Drones fly and dance Drone dance
performance

13. Quadrocopter ball juggling,
ETH zurich (Quadrocopter
Ball Juggling, ETH Zurich,
2011)

Video 2011 Quadcopter juggles ball Drone circus
performance

14. Robot quadrotors perform
james bond theme (Robot
Quadrotors Perform James
Bond Theme, 2012)

Video 2012 Quadcopter perform 007
james bond theme song

Drone music
performance

(continued)
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Table 1 (continued)

Title Type Year Details Note

15. Meet your creator—quadrotor
show (Meet Your Creator—
Quadrotor Show, 2012)

Video 2012 Performance using drones,
mirrors, and lights

Drone art
performance

16. Quadrocopter pole acrobatics
(Quadrocopter Pole
Acrobatics, 2013)

Video 2013 Two quadcopters balance an
inverted pendulum and
launching it off the vehicle
and catching it

Drone circus
performance

17. The beautiful choreography
of dancing drone lamps,
SPARKED: A live interaction
between humans and
quadcopters (SPARKED: A
Live Interaction Between
Humans and Quadcopters,
2014)

Video 2014 Performance between a
performer and quadcopters
that are lampshade

Live
performance
of human
and drone

18. Flying robot rockstars (Flying
Robot Rockstars, 2014)

Video 2014 Flying drones play music
instruments

Drone music
performance

19. So you think you can dance?
rhythmic flight performances
with quadrocopters (Schoellig
et al., 2014)

Book 2014 Article about dancing drone
and present a set of
algorithms that enable
quadrotor vehicles and shows
flight performance of multiple
quadcopter timed to music

Drone dance
performance

Fig. 1 SPARKED: A live
interaction between humans
and quadcopters
(“SPARKED,” 2014)

Fig. 2 Meet your creator—
quadrotor show (“Meet Your
Creator,” 2012)
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3.2 Music

There were two cases used drones in music shown in Table 2. Drones in music are
similar to the drones used in the live performances in that both drones perform in
front of the audience as human performer. From the 47 sources, only two showed
that drone can be used in music. Kumar from the GRASP (General Robotics,
Automaton, Sensing and Perception) Lab at the University of Pennsylvania pre-
sented drones that play musical instruments in TED 2012 (Kumar, 2012). He
introduced the definition and history of a drone as well as showed an example of
robotic music that is played by swarm drones as shown in Fig. 3. KMel Robotics
that is acquired by Qualcomm presented drones performing music in 2014. There
are eight hexacopters playing a single string guitar, a drum, and bells as shown in
Fig. 4. These eight hexacopters also performed a live performance in the USA
Science and Engineering Festival that was held in Washington, D.C.

Table 2 Two sources related to the music of the drone

Title Type Year Details Note

1. Robot quadrotors perform james
bond theme (Robot Quadrotors
Perform James Bond Theme, 2012)

Video 2012 Playing 007 pames
bond theme by
using quadrotors

Drone
music
performance

2. Flying robot rockstars (Flying Robot
Rockstars, 2014)

Video 2014 Flying Drones Play
Musical
Instruments

Drone
music
performance

Fig. 3 Robot quadrotors
perform james bond
theme (“Robot Quadrotors,”
2012)

Fig. 4 Flying robot
rockstars (“Flying robot
rockstars,” 2014)
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4 Augmented and Virtual Reality (AVR) Field

Parrot, a French company introduced a first popular recreational quadcopter called,
AR Drone shown in Fig. 5 at the CES 2010 Trade Show held in Las Vegas (CES
2010: Parrot AR. Drone allows video games to become reality, 2010). The user can
control the drone using their mobile devices such as a smart phone via an onboard
Wi-Fi network. The drone is equipped with two cameras, one on the front and the
other on the bottom, and transmits live video to the user’s device over the wireless
network. It overlays computer graphics such as monsters to shoot at. Airgonay, a
French drone club, used the first person view (FPV) flying to turn our imagination
into their reality. Airgonay organized a drone racing in a forest for lightweight
drones that bob, weave, and generally fly at up to 40 miles per hour, which reminds
people of Star Wars: Episode I pod race (FPV Racing drone racing star wars style
Pod racing are back, 2014) as shown in Fig. 6. They connected a camera into a
wireless video goggles to see an entire eyesight from the drone to make it look like
they are really racing. People use drones to film their activities and drones itself can
become a tool of playing sports instead of a human player. As mentioned earlier,
FPV flying is beneficial in showing people their surrounding environment or
scenery and extensively it can also be used for new perspective of tourism. The
primary advantage of using drones in tourism is allowing to explore places virtually
before they actually visit the location as shown in Fig. 7. Under the concept, people
can see and study places that are forbidden and further experience the places
virtually (Drones in Tourism, The New Partner for Aerial Videos, 2014).

Fig. 5 Parrot’s AR. Drone
having a demonstration in
CES (“CES,” 2010)

Fig. 6 Star Wars pod racing
using drones (“FPV Racing
Drone Racing Star Wars,”
2014)
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In the field of AVR, a total of 26 sources were found as they are listed in
Table 3. It looks like the applications for AVR with drones have been popular after
Parrot introduced their first augmented reality drone, called AR Drone in the CES
2010. Most projects were conducted with augmented reality, not with virtual reality.
Drones with AVR are used in a wide range of applications such as agriculture,
construction, surveying, and education. There was only one source that introduced

Fig. 7 Using drones for virtual tourism (“Drones in Tourism,” 2014)

Table 3 26 sources related to drones in the filed of AVR

Title Type Year Details Note

1. CES 2010: Parrot AR. Drone
allows video games to
become reality (CES 2010:
Parrot AR. Drone allows
video games to become
reality, 2010)

Article 2010 French company Parrot
introduced AR. Drone at CES
2010

AR
demo

2. Augmented reality for drones
(Augmented reality for
drones, 2015)

Article 2015 Integrate augmented reality
objects into the video stream
of the drones

AR/MR
technology

3. Drones and augmented
reality—powerful tools when
disaster strikes (Drones and
augmented reality—powerful
tools when sisaster strikes,
2016)

Article 2016 Use of drones and augmented
reality in disaster situations

AR
safety
map

4. Air hogs connect: mission
drone debuts with augmented
reality game (Takahashi,
2016)

Article 2016 immersive augmented reality
game

AR/MR
game

5. Video System for Piloting a
Drone in Immersive Mode
(Seydoux and Florentz, 2016)

Patent 2016 Patent for detecting a change
in head direction of a user
wearing a virtual reality
glasses by an unmanned
aircraft

VR
technology

(continued)
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Table 3 (continued)

Title Type Year Details Note

6. Parrot AR. Drone: augmented
reality video games demo
(Parrot AR.Drone :
Augmented Reality Video
Games Demo, 2010)

Video 2010 Parrot ‘s AR. drone and
games with augmented reality

AR/MR
demo
game

7. AR. Race: 1,2,3 … GO! (AR.
Race: 1,2,3… GO!, 2012)

Video 2012 A video about the game that
allows you to enjoy racing
with the Parrot’s AR. Drones

AR
game

8. NEW GAME—AR. Rescue
Free App! (NEW GAME—
AR.Rescue Free App!, 2012)

Video 2012 AR. Rescue is a single player
augmented reality shooting
and piloting game

AR/MR
game

9. AR. Drone localization with
visual markers (AR. Drone
localization with visual
markers, 2013)

Video 2013 Marker-based augmented
reality experiment using AR.
Drone

AR
demo

10. Star Wars pod racing, using
drone (FPV Racing drone
racing star wars style Pod
racing are back!, 2014)

Video 2014 Experience of Star Wars’
aircraft racing using FPV
Drone

VR
Game

11. Augmented reality & drones:
decrease indoor crashes with
SLAM (Augmented Reality &
Drones: decrease indoor
crashes with SLAM, 2015)

Video 2015 Drone manipulation system
through augmented reality

AR
demo
technology

12. Augmented reality map for
DJI drones—hivemapper
(Augmented reality map for
DJI drones—Hivemapper,
2016)

Video 2016 Fly with hivemapper for DJI
is a map app for DJI’s drone

AR
map

13. Walkera aibao drone MR
gaming mode operation video
(Walkera Aibao Drone MR
Gaming Mode Operation
Video, 2016)

Video 2016 Virtual and augmented reality
game with walkera’s aibao
drones and exclusive app

AR/VR/MR
game

14. Evaluation of synthetic vision
overlay concepts for UAV
sensor operations: landmark
cues and picture-in-picture
(Draper et al., 2006)

Paper 2006 A study on the augmented
reality interface of military
drone

AR

15. Flying augmented reality
(Koch et al., 2011)

Paper 2011 Visualization of planning
models and simulation results
by mixed reality methods
using drone and pattern
recognition

AR/MR
simulation
technology

16. Multi-source information
fusion augmented reality
benefited decision-making for
unmanned aerial vehicles (Cai
et al., 2011)

Paper 2011 Study of multi-source sensor
fusion method of augmented
reality for UAV operators

AR
technology

(continued)
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the combination of real images and virtual objects for drones. It was a study for
interfacing Air Force’s unmanned aerial vehicle, which is slightly different from the
concept of current entertainment augmented reality (Draper et al., 2006). Spin
Master has launched the Air Hogs Connect Mission Drone shown in Fig. 8, which
combines the drone with augmented reality game. It is an immersive augmented
reality game experience where players fly drones in an interactive 3D digital uni-
verse (Takahashi, 2016).

Table 3 (continued)

Title Type Year Details Note

17. Mixed reality simulation
framework for multimodal
remote sensing (Burgbacher
et al., 2011)

Paper 2011 A study on aerial surveying
through drones and
simulation of mixed reality

AR/MR
simulation
technology

18. Flying a drone in a museum
(Thon et al., 2013)

Paper 2013 Creation of augmented reality
game using drones based on
the arlaten museum in france

AR/VR
game

19. Using drones for virtual
tourism (Mirk and Hlavacs,
2014)

Paper 2014 Real-time virtual tour using
camera-equipped drones

VR
virtual tour

20. KinecDrone: enhancing
somatic sensation to fly in the
sky with kinect and AR.
Drone (Ikeuchi et al., 2014)

Paper 2014 A study on the experience of
virtual reality in the sky using
Kinect, Oculus lift and AR.
Drone

VR
technology

21. The use of gaze to control
drones (Hansen et al., 2014)

Paper 2014 Study of gaze-based control
modes for drones

AR/VR/MR
demo
technology

22. FlyAR: Augmented reality
supported micro aerial vehicle
navigation (Zollmann et al.,
2014)

Paper 2014 Flight support AR navigation
and interface of MUAV

AR
demo
technology

23. A virtual reality system to
monitor and control diseases
in strawberry with drones: A
project (Rieder et al., 2014)

Paper 2014 Proposal of strawberry
cultivation management
system using drones and
virtual and augmented reality
interface

AR/VR
agriculture
technology

24. Mixed reality for robotics
(Honig et al., 2015)

Paper 2015 A study on robotic simulation
in mixed reality environment
using drones

AR/MR
simulation
technology

25. Real-time unmanned aerial
vehicle 3D environment
exploration in a mixed reality
environment (Ai et al., 2016)

Paper 2016 Study of human robot
interaction system for
real-time 3D environment
exploration with an UAV via
mixed reality environment

AR/VR/MR
technology

26. Quadcopter navigation using
google glass and brain
computer interface (Zhang
and Jackson, 2015)

Paper Development of a wearable
system for drone navigation
using google glass

VR

348 S.J. Kim et al.



5 Discussion and Conclusion

The use of drones for entertainment and AVR over the past 10 years from 2006 to
2016 is shown in Fig. 9. There was only one case used drones in 2006, four
cases in 2010, seven cases in 2011, six cases in 2012, five cases in 2013, 14
cases in 2014, three cases in 2015, and six cases in 2016. Looking at the trend line
displayed in the graph as a solid straight line, it seems that drones are being used
more and more over the almost one decade. It is interesting to see why there were
more drones used in 2014 compared to the other years. It is our assumption that the
TED 2012 introduced drones and their applications and it would influence and
trigger the applications of drones for the next years.

We wanted to know how drones were used in the live entertainment. Figure 10
shows the use of them in three different live entertainment areas—Live
Shows/Performance, Music, and AVR (Augmented and Virtual Reality). As seen in
the figure, drones are used in the field of live shows most, then music, and AVR.

In summary, this paper explored the use of drones in entertainment and AVR.
Drones are being used increasingly for live performance and AVR. The use of
drones in live entertainment and AVR is no longer a novel approach. However, it is
still in early stage as the number of applications are low. It is our conjecture that use
of drones will expand explosively, especially for the applications of AVR. It is our
belief that the use of drones in entertainment and AVR has great potential and it will
become more popular in the field of creative media, interactive tourism, and live
entertainment.

Fig. 8 Augmented reality
game air hogs connect:
mission drone (Takahashi,
2016)

Fig. 9 The use of drones in the field of entertainment and AVR from 2006 to 2016
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Augmented Reality for Mobile Devices:
Textual Annotation of Outdoor Locations

Slimane Larabi

Abstract For textual annotation of outdoor locations we propose in this paper an
augmented reality method for mobile devices based on orientation and GPS mea-
surements and uses a circular string of identifiers as data structure in order to
determine what places are seen by the mobile camera. The proposed solution is
generic and can be applied in all areas of the world if the required data are available
(computed in off-line). The proposed solution has been implemented and served in
our university campus for new students to discover all places.

Keywords Augmented reality � Mobile device � Textual annotation � Outdoor
location � Circular string of identifiers � Convex hull

1 Introduction

The aim of AR is the intertwinement of digital objects, texts and information with the
‘‘original’’ environment (Liberati 2016). Many AR applications have been developed
for mobile devices and devoted to many subjects such as text document, adoption
behavior, tourism, events, gamification, smart city, retail and cultural heritage.

Augmenting with text has attracted the interest of many researchers and many
systems have been proposed such as the system of Ryu and Park (2016) able to
detect text documents in real scenes, to estimate their relative 3D poses to the
camera, and to augment them with virtual contents.

Annotation in AR systems has been studied in Wither et al. (2009) showing its
usefulness either for adding information in a direct or indirect manner. Many
systems of augmented reality (AR) devoted for annotation of building, subway
maps, and a museum have been proposed (e.g. Eaddy et al. 2004; Schmalstieg and
Wagner 2007; Wither et al. 2009). For the proposed systems, many authors asserted
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than this orientation measurement is often deviated around tens degrees because of
noise, jitter and temporal magnetic influences (Langlotz 2011) and the presence in
densely occluded urban environments which decreases the GPS accuracy, this
imply that annotations will simply appear on the wrong location.

In other side, using computer vision for visual detection and localization need
more advances of this area essentially for illumination changes and accuracy in
feature extraction and matching with low complexity of computation needed for
mobile devices.

Solutions for this problem have been proposed by several authors. The main idea
is to generate panoramas from rotational motion of the device. The panorama is
created in a way that allowed users to annotate objects and to be shared with other
users visiting the same spot as annotations anchor points were redetected in newly
created panoramas by matching small image patches (Langlotz 2010, 2011). In
similar work, AR system which allows to users to create content is proposed in
Langlotz et al. (2012). To do this, authors propose two different approaches for
tracking the device position: in a small workspaces using natural feature-based
tracking of a known planar surface and in a large environment using GPS and
panorama-based vision tracking.

Our goal is to avoid the complexity of computer vision techniques and the
required accuracy for different tasks. We propose an efficient method of low
complexity for textual annotating of places using a new concept: circular string of
identifiers describing the 360° neighbour of the mobile device. The orientation, the
GPS localization are used in order to define the arc of the circular string corre-
sponding to what is seen. From the content of this arc, the annotation is displayed.

We implemented this method in our university campus for helping new students
to discover all building and places.

In Section 2 we describe the notion of circular string and how is used to infer the
seen places. The Sect. 3 explains the solution for taking into account the motion of
the device and the appearance of new places around the device. We describe the
obtained results in Sect. 4. Finally, we conclude giving some possible improve-
ments and future works.

2 Coding Seen Places Using Circular String of Identifiers

2.1 Basic Principle

For a given position O representing the mobile device we associate on the map a
circle Cð Þ centred on O (see Fig. 1). Any place Pi surrounding the device that can
be seen by the camera (when is fixing around it) is projected as an arc on the circle
Cð Þ labelled with an identifier (a character) which corresponds to a string
annotating Pi.
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The circle Cð Þ is represented by a circular string “SeenLocations” of 360
identifiers. The identifier attached to each arc is duplicated n times, where n is the
length of the arc. The starting identifier in SeenLocations coincides with the north
direction and that whatever the radius of the drawn circle, the obtained string is the
same because the lengths of the different arcs are the same (see the blue circle in
Fig. 1). In the example of Fig. 1, the content of this string is:

SeenLocations = “aaaa…aaaa ffff…ffff bbbb…bbb ffff…fff ccc…cccc ffff…fffffff”,
where f designates the no-annotated free space.

Note here that the dictionary of places (identifier, string for annotation) is build
off-line for a given area.

2.2 Determining the Seen Places from

Once the azimuth angle b and the GPS coordinates have been obtained, the optical
axis of the camera and the position of O are located on the map (see Fig. 2). The
visible space is determined based on the angle b and the field of view �a; þ að Þ of
the camera. This allows defining a substring on the circular string which points

Fig. 1 The circular string of identifiers for a given location O composed here by the characters f
(free space), a (location “a”), b (location “b”), c (location “c”)
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either completely or partially to seen locations. On the string, the indexes of the
substring are b� a, bþ a. The displayed text will be the strings corresponding to
each identifier of the arc. Depending on the content of the substring, the string is
displayed as such or preceded by “part of”.

3 Updating the Circular String for Moving Mobile Device

3.1 Updating Without Integrating New Places

When the mobile device moves, the associated circular string must be modified
because any selected substring of identifiers will not refer necessarily to the correct
place. We assume that the device is moving from O to O

0
(see Fig. 3), the arc mnð Þ

associated to the place P in the circle Cð Þ corresponds to the arc (m0n0) on the circle
C

0� �
whose length and position may be different.

Let A; B be two of corners delimiting the place P. Let m00; n00 be new located
points on C

0� �
at the same positions as m; n on Cð Þ. The arc m00m0 defines the angle

am is equal to dOAO0 which is computed using the distances OO
0
; O

0
A; OA. In the

Fig. 2 Substring inference from azimuth angle b and field of view
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same way, the arc n00n0 defines angle an equal to angle dOBO0 which is computed
using the distances OO

0
;O

0
B;OB. Consequently, the positions of O; A; B; O

0

allows computing angles am, an and then the positions of m
0
; n0 corresponding to

the seen place on the circular string.
The GPS coordinates of O; O

0
are communicated by the device (client) to the

server, while those of corners A; B are assumed known (extracted and stored
off-line from OpenStreetMap and Leaflet library). The content of the circular string
is updated for each motion of the camera. The next algorithm describes the steps to
be performed.

3.2 The Algorithm

Let P0; P1; . . .:; Pk�1 be k places of a given area. Pi Ai;0; Ai;1; . . .:; Ai;ni; id; Stri
� �

refers to the place Pi where Ai;0; Ai;1; . . .:; Ai;ni define the corners of the convex
hull encompassing it, Stri is the annotation and id the referred identifier on the
circular string. The algorithm 1 gives more details how the content of the circular
string is updated (see Fig. 4).

Fig. 3 Variation of the arc of view related to the mobile device motion
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Fig. 4 Applying the algorithm 1 on the area of three places. (Left) initializing the circular string,
(right) updating it
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3.3 Updating with Integration of New Places

When the device is in the same area, it may be sufficient to update the circular string
as explained in subsection 3.1. However, when it moves towards another area or
when new convex hulls’ segments appear, the content of the circular string must be
changed by inserting the visible places. Depending on the convex hull encom-
passing the place P, and on the position of the device’s centre O, the corner points
of P which will be used are determined depending on the position of O related to
convex hull (see Fig. 5). Let Ci,4, Ci,0, Ci,1 be three successive corner points of the
convex hull, and let (F0440), (D1) be the line defined respectively by (Ci,4, Ci,0),
(Ci,0, Ci,1). If the centre O appertains the area delimited only by (D0), (D1) and Ci,0

(see Fig. 5), the corners seen are Ci,4, Ci,0, Ci,1. This reasoning is applied for the
current position of the centre O and the area where is located. As example, if the
device is in the area delimited by (D1), (D4), the corners Ci,3, Ci,4, Ci,0, Ci,1 are
visible.

Our method allow then to infer the circular string giving the new GPS coordi-
nates of the mobile device and the known GPS coordinates of the corner points of
all places of the area considered.

Fig. 5 Used corners in the computation of the arc of view
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4 Experiments and Results

We implemented the proposed method on mobile device under the system android.
Some reference locations have been chosen in our university and the data related to
the circular have been obtained manually and used as input data to the application.
We show in Fig. 6 the map (one area of our university) obtained using the library
Leaflet and OpenStreetMap. A reference point is chosen, the circle is drawn and the
different arcs are determined. For each arc is associated an identifier (character) and
the circular string is made using the lengths of these arcs. For each identifier is
associated a text for annotation.

The selected views are illustrated by Fig. 7 where we can see the images
annotated with correct text.

In order to avoid the instability of GPS measure which leads to instability of the
text, we considered intervals of values instead of once value.

Fig. 6 The circular string of identifiers on the map for a selected reference point
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Fig. 7 The annotated locations
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5 Conclusion

We proposed a geometry based method for outdoor places annotation. Our method
has been implemented and applied to our university campus and served for new
students to discover using their mobile devices the different places without help.

The notion of circular string of identifiers introduced for coding the seen places
has gave more efficiency to the application in the sense that it is easy to retrieve the
places seen entirely or partially. This circular string is also updated for any motion
of the device based on stored information of the area. Our next tasks are to deploy
this method for tourism areas adding some text explaining the historical monuments
and for annotating streets, buildings in any city of the world.
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Augmenting Reality in Museums
with Interactive Virtual Models

Theodore Koterwas, Jessica Suess, Scott Billings, Andrew Haith
and Andrew Lamb

Abstract Two projects at the University of Oxford extend beyond screen-based
interactivity to create physically interactive models of museum objects on smart-
phones utilising Bluetooth, image recognition and sensors. The Pocket Curator app
gives visitors to the Museum of the History of Science the opportunity to recreate a
19th century demonstration of wireless technology in the gallery and to find their
latitude with a virtual sextant. The re-sOUnd app transforms phones into historic
musical instruments: moving your arm in a bowing motion plays an Amati Violin
and blowing into the phone while tilting it up and down sounds a trumpet used by
Oliver Cromwell’s trumpeter. This paper describes the apps, discusses challenges
discovered in testing them with museum visitors, and reports findings from user
interviews.

Keywords Museums � Augmented reality � Mobile � Virtual models �
Interactivity � Usability � Cultural heritage � Interpretation

1 Introduction

Augmented reality usually refers to a specific mode of interactivity in which a
device acts as a lens through which a user experiences their physical environment
enhanced with digital content. Two projects at the University of Oxford provide
alternative modes of augmented reality through interactive virtual models of
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museum objects. The Pocket Curator app provides visitors to the Museum of the
History of Science the opportunity to recreate a 19th century demonstration of
wireless technology by ringing a bell in the physical gallery with their phone, and to
find their latitude with a virtual sextant. The app was a product of the Hidden
Museum project (Suess 2016), which aimed to prototype and test approaches to
delivering content via mobile devices to museum visitors in the physical context of
the gallery. Our explicit aim was to address the most prevalent concerns about
mobile guides in museums: that they are “heads down”, isolating, and disconnected
from the gallery space and the objects (e.g. Hsi 2003; Boa and Choi 2015). One
particularly well received approach was to create experiences that enabled users to
interact with the physical space and objects using their devices—experiences that
“augment reality” in novel ways. While the Pocket Curator app overlays content on
the camera feed, it goes a few steps further, providing the user with an experience of
using the object in front of them and causing the environment itself to react.
Separately the re-sOUnd app utilises sound and motion to place historic musical
instruments in the hands of users: moving your arm in a bowing motion plays a
violin and blowing into the phone while tilting it up and down sounds a trumpet.
Both apps were iteratively tested with visitors, and the challenges that emerged are
applicable to using Augmented Reality in museums and mobile museum guides
more broadly.

2 Company Introduction

The University of Oxford is a world-leading centre of learning, teaching and
research and the oldest university in the English-speaking world. The role of IT
Services is to ensure that the University of Oxford has the modern, robust, reliable,
high-performing and leading-edge IT facilities it requires to support the distinctive
needs of those engaged in teaching, learning, research, administration and strategic
planning. The Gardens, Libraries and Museums (GLAM) of the University of
Oxford contain some of the world’s most significant collections. While they provide
important places of scholarly enquiry and teaching for the University, for the public
they also represent the front door to the wealth of knowledge and research curated
and generated at the University. The Bate Collection of Musical Instruments has
over 2000 instruments from the Western orchestral music traditions from the
renaissance, through the baroque, classical, romantic and up to modern times.

3 Project Details

The Pocket Curator app presents seven objects in the Museum of the History of
Science (www.mhs.ox.ac.uk). For each object it provides two to three short audio
clips and at least one animation, video, or interactive experience.
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The museum’s Marconi Wireless display features the Marconi Coherer, a
mysterious box stuffed with wires and inscrutable antique electronics, and if you
look carefully, a bell on the top. Guglielmo Marconi used this device in the first
public demonstration of wireless signal transmission. He put the box in one corner
of a room and generated a spark in a different corner. The spark would cause the
bell on the top of the box on the other side of the room to ring. Pocket Curator
enables you to re-enact this demonstration with your phone. It superimposes a line
drawing of the box over the camera feed, and when you line up the actual box with
the outline, image recognition triggers the next step: the appearance of a “Transmit”
button. Pressing the button causes a spark animation and vibration on the phone,
and a bell rings out from the Marconi display case holding the real box. Technically
the bell is an audio sample triggered over Bluetooth and played though a trans-
ducing speaker attached to the top of the case.

The Museum displays a collection of devices used for navigation. One of these, a
sextant, may be familiar to some people from films, but few people we interviewed
knew how it works. A navigator at sea looks through the scope at the horizon, and
using the arm of the sextant adjusts a split mirror so that the sun (or other celestial
body) appears in line with the horizon. The track along which the arm moves has
degree markings, so the navigator can take a reading of the arc the arm traversed,
which corresponds to the angle of the celestial body above the horizon. With this
angle reading the navigator can determine the ship’s latitude from charts. Pocket
Curator simulates this with a virtual model of a sextant. The user holds the phone
vertically in front of them. On the screen they see the view through the camera
overlaid with a brass ring representing the sextant scope. Within the scope they see
an image of the sea, which moves up and and down with the motion of the phone.
They centre the sea horizon within the scope, tap a button to set the horizon, and tilt
the phone upward until a virtual sun appears. When the sun lines up with the
horizon, they tap another button to take a reading. The app shows them the angle
they measured along with a short animation of the arm moving on a sextant. They
tap the Find Latitude button and see a chart converting their angle measurement,
along with a map displaying a line at that latitude. On a given day the app sets the
angle of the virtual sun above the horizon so that the measurement they take
accurately equates to the latitude of Oxford.

The re-sOUnd app presents historic musical instruments from the Bate
Collection of Musical Instruments and the Ashmolean Museum. In addition to
offering audio clips of the instruments being played by musicians, the app allows
users to play the instruments themselves. Users play wind and brass instruments by
blowing into the microphone and tilting the phone up and down to vary pitch. For
the Amati Violin, a user holds the phone as if it were the neck of a violin and places
their fingers down on the touchscreen as if holding down strings. Moving their arm
back and forth in a bowing motion sounds the notes as if bowing the real thing.
They can also use interfaces that more directly simulate the instrument, e.g. by
covering holes or paddles with their fingers on the touchscreen. Each instrument
was sampled in a recording studio so that users hear the real sound the instrument
makes.
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4 Discussion and Conclusion

The apps were iteratively tested with visitors during development to ascertain both
their usability and effectiveness in conveying concepts about the objects. The
sextant interactive was developed over several iterations, from a simplified single
screen experience to the guided, multi-step experience described above. With the
single screen experience, users were shown a map under the scope, with a line
indicating latitude which changed as they tilted the phone. It was initially thought
this simple, direct association between angle and latitude would convey the concept
more clearly than a more complicated process. However, users were not making a
strong connection between their experience and how the sextant actually works, e.g.
they were not able to describe how tilting the phone corresponded to moving the
arm of the sextant. They also missed the correlation between angle and latitude,
because in focusing on trying to line up the sun and horizon in the scope, they
didn’t see the latitude line moving on the map below. This problem of inattentional
blindness has also been found in Heads Up Displays (McCann et al. 1993) and
Surgical AR applications (Dixon et al. 2013). The second iteration was a two-screen
process. On the first screen, the map was replaced with an image of the sextant arm,
which moved as the phone tilted, and on the second screen the map and latitude
indicator were presented with explanatory text. While this more clearly connected
taking an angle reading and finding a latitude, users were still unclear on how it
related to the object itself, so a third screen was required. Now, when the user
presses a button to set the angle of the sun, the scope is replaced with a message
stating the angle they measured, with the sextant arm “set” on that angle, and an
animation of the sextant with the arm moving. Users interviewed after the third
iteration reported that the connection with the real object was clear, and that they
preferred the kinetic aspect of the interactive to a hypothetically proposed
demonstration video. They also liked that it got them “behind the glass.” One
respondent remarked that even though the display wasn’t really in her area of
interest, the interactive helped grab her interest.

In developing Pocket Curator valuable things were learned about delivering
content on mobiles generally (Suess 2016). iBeacons can be effective as an
enhancement but not as the only way to access content, and users didn’t like QR
codes, preferring to simply select content from a menu in both cases. Audio is very
effective, but it should answer a question visitors genuinely have about the object
rather than what the museum might want to tell them. The longest someone wat-
ched or listened to something without looking at the duration (an indicator of
fatigue) was 45s. Video is effective when it offers content that can only be expe-
rienced visually, such as a demonstration or animation. Talking heads should be
avoided unless the presenter is someone the user recognises and cares about.

Because these interactions are novel, users required guidance to use them
effectively. The interactives begin with an instructional overlay and a “Start” but-
ton, but they need to also intrinsically guide users throughout the process. For the
sextant, this was accomplished by breaking down the process into discrete steps and
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taking visitors through each step with short instructions reinforced by text on the
buttons. Timings in the app ensure users don’t skip steps, providing the next button
only after the user starts the current step. For instance, in step two of the sextant,
tilting the phone upward to find the sun, the button to set the “Angle of The Sun”
appears only after the user begins tilting the phone upward.

Usability testing for the re-sOUnd app was conducted with 12 visitors over the
course of two afternoons in the Bate Collection and Ashmolean. Once users worked
out how to hold the phone or were given a hint such as “how would you play a real
trumpet”, they played the instruments effectively. Showing them a schematic
drawing of how to hold and play the instrument was very effective in getting them
started, so drawings like these were incorporated into the app.

Further evaluation for re-sOUnd was conducted over several days in the Bate
collection and the Ashmolean. 18 visitors were each asked to read about two
instruments (control), listen to two instruments (treatment one), and play two
instruments (treatment two). The order of activities and instruments were ran-
domized but each instrument was read about, listened to and played an equal
number of times over the 18 tests. Users were then asked to take a short survey in
which they rated on a 5 point scale the degree to which they felt they learned about
each instrument, enjoyed each instrument, and got a “sense” of what it was like to
play it. Their responses suggest a correlation between the app giving them a “sense”
of playing the instrument and the degree to which they felt they both learned about
it and enjoyed it. The survey suggested they enjoyed playing instruments (mean of
3.89) more than reading about them (3.53) and listening to them (3.81). The
question regarding how much they learned showed a bias toward reading (3.64)
over both listening (3.55) and playing (3.44). The survey also asked more general
questions about the app. Respondents agreed the app made them want to look at the
real instruments (4.28), want to learn about other instruments in the collection (4),
want to learn to play an instrument (3.68), and made the instrument seem more
“real” (3.78). They agreed they would recommend the app to a friend visiting the
collection (4.33). There are limitations to this evaluation. The general conceptual
association between “reading” and “learning” likely skewed responses, and it is
unclear respondents made a clear distinction between listening and playing when
thinking back on their experience, rating all experiences of hearing the instrument
similarly.

Google Analytics in Pocket Curator anonymously tracks when audio, video, and
interactives are started and finished by a user. The data show that the sextant
interactive is the most started and finished item in the app, and Marconi is second
most started and fourth most finished. Both interactives are started and finished
more than any individual audio or video clip and the top three audio clips com-
bined. For re-sOUnd, the violin is currently most popular. The apps have only been
available for a few months and not widely advertised, so numbers are low, but as
the data grows it should indicate user behaviour and preferences in the wild.
Combining these data with further surveys and interviews will allow further study
of the virtual models approach to augmenting reality.
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The Augmented Worker

Martin McDonnell

Abstract Virtual reality (VR) is already well established in the aerospace and
military sectors, and is becoming commonplace for certain business activities in
other sectors such as architecture, automotive, healthcare and retail. Augmented
reality (AR) is now also being pioneered for commercial use, with clear benefits
identified in layering digital information onto the physical world around workers
and practitioners. The Soluis Group has been at the vanguard of these develop-
ments, exploring advancements in AR technology and its applications for com-
mercial use. The business has specifically identified the benefits of augmented
reality wearables in construction and high-end manufacturing. This led to Soluis
working with Crossrail and Innovate UK to explore applications and test AR live
on-site. Following delivery of a pioneering proof of concept, it is has become clear
that the AR application Soluis developed has considerable benefits to the con-
struction industry, with potential applications in several other sectors.

Keywords Augmented reality � Virtual reality � Manufacturing � Construction

1 Company Introduction

Soluis was founded by Martin McDonnell in the year 2000. Martin’s commitment
to excellence in design visualisation and graphic presentation has been the foun-
dation of Soluis’s approach from the outset, driving it in its aim to deliver
world-class 3D visualisation and interactive applications.

Today Soluis Group now comprises of three divisions; Soluis Studios, Soluis
Apps and Soluis Interact.

Soluis Studios is at the core of the business, with a wealth of creative talent that
delivers the highest level of production across a range of digital media formats. This
division aims to develop best-in-class visual media that can then be delivered in an
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engaging environment for clients and their stakeholders. This includes content such
as film production, motion design, architectural visualisation and character
animation.

Soluis Apps provides an in-depth development capability that offers clients the
ability to develop bespoke digital applications, and develops key functionality
across our range of visual engagement solutions. This includes mobile app devel-
opment, database integration, web applications and bespoke PC and Mac software.

Soluis Interact was born out of Soluis’s appetite to explore the most engaging
and interactive presentation of content for clients. This division uses digital content
to create compelling environments that can be deployed across a range of platforms
such as immersive game environments, virtual reality and augmented reality. Vital
to the success of all the work that Soluis Interact delivers, is the high-quality of the
core visual content that it creates and presents.

The business has continued to explore new technology, including the
ever-evolving computer games technologies, ensuring that the latest solutions are
exceeding the expectations of the growing customer base. Today the Soluis Group
creates compelling, narrative-driven digital media for clients, deploying virtual and
augmented environments into the most effective and engaging medium, whether
visualisation, AR, VR or mobile application.

2 Project Details

Over the past four years Martin McDonnell has had the vision to pioneer devel-
opment of AR wearables that would drive efficiency, safety and create an enhanced,
collaborative working environment. In this respect, ‘Augmented Worker’ is the
child of two separate, but related projects that tilted at these aims.

The first of these was Soluis and Carbon Dynamics’s ‘Fit-Home’, which enabled
a ‘co-design’ process using VR. The second was Soluis’s Innovate UK funded
project to deliver a useable AR prototype for Crossrail:

‘Fit-Home’—Martin met Matt Stevenson - owner of DFMA business Carbon
Dynamic - at a course at the MIT Sloan School of Management. In early 2015 they
decided to combine efforts in researching, developing and testing a software plat-
form that would enhance the design, manufacturing, and assembly processes at
Matt’s modular construction business.

Using both virtual and augmented reality, Soluis developed applications which
allowed Carbon Dynamic to quickly make detailed and informed decisions for the
design of their spaces based on direct feedback from end users. The level of detail
and feedback gained from using this technology was hugely beneficial to the
business, saving time and money and avoiding costly mistakes.

This was achieved through a ‘co-design’ process enabled by the VR technology.
Discovering the benefits in applying VR and AR solutions in the DFMA sector also
suggested a wider opportunity for the greater construction industry.
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‘In-Site’—Later in 2015 Soluis applied for Innovate UK’s “IC Tomorrow”
competition, that offered the opportunity to work in partnership with Crossrail to
investigate real industry uses for augmented and virtual reality. The broader
impetus for the project was the desire to explore ‘Smart Construction’ via new
immersive technologies, aiming to deliver improvements in efficiency and safety.

Soluis’s winning entry was granted £35,000 to invest in an AR wearables
concept and trial it on-site at Crossrail’s Liverpool Street site, working in part-
nership with their contractor, Laing O’Rourke (Fig. 1).

The concept, named ‘In-Site’ aimed to deliver a leap forward in bringing
functional, wearable AR to the construction sector, and perform three basic
functions:

1. Identifying an asset
2. Pulling information about that asset from the cloud (and delivering into the

operative’s field of view)
3. Pushing information about the asset back from the operative to the cloud.

This functionality could be applied across a range of activities at the Crossrail site,
however focus was given to two key elements: commissioning and handover stages.
This supported enhanced efficiency in logging and reporting on installed assets in
Crossrail tunnels, which could be carried out more swiftly, safely, and reliably than
previously; by allowing operatives to perform key tasks hands-free and with their
heads up.

By leveraging existing BIM assets, and drawing on the latest technological
advances in AR, ‘In-Site’ allows on-site operatives to access information more
quickly and efficiently. It allows them to compare real-world assets to expected at a
glance, making discrepancies immediately apparent. Overall, this makes

Fig. 1 Diagram of the In-Site application functionality
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commissioning and handover significantly more efficient: sign-off can be achieved
more quickly with fewer errors and less downtime (Figs. 2, 3, 4 and 5).

The ‘In-Site’ concept was made possible by the advent of wearable devices in
PPE-compliant form, together with the availability of legible 3D content and freely
available augmented reality engines. Soluis’s experience in construction visuali-
sation and functional AR, the business was well placed in bringing these two areas
of new technology together in a successful smart solution.

Fig. 2 The In-Site application used at crossrail’s liverpool street station site

Fig. 3 The In-Site application used at Crossrail’s Liverpool Street station site, by contractor Laing
O’Rourke
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Fig. 4 The In-Site application used at Crossrail’s Liverpool Street station site, by contractor Laing
O’Rourke, inspecting assets

Fig. 5 Point of view from user of the in-site application through the DAQRI smart helmet
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The additional benefits of the solution, includes the use of a heads-up display for
delivering context-appropriate safety information. Prior to conducting asset main-
tenance or repair, operatives can receive safety notifications, asset status updates,
and preview tutorials, all whilst keeping their hands available for the relevant task.
The substantial increase in contextual awareness facilitated by heads-up, hands-free
reporting could prevent accidents, and potentially save lives on construction sites
every year.

The trial process consisted of site engineers at Liverpool Street Crossrail
station—Europe’s most ambitious piece of engineering—assessing pre-fabricated,
installed wall framing assets against an asset management checklist (created in
collaboration with Laing O’Rourke’s manufacturing wing), filling in this checklist,
and saving it to push back to the cloud. Users could also take an image of pieces
that were defective and push this information back to the database.

The Crossrail and Innovate UK project demonstrated that the Soluis ‘In-Site’
application could deliver exceptional benefits in efficiency and safety if further
evolved for the construction and manufacturing industry.

The final prototype was delivered in late 2016.

3 Discussion and Conclusion

With the proof of concept for the ‘In-Site’ application demonstrating the vast
benefits and feasibility of the solution, Soluis is now evolving this concept to
explore a further range of applications across all stages of the manufacturing
process.

The business is now building the tools and platform that will deliver the promise
of VR/AR to the construction industry.

What might that promise deliver? Soluis believes the main benefits to be as
follows:

• Projects delivered on time and within budget
• Real-time visualisation of projects
• Better collaboration and communication
• Increased safety
• Greater implementation of BIM

The solution and platform that will deliver these benefits, named ‘Augmented
Worker’, is being developed in conjunction with Carbon Dynamic and Advanced
Manufacturing Research Centre (AMRC) with an expected advisory board of
Autodesk, Microsoft, AECOM, Laing O’Rourke & Doosan Babcock (Fig. 6).

It is envisioned that ‘Augmented Worker’ will be used throughout the manu-
facturing process to support workers in the following key areas:
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1. Real-Time Customer Design, Co-Design, and Engagement Tool
Benefit: A project’s timeline can be accelerated and therefore costs reduced by
having the client and designer create and visualise potential layouts quickly for
large-scale developments in augmented or virtual Reality (AR/VR).
In a VR environment designers or architects can see (preview) a product or
project with the client or customer while in proof-of-concept, and prototyping,
in context. A designer and client can immerse in a project and collaboratively
manipulate digital objects to suit the needs of the environment and inspect
alternative specifications. Taking it further the augmented reality experience can
take collaboration on site and render the digital data as spatially referenced 3D
models. This can be a valuable way to solicit feedback from users or other
stakeholders.

2. Digital Job Guidance Tool
Benefit: Downtime is reduced due to improved communication flow and with
access to a global knowledge base, enabling operatives to communicate with a
remote expert and provide instructions or take information directly from a
database to use step-by-step guides.
Regardless of their locations AR assisted job guidance supports users to more
effectively communicate and complete complex tasks in the field. Workers can
remotely connect with team members to share their expertise directly on a
mobile device or headset. Augmenting and animating key step by step work-
flows using text, 3D models, images and videos together with other corporate
assets, such as product information, can all be used as collaborative solutions
and help the workers understand processes quickly.

Fig. 6 Diagram of the augmented worker platform
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3. Process Monitoring Control Tool
Benefit: The risk of delays and errors are reduced due to rapid and efficient task
completion. This is possible due to the ability to track task times, check
inventory and even incentivise workers.
Process monitoring will assist the user to receive live on-site information,
updates on delays, do inventory checks, and automate reorders which can be
efficiently communicated to other users either in the field or back in the office.

4. On-site Visualisation and Planning Tool
Benefit: Increased safety and better prioritisation sequencing with a reduced
risk of errors in field service can be achieved with augmented reality by
accessing more detailed building information and on-site guides to ‘Safety
Zones’ for machinery.
AR assisted on site planning will enable field workers to connect with the
environment at a more detailed level. Operatives will have the ability to see real
time data on virtual gauges from ‘IoT’ connected (or smart) products on site.
Pre-set ‘no go’ zones can be seen to provide safer working environments and
thermal cameras, built into the headset, will give operatives the ability to
visualise, record and analyse temperature data.

5. Asset Management and Maintenance Tool
Benefit: Users can view assets and associated data for better building man-
agement and maintenance. This means reduced downtime, increased safety,
fewer errors due to contextual information and increased efficiency.
When augmented reality is met with detailed data this can empower a worker
like never before. When placing on a headset a worker can obtain timely and
accurate information related to maintenance targets based on the BIM repre-
sentation of a building combined with facilities management systems and other
data sources and will allows user to visualise objects they wouldn’t normally
see, almost as though using x-ray vision.

Acknowledgements Carbon Dynamic (www.carbondynamic.com), especially Matt Stevenson
for work on the Fit-Home and Augmented Worker concepts. Innovate UK, Crossrail and Laing
O’Rourke for the development of the In-Site proof of concept. The AMRC for support in
development of the Augmented Worker concept.
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Digital Representation of Seokguram
Temple UNESCO World Heritage Site

Jin ho Park and Sangheon Kim

Abstract Seokguram Temple is the most notable heritage site of the Ancient Korea
Shilla Dynasty, representing the Buddhist Rock Art with various architectural,
mathematical and geometrical skills. Owing to its universal value and a represen-
tative masterpiece of Korea Buddhist culture around the world, it was listed as a
World Heritage Site in December 1995 under the UNESCO World Heritage Sites.
Due to its enormous cultural significance and diverse location, the site witnesses
various environmental conditions and tourism pressure which affects its prestigious
status and sustainability. Our approach has enabled us to produce a complete
various Digital Representations of Seokguram Temple.

Keywords Seokguram temple � 4 K-UHD � CUBEDOM � Head mounted dis-
play � Walking VR

1 Introduction

Seokguram Temple is a 1300 year old cave-like Temple in Gyeongju, South Korea,
sitting 750 meters above sea level and over looking the East Sea. It was UNESCO
World Heritage List in 1995. It embodies some of the finest Buddhist sculptures in
the world. Despite the Seokguram Temple’s tremendous cultural significance, the
Korean public is restricted from close access—as are the large number of tourists
who visit the region every year.

So we resolved to give people a way to easily experience and interact with the
despite Seokguram Temple its seclusion. They came up with a great solution: to

J.h. Park (&) � S. Kim
Department of Creative Contents, Sangmyung University, Seoul, Republic of Korea
e-mail: arkology@naver.com

S. Kim
e-mail: enigma92@Smu.ac.kr

© Springer International Publishing AG 2018
T. Jung and M.C. tom Dieck (eds.), Augmented Reality and Virtual Reality,
Progress in IS, DOI 10.1007/978-3-319-64027-3_27

379



display a complete, full-scale, 3D digital Data of Seokguram Temple. Such a Data
would also allow them to preserve the present condition of the Seokguram Temple
if they ever needed to restore it from damage in the future (Fig. 1).

2 Seokguram Temple by 3D Scanning

Laser scanning technique is a fast and efficient method that automatically collects
3D coordinates of cultural heritage. Various laser scanners measure the direction of
optical lines connecting points on the surface of cultural heritage objects to refer-
ence points on the measuring device and produce Cartesian coordinates. 3D
scanning approach is a generally accepted technique for the collection of 3D rep-
resentation of heritage sites.

For this reason, the laser scan technology has been extensively used by mea-
suring 3D surface coordinates to produce a complete 3D digital replica of
Seokguram Temple. Particularly, laser scanning technique was used to collect
various 3D scan data, featuring high data acquisition rates, good accuracy and high
3D data density. The combination of such data can be optimized to produce geo-
metric accuracy and visual quality of the collected textured 3D models. First, a
Leica 3D scanner was used to capture three-dimensional data of the inner Temple.
Such data was imported into 3D modeling tools for creating 2D and 3D drawings.
A complete 3D model of Soekguram Temple is shown as Fig. 2.

For short-range scan data a Vivid 9i 3D scanner was used. Likewise, respective
drawing of the Seokguram Temple was achieved from the long-range scan data as
the converted mesh was dense and unclear, and hence the drawings were used to
build mesh models. Secondly, the scan data of the whole site were aligned and
converted into watertight mesh models. Colors and textures were added to the

Fig. 1 Seokguram temple and it’s sculpture
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virtual objects. This technique was helpful to handle a large volume of scan data to
rapidly create polygonal models and NURBS surfaces after alignment and merging
process.

3 Seokguram Temple by UHD Representation

4 K Ultra-High Definition (UHD) Immersive Displays is a 4 K resolution of
Full HD that can enable users to perceive a great immersion experience of cultural
heritage objects. Another version of digital Seokguram Temple was also presented
in the “Silla: Korea’s Golden Kingdom” exhibition arranged by the Metropolitan
Museum of Art, New York City in the USA.

As shown in Fig. 3, an Ultra-HD TV screen with a UHD native resolution of
3840 � 2160 pixels was used, which offers a great immersive visual experience to
the visitors.

4 Seokguram Temple by Projection Mapping
Representation

We proposed a projection Mapping-based immersive theatre, so called CUBEDOM
as an application for Seokguram Temple. The CUBEDOM is expected to replicate
the similar experience as the real Seokguram Temple does, as it may have the same
structure and size of Seokguram Temple. The concept drawings of CUBEDOM are
shown as Fig. 4.

Fig. 2 Seokguram temple by 3d scanning
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5 Seokguram Temple by HMD (Head-Mounted-Display)

We also proposed a head-mounted display (HMD) system for more immersive and
interactive environment. As shown in Fig. 5, the proposed HMD environment may
contain gesture-recognition interface to provide user’s interaction with a virtual
Seokguram.Virtual Reality has been widely used as a tool to create immersive
applications for the promotion of heritage sites and allow visitors to perceive VR
Contents and internet resources without visiting the site.

The goal of the VR HMD is to achieve an in-depth sense of immersion in which
a visitor navigates and interacts with 3D Seokguram objects in a virtual world in the
same way that a visitor interacts with the Seokguram of the Real world. we utilized
the head mounted display (HMD) called HMD with an Interactive System as a
means of presenting the virtual environment to the visitors. HMD is comes with a

Fig. 3 Digital Seokguram temple was presented in the “Silla: Korea’s golden kingdom (2013. 11.
3 � 2014. 2. 29)” Exhibition arranged by the Metropolitan Museum of Art, New York City, USA

Fig. 4 Projection mapping-based immersive theatre: CUBEDOM
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low price and is commercially available. HMD offers an immersive interactivity and
enable the visualization of 3D models of Seokguram Temple.

Our approach has enabled us to produce a complete HMD of Seokguram
Temple. The HMD System offers an immersive interactivity and enable the visu-
alization of 3D models of Seokguram Temple. This HMD technology can be used
to foster the authenticity of a another World heritage site and enriches the perceived
experiences of its visitors.

6 Seokguram Temple by Walking VR

Oculus Rift VR, with its focus on standing or seated experiences mostly. It’s no
action experiences. But HTC-Vive VR says that real-world moveing is the Good
option for VR experiences. usually people walk around in their Walking VR
experiences (roomscale VR) spaces. With the release of the HTC-Vive people get
basically have room-scale Seokguram Temple VR so people can Real walk around
a Seokguram Temple inside with HTC-Vive Controllers with haptic devices. It
would be able to interact with the Seokguram Temple sculpture, people would be
able to zoom in and zoom out. actually view them as if we were actually standing in
front of Seokguram Temple inside. It also you could view them at Seokguram
original scale. These Seokguram interactivity provides a new method of VR
Seokguram Temple there is no need for glass cases to stop the heritage from being
damaged. So we called Seokguram VR Museum. VR Users are encouraged to take
control of how they view each Seokguram main Buddha and it’s sculpture, and to
interact with Seokguram sculpture (Fig. 6).

Fig. 5 The Oculus rift HMD is shown as an example (Made by indigo entertainment corp)
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7 Conclusions

This paper presents a complete process of 3D Scanning and VR Visualization of a
heritage site to its Digital Representation. Using 3D scanning technologies, the
three-dimensional data of a heritage site was collected. Various reconstruction
techniques were applied to produce 3D models and then VR techniques to
demonstrate an accurate representation of a heritage site. In this paper we focus on
from 3D Scan to immersive VR HMD, also VR which implies that a Working VR
Seokguram Temple. Digital Representation of Seokguram Temple is capable of
providing efficient virtual reconstruction environments and an VR Experience in
order to increase the realization of cultural heritage site experience.

Fig. 6 Seokguram temple VR experience by walking VR system
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