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Foreword

The editors of this book, an accomplished senior data scientist and systems engineer,
Thomas Anthony, and an academic leader, Dr. Sang Suh, with broad expertise
from artificial intelligence to data analytics, constitute a perfect team to achieve the
goal of compiling a book on Big Data and Visual Analytics. For most uninitiated
professionals “Big Data” is nothing but a buzzword or a new fad. For the people in
the trenches, such as Sang and Thomas, Big Data and associated analytics is a matter
of serious business. I am honored to have been given the opportunity to review their
compiled volume and write a foreword to it.

After reviewing the chapters, I realized that they have developed a comprehensive
book for data scientists and students by taking into account both theoretical and
practical aspects of this critical and growing area of interest. The presentations
are broad and deep as the need arise. In addition to covering all critical processes
involving data science, they have uniquely provided very practical visual analytics
applications so that the reader learns from the perspective executed as an engineer-
ing discipline. This style of presentation is a unique contribution to this new and
growing area and places this book at the top of the list of comparable books.

The chapters covered are 1. Automated Detection of Central Retinal Vein Occlu-
sion Using Convolutional Neural Network, by “Bismita Choudhury, Patrick H. H.
Then, and Valliappan Raman”; 2. Swarm Intelligence Applied to Big Data Analytics
for Rescue Operations with RASEN Sensor Networks, by “U. John Tanik, Yuehua
Wang, and Serkan G. ldal”; 3. Gender Classification Based on Deep Learning,
by “Dhiraj Gharana, Sang Suh, and Mingon Kang”; 4. Social and Organizational
Culture in Korea and Women’s Career Development, by “Choonhee Yang and
Yongman Kwon”; 5. Big Data Framework for Agile Business (BDFAB) as a Basis
for Developing Holistic Strategies in Big Data Adoption, by “Bhuvan Unhelkar”;
6. Scalable Gene Sequence Analysis on Spark, by “Muthahar Syed, Jinoh Kim, and
Taehyun Hwang”; 7. Big Sensor Data Acquisition and Archiving with Compression,
by “Dongeun Lee”; 8. Advanced High Performance Computing for Big Data
Local Visual Meaning, “Ozgur Aksu”; 9. Transdisciplinary Benefits of Convergence
in Big Data Analytics, “U. John Tanik and Darrell Fielder”; 10. A Big Data
Analytics Approach in Medical Image Segmentation Using Deep Convolutional
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vi Foreword

Neural Networks, by “Zheng Zhang, David Odaibo, and Murat M. Tanik”; 11. Big
Data in Libraries, by “Robert Olendorf and Yan Wang”; 12. A Framework for Social
Network Sentiment Analysis Using Big Data Analytics, by “Bharat Sri Harsha
Karpurapu and Leon Jololian”; 13. Big Data Analytics and Visualization: Finance,
by “P. Shyam and Larry Mave”; 14. Study of Hardware Trojans in a Closed Loop
Control System for an Internet-of-Things Application, by “Ranveer Kumar and
Karthikeyan Lingasubramanian”; 15. High Performance/Throughput Computing
Workflow for a Neuro-Imaging Application: Provenance and Approaches, by
“T. Anthony, J. P. Robinson, J. Marstrander, G. Brook, M. Horton, and F. Skidmore.”

The review of the above diverse content convinces me that the promise of
the wide application of big data becomes abundantly evident. A comprehensive
transdisciplinary approach is also evident from the list of chapters. At this point
I have to invoke the roadmap published by the National Academy of Sciences titled
“Convergence: Facilitating Transdisciplinary Integration of Life Sciences, Physical
Sciences, Engineering, and Beyond” (ISBN 978-0-309-30151-0). This document
and its NSF counterpart states convergence as “an approach to problem solving
that cuts across disciplinary boundaries. It integrates knowledge, tools, and ways of
thinking from life and health sciences, physical, mathematical, and computational
sciences, engineering disciplines, and beyond to form a comprehensive synthetic
framework for tackling scientific and societal challenges that exist at the interfaces
of multiple fields.” Big data and associated analytics is a twenty-first century area
of interest, providing a transdisciplinary framework to the problems that can be
addressed with convergence.

Interestingly, the Society for Design and Process Science (SDPS), www.sdpsnet.
org, which one of the authors has been involved with from the beginning, has been
investigating convergence issues since 1995. The founding technical principle of
SDPS has been to identify the unique “approach to problem solving that cuts across
disciplinary boundaries.” The answer was the observation that the notions of Design
and Process cut across all disciplines and they should be studied scientifically in
their own merits, while being applied for developing the engineering of artifacts.
This book brings the design and process matters to the forefront through the study
of data science and, as such, brings an important perspective on convergence.
Incidentally, the SDPS 2017 conference was dedicated to “Convergence Solutions.”

SDPS is an international, cross-disciplinary, multicultural organization dedicated
to transformative research and education through transdisciplinary means. SDPS
celebrated its twenty-second year during the SDPS 2017 conference with emphasis
on convergence. Civilizations depend on technology and technology comes from
knowledge. The integration of knowledge is the key for the twenty-first century
problems. Data science in general and Big Data Visual Analytics in particular are
part of the answer to our growing problems.

This book is a timely addition to serve data science and visual analytics
community of students and scientists. We hope that it will be published on time to
be distributed during the SDPS 2018 conference. The comprehensive and practical
nature of the book, addressing complex twenty-first century engineering problems
in a transdisciplinary manner, is something to be celebrated. I am, as one of the
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founders of SDPS, a military and commercial systems developer, industrial grade
software developer, and a teacher, very honored to write this foreword for this
important practical book. I am convinced that it will take its rightful place in this
growing area of importance.

Electrical and Computer Engineering Department Murat M. Tanik
UAB, Birmingham, AL, USA Wallace R. Bunn

Endowed Professor of
Telecommunications
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Automated Detection of Central Retinal Vein
Occlusion Using Convolutional Neural Network

Bismita Choudhury, Patrick H.H. Then, and Valliappan Raman

Abstract The Central Retinal Vein Occlusion (CRVO) is the next supreme reason
for the vision loss among the elderly people, after the Diabetic Retinopathy.
The CRVO causes abrupt, painless vision loss in the eye that can lead to visual
impairment over the time. Therefore, the early diagnosis of CRVO is very important
to prevent the complications related to CRVO. But, the early symptoms of CRVO
are so subtle that manually observing those signs in the retina image by the
ophthalmologists is difficult and time consuming process. There are automatic
detection systems for diagnosing ocular disease, but their performance depends on
various factors. The haemorrhages, the early sign of CRVO, can be of different size,
color and texture from dot haemorrhages to flame shaped. For reliable detection
of the haemorrhages of all types; multifaceted pattern recognition techniques are
required. To analyse the tortuosity and dilation of the veins, complex mathematical
analysis is required in order to extract those features. Moreover, the performance
of such feature extraction methods and automatic detection system depends on
the quality of the acquired image. In this chapter, we have proposed a prototype
for automated detection of the CRVO using the deep learning approach. We have
designed a Convolutional Neural Network (CNN) to recognize the retina with
CRVO. The advantage of using CNN is that no extra feature extraction step is
required. We have trained the CNN to learn the features from the retina images
having CRVO and classify them from the normal retina image. We have obtained an
accuracy of 97.56% for the recognition of CRVO.

Keywords Retinal vein occlusion • Central retinal vein occlusion • Convolu-
tion • Features
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1 Introduction

The retina is the light sensitive tissue covering the interior surface of the eye. The
cornea and the lens focus light rays on the retina. Then, the retina transforms the
light received into the electrical impulses and sends to the brain via the optic nerve.
Thereby, a person interprets those impulses as images. The cornea and the lens in the
eye behave like the camera lens, while the retina is analogous to the film. Figure 1
shows the retina image and its different features like optic disc, fovea, macula and
blood vessels.

The Retinal Vein Occlusion (RVO) is an obstruction of the small blood carrying
veins those drain out the blood from the retina. There are one major artery, called
the central retinal artery, and one major vein, called the central retinal vein, in the
retina. The Central Retinal Vein Occlusion (CRVO) occurs when a thrombosis is
formed in this vein and causes leaking of blood and excess fluid into the retina. This
fluid often accumulates around the macula, the region for the central vision, in the
retina. Sometimes the blockage occurs when the veins in the eye are too narrow [1].

The diagnostic criteria for CRVO are characterized by flame-shaped, dot or
punctate retinal hemorrhages or both in all four quadrants of the retina, dilated and
tortuous retinal veins, and optic disc swelling [2].

The CRVO can be either ischemic or non-ischemic. About 75% of the cases, non-
ischemic CRVO is a less severe form of CRVO and usually has a chance for better
visual acuity. Ischemic CRVO is a very severe stage of CRVO where significant
complications arise and can lead to the vision loss and probably damage the eye [1].

Macular edema is the prime reason for the vision loss in CRVO. The fluid
accumulated in the macular area of the retina causes swelling or edema of the
macula. It causes the central vision of a person to become blurry. The patients

Fig. 1 Retina and its
different features
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with the macular edema following CRVO might have some of the most common
symptoms, such as blurred vision, distorted vision, or vision loss in all or part
of the eye [2].

The lack of oxygen (ischemia) in the retina can lead to the growth of the abnormal
blood vessels. The patients with ischemic CRVO develop neovascular glaucoma
over three months or longer period of time. In neovascular glaucoma, the abnormal
blood vessels increase the pressure in the eye that can cause severe pain and vision
loss [3].

Usually, the people who are aged 50 and older have higher chance of suffering
from CRVO. The probability of occurring CRVO is higher in people having
diabetes, high blood pressure, high cholesterol, or other health issues that interrupt
blood flow. The symptoms of retinal vein occlusion can be range from indistinct to
very distinct. Most of the time, just one eye suffers from painless blurring or loss of
vision. Initially, the blurring or the vision loss of the eye might be minor, but this
situation gets worse over the next few hours or days. Sometimes the patients might
lose the complete vision almost immediately. In 6–17% of the cases, the second
eye also develops the vein occlusion after the first one. Up to 34% of eyes with
non-ischemic CRVO convert to ischemic CRVO over 3 years [1].

It is crucial to recognize CRVO to prevent further damage in the eye due to
vein occlusion and treat all the possible risk factors to minimize the risk of the
other eye to form CRVO. The risk factor of CRVO includes hypertension, diabetes,
hyperlimidemia, blood hyperviscosity, vascular cerebral stroke and thrombophilia.
The treatment of any of these risk factors reduces the risk of a further vein occlusion
occurring in either eye. It may also help to reduce the risk of another blood vessel
blockage, such as may happen in a stroke (affecting the brain) or a heart attack or,
in those with rare blood disorders, a blocked vein in the leg (deep vein thrombosis)
or lung (pulmonary embolism). There is no cure, but early treatment may improve
vision or keep the vision from worsening [4].

The automatic detection of CRVO in the early stage can prevent the total vision
loss. The automatic detection can save lots of time for the ophthalmologist. Rather
than putting lots of effort in diagnosis, they can put more time and effort for the
treatment. Thereby, the patients will receive the treatment as early as possible. It
will be also beneficial for the hospitals and the patients in terms of saving time
and money. For the diagnosis of retinal disease, mostly fluorescein angiographic
image or color fundus image is taken. However, compared to angiographic images
color fundus images are more popular in the literature of automatic retina analysis.
Color fundus images are widely used because it is inexpensive, non-invasive,
can store for future reference and ophthalmologists can examine those images in
real time irrespective of time and location. In all the computer aided detection
system, the abnormal lesions or features are detected to recognize the particular
disease.

The early symptoms of CRVO are very subtle to detect. When non-ischemic
CRVO forms, the retina remains moderately normal. So, there is higher chance
that general automatic detection system fails to detect CRVO in the earliest stage.
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Another clinical sign for CRVO is dilated tortuous vein. So, it is important to
segment and analyse the retinal vasculature. Most importantly, it is required to
detect the vein and calculate the tortuosity index and analyse the change in blood
vessels due to dilation. Moreover, it is crucial to detect any newly generated
blood vessels leading to neovascularization for ischemic CRVO. Another clinical
characteristic of CRVO is haemorrhages, which can be of different size, color
and texture. The haemorrhages in CRVO are mostly dot haemorrhage and flame
shaped haemorrhage. The dot haemorrhages appear similar to the microaneurysms.
Therefore, the segmentation process can’t distinguish between the dot haemorrhage
and the microaneurysm. Therefore, by default the dot haemorrhages are detected as
microaneurysm by the automated microaneurysm detection process. The literature
does not support much description about the automated detection of the haemor-
rhages [5]. In the ischemic stage, there will be multiple Cotton wool spots and the
literature doesn’t provide much attention to the automatic detection of cotton wool
spots. In short, the problem with the automatic detection of the CRVO is that, the
sophisticated segmentation and feature extraction algorithms are required for each
of the clinical signs. For example, for reliable detection of the haemorrhages of
all types; multifaceted pattern recognition techniques are required. For analysing
dilated veins, tortuous vein, newly formed blood vessels, we need complicated
mathematical approach for such feature extraction. Again, the performance of
such algorithms and the classification depends on the image quality of the retina
image acquired. The inter-and intra-image contrast, luminosity and color variability
present in the images make it challenging to detect these abnormal features. To our
best knowledge, no research work related to automatic detection of CRVO has been
done yet.

In this chapter, we approached the deep learning method for detecting the CRVO.
We have exploited the architecture of Convolutional Neural Network (CNN) and
designed a new network to recognize CRVO. The advantage of using CNN is that,
design of complex, sophisticated feature extraction algorithms for all the clinical
signs of CRVO are not necessary. The convolution layer in the neural network
extracts the features by itself. Moreover, CNN takes care of image size, quality etc.
The chapter is organized as follows: the first part will briefly describe about the types
of CRVO. In the second section, the computer aided detection system for medical
images will be discussed. In the third section, we will review previous related work
on the automated detection of vein occlusion. The fourth section will describe the
theory and architecture of the Convolutional Neural Network. The fifth section will
describe the design of the CNN for the recognition of CRVO.

2 Central Retinal Vein Occlusion (CRVO)

The two types of CRVO, ischemic and non-ischemic, have very different diagnoses
and management criteria from each other. Both the types are briefly discussed
below:
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2.1 Non-Ischemic CRVO

It was reported that majority of the cases (about 70%), the patients suffer from non-
ischemic CRVO [3]. Over 3 years, 34% of non-ischemic CRVO eyes progressed to
ischemic CRVO. There is low risk of neovascularization in case of non-ischemic
CRVO. The clinical features of non-ischemic CRVO are as follows:

• Vision acuity >20/200.
• The low risk of forming neovascularization.
• More dot & blot hemorrhages.
• The retina in non-ischemic CRVO will be moderately normal.
• There is no Afferent Pupillary Defect (APD).

Figure 2 shows the retina image with non-ischemic CRVO.

2.2 Ischemic CRVO

According to the fluorescein angiographic evidence, the ischemic CRVO is defined
as of more than 10 disc areas of capillary non-perfusion on seven-field fundus fluo-
rescein angiography [1]. It is associated with an increased risk of neovascularization
and has a worse prognosis [3, 6]. There is a 30% chance of converting non-ischemic
to ischemic CRVO [1]. More than 90% of patients with ischemic CRVO have a final
visual acuity of 6/60 or worse [6]. The clinical features of ischemic CRVO are as
follows:

• Visual acuity <20/200
• The high risk of forming neovascularization
• Widespread superficial hemorrhages.

Fig. 2 Non-ischemic CRVO
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Fig. 3 Ischemic CRVO

• Multiple Cotton Wool Spots.
• Poor capillary perfusion (ten or more cotton wool spots or ten DD capillary non-

perfusion on fluorescein angiography).
• Turbid, orange, edematous retina.
• Poor prognosis
• Degree of retinal vein dilatation and tortuosity.
• High Relative Afferent Pupillary Defect (CRAPD).

Figure 3 shows the retina image with ischemic CRVO.

3 Computer Aided Detection (CAD)

The Computer Aided Detection (CAD) systems are designed to assist physicians
in the evaluation of medical images. CAD is rapidly growing in the field of
radiology to improve the accuracy and consistency of the radiologists’ image
interpretation. CAD system processes digital images and highlight the suspicious
section to evaluate the possible disease. The goal of the CAD systems is to detect the
earliest signs of abnormality in the patients’ medical image that human professionals
cannot. It is pattern recognition software that automatically detects the suspicious
features in the image to get the attention from the radiologist and reduce the
false negative reading. The computer algorithm for automatic detection usually
consists of multiple steps, including image processing, image feature extraction,
and data classification through a different classifier such as artificial neural networks
(ANN) [7]. The CAD systems are being used for different image modalities from
Magnetic Resonance Imaging (MRI), Computed Tomography (CT), ultrasound
imaging, retinal funduscopic image etc.
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Computerized scheme for CAD has three main components involving three
different technologies [7]. Those are:

1. Image processing and segmentation: In this component, the medical image
is enhanced to roughly detect/extract the candidates for suspicious lesions or
patterns. There are various image enhancement techniques for different lesions.
Some of the commonly used techniques are Fourier analysis, morphological
filters, wave analysis, different image analysis techniques and artificial neural
network (ANN).

2. Feature extraction: The different image features are quantized in terms of size,
shape and contrast from the selected candidates from the first step. It is possible to
define multiple features using mathematical formulas. Initially, the CAD might
be fed into the physicians’ knowledge based on their observations. One of the
important factors in developing CAD is to distinguish abnormal features or
lesions from the normal structures.

3. Classification: The data is analyzed to differentiate the normal and abnor-
mal patterns based on the extracted features. A rule based method can be
applied from the understanding of normal and abnormal lesions. Other than
the rule based approach, discriminant analysis, neural network and decision tree
can be used.

Figure 4 shows the block diagram of the general CAD system.

Fig. 4 Block diagram of the general computer aided detection system
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4 State of the Art for RVO Detection

There are a few research works available for automatic detection of retinal vein
occlusion. The existing approaches for automated detection of RVO are discussed
below:

4.1 Feature Representation Techniques

Zhang et al. in [8] proposed a Hierarchical Local Binary Pattern (HLBP) to
represent the features of Branch Retinal Vein Occlusion (BRVO), which is another
type of vein occlusion in the distal branches [14]. They provided a hierarchical
combination of Linear Binary Pattern (LBP)-coding and max pooling inspired by
the convolutional neural network. There are two levels in HLBP and each level
consists of a max-pooling layer and an LBP-coding layer. For the HLBP calculation,
first, max-pooling is performed on the Fluorescein Angiography (FA) image to
generate a feature map in the first level. Then, the LBP is performed on the feature
map generated from level 1 and generates an LBP1 feature map. Secondly, in the
second level, max pooling is performed on the LBP1 feature map producing another
feature map and an LBP2 map respectively. Finally, a feature vector of the FA image
is generated by combining the histograms of the LBP1 map and the LBP2. They
used SVM classifier with the linear kernel for the classification and achieved a mean
accuracy of 96.1%.

Gayathri et al. in [9] presented a feature representation scheme to diagnosis RVO.
The textures of the blood vessel are extracted using Completed LBP technique.
CLBP is represented by its center pixel and a local difference sign-magnitude trans-
forms (LDSMT). To find the two peaks in the histogram, global thresholding is used.
The center pixels are coded by binary codes which are termed as CLBP_CENTER
(CLBP_C). Then, the image is divided by LDMST into two components: CLBP-
Sign and CLBP-Magnitude. They are, then, combined to produce the histogram of
the image. The texture image is first constructed from the histogram of the image.
Then, the neural network is trained to classify the extracted features and identify the
affected retinal images.

4.2 Fractal Analysis

Fazekas et al. in [10] compared two blood vessel segmentation methods. Then
fractal properties of blood vessels are analyzed to distinguish normal retina image
and RVO images. Both blood vessel segmentation methods are based on directional
response vector similarity and the region growing. The first method yields a binary
map of the retinal blood vessels of the input retinal fundus image. This method used
hysteresis thresholding to apply the region growing procedure to the response vector
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similarities of neighboring pixels within the fundus image. In the second method,
Gabor functions are used as template matching procedure to calculate the response.
The fractal analysis was performed on a number of retinal images by combining
the segmented images and their skeletonized versions. In fractal analysis, the box-
dimension is used to estimate the fractal dimension via box counting. The lower and
upper box counting dimensions of a subset, respectively, are defined as follows:

dimB.F/ D lim

r! 0

log Nr.F/

� log r
I dimB.F/ D lim

r! 0

log Nr.F/

� log r
(1)

If the lower and upper box-counting dimensions are equal, then their common value
is referred to as the box-counting dimension of F and is denoted with

dimB.F/ D lim
r!0

log Nr.F/

� log r
(2)

where Nr(F) can be of the following:” (1) the smallest number of closed balls (i.e.,
disks, spheres) of radius r > 0 that cover F; (2) the smallest number of cubes of side
r that cover F; (3) the number of r -mesh cubes that intersect F; (4) the smallest
number of sets of diameter at most r that cover F; (5) the largest number of disjoint
balls of radius r with centers in F.”

The fractal dimension is calculated for both the skeletonized images of normal
retina and the retina with RVO. There is no significant difference in the fractal
dimension of healthy eyes. But, the fractal dimension is quite visible in case of retina
with CRVO. The fractal dimensions computed seemed to be beneficial in separating
the different types of RVO.

4.3 Deep Learning Approach

Zhao et al. in [11] proposed a patch based and an image based voting method for
the recognition of BRVO. They exploited Convolutional Neural Network (CNN)
to classify the normal and BRVO color fundus images. They extracted the green
channel of the color fundus image and performed image preprocessing to improve
the image quality. In the patch based method they divided the whole image into
small patches and put labels on each patches to train the CNN. If the patch has
BRVO features, labeled as BRVO otherwise labeled as normal. During the training
phase, only the patches with the obvious BRVO feature are labeled as BRVO. Those
ambiguous patches are discarded. The testing is done by feeding all the patches of a
test image to the trained CNN. They kept the threshold of 15 patches for each test.
If the test image passes the threshold, the testing image is classified to BRVO. In the
image based scheme, at first, three operations, noise adding, flipping, and rotation
are performed on a preprocessed image. Depending on the classification results of
these four images, the final decision for a test image is made. “If the classification
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Table 1 Summary of the research works done for identifying RVO

Author Year Type of RVO Method Accuracy

Zhang et al. [8] 2015 BRVO Hierarchical linear binary
pattern, support vector
machine

96.1%

Gayathri et al. [9] 2014 – Complete linear binary
pattern, neural network

_

Fazekas et al. [10] 2015 CRVO, BRVO, HRVO Fractal properties of blood
vessels

_

Zhao et al. [11] 2014 BRVO Convolutional neural
network

97%

results of the three new images (noisy, flipped, and rotated) are the same, the test
image is classified in the class of the three new images. Otherwise, the test image is
classified to the class of the original image”. For patch based method they obtained
98.5% and for image based method they obtained 97%. Compared to patch based
method, image based voting method is more practical.

The Table 1 summarize the various research done for the automated diagnosis of
retinal vein occlusion

From the limited previous research work, it is clear that less attention has been
paid towards the automatic detection of RVO. The fractal analysis described in [10]
provided the calculation of fractal dimension of RVO images and the possibility of
using those values for quantifying the different types of RVO. No clear information
is provided regarding the accuracy of the methods described in [9, 10]. In [9, 10],
retinal vascular structure of the color fundus image is analysed to extract the features
and used classifier to detect RVO. In [8], the features are extracted from the whole
image to detect BRVO in Fluorescein Angiography (FA) image. In [11], CNN is
used to detect the BRVO in color fundus image. The majority of the available
research works are on automatic detection of BRVO. No research work has been
found that focuses on detecting haemorrhages, analyse vessel tortuosity and dilation
to recognize RVO. There is no existing method for the automatic detection of CRVO
considering the fact that the visual imparity is more severe in case of CRVO. Hence,
it is very important to design an automatic detection system for recognizing CRVO.
For automatic detection of CRVO there can be two approaches. One, individually
extract the abnormal features from the segmented retinal pathologies by compound
pattern recognition techniques and then, fed them to a classifier to identify the
CRVO. Otherwise, extract the abnormal features from the whole image and use
supervised machine learning classifier to identify CRVO.

5 The Proposed Methodology

We opted a deep learning approach to extract the features from the raw retina
image and classify as CRVO. We explored the architecture of the Convolu-
tional Neural Network (CNN) and designed a CNN for learning the CRVO
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features and classify the CRVO images from the normal retina images. There
are some advantages of using CNN. First, we do not have to design individual
segmentation and feature extraction algorithms for all the clinical signs of CRVO
(haemorrhages, cotton wool spots, dilated tortuous veins and newly formed blood
vessels) and rely on the accuracy of such algorithms to classify CRVO. Second,
the convolutional neural network is invariant to any kind of distortion in the
image, for example, the different lighting condition, camera position, partial
occlusion etc. Third, easier to train compared to conventional Neural Network
(NN) due to reduced parameters used during training. Fourth, memory require-
ment is less as convolution layer use same parameters to extract the features
across the different locations in an image. In this study, we collected the nor-
mal retina image and retina with CRVO image from multiple publicly available
databases. We used STARE database (http://cecas.clemson.edu/~ahoover/stare/),
DRIVE database (http://www.isi.uu.nl/Research/Databases/DRIVE/), dataset of Dr.
Hossein Rabbani (https://sites.google.com/site/hosseinrabbanikhorasgani/datasets-
1) and Retina Image Bank (http://imagebank.asrs.org/discover-new/files/1/25?q).
The existing methods conducted their experiments on different datasets and since
those datasets have different image size and quality we cannot compare their
performance directly. Because, the experimental results on one database are not
consistent for all other different databases. A method showing high performance
in one database might not show same high performance in other database. Since,
we conducted our experiments on the retina images from various sources and all
images are of different size and quality; we can say that the proposed method for
CRVO detection is a versatile method whose performance should be consistent for
any database of retinal fundus image. Therefore, it is feasible to implement in real.

5.1 The Basic of the Convolutional Neural Network (CNN)

The Convolutional Neural Network is the advanced version of the general Neural
Network (NN); used in various areas, including image and pattern recognition,
speech recognition, natural language processing, and video analysis [12]. The CNN
facilitates the deep learning to extract abstract features from the raw image pixels.

CNNs take a biological inspiration from the visual cortex. The visual cortex has
lots of small cells that are sensitive to specific regions of the visual field, called
the receptive field. This small group of cells functions as local filters over the input
space. This idea was expanded upon by Hubel and Wiesel, where they showed that
some individual neuronal cells in the brain responded (or fired) only in the presence
of edges of a certain orientation. For example, some neurons fired when exposed
to vertical edges and some when shown horizontal or diagonal edges. They found
out that all of these neurons were structured as a columnar architecture and are able
to produce visual perception [13]. This idea of specialized components inside of
a system having specific tasks (the neuronal cells in the visual cortex looking for
specific characteristics) is one that machines use as well, and is the basis behind

http://cecas.clemson.edu/~ahoover/stare
http://www.isi.uu.nl/Research/Databases/DRIVE
https://sites.google.com/site/hosseinrabbanikhorasgani/datasets-1
https://sites.google.com/site/hosseinrabbanikhorasgani/datasets-1
http://imagebank.asrs.org/discover-new/files/1/25?q
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CNNs. By assembling several different layers in a CNN, complex architectures
are constructed for classification problems. The CNN architecture consists of four
types of layers: convolution layers, pooling/subsampling layers, non-linear layers,
and fully connected layers [13, 15].

5.1.1 The Convolutional Layer

The first layer in a CNN is always a Convolutional Layer. The convolution functions
as feature extractor that extracts different features of the input. The first convolution
layer extracts the low-level features like edges, lines, and corners. Higher-level
layers extract the higher-level features. Suppose, the input is of size M�M�D and
is convolved with K kernels/filters, each of size n� n�D separately. Convolution
of an input with one kernel produces one output feature. Therefore, the individual
convolution with K kernels produces K features. Starting from top-left corner of
the input, each kernel is moved from left to right and top to bottom until the kernel
reaches the bottom-right corner. For each stride, element-by element multiplication
is done between n� n�D elements of the input and n� n�D elements of the kernel
on each position of the kernel. So, n� n�D multiply-accumulate operations are
required to create one element of one output feature [13, 15].

5.1.2 The Pooling Layer

The pooling layer reduces the spatial size of the features. It makes the features
robust against noise and distortion. It also reduces the number of parameters and
computation. There are two ways for down sampling: max pooling and average
pooling. Both the pooling functions divide the input into non-overlapping two
dimensional space [12].

5.1.3 Non-Linear layer

The non-linear layer adds non linearity to the network as the real world data are non-
linear in nature (https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/).
The rectified linear unit (ReLU) is a nonlinear layer that triggers a certain function
to signal distinct identification of likely features on each hidden layer. A ReLU
performs the function y D max(x,0) keeping the output size same as the input. It
also helps to train faster.

5.1.4 Fully Connected Layers

In a CNN, the last final layer is a fully connected layer. It is a Multi-Layer Perceptron
(MLP) that uses an activation function to calculate the weighted sum of all the
features of the previous layer to classify the data into target classes.

https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets
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5.2 Methodology

Some of the popular Convolutional Networks are LeNet, AlexNet, ZF Net,
GoogLeNet, VGGNet and ResNet. The LeNet is the first successful Convolutional
Network used for recognizing digits, zip codes etc. After LeNet, AlexNet came as
a deeper version of LeNet which was successfully used for object recognition in
large scale. ZF Net is modified version of the AlexNet where the hyper parameters
are modified. The GoogLeNet introduced inception module to drastically reduce
the number of the parameters. VGGNet is a large deep Convolutional Network with
16 Convolutional and Fully Connected layers. ResNet skipped the fully connected
layers and made heavy use of batch normalization. Moreover, some CNNs are fine
tuned or the architecture is tweaked for different applications. For e.g. in [16], the
authors designed a CNN for facial landmark detection. Again in [17] and [18],
the basic CNN is fined tuned to identify different EEG signals. Our designed
Convolutional Network is based on LeNet architecture. The general structure of
LeNet is as follows:

InputD>ConvD>PoolD>ConvD>PoolD>FCD>ReLuD>FCD>Output

Our designed CNN structure is as follows:

InputD>ConvD>ReLUD>PoolD>ConvD>ReLUD>PoolD>ConvD>Re

LUD>PoolD>FCD>ReLUD>FCD>Output

Before feeding the retina image to the CNN, we performed preprocessing to
enhance the quality of the image. Since, we have collected the color fundus image
of normal retina and the retina with CRVO images from multiple databases, all the
images are of different sizes and of different formats. The images from the STARE
databases are of size 700� 605 and TIF format. The images from the DRIVE
database are 565� 585 TIFF images. The images from the Dr. Hossein Rabbani are
1612� 1536 JPEG images. The each of the images from the Retina Image Bank is
of different sizes and format. We converted all the images to TIF format and resized
into a standard image size 60� 60.

5.2.1 Image Preprocessing

After converting all the images into 60� 60 TIF format, we extracted the green
channel as it provides the distinct visual features of the retina compared to other
two (Red and Blue) channels. Then, an Average filter of size 5� 5 is applied to
remove the noise. After that the contrast of that grayscale retina image is enhanced
by applying Contrast-limited adaptive histogram equalization (CLAHE). CLAHE
operates on small regions in the image and enhance the contrast of each small region
individually. A bilinear interpolation is used to combine the neighboring small
regions in order to eliminate artificial boundaries. The contrast of the homogeneous
areas can be limited to avoid unwanted noise present in the image. Figure 5a shows
the normal image and Fig. 5b shows the green channel of the RGB image, Fig. 5c
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Fig. 5 (a) Normal RGB images, (b) Green channel. (c) Pre-processed image

shows the enhanced image. Figure 6a shows the CRVO image, Fig. 6b shows the
green channel and Fig. 6c shows the enhanced image.

5.2.2 The Network Topology

The designed CNN for recognition of CRVO consists of 12 layers, including three
convolution layers, three pooling layers, four ReLUs and two fully connected
layers. We have two classes: Normal image and CRVO image. The layers in
the CNN network are stacked with three sets of convolution layer, followed by
ReLU followed by a pooling, followed by a fully connected layer, ReLU and fully
connected layer. Finally, the features obtained by the 4th ReLU layer are transferred
to the last fully connected layer. Ultimate classification of CRVO is based on these
high level features. Softmax function is used as the activation function. The network
topology is shown in Fig. 7.

Layer 1: The first convolutional layer convolves the input retina image of size
60� 60. In the first layer, we used 32 filters of size 5� 5 with a stride of 1 to outputs
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Fig. 6 (a) CRVO image, (b) Green channel, (c) Pre-processed image

the feature data map. Mathematically, the operation of a convolution layer can be
formulated as follows:

yn
j D f
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where yn�1
i is the input of convolution layer. Wn

ij is a convolution kernel weight of
layer n with the size of i� j. bn

j is a bias, yn
j is the output and N is the number of

inputs used to generate yn
j . After the first convolution layer the output feature map

is of size 56� 56� 32.
Layer 2: After the first convolution layer, a rectified non-linear unit (ReLU) is

used. It increases the nonlinear property keeping the output volume same as the
input volume.

Layer 3: The output feature map of ReLU is given as input to a pooling layer.
For the pooling layer, we used max pooling to reduce the size of the output feature
map and capture the spatial information. A filter size 2� 2 and stride 2 are used for
the max pooling. The equation of pooling layer can be given by,
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where function down(.) denotes a max pooling function for our network. “l
j is a

weight and bl
j is bias. The equation for max pooling function with a filter dimension

m�m can be given by,

y D max .xi/ ; i 2 f1; 2; : : : ; m �mg (5)

After max-pooling we get an output feature volume 28� 28� 32.
Layer 4: The output of the pooling layer is fed to the 2nd convolution layer. With

128 filters of size 5� 5 we get an output activation map 24� 24� 128.
Layer 5: With the 2nd ReLU the nonlinear properties are further increased

keeping the output volume same.
Layer 6: The 2nd max-pooling further reduces the number of features to an

output volume12� 12� 128.
Layer 7: In the 3rd convolution layer the output of pooling layer is convolved

with 512 filters of dimension 5� 5 to get output activation 8�8� 512.
Layer 8: The ReLU changes the negative activation to 0 to further increase the

nonlinearity.
Layer 9: The max-pooling down samples the input of ReLU to output volume 4

�4 with receptive field size 2� 2.
Layer 10: This layer is a fully connected layer converted to a convolutional layer

with a filter size 4� 4 with 1024 kernels. It generates an activation map of size
1�1� 1024

Layer 11: The ReLU enhances the non-linear property.
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Layer 12: The output of the ReLU is fed to another fully connected layer. From a
single vector 1024 class scores, 2 classes: Normal and CRVO images are classified.

6 Result and Discussion

For our experiment, we collected 108 CRVO images (26 images from STARE
database and 84 images from Retina Image Bank) and 133 Normal images (100
images from Hossein Rabbani database, 30 images from STARE database and 3
images from DRIVE database). We trained the CNN network with 100 normal
(randomly selected from normal images from Hossein Rabbani, STARE and DRIVE
databases) and 100 CRVO grayscale images (randomly selected from STARE and
Retina Image Bank’s CRVO images) of size 60� 60 after preprocessing. In the
1st, 2nd and 3rd convolution layer, the filter size is 5� 5 and in the 4th or last
convolution layer/fully connected layer the filter size is 4� 4. The numbers of filters
or kernels in the four convolution layers are 32, 128, 512 and 1024 respectively.
The training is done with an epoch 70. For each training epoch we provided a
batch size of nine training images and one validation image. Using the designed
classifier we obtained an accuracy of 97.56%. Figure 8 shows the network training
and validation for epoch 70. Figure 9 shows the Cumulative Match Curve (CMC)
for rank vs. recognition rate. For the two classes we tested 41 images, 8 test images

Fig. 8 Network Training for
epoch 70
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Fig. 9 Cumulative Match
Curve (CMC)

for CRVO and 33 test images for normal retina. Each test produces a score for each
image while comparing to each target class. If the score between test image and
one of the target classes is larger than the other class, then that class is recognized
in the first rank. Here, out of 41 test images 40 images are correctly recognized,
hence the recognition rate for rank 1 is 97.56% and for rank 2 recognition rate
is 100%.We further evaluated the performance in terms of specificity, sensitivity,
positive predictive value and negative predictive value. Sensitivity is the probability
of the positive test given that the patient has the disease. It measures the percentage
of the people actually having the disease diagnosed correctly. Sensitivity can be
given by following equation:

Sensitivity D True Positive

True PositiveC False Negative
(6)

where, the “True Positive” depicts correctly identified disease and “False Negative”
describes incorrectly rejected people having disease. In our experiment we got
sensitivity 1. That means all the CRVO images are detected correctly. Again,
specificity is the probability of a negative test given that the patient has no disease.
It measures the percentage of the people not having disease diagnosed correctly.
Specificity can be given by following equation:

Specificity D True Negative

True NegativeC False Positive
(7)

In our experiment, one normal image is incorrectly detected as CRVO image;
hence, we obtained the specificity of 0.9697. The Positive Predictive value is the
probability that subjects with a positive screening test truly have the disease. We got
a positive predictive value 0.889. The Negative Predictive value is the probability
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Table 2 Performance evaluation of the system

Accuracy Sensitivity Specificity Error rate
Positive
predictive value

Negative
predictive value

97.56% 1 0.9697 2.44 0.8889 1

95

95.5

96

96.5

97

97.5

98

HLBP for
BRVO

CNN image
based method

for BRVO

CNN for
CRVO

Accuracy Rates (%)

Fig. 10 Accuracy rates of different methods for BRVO and proposed method for CRVO

that subjects with a negative screening test truly do not have the disease. We obtained
negative predictive value 1. Table 2 summarizes the total evaluation of the system.

The experimental results show that the proposed method of detecting CRVO
using CNN is a powerful method that we can implement in practice. Since there
is no existing automatic detection of CRVO found in the literature, we are the
first group to work on the automatic recognition of CRVO. Therefore, it is also
difficult to compare the results with other methods. However, if we compare the
method with that of automated recognition of BRVO, then our method performs
better than the other feature extraction techniques and slightly better than the CNN
based method. Figure 10 shows the comparison of our method with the existing
methods for automated recognition of BRVO. So, the proposed method is fulfilling
the need of automatic detection of CRVO to help the ophthalmologists in faster and
efficient diagnosis of CRVO. It will also save the time and money of the patients.
The method is taking care of the problems related to the image quality. This method
is handling the most important issue, i.e., the requirement of different segmentation
and feature extraction methods for detecting the abnormalities appear due to CRVO.
Especially in the case, when detecting flame shaped haemorrhages, dilated veins and
tortuous veins in the early stage of CRVO could be complicated and computationally
expensive task. The supreme performance of the proposed CNN based method with
a correct accuracy rate of 97.57% for the images of different sources proves it to
be a promising consistent system for the automatic detection of CRVO. Because,
all the images are captured by different funduscope devices and have different
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types (image captured in different angles), format, resolution and quality. The
performances of the existing automatic detection systems for BRVO are limited to a
single dataset consisting of same type (image captured in same angle), same quality
and same resolution images. Therefore, this CNN method is an efficient, versatile
and consistent method for detecting CRVO.

7 Conclusion

In this chapter, we proposed a Central Retinal Vein Occlusion (CRVO) recognition
method using Convolutional Neural Network (CNN). The designed network takes
grayscale preprocessed images and recognizes the retina image with CRVO and the
normal retina image. We have achieved a high accuracy of 97.56%. The proposed
method is an image based method which is quite practical to implement. The
advantage of this system is that there is no requirement of extra feature extraction
step. The convolution layer serves both as feature extractor and the classifier. It
is difficult to design feature extraction algorithm for the clinical signs of CRVO.
Because, most of the time CRVO affects the whole retina and those large size
hemorrhages, cotton wool spots are hard to define by other feature extraction
methods. In CNN, each convolution layer extracts the low level features to the high
level features from the CRVO images. Hence, it saves time. Since we conducted the
experiment on retina image from different sources, the general automated detection
method might affect the accuracy of the overall system due to different image
quality, size and angle. However, use of CNN handles this situation due to its ability
to cope with the distortions such as change in shape due to camera lens, different
lighting conditions, different poses, presence of partial occlusions, horizontal and
vertical shifts, etc. Therefore, the proposed CRVO detection scheme is a robust
method.
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Abstract Various search methods combined with frontier technology have been
utilized to save lives in rescue situations throughout history. Today, new net-
worked technology, cyber-physical system platforms, and algorithms exist which
can coordinate rescue operations utilizing swarm intelligence with Rapid Alert
Sensor for Enhanced Night Vision (RASEN). We will also introduce biologically
inspired algorithms combined with proposed fusion night vision technology that
can rapidly converge on a near optimal path between survivors and identify signs
of life trapped in rubble. Wireless networking and automated suggested path data
analysis is provided to rescue teams utilizing drones as first responders based on
the results of swarm intelligence algorithms coordinating drone formations and
triage after regional disasters requiring Big Data analytic visualization in real-
time. This automated multiple-drone scout approach with dynamic programming
ability enables appropriate relief supplies to be deployed intelligently by networked
convoys to survivors continuously throughout the night, within critical constraints
calculated in advance, such as projected time, cost, and reliability per mission.
Rescue operations can scale according to complexity of Big Data characterization
based on data volume, velocity, variety, variability, veracity, visualization, and
value.
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1 Introduction

Historically, optimization methods combined with frontier technology have been
utilized to save lives in rescue situations. Today, new technology and search
algorithms exist which can optimize rescue operations utilizing Rapid Alert Sensor
for Enhanced Night vision (RASEN). We will introduce biologically inspired
algorithms combined with fusion night vision technology that can rapidly converge
on optimal paths for discovering disaster survivors and the rapid identification
of signs of life for survivors trapped in rubble. Networked data visualization is
provided to rescue teams based upon swarm intelligence sensing results so that
appropriate relief supplies can optimally be deployed by convoys to survivors within
critical time and resource constraints (e.g. people, cost, effort, power).

Many countries have rescue strategies in development for disasters like fires,
earthquakes, tornadoes, flooding, hurricane, and other catastrophes. In 2016, the
world suffered the highest natural disaster losses in 4 years, and losses caused by
disasters worldwide hit $175 billion [1]. Search and rescue (SAR) missions are the
first responder for searching for and providing relief to people who are in serious
and/or imminent danger. Search and rescue teams and related support organizations
take actions for searching and rescuing victims from varying incident environments
and locations. During search and rescue, lack of visibility, especially at night, has
been considered one of the major factors affecting rescue time and therefore, rescue
mission success. Poor night visibility and diverse weather conditions also makes
searching, detecting, and rescuing more difficult and sometimes even impossible if
survivors are hidden behind obstacles. Furthermore, poor visibility is also a common
cause of roadway accidents given that vision provides over 90% of the information
input used to drive [2]. In fact, it has been reported that the risk of an accident at
night is almost four times greater than during the day [3]. When driving at night our
eyes are capable of seeing in limited light with the combination of headlights and
road lights, however, our vision is weaker and more blurry at night, adding difficulty
when avoiding moving objects that suddenly appear.

Recent years have seen significant advancement in the fields of mobile, sensing,
communications, and embedded technologies, and reduction in cost of hardware and
electronic equipment. This has afforded new opportunities for extending the range
of intelligent night vision capabilities and increasing capabilities for searching and
detecting pedestrians, vehicles, obstacles, and victims at night and under low light
conditions.

Herein, intelligent physical systems are defined to be machines and systems
for night vision that are capable of performing a series of intelligent operations
based upon sensory information from cameras, LIDAR, radar and infrared sensors
in complex and diverse Big Data analytic environments. These intelligent machines
can be used for various applications, including power line inspection, automotive,
construction, precision agriculture, and search and rescue, which is the focus of
this chapter. Each application requires varying levels of visibility. Unlike traditional
systems which only have a single purpose or limited capabilities and require
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Fig. 1 Sample intelligent physical systems. (a) ENVG II [4]. (b) Traffic control (FLIR) [5]. (c)
Automotive [6]. (d) Precision agriculture (SAGA) [7]. (e) Firefighting (C-Thru) [8]. (f) Security
(ULIS) [9]

human intervention during missions, intelligent physical systems which include
night vision, combines computing, sensing, communication, and actuation, in order
to tailor operational behavior in accordance with a particular collected operational
information context. Figure 1 depicts six sample intelligent physical systems for
potential use during night or low-light vision conditions.
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Advantages of night vision based intelligent physical systems are their ability to
sense, adapt and act upon changes in their environments. Becoming more aware of
the detailed operational context is one important requirement of night vision based
intelligent physical systems. As every domain application is different, it is difficult
to provide a single system or technique which provides a solution for all specialized
needs and applications. Therefore, our motivation is to provide an overview of night
vision based intelligent machine systems, and related challenges to key technologies
(e.g. Big Data, Swarm, and Autonomy) in order to help guide readers interested in
intelligent physical systems for search and rescue.

2 Literature Survey

Efficient communication and processing methods are of paramount importance
in the context of search-and-rescue due to massive volume of collected data.
As a consequence, in order to enable search-and-rescue applications, we have
to implement efficient technologies including wireless networks, communication
methodologies, and data processing methods. Among them, Big Data (also referred
to as “big data”), artificial intelligence, and swarm intelligence allow important
advantages to real-time sensing and large-volume data gathering through search-
and-rescue sensors and environment. Before elaborating further on the specific
technologies fitting into the search and rescue scenarios, we outline the unique
features of rescue drones, review challenges, and discuss potential benefits of rescue
drones in supporting search-and-rescue applications.

2.1 Rescue Drones

Drones, commonly known as Unmanned Aerial Vehicles (UAV), are small aircraft
which perform automatically without human pilots. They could act as human
eyes and can easily reach areas which are too difficult to reach or dangerous
for human beings and they can collect images through aerial photography [12].
Compared to skillful human rescuers (e.g., police helicopter, CareFlite etc.) and
ground based rescue robots, the use of UAVs in emergency response and rescue
has been emerging as a cost-effective and portable complement for conducting
remote sensing, surveying accident scenes, and enabling fast rescue response and
operations, as depicted in Fig. 2. A drone is typically equipped with a photographic
measurement system, including, but not limited to, video cameras, thermal or
infrared cameras, airborne LiDAR (Light Detection and Ranging) [13], GPS, and
other sensors (Fig. 3). The thermal or infrared cameras can be particularly useful
for detecting biological organisms such as animals and human victims and for
inspecting inaccessible buildings, areas (e.g. Fukushima), and electric power lines.
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Fig. 2 Rescue scenario with
drones [10]

Fig. 3 Flying unit: Arducopter [11]

Airborne LiDAR can operate day and night and is generally used to create fast and
accurate environmental information and models.

Drones are ideal for searching over vast areas that required Big Data analytics;
however, drones are often limited by factors such as flying time and payload
capacity. Many popular drones on the market need to follow preprogrammed routes
over a region and can only stay airborne for a limited period of time. This limitation
has increased research conducted for drone-aided rescue. The research includes path
planning [14, 15], aerial image fusion [12, 16–19], and drone swarm [20, 21].

Early research has focused on route path planning problems in SAR motivated
by minimizing time from initial search to rescue which can range from hours, days,
to even months after the disaster. Search efficiency affects the overall outcome of
SAR, so that the time immediately following the event requires a fast response
in order to locate survivors on time. The path planning is generally used to find
a collision-free flight path and to cover maximum area in adverse environments
in the presence of static and dynamic obstacles under various weather conditions
with minimal user intervention. The problem is not simply an extension or variation
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of UAV path planning aiming to find a feasible path between two points [22, 23].
For example, the complete-coverage method, local hill climbing scheme, and
evolutionary algorithms, developed by Lin and Goodrich [14] defined the problem
as a discretized combinatorial optimization problem with respect to accumulated
probability in the airspace. To reduce the complexity of the path planning problem,
the study [15] divided the terrain of the search area into small search areas, each
of which was assigned to an individual drone. Each drone initializes its static path
planning using a Dijkstra algorithm and uses Virtual Potential Function algorithm
for dynamic path planning with a decentralized control mechanism.

Aerial images, infrared images, and sensing data captured by drones enable
rescue officers and teams to have a more detailed situational awareness and
increased comprehensive damage assessment. Dong et al. [17] presented a fast
stereo aerial image construction method with a synchronized camera-GPS imaging
system. The high precision GPS is used to pre-align and stitch serial images. The
stereo images are then synthesized with pair-wise stitched images. Morse et al. [18]
created coverage quality maps by combining drone-captured video and telemetry
with terrain models. The facial recognition is another task of great interest. Hsu and
Chen [12] compared the use of aerial images in face recognition so as to identify
specific individuals within a crowd. The focus of the study [19] lies on real-time
vision attitude and altitude estimation in low light or dark environments by means
of a combination of camera and laser projector.

Swarm behavior of drones is featured by coordinated functions of multiple
drones, such as collective decision making, adaptive formation flying, and self-
healing. Drones need to communicate with each other to achieve coordination.
Burkle et al. [20] refined the infrastructure of drone systems by introducing a ground
central control station as a data integration hub. Drones can not only communicate
with each other, but also exchange information with the ground station to increase
optimization of autonomous navigation. Gharibi et al. [21] investigated layered
network control architectures for providing coordination for efficiently utilizing
the controlled airspace and providing collision-free navigation for drones. Rescue
drones also need to consider networking described next.

2.2 Drone Networking

In typical scenarios, drones fly over an area, perform sensory operations, and trans-
mit gathered information back to a ground control station or the operation center
via networks (Figs. 4 and 5). However, public Internet communication networks
are often unavailable or broken in remote or disaster areas. The question that arises
now is how to find a rapid, feasible way of re-establishing communications, while
remaining connected to the outside world for disaster areas. The rise of rescue
drones and extensive advancements in communication and sensing technologies
drives new opportunities in designing feasible solutions for the communication
problem. Besides data gathering, rescue drones can act as a temporary network
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Fig. 4 MQ-9 reaper taxiing [24]

Fig. 5 Airnamics R5

access points for survivors and work cooperatively to forward and request data back
to the ground control station [10, 11, 25–27].

In the literature, there are two types of rescue drone network systems: single-
drone and multiple-drone. The single drone network system generally has a star
topology, in which drones are working independently and linked to a ground control
station. In [11], drones are equipped with WiFi (802.11n) module and responsible
for listening to survivor “HELP” requests in communication range. The drone
then forwards the “HELP” request to the ground control station through an air-to-
ground communication link that is a reliable, IEEE 802.15.4-based remote control
link with low bandwidth (up to 250 kbps) but long communication range (up to
6 km), as included in Table 1 [28], which also used a single drone and developed a
contour map based location strategy for locating targets. However, the outcome and
efficiency of search and rescue are greatly restricted by single drone systems, where
the single drone [24] can only have limited amount of coverage increases.

Instead of having only one (large or heavy-lift) drone in the system, multiple
drones are deployed, working interactively for sensing and transmitting data in
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Fig. 6 Air shield [25]

multiple-drone systems [25, 26, 29–31], as shown in Figs. 6 and 7. Generally, the
system is composed of multiple drones and a ground control center. The drones are
small or middle-sized unmanned aerial vehicles equipped with wireless transceivers,
GPS, power supply systems, and/or on-board computers. The wireless transceivers
are modules to provide wireless end-point connectivity to drones. The module can
use xBee, ZigBee, WiFi, Blue-tooth, WiMAX, and LTE protocols for fast or long
distance networking. Table 1 shows available wireless communication technologies
for drone systems. In particular, each technology has its unique characteristics
and limitations to fulfill the requirements of drone networks. Bluetooth and WiFi
technology are main short-range communication technologies and generally used
to build small wireless ad-hoc networks of drones. The communication links allow
drones to exchange status information with each other during networked flight.

Daniel et al. [25] used this idea and built a multi-hop drone-to-drone (mesh)
and single-hop drone-to-ground network. Given not all drones have a connection
to the ground control station, the inter-drone links guide data routing towards the
station. This process repeats until the data reaches a drone with drone-to-ground
link realized with wireless communication techniques WiMAX and LTE. Cimino
et al. [32] claimed that WiMAX can also be used for inter-drone communication.
SAR Drones [26] studied the squadron and independent exploration schemes of
drones. Drones can also be linked to satellites in multi-drone systems [21, 33].

It is possible that drones might fly outside of the communication range of
the ground communication system, as shown in Fig. 7. PhantomPilots: Airnamics
[29] proposed a multi-drone real-time control scheme based on multi-hop Ad-hoc
networking. Each drone acts as a node of the Ad-hoc network and uses the ad- hoc
network to transmit the data to the ground control station via drones in the station
communication range.
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Fig. 7 Multi-drone control system [29]

Beside single-layer networks, there are also dedicated multi-layer networks
designed for multi-drone systems. Asadpour et al. [34] proposed a 2-layer multi-
drone network, as shown in Fig. 8. Layer I consists of airplanes (e.g. Swinglet in
Fig. 8a) which are employed to form a stable, high-throughput wireless network
for copters (e.g. Arducopter in Fig. 8b). Copters are at layer II to provide single-
hop air-to-ground connection for victims and rescue teams. For efficient search and
rescue, controlled mobility can be applied to airplanes and copters to maximize
network coverage and link bandwidth. In [35], three categories of drones: blimps,
fixed wing, and vertical axis drones were considered to constitute a multi-layer
organization of the drone fleet with instantaneous communication links. Big Data
in rescue operations introduces another factor of complexity.

2.3 Regional Disasters

Night vision systems for search and rescue are undergoing a revolution driven
by the rise of drones and night vision sensors to gather data in complex and
diverse environments and by the use of data analytics to guide decision-making.
Big Data collecting from satellites, drones, automotive, sensors, cameras, and
weather monitoring all contain useful information about realistic environments.
The complexity of data includes consideration of data volume, velocity, variety,
variability, veracity, visualization, and value. The ability to process and analyze this
data to extract insight and knowledge that enable in-time rescue, intelligent services,
and new ways to assess disaster damage, is a critical capability. Big Data analytics is
actually not a new concept or paradigm. However, in addition to cloud computing,
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Fig. 8 A 2-layer drone network [34]. (a) Swinglet. (b) Arducopter. (c) Aerial network

distributed systems, sensor networks, and health areas, the principles, the utility of
Big Data analytics in night vision systems have much promise for search and rescue.

On January 12, 2010, a 7.0 magnitude earthquake rocked Haiti with an epicenter
that was 25 km west of Haiti’s [37]. By 24 January, another 52 aftershocks with
magnitude 4.5 or greater had been reported. According to incomplete statistics,
more than 220,000 people were killed, 300,000 people were injured, and 1.5
million people were displaced in the disaster. Population movement, in reality,
can contribute to increase morbidity and mortality and precipitate epidemics of
communicable diseases in both displaced and host communities. To track and
estimate population movements, Camara [36] conducted a prompt geospatial study
using mobile data, as shown in Fig. 9. The mobile data was the position data of
active mobile users with valid subscriber identity modules (SIM). For each SIM, a
list of locations on each day during the study periods was recorded and managed in
a database. The mobile and mobility data was then used to estimate the population
movements and identify areas outside the city at risk of cholera outbreaks as a
result of the population movements. One drawback of the use of mobile data for
disaster and relief operations is the availability and fidelity of mobile data. If, for
example, the mobile cellular network is down in the disaster affected areas, no
mobile data can be collected. Under some scenarios, survivors that can be rescued
may be, hidden under, stuck, or trapped by objects or obstacles, who are not
capable of using mobile devices. This problem can be further complicated due to the
existence of several population groups including the elderly, children, sick, disabled
people, and pregnant woman, which RASEN night vision system could triage in
advance.

The study [39] provided a review of the use of big data to aid the identification,
mapping, and impact of climate change hotspots for risk communication and
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Fig. 9 Population distribution [36]. (a) Jan 31, 2010. (b) Oct 23, 2010

decision making. de Sherbinin [40] argued the data fusion for predication of the
location of surface water cover and exploited the idea of bagged decision tree to
derive inundation maps by combining coarse-scale remotely sensed data and fine-
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Fig. 10 Segments of spatial video data [38]. (a) Slight damage. (b) Severe damage

scale topography data. It is widely recognized that the imagery is key to provide
rapid, reliable damage assessments and enable quick response and rescue [38, 41].
CNN [38] employed a spatial video system to collect data by following the path
of the Tuscaloosa tornado of April 27, 2011. Example segments of spatial video
data are shown in Fig. 10. The spatial video data is then loaded into a GIS system
ArcMap and processed offline to support post-disaster recovery. Fluet-Chouinard
et al. [41] conducted the spatial video data collection four days after the tornado
of April 3, 2012 in Dallas Fort-Worth (DFW) area. An online survey was then
performed with the data collection to refine the damage classification, which can
be referenced by further studies.

ADDSEN [42] was proposed for adaptive real-time data processing and dissem-
ination in drone swarms executing urban sensing tasks, as shown in Fig. 11a. Two
swarms of drones were dispatched and performed a distributed sensing mission.
Each drone was responsible for sensing a partial area of the roadway along flight
path. Instead of immediately transmitting the sensed data back to the ground control
center, ADDSEN allows each drone to enable partial ordered knowledge sharing
via inter-drone communication as described in Fig. 11b. Considering the drones
are limited in flight time and data payload capacity, ADDSEN designed a load
balancing method. In each swarm, the drone with most residual energy was selected
as a balancer. The balancer relocated the work load for overload or heavy load
drones and can coordinate with the drones in the same or different swarm to achieve
cooperative balanced data dissemination. To enable rapidly processing big aerial
data in a time-sensitive manner, Ofli et al. [43] proposed a hybrid solution combining
human computing and machine intelligence. Human annotation was needed in this
method to train trace data for error minimization. On the basis of trained data,
image-based machine learning classifiers were able to be developed to automate
disaster damage assessment process.
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Fig. 11 Drone swarms for urban sensing [42]. (a) Drone swarms. (b) Distributed knowledge
management

2.4 Swarm Intelligence

For efficient and effective search and rescue, night vision systems are required to
coordinate with each other and optimize searching and sensing strategies. However,
night vision systems for search and rescue exhibit complex behaviors that can
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be simplified and less costly when a swarm search algorithm is executed to
determine a recommended path for rescue drones to traverse as first responders.
As circumstances change, the swarm algorithm can adjust and recalculate with new
data, providing an alternate path to rescue drones to follow for initial monitoring
and injury assessment using special night vision equipment, such as RASEN, that
can provide scouting details for future convoys to the disaster area. Note that the
locations of objects and circumstance in target areas are often unpredictable, it
is very difficult to model and analyze the behavior of night vision systems and
the interactions between the systems. As matter of fact, it is desirable that night
vision systems are networked and can self-organize, self-configure, accommodating
to new circumstances in terms of terrain, weather, tasks, network connectivity, and
visibility, etc. Our approach simplifies that adaptive response of rescue drones to
such Big Data analytic environments.

Inspired by autonomy societies of insects with exact, desired characteristics, a
considerable body of work on swarm intelligence (SI) for supporting rapid search
and rescue has been conducted [19, 20, 43–46]. Swarm intelligence (SI) is an
artificial intelligence discipline that focuses on the emergent collective behaviors
of a group of self-organized individuals leveraging local knowledge. It has been
observed that, as an innovative distributed intelligent paradigm, SI has exhibited
remarkable efficiency in solving complex optimization problems.

The most notable examples of swarm intelligence based algorithms [47–50]
are ant colony optimization (ACO), ant colony cluster optimization (ACC), boids
colony optimization (BCO), particle swarm optimization (PSO), artificial bee
colony (ABC), stochastic diffusion search (SDS), firefly algorithm (FA), bacteria
foraging (BF), grey wolf optimizer (GWO), genetic algorithms (GA), and multi-
swarm optimization (MSO).

Advanced Multi-Function Interface System (AMFIS) is an integrated system
with a ground control station and a set of flight platforms developed by Fraunhofer
IOSB [20]. The ground control station was deployed for controlling flight platforms
and managing sensor data collection in a real-time fashion, and the flight platforms
were dispatched for flight maneuvers like object tracking and data collection.
Via uplink and downlink channels, the ground control station communicated with
the flight platforms for controlling and transmitting data information. The uplink
channel was for control while the downlink was for data transmission. It is
claimed that the intelligence of the flight platforms is supported by the ground
control station based on sensor data using data fusion, which is missing in [20].
Figure 12 illustrates the blueprint of AMFIS working with various sensors and
mobile platforms.

RAVEN [44] is an early system that enables investigating a multi-task system
with ground vehicles and drones, as shown in Fig. 13. The ground vehicles and
drones were used to emulate air and ground cooperative mission scenarios. Similar
to AMFIS, the coordination of ground vehicles and drones and the swarm logic are
supported and provided by a central ground center station.
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Fig. 12 AMFIS [20]

Fig. 13 RAVEN [44]

Unlike aforementioned systems, a layered dual-swarm system [46] was proposed
with more detailed insight in swarm intelligences. The core of this project was
focused on the intra-swarm and inter-swam intelligence in a network of wire- less
sensors and mobile objects. As shown in Fig. 14, two swarm collectives were
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Fig. 14 A layered dual-swarm system [46]. (a) Layered structure. (b) System diagram

coexisting in a system. The upper layer consisted of autonomous mobile objects
and used a boids model to guide object movements and actions.

The lower layer is a self-organized wireless sensor network, while an algorithm
of ant colony swarm was applied for environmental sensing. Via a communica-
tion channel, two swarm collectives exchanged necessary information to foster
cooperation between two collectives so as to form new swarm intelligence. The
study [45] aimed at providing autonomous control of multiple drones. To achieve
it, a function named kinematic field was introduced, which enables the drones
to calculate kinematic fields on the basis of local information and autonomously
plan their routes while the field was being asymmetrically modified by co-existing
drones.

2.5 Night Vision Systems

Night vision is an ability of seeing in darkness, low illumination or night conditions.
However, humans have poor night vision since there are tiny bits of visible light
present and the sensitivity of human eye is quite low in such conditions. To improve
visibility at night, a number of night vision devices, systems, and projects have
been designed, developed, and conducted in areas. The night vision devices (NVD),
also known as night optical/observation device (NOD), denote the electronically
enhanced optical devices such as night vision goggles, monocular, binocular,
scopes, and clip-on systems from the night vision manufacturers like Armasight
Night Vision, ATN Night Vision, Yukon Night Vision, Bushnell Night Vision and
others. NVDs were first used in World War II and now are available to the military,
polices, law enforcement agencies, and civilian users.

Based on technology used, NVDs primarily operate in three modes: image
enhancement, thermal imaging, and active illumination.
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• Image enhancement, also called low light imaging or light amplification, collects
and magnify the available light that is reflected from objects to the point that we
can easily observe the image. Most consumer night vision products are image
intensification devices [51]. Light amplification is less expensive than thermal
imaging.

• Thermal imaging (infrared) operates by collecting the heat waves from hot
objects that emit infrared energy as a function of their temperature such as human
and animals. In general, the hotter an object is, the more radiation it emits.
Thermal imaging night vision devices are widely used to detect potential security
threats from great distances in low-light conditions.

• Active illumination works by coupling image enhancement with an active
infrared illumination source for better vision. With lowest cost, active
illumination night vision devices typically produce higher resolution images
than that of other night vision technologies and are able to perform high-speed
video capture (e.g. reading of license plates on moving vehicles). However, active
illumination night vision devices that can be easily detected by other devices like
night vision goggles are generally not used in tactical military operations.

Night vision devices and sensors (such as cameras, GPS, Lidar, and Radar) are
integrated into night vision systems [52–56] to sense and detect objects that are
difficult to see in the absence of sufficient visible light or in the blind spots. Based
on the relative behavior of the night vision devices and sensors, night vision systems
are commonly classified into two main categories: active and passive.

Active night vision systems equip infrared light sources and actively illuminate
the objects at a significant distance ahead on the road where the headlights cannot
reach. The light reflected by objects is then captured by cameras. Active systems
are low cost solutions, performing well at detecting inanimate objects. In the market,
automotive companies like Mercedes-Benz [56], Audi, BMW [54, 56], Rolls-Royce,
GM, and Honda [57] have offered night vision systems with infrared cameras.

In the case of Audi [56, 58], BMW [56, 59], and Rolls-Royce [60, 61], Auto-
liv [55] systems were passive solutions. Passive systems detect thermal radiation
emitted by humans, animals and other objects in the road which are processed using
different filters. The object detection range can be up to 328 yards (300 m) which
has twice the range of an active system and thrice the range of headlights. Honda
deploys dual infrared cameras on vehicle to provide depth information for night
vision. Drones may be equipped accordingly.

2.6 Artificial Cognitive Architectures

Rescue drones can also be adapted to aquatic environments considering the vast
uncharted depths on Earth which is more water than land. Autonomous systems
are required for navigating austere environments such as harsh landscapes on
other planets and deep oceans where human analysis cannot function and directly
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guide drones. Hence, cognitive architectures are required and as these systems
evolve and become more self-reliant and cognitive through machine learning they
become increasingly valuable to search and rescue teams such as the Coast Guard
and NASA. Carbone [62, 63] defines cognitive formalism within systems as a
biologically inspired knowledge development workflow developed from decades
of cognitive psychology research combined with neuron-like knowledge relativity
threads to capture context for systems to be able to self-learn. Microsoft can store
magnitudes of high volume data now in DNA and IBM continues to develop more
powerful neurotropic chipsets. Artificial Cognitive Architecture research [63] is also
making great strides and will provide needed improvement in levels of self-learning,
context, and trust in order for autonomous systems to expand usage across difficult
search and rescue environments. Therefore, it is essential to have a system that
can move and think on its own, with machine learning capability, while satisfying
human-driven objectives and rules optimal for SAR missions.

3 Rapid Alert System for Enhanced Night Vision (RASEN)

We developed a proposal for Sony that fused their night vision technology with
emerging MMW radar that can discern detail of life behind walls from a distance,
which can possibly be applied to discerning survivor status under rubble and at night
as first responder rescue drones detect movement. Until very recently, efficacy of
proposed approaches and systems was mostly ignored in terms of visual quality and
detection accuracy with consideration of hardware cost. To help prevent accidents
and increase driver awareness in a dark environment, low-cost, high accuracy, real
time night vision is needed that integrates seamlessly with other smart sensors. We
argue that it is essential to redesign the current architecture of night vision systems
with networked vehicles and drones.

Contrary to existing architectures which rely only on drones, infrared cameras,
LiDAR, or other on-board units, we develop the concept of providing capabil-
ity of network-wide sensor data fusion for dynamically changing environments,
particularly coupled with real-time map, weather, and traffic updates. Meanwhile,
an important property of the system architecture is that it is evolvable, in the
sense that it can allow far more devices or sensors mounted on vehicles, new
protocols, features, and capabilities to be added on on-board platforms or the system
infrastructure. The system architecture is a modularization of on-board platforms,
networks, servers and technologies in which certain components (e.g., platforms and
networks) remain stable, while others (the devices, sensors, links, and technologies)
are encouraged to vary over time.

Figure 15 illustrates the generic framework architecture of RASEN deployment.
It consists of three main components: data center and its servers, available high-
speed networks including vehicular network, LTE and 5G networks, and on-board
embedded platforms with the radar-camera module, sensors, and single or multiple
drones. Data center and its servers are set up to achieve data and provide services to
vehicles equipped with on-board platform and its modules. We aim to yield network-
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Fig. 15 Generic framework architecture of RASEN deployment

side insights on environment changes, traffic status, map updates, and weather
conditions. The servers inform vehicles about real-time lightweight locational based
information, which enables vehicles to know about what is ahead now on the road so
that the drivers could become confident and pro-actively react to different situations.
Leveraging links among servers, vehicles, and drones (i.e., remote sensing enabler)
to provide network-wide machine learning capability, users (i.e., drivers) could gain
the most personalized and accurate route guidance experience. Users can customize
theirs interests of data from vehicle, sensors, environment, and people, etc.

Our on-board platform, as shown in Fig. 16, has an embedded PC with a
TFLOP/s 256-core with NVIDIA Maxwell Architecture graphics processor unit
(GPU), connecting to a 360ı MMW radar, a camera system of four cameras with
IMX224MQV CMOS image sensors, a Raspberry Pi3, a GPS navigation system, a
DSRC module, a remote sensing system of multiple-drone.

However, due to inherent shortcoming associated with the wide signal beam,
MMW radar is insensitive to the contour, feature, size, and color of the detected
targets. To this end, we use high sensitivity CMOS image sensor (IMX224MQV),
which is capable of capturing high-resolution color images under 0.005 lux light
conditions which are nearly dark nights. On dark nights, traditional cameras
typically experience low sensitivity and difficulties in discerning one color from
another [51–58]. The remote sensing system is a self-organized, distributed multiple
drone system to improve information fusion and situational awareness. Drones
extend the limited sensing range of cameras, Lidar, MMW radar, and DSRC
and provide multiple views that describe distinct perspectives of the same area
circumscribing the vehicle. In some extreme circumstances, drones can serve as
temporary network access points for emergency communications.
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Fig. 16 On board platform configuration

By collecting and analyzing sensing data, we construct 3-layer RASEN system
architecture aiming at serving various applications with demands of high accurate
environmental perception like night vision, as shown in Fig. 17. Data layer collects,
achieves, and unifies data representations; Fusion layer consumes the data provided
by the data layer, abstracts features, detects, classifies and tracks objects; and
the control layer mainly focuses on modeling situation and driving, sends, alters,
and takes in-time vehicle control with respect to the information abstracted and
discerned from sensing data.

In RASEN, with a geometrical model of four systems, the calibrated 360ı MMW
radar system, camera system, GPS navigation system, multi-drone system, and
Raspberry PI work together to generate a sequence of sensing data containing
environment objects through iterations of two phases. One phase explores the ability
of the long detection of the multi-drone system and 360ı MMW radar system. When
the vehicle is moving, those systems find possible targets. Based on the remote
sensing data and network-wide insights, when any target enters the vision range of
the night camera system, Raspberry PI/Wolfram, a cyber-physical system platform
with the capability of milliseconds processing, issues a notification message and
triggers the other phase. Then the night camera starts capturing a series of low-
light images. It can provide lateral resolution to analyze data and ascertain further
actionable intelligence for automated vehicle systems when combined with data
provided in advance by the recently developed MMW radar.

The fusion layer deals with how to fuse sensors measurements to accurately
detect and consistently track neighboring objects. Each time the fusion layer
receives new raw data, it reads information encoded in the data format and generates
a prediction of the current set of object hypotheses [64, 65]. Features are extracted
out of the measured raw data with the goal of finding all objects around the vehicle.
For artifacts caused by ground detections or vegetation, we suppress them by
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Fig. 17 RASEN system architecture

exploring their features. Both ground detections and vegetation are static and have
no speed, so using the radar data, we can easily identify and mark them out. To
reduce misidentification rate, 3D map information can also be used by checking
against the road geometry. The result is a list of validated features that potentially
originate from objects around the vehicle.

Sensing data are processed by the fusion layer and then delivered to support tasks
and services in the control layer. In RASEN, network-wide information techniques
are employed to assess, evaluate, and combine the information yielded from the
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on-board platform, in conjunction with the host-vehicle states, into reliable features
which are used to improve the performance of object detection, tracking, and night
vision. Besides night vision, our system is also suitable or can be extended for other
applications such as smart cruise control, lane-departure warning, headlight control,
active night vision, rain sensing, and road sign recognition.

4 Swarm Intelligence Utilizing Networked RFID

Modern developments in wireless technology have increased the reliability and
throughput of this type of communication. The factors of portability, mobility, and
accessibility have all improved. We will apply metaheuristics of Ant-Optimization
using Wolfram language to a previous work of Antenna Networks [62, 63, 66].
We will review below three widely used systems, which are Radio Frequency
Identification, Wireless Sensor Networks, and Multiple-Input Multiple-Output com-
munication.

4.1 Radio Frequency Identification (RFID) for Wireless Drone
Networking

Radio Frequency Identification (RFID) is a technology that uses a radio frequency
electromagnetic field to identify objects through communication with tags that
are attached to them. This technology originally was introduced during World
War II [67]. Figure 18 depicts RFID components in context of a communication
network. The RFID system consists of two components: readers and tags or namely
interrogators and transponders. Each reader and tag has antenna to communicate
wirelessly through electromagnetic waves (See Fig. 19). There are two types of
RFID tags, which are Active and Passive. The active RFID tags contain internal
power source and the passive RFID tags usually harvest energy from readers’
signals.

Wireless Sensor Networks (WSNs) consist of spatially distributed autonomous
devices using sensors to monitor physical or environmental conditions as shown in
Fig. 19. A WSN is used in many industrial, military, and consumer applications.
The WSN consists of nodes where each node is connected to a single or multiple
sensors. Typically, each sensor network node has multiple components [69]:

• Transceiver with an internal antenna or connection for external antenna.
• Microcontroller, an electronic circuit, with sensor interface as well as energy

source interface which is usually a battery or an embedded form of energy
harvesting.
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Fig. 18 A generic IoT platform consisting of intelligent RFID tag and reader with a hierarchical
two-layer network [68]

Fig. 19 A typical RFID system wireless sensor networks [67]

A sensor is a device that receives a signal or stimulus from the surrounding
and responds to it in a distinctive manner. It converts any mechanical, chemical,
magnetic, thermal, and electrical or radiation quantity into measurable output signal.
The basic features and properties of sensors are:

• Sensitivity: This represents the detection capability of the sensor with respect to
the sample concentration.

• Selectivity: This represents the ability to detect the desired quantity among other
non-desired quantity.

• Response time: This describes the speed in which the sensor can react to changes.
• Operating life: This is the lifetime of the sensor.

A WSN topology can vary from a simple star network to a complex multi-hop
wireless mesh network and the propagation between the hops of WSN can be routing
or flooding [70] (Fig. 20).

The concepts of multiple-input multiple-output (MIMO) in wireless communica-
tion is based on the use of multiple antennas at both the source (transmitter) and the
destination (receiver) to exploit multipath propagation [71]. MIMO is a developed
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Fig. 20 A typical wireless sensor network via multiple-input multiple-output (MIMO)
communication

Fig. 21 A multiple-input
multiple-output (MIMO)
channel

form of antenna array communication that provides advantages such as gain and
spatial diversity. Although multiple receive antennas have been known and used
for some time, the use of transmit diversity has only been studied recently [65].
Figure 21 illustrates the concept of MIMO system with source transmit antennas
and destination receive antennas.

In modeling and analysis of antenna systems in settings of RFID systems,
networks of sensors, and MIMO situations, we implemented a simulation using
metaheuristics of Ant-Optimization and Particle Optimization with Wolfram lan-
guage. Although the examples are limited to small number of nodes, due to the
nature of the approach and its scalability, this model represents a step towards
scaling to Big Data related problems in these situations.
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4.2 Ant-Colony Meta-Heuristics for Night Rescue Operations

In the early 1990s, ant colony optimization (ACO) was introduced by M. Dorigo
and associates as a bio-inspired metaheuristic for the solution of combinatorial
optimization (CO) problems [72]. It has been stated that “ACO belongs to the class
of metaheuristics which are approximate algorithms used to obtain good enough
solutions to hard CO problems in a reasonable amount of computation time”. We
are adapting this approach to rescue drones that need to determine, in CO problems
posed by disaster areas, an optimal path to survivors in a reasonable amount of
time using ACO approach. It is known that the inspiration of ACO is based on
the behavior of real ants. When searching for food, ants initially explore randomly
surrounding environment of their nest. If an ant finds a food source, it carries a
sample back to the nest. During this trip, it is known that the ant leaves a Chemical
(pheromone) trail. The quantity of pheromone deposited guides other ants to the
food source. This indirect communication among ants through pheromones provides
a mechanism to find near-optimal paths between their nest and sources. Naturally
this approach results in a swarm convergence toward the shortest trail to food
sources. This colony metaheuristic approach modeling ant behavior in nature has
been used successfully to find near-optimal solutions to relatively large unstructured
network problems, which we are applying to rescue drones determining optimal path
to survivors. Instead of deploying expensive drones to survey an expanse of disaster
area to determine best way to deploy relief convoys, our approach simplifies the first
responder search by deploying more, inexpensive scout drones that can immediately
execute a swarm algorithm that will provide a recommended path to follow between
survivors. This approach saves on parameters such as rescue time and fuel cost
when surveying vast areas with drones to determine optimal path by calculating in
advance using a swarm algorithm to precisely plot a course of action for the drones
to execute, with capability to recalculate and adjust network as conditions change.
Wireless sensor bandwidth can then be made available directly for survivor search
with less costly drones, with increased payload availability for RASEN and other
night vision systems, rather than deploying more sophisticated drones to survey a
vast expanse of area for pinpoint accuracy.

Adapting the Ant-Colony metaheuristic as implemented in Mathematica by
Rasmus Kamper, we started with a random set of antenna nodes (these antennas,
depending on the problem, can belong to actual drones). As explained in the above
wireless networks section, we demonstrated that the Ant-Colony algorithm would
find the solution in reasonable time and iterations. The progressive iterations of the
algorithm applied to the networks of antenna problem are shown in Fig. 22. The
advantages of using ant-colony algorithm before actual deployment of swarm of
drones are many. Firstly, the actual communication among drones would either be
avoided or minimized, since a near-optimal visit patterns of the drones are identified
already through the process ant-colony optimization. Therefore, cheaper and less
capable drones could be used as well.
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Fig. 22 Path convergence of swarm intelligence to guide rescue drones

Figure 22 illustrates the operation of the algorithm. First step is the identification
of size of disaster sites (DS) (notion of survivors on location). The DS are
represented by random points in a two dimensional space and the distance between
each pair of DS (represented by the edge weight) is taken as the Euclidean distance.
Algorithms proceed to construct tours to visit the DSs until convergence after the
first initialization. Algorithm also simulates evaporation of deposited chemicals
called “pheromones”, which provide a basis for AI weighting. It should be noted
that as ants explore the options, all ants complete Hamiltonian cycles by starting
from a randomly selected DS. At the time of initialization all edges are assigned
equal weights (pheromone) which can be controlled by the “initial level” slider in
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the visualization screen. After each construction step, the weight on each edge is
multiplied by a fraction to adjust the weight to simulate evaporation. The user can
use the slider “min/max ratio” to set a minimum weight to prevent early convergence
toward a sub-optimal trail. The update simulates pheromone deposit by a weight
increase. It should be noted that shorter trail edges are favored; thereby weight
increase (pheromone deposited) is inversely proportional to trail length. An edge
with higher weight (shorter length) is assigned higher probability to be selected by
an ant. As this process continues, the edges on the graph with less traffic will fade
as observed by color intensity, and the ants’ preferred trail (near-optimized) will
emerge. In large networks, the notion of elite ants is implemented by allowing only
the most efficient ants to increase weights (deposit pheromone). The menu “elite
ants” in the screen controls the corresponding percentage. In addition, a “candidate
list” allows the search for the next DS to be restricted to the nearest DS. For larger
graphs, this strategy increases the speed considerably. This process is repeated until
all ants converge toward a particular trail. There is also a simple tour improvement
algorithm (TIA) which can be activated on each tour. This capability can be turned-
off with the “TIA” checkbox on the screen. The checkbox “MMAS” on the screen
enables the MAX-MIN Ant System algorithm. If enabled, only the best-performing
ant can increase the weights (deposit pheromone). After the ants converge to a
selected trail, shown as read in the screen, the result (red) is compared to the
usually optimal trail (dashed) using FindShortestTour function. Various runs can
be performed by saving the outcome of a particular run. One can change parameters
and run again to see performance on the same graph with the new settings.

As can be seen in Fig. 22 the algorithm converged to find a reasonable path.
The rescue drones will be able to follow this path to determine conditions of
survivors day and night with RASEN, relaying critical data to relief convoys to
prepare according to the status of each DS node. This example and recent examples
in the literature indicates that ACO research is a practical approach to scale for
unstructured Big Data problems with visual analytics. In the near future, we will
work on comparing these results with our Least Action Algorithm [62].

5 Conclusion

Swarm intelligence algorithms combined with Rapid Alert Sensor for Enhanced
Night vision (RASEN) can provide continuous night search capability and survivor
condition identification hidden under rubble for first responders during rescue oper-
ations. The Wolfram Framework provides an environment to for research students
to expand their capability to develop smart rescue drones with decision support
functions such as swarm intelligence. We have introduced biologically inspired
algorithms combined with fusion night vision technology that can rapidly converge
on a near optimal path in reasonable time between survivors and identify signs
of life trapped in rubble. Wireless networking with dynamic programming ability
to determine near optimal path using Big Data analytic visualization is provided
to rescue teams utilizing drones as first responders based on the results of swarm
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intelligence algorithms. This automated multiple drone scout approach enables
appropriate relief supplies to be deployed intelligently by networked convoys to
survivors continuously throughout the night, within critical constraints calculated in
advance by rescue drones, such as projected time, cost, and energy per mission.
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Gender Classification Based on Deep Learning

Dhiraj Gharana, Sang C. Suh, and Mingon Kang

1 Introduction

Gender classification from facial images is a fundamental research component that
plays important roles in a wide range of real-world applications such as human-
computer interaction, surveillance cameras, mobile security, and smart digital
signage. The increasing business demands for gender classification from digital
facial images and videos have triggered active research in the fields. Recently, image
classification has been remarkably advanced by deep learning using convolutional
neural networks. Especially, convolutional neural networks have been shifting the
paradigm for gender classification from facial images by dramatically improving
the performance.

Convolutional neural networks perform hierarchical feature extraction. The first
convolutional layer automatically extracts relevant features from the facial images
(e.g., lines or curves of various patterns). Then, the following convolutional layers
build higher abstractions from the outputs of the (adjacent) previous layers. In
gender classification, a convolutional neural network builds feature abstractions
based on the differences between males and females with regard to parts of a face
such as hair, eyebrows, lips, and chin.

However, the performance in the task of gender classification and the compu-
tational cost for training deep learning neural networks depend on neural network
architectural settings. The settings in neural networks include the number of layers,
the number of filters and the size of filters in the convolutional layer, the number of
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neurons in the fully-connected layers, and the activation and cost functions. Most
deep learning-based methods define the neural network architecture empirically.

In this chapter, we aim to (1) introduce a conventional deep learning approach to
gender classification from facial images and (2) to provide a quantitative analysis
of the performance for various architectures of the conventional deep learning
approach with respect to the prediction accuracy and the training time. First, we
present the background of deep learning to readers who are interested in deep
learning for gender classification. It would help them understand neural networks,
convolutional neural networks, and deep learning structures that many deep learning
studies have conventionally considered for computer vision problems. Further-
more, we also provide an insight into the optimal structure of the conventional
convolutional neural networks for gender classification based on our experimental
results. We conducted intensive experiments by varying the number of convolutional
and fully-connected layers. Most deep learning structures have been empirically
constructed, and there have seldom been research works that compare the per-
formances of various deep learning structures. Thus, the comparative experiment
would provide an intuition to define a deep learning architecture.

This chapter is organized as follows. In Sect. 2, we introduce the related literature
of preprocessing techniques, non-deep learning and deep learning-based gender
classification methods. In Sect. 3, we briefly describe deep learning structures for
gender classification. In Sect. 4, we introduce the datasets that we have used for
training and test. In Sect. 5, we elucidate experimental settings and results for the
optimal deep learning architecture. Then, we finalize this chapter with the discussion
in Sect. 6.

2 Related Works

A number of automated gender classification studies have been conducted due to its
importance in many research domains and the increasing business demands. Much
research has shed light on the use of various data preprocessing techniques, filtering
techniques, and machine learning tools for gender classification.

A number of image preprocessing techniques have been proposed to enhance
performance for gender classification [1–3]. The performance in using the three
different preprocessing techniques—face detection by Viola-Jones algorithm [4],
image warping, and ellipse processing—was compared [1]. It claimed that ellipse
processing helps an SVM gender classifier achieve a higher performance than
using warping of the images or face detection. The benefits of face alignment and
normalization were demonstrated [5]. Various over-sampling techniques were also
proposed. Training data was enlarged by gathering various web image data [2]. The
study presented the importance of the completeness of the training data with respect
to race, age, and attire. Augmentation of the training dataset with multiple crops
around faces was used to adjust various misalignments [3].
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Approaches to gender classification can be mainly categorized into twofold: the
non-deep learning techniques and deep learning techniques. Non-linear support
vector machines (SVM) had been shown to outperform other traditional non-
deep learning methods in gender classification such as linear classifiers, quadratic
classifiers, Fisher linear discriminant classifiers, and nearest neighbor classifiers
[6]. Adaboost along with modified Local Binary Pattern (LBP) achieved higher
performance than rectangular Haar features or wavelet transformations [7]. Gabor
filters with Adaboost and SVM classifiers showed superior performance on the Feret
database [8]. Textures of small regions in the face were represented by a vector
representation of LBP histograms, and then introduced to an SVM classifier [9]. In
a similar way, edge histograms for geometric and appearance feature extraction were
introduced to a linear SVM [10]. Recently, Multi-Level Local Phase Quantization
(ML-LPQ) features, which are texture descriptors, were extracted from normalized
face images with non-linear Radial Basis Function (RBF) kernel SVM for gender
classification [11]. A combination of elliptical local binary patterns and local phase
quantization was also used as a feature extraction technique [12].

Deep learning-based methods have shown significant improvement in perfor-
mance of gender classification, due to the capability to represent complex variations
in facial images. A deep convolutional neural network with five pairs of convo-
lutional layers was proposed [2]. The first four pairs of the convolutional layers
are each followed by a max-pooling layer, whereas the last pair is followed by
an average pooling layer. Then, the series of the convolutional layers are followed
by two fully-connected layers and a softmax output layer. It also suggested that
stacks of filters of smaller sizes in the convolutional layer extract more complex
nonlinear features from larger receptive fields with less parameters than that of
larger filters [2]. A convolutional neural network with three convolutional layers,
each followed by a max-pooling layer, and followed by two fully-connected layers
and a softmax output was proposed for gender and age classification [3]. Rectified
linear units for activation and dropout for regularization were considered in both [2]
and [3]. In addition, a local response normalization layer after each of the first two
convolutional layers for further generalization was applied [3].

3 Deep Learning

In this section, we briefly introduce neural networks and convolutional neural
networks in general. Then, we describe a deep learning architecture that has
frequently been used for gender classification.
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3.1 Background in Neural Networks

Initial models of deep neural networks had been proposed in the 1960s to the
1970s. However, infeasible computational complexity for training the deep neural
network models had made the implementation practically inefficient, despite the
development of gradient descent algorithms by backpropagation, which are efficient
optimization algorithms for training deep neural networks [13].

During the past several decades, the development of Convolutional Neural
Networks (CNN) and GPU acceleration have led to major advances in deep learning
models. It allows deep learning to perform far better than state-of-the-art machine
learning algorithms such as support vector machines in many computer vision tasks
and even better than humans in certain cases of visual pattern recognition tasks
[2, 13–15].

Inspired by biological neural systems, a neural network typically includes a
number of ordered layers of neurons. The layers include the following three: (1) an
input layer, (2) hidden layers, and (3) an output layer. The input layer, the leftmost
layer of the model in Fig. 1, introduces data into a neural network. Hidden layers
consist of a number of layers, where inputs are transformed to next layers by non-
linear transformation. Then, the output layer, the rightmost layer of the network in
Fig. 1, outputs the results of the neural network for classification problems.

In neural networks, neurons of hidden layers receive inputs from the neurons of
the adjacent previous layer. Suppose that a neural network has L layers and there are
Nl neurons in the lth layer. The linear combination of the outputs from the multiple
neurons in the previous layer with weights and a bias produces a weighted input for
a neuron in the next layer. The weighted input zl

j of the jth neuron of the lth layer of
the neural network is given:

zl
j D

 
Nl�1X
kD1

�
wl

jk˛.zl�1
k /

�!C bl
j; (1)

⋮ ⋮ ⋮ ⋮

Input
layer

Hidden
layer 1

Hidden
layer 2

Hidden
layer 3

Output
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Fig. 1 Overview of neural networks
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where wl
jk is the weight connecting from the kth neuron of the .l � 1/th layer to

the jth neuron of the lth layer, and bl
j is the bias of the jth neuron in the lth layer.

In particular, a layer of a neural network, where each neuron of the layer receives
outputs from all the neurons of the previous layer or all the inputs from the input
layer, is called a fully-connected layer. All of the hidden layers and the output layer
in Fig. 1 are fully-connected layers.

The outcome of the activation function, ˛.zl�1
k /, is referred to as an activation

of the kth neuron of the .l � 1/th layer, which is the final representation of the
neuron. Hyperbolic tangent, rectified linear units (ReLU), and sigmoid function are
predominant activation functions. Among them, we considered a sigmoid function
for the activation function in the gender classification in this study. The sigmoid
activation is given by:

˛.zl
j/ D

1

1C e�zl
j

: (2)

A fully-connected layer that uses a logistic or sigmoid function as the activation
function of the neurons is called a sigmoid fully-connected layer. We follow the
convention of using the same activation function on all the neurons of any particular
layer.

In supervised learning classification problems, each neuron in the output layer of
a neural network typically corresponds to a category of the classification problems.
In our neural network model, we used a softmax function for the activation function
in the output layer, defined as:

�.zL
j / D ezL

j

P
k ezL

k

; (3)

where �.zL
j / is the softmax activation that estimates the probability of the class

corresponding to the jth output neuron, and ezL
j is the exponential of the weighted

input in the jth output neuron. Given the activations of the neurons in the output
layer computed by an activation function, the neural network predicts the class j�
corresponding to the output activation with the highest activation as:

j� D arg max
j2NL

�.zL
j /: (4)

For gender classification, we consider a binary classification problem that predicts
male or female from facial images, i.e., there are two neurons in the output layer.
We suppose that training data contains pixels of labeled gray-scale facial images,
i.e., fxj0 � x � 255g for our gender classification problem.

In neural networks, there are parameters to be optimized for the optimal model,
such as weights and biases on each layer. Back-propagation with gradient descent
algorithm is often employed to optimize the parameter using the gradient of the
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cost function. The cost function involves the output activation of the neurons in the
output layer. We used a negative loglikelihood cost function, which is generally used
with the softmax output. The negative loglikelihood cost, C, is defined as:

C D � log
�
aL

y

�
; (5)

where aL
y is the softmax output activation in the output neuron corresponding to the

class of the ground truth of the training example.

3.2 Convolutional Neural Networks

Convolutional Neural Networks (CNN) introduce additional hidden layers, Con-
volutional Layers (CL), in neural networks. The convolutional layers identify
patterns in small patches of an image by using filters to extract relevant features
from the image irrespective of where in the image that pattern occurs. Therefore,
convolutional layers can take into account image representations of a set of pixels,
while fully-connected layers only consider pixel values. For gender classification,
CNN has a strength in identifying facial components such as a nose, eyes, lips,
eyebrows, and hair, especially when they do not occur at the same pixel locations in
all the training images.

In CNN, more than one convolutional layer is often considered for image clas-
sification problems. The first convolutional layer extracts translation-independent
features from images. Then, the successive convolutional layers build hierarchical
abstractions from these features enabling deep learning.

A convolutional layer consists of several filters of the same filter-size. Each filter
is associated with a separate set of neurons, which can be arranged into a sublayer
of the convolutional layer. A filter extracts a particular pattern or a feature from
an image. Filters move in steps along the image overlaying a rectangular region
of the image (typically a square region). The square region that a filter covers
while moving along the image is called a receptive field, and the receptive field
is associated to a neuron in a convolutional layer. The distance in pixels that a filter
moves during a single step is called the stride length.

The weighted input of a neuron in a convolutional layer is computed from the
inputs of its receptive field and the weights of the filter. Suppose that there is a p-by-
p filter in the first convolutional layer, where wm;n indicates the weight on the mth
row and the nth column of the filter. Then, the activation, aj;k, from the neuron in
the jth row and the kth column of the hidden sublayer corresponding to the filter is
given by:

aj;k D �

 
bC

p�1X
mD0

p�1X
nD0

�
wm;nijCm;kCn

�!
; (6)
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Input layer
100 × 100 neurons

Convolutional layer
2 × 92 × 92 neurons

Sublayer 1

Sublayer 2

Fig. 2 Filters on convolutional layers

where �.�/ is the activation function of the convolutional layer, b is the bias of
the neuron, and ijCm;kCn is the pixel input at row j C m and column k C n of the
image. Note that the weights and the bias are the same for all the neurons of the
sublayer corresponding to the filter. For instance, Fig. 2 shows the convolutional
layers with a 100-by-100 image and two 9-by-9 filters. On the left side of the figure,
the inside square shows a 9-by-9 receptive field where the two filters are applied.
Two sublayers of neurons corresponding to the filters are shown on the right side of
the figure, where the circle represents a neuron.

4 Data Sets

We used the iMDB and Wikipedia datasets to train the deep neural networks. The
iMDB dataset contains 460,723 facial images (with gender labels) of film stars,
predominantly Hollywood actors and actresses, and the Wikipedia dataset includes
62,328 of celebrities from various fields, such as sports, politics, social events, and
the film industry.1 The dataset provides metadata such as a face score, a second
face score, age, and gender labels on each image. Images with only one frontal face
have high face scores, while those with more than one face or profile faces have low
scores. The second face scores indicate how clearly a second face is shown in the
image. Figure 3 shows some examples of the datasets.

1The original datasets are available at https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/.

https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/
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Fig. 3 Examples of the iMDB and the Wikipedia datasets

Table 1 The distribution of male and female images on iMDB and Wikipedia

Male Female

Number Percentage (%) Number Percentage (%)

iMDB 14,370 43:35 18,777 56:65

Wikipedia 1830 57:03 1379 42:97

We further selected the facial images with a single face, which is mostly frontal.
To achieve it, we chose images with a face score equal to or above 4.5 in the iMDB
dataset and equal to or above 5 in the Wikipedia dataset, where the second face score
indicated no other face. Finally, the iMDB and Wikipedia dataset contain 33,147 and
3209 facial images respectively (see Table 1).

We considered equally distributing the data between male and female. Among
the facial images, we randomly chose 14,000 images of each gender from iMDB
(total 28,000 images) and 1350 from Wikipedia (total 2700). Then, the original color
facial images were converted into 100-by-100 gray-scale images. The final datasets
of iMDB and Wikipedia and all of the materials related to our experiments can be
downloaded at http://datax.kennesaw.edu/imdb_wiki.

5 Deep Learning Architecture

Deep neural networks can be flexibly constructed in many ways with various
numbers of layers and neurons in the layers. Notwithstanding of the increasing
business demands and research endeavors in gender classification from facial
images, the optimal architecture of deep neural networks for gender classification,
however, have seldom been studied. Thus, we provide comparative analysis of the
effects with different architectural settings based on a conventional deep neural
network. We focus on various numbers of convolutional layers and fully-connected
layers for obtaining the optimal gender classification.

We measured the performance of the neural network classifiers with the follow-
ing performance metrics: the accuracy of prediction, the female and male sensitivity

http://datax.kennesaw.edu/imdb_wiki
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and precision, the informedness, and the average time taken to complete an epoch
of training. The performance were computed on the iMDB and Wikipedia image
datasets.

5.1 Experimental Settings

Our convolutional neural networks consist of a series of convolutional layers,
followed by fully-connected layers, and softmax outputs as most studies have used
for gender classification [2, 3]. We considered the following four different CNN
architectures in the comparative experiments: (1) two convolutional and two fully-
connected layers (C2F2S), (2) two convolutional and four fully-connected layers
(C2F4S), (3) three convolutional and two fully-connected layers (C3F2S), and (4)
three convolutional and four fully-connected layers (C3F2S). Each convolutional
layer is followed by a max-pooling layer. We predefined the number of filters
and the filter sizes in the convolutional layers and the numbers of neurons in the
fully-connected layers empirically. The details of the four CNN architectures are
described in Table 2. The constant learning rate was set to 0.1 and a mini-batch
size of 100 training data was considered for stochastic gradient descent in all of our
experiments. The stride length was set to one in all of our convolutional layers. We
did not consider regularization in our experiments.

Table 2 The architectures of the convolutional neural networks used in the gender classification
experiments

Fully-connected layers
(numbers of neurons)Convolutional layers Output layer

C2F2S Two layers with
64 filters of filter-size 9 � 9,
32 filters of filter-size 3 � 3
(with MP of pool-size 2 � 2)

Two layers with
5000 and 500 neurons

Softmax with 2 neurons.

C2F4S Two layers with
64 filters of filter-size 9 � 9,
32 filters of filter-size 3 � 3
(with MP of pool-size 2 � 2)

Four layers with
5000, 1000, 500, and
100 neurons

Softmax with 2 neurons.

C3F2S Three layers with
64 filters of filter-size 9 � 9,
32 filters of filter-size 3 � 3,
16 filters of filter-size 3 � 3
(with MP of pool-size 2 � 2)

Two layers with
5000 and 500 neurons

Softmax with 2 neurons.

C3F4S Three layers with
64 filters of filter-size 9 � 9,
32 filters of filter-size 3 � 3,
16 filters of filter-size 3 � 3
(with MP of pool-size 2 � 2)

Four layers with
5000, 1000, 500, and
100 neurons

Softmax with 2 neurons.

MP max-pooling layer
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The convolutional neural networks were implemented in python on an IPython
notebook using numpy, pandas, matplotlib, OpenCV, and Theano. The gender
classification experiments were carried out on an Ubuntu 14.04.5 server using one
Tesla M40 GPU core using Cuda, CuDNN and with CNMeM enabled.

5.2 Experimental Results

Intensive experiments for the comparative analysis of the four convolutional neural
network architectures (C2F2S, C2F4S, C3F2S, and C3F4S) were carried out with
a large number of face images from the iMDB and Wikipedia datasets. The iMDB
dataset was used for both training and validation, while the Wikipedia dataset was
used for only testing.

We compared the performance of the convolutional neural networks by measur-
ing prediction accuracy, sensitivity, precision, and informedness, which are defined
by (7)–(12), through the tenfold cross-validation. The iMDB dataset was split into
ten groups of equal size, where the samples within the nine groups are used for
training and one is for validation. On each fold of the cross validation, the entire
Wikipedia dataset was used for testing. We computed the accuracy of the gender
classification with the male and female images together (7), whereas sensitivity (8)
and precision (9) were measured separately. Note that the numbers of male and
female images were equally distributed within the training and test datasets.
Informedness represents the probability that the classifier makes an informed guess
as compared to random guessing [16].

Accuracy D # of facial images correctly classified

# of facial images
(7)

F-sensitivity D # of female facial images correctly classified

# of female facial images
(8)

F-precision D # of female facial images correctly classified

# of facial images classified as female
(9)

M-sensitivity D # of male facial images correctly classified

# of male facial images
(10)

M-precision D # of male facial images correctly classified

# of facial images classified as male
(11)

InformednessD .F-sensitivityCM-sensitivity/ � 1 (12)

According to the experimental results in Table 3, C3F2S shows the best
performance among the four convolutional neural networks. The informedness
and the accuracy of C3F2S were 91.76˙ 0.59 and 95.87˙ 0.30 respectively on
the validation data (iMDB) in the tenfold cross-validation. The results were also
consistently shown on the test with the Wikipedia dataset as 83.54˙ 0.95 and
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Table 3 Experimental results on the validation data and the test data by ten-fold cross-validation

C2F2S C2F4S C3F2S C3F4S

Validation (iMDB) Informedness (%) 90.87 ˙ 0.94 90.36 ˙ 0.63 91.76 ˙ 0.59 91.11 ˙ 0.76

Accuracy (%) 95.42 ˙ 0.48 95.14 ˙ 0.33 95.87 ˙ 0.30 95.53 ˙ 0.39

F-sensitivity (%) 95.43 ˙ 0.89 95.46 ˙ 1.24 96.03 ˙ 0.71 95.56 ˙ 1.11

F-precision (%) 95.43 ˙ 1.01 94.83 ˙ 1.59 95.71 ˙ 0.79 95.51 ˙ 1.23

M-sensitivity (%) 95.44 ˙ 0.93 94.91 ˙ 1.42 95.73 ˙ 0.72 95.54 ˙ 1.14

M-precision (%) 95.41 ˙ 0.96 95.45 ˙ 1.34 96.03 ˙ 0.76 95.54 ˙ 1.22

Test (Wikipedia) Informedness (%) 82.97 ˙ 0.67 81.82 ˙ 0.93 83.54 ˙ 0.95 82.62 ˙ 0.20

Accuracy (%) 91.58 ˙ 0.40 91.14 ˙ 0.46 92.31 ˙ 0.49 91.62 ˙ 0.54

F-sensitivity (%) 95.00 ˙ 1.02 94.67 ˙ 1.63 95.17 ˙ 0.66 94.29 ˙ 1.69

F-precision (%) 86.91 ˙ 1.67 85.85 ˙ 3.21 87.39 ˙ 1.62 87.43 ˙ 2.34
M-sensitivity (%) 87.96 ˙ 1.23 87.15 ˙ 2.33 88.37 ˙ 1.25 88.37 ˙ 1.76

M-precision (%) 95.41 ˙ 1.04 95.08 ˙ 1.71 95.55 ˙ 0.69 94.64 ˙ 1.83

The bold font represents the highest accuracy on the measurement

92.31˙ 0.49, respectively. The overall performance with the Wikipedia dataset
was lower than with the iMDB dataset, since only the iMDB dataset was used for
training the convolutional neural networks and the Wikipedia dataset was considered
only for testing. Although both iMDB and Wikipedia contain facial images, the
performance gap may be caused by the difference of the scopes that the datasets
originally cover.

Moreover, we observed the trajectory of the accuracies of the four convolutional
neural networks with the validation and test datasets over epochs. Neural network
classifiers are iteratively trained over several epochs until the cost function con-
verges. Note that an epoch is a single iteration of training on a neural network
classifier with the whole training data input. In the experiments, the trainings were
performed with 70 epochs for C2F2S and C2F4S, and 170 epochs for C3F2S and
C3F4S.

C2F2S and C3F2S converged to the solution much faster than C2F4S and
C3F4S, respectively (see Fig. 4). Both C2F2S and C3F2S quickly converged to
the optimal solution at 20 epochs, while C2F4S and C3F4S reached at 50 and
120 epochs respectively. It shows that training fully-connected layers causes more
computational complexity than convolutional layers.

We also measured the computational cost of training the convolutional neural
networks. In Table 4, it appears that a convolutional neural network with three
convolutional layers trains faster than a convolutional neural network with two
convolutional layers. The average training times on an epoch for C2F2S and C2F4S
are more than 600 s, but 150 s on C3F2S and C3F4S. That is, a single training of the
convolutional neural networks with two convolutional layers (with 70 epochs) takes
more than 12 h, whereas three convolutional layers (with 170 epochs) needs about
7 h. It is because a convolutional layer reduces the number of parameters to train for
the neural network by using shared weights. The consecutive convolutional layers,
each followed by a max-pooling layer, then lessen the number of parameters to train
even further.
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Fig. 4 Accuracy on the validation data and the test data over epoch on (a)–(b) C2F2S and C2F4S,
and (c)–(d) C3F2S and C3F4S

Table 4 The average
training time on an epoch Architecture

Average time taken to complete
an epoch on training (s)

C2F2S 638.89 ˙ 3.20

C2F4S 667.90 ˙ 9.33

C3F2S 150.68 ˙ 1.09
C3F4S 179.58 ˙ 0.12

The bold font represents the lowest training time

Preliminary experiments extending to the fully-connected networks of six and
eight layers along with convolutional layers were also conducted. However, higher
numbers of fully-connected layers produce no more better performances than two
fully-connected layers in gender classification problem.

The averaged images of correctly classified and misclassified facial data with
C3F2S are illustrated in Fig. 5. The correctly classified facial images in Fig. 5a
and c indicate more clear faces than the misclassified images in Fig. 5b and d.
The misclassified images have noise in the background, which may hinder the
performance. Interestingly, it is observed that the misclassified female face has short
hair, looking similar to the average correctly classified male face.

Examples of misclassified male and female facial images are shown in Fig. 6.
Most misclassified male had long hair or dark background that makes it difficult
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Fig. 5 Averaged facial images of (a) correctly classified male, (b) misclassified male, (c) correctly
classified female, and (d) misclassified female with C3F2S

Fig. 6 Examples of (a) misclassified male and (b) female facial images

to discern hair from the background, as shown in Fig. 6a. On the other hand,
the misclassified female images show short hair as shown in Fig. 6b, which may
predominantly cause the misclassified results.

6 Conclusion

Automatic gender classification system is essential in a wide range of real-
world applications and research. We present a deep learning approach to gender
classification from facial images in this chapter. A detailed description of neural
networks and convolutional neural networks for gender classification are provided.
Moreover, the comparative analysis was conducted by intensive experiments to help
one to choose the optimal architecture of a convolutional neural network for gender
classification.
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Our experiments may indicate that increasing the number of convolutional layers
decreases the time taken to train the network in a convolutional neural network,
while enhancing the performance of a deep learning gender classifier. On the other
hand, our experiments show that increasing the number of fully-connected layers
increases the computational cost to train the model without improvement in the
performance. This is in agreement with the findings from other studies in gender
classification using deep learning [2, 3].

Even the simple convolutional neural network used in our experiment, which
consists of three convolutional layers and two fully-connected layers, produces a
good gender classification performance of 95% accuracy.
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Social and Organizational Culture in Korea
and Women’s Career Development

Choonhee Yang and Yongman Kwon

Abstract The biggest challenge faced by the Korean labor market today is its
labor shortage due to the rapid decrease in its productive population. Korea’s
productive population dwindles from 2017, reaching its peak on 2016. The speed
of the productive population is decreasing faster than any other country. Korea’s
compressed economic growth during its industrialization process was made possible
by an abundance of high quality labor but since then a low birthrate and its rapidly
aging society have caused a continued decrease that ultimately led to its current
shortage.

1 Introduction

The biggest challenge faced by the Korean labor market today is its labor shortage
due to the rapid decrease in its productive population. Korea’s productive population
dwindles from 2017, reaching its peak on 2016. The speed of the productive pop-
ulation is decreasing faster than any other country. Korea’s compressed economic
growth during its industrialization process was made possible by an abundance of
high quality labor but since then a low birthrate and its rapidly aging society have
caused a continued decrease that ultimately led to its current shortage [1].

Sustainable economic growth requires a stable source of labor and the answer
to Korea’s problem could be found in its population of highly-educated women that
remains largely unused. The question then should be asked, what is the cause behind
under developed such a rich source of human resources?

The labor shortage is an issue that must be resolved in one way or another.
Korea’s male labor force which has been developed and utilized as the main source
of labor is no longer capable of powering economic growth. Thus, the increase
of highly-educated female labor force entering the labor market and the continued
utilization of their labor is necessary for Korea to increase its productive population.
Female employment is an area where Korea lags behind not just in comparison to
other aspects for women but also when compared to other OECD countries.
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Korea’s society culture can be highly correlated with women’s career develop-
ment, such as patriarchal male-dominated culture, high-context society, military
culture, and the socialization of gender role etc. The patriarchal, male-dominated
culture of the Korean society has created sexist stereotypes against women that
are strengthened and spread within the society via language. Its social norms
have caused the socialization of discriminatory gender roles, the root of the
prevalence of sexual discrimination against highly-educated women in employment
and human resources management, such as career development, promotion, and
other workplace opportunities as various statistics show.

Also, the political situation of Korea, as divided in to South and North Korea due
to the Korean-war from 1950 to 1953, has made soldiers rule the nation for a long
period. Military culture influences personnel customs from all over the society and
also in the organization of a firm.

While Korea has one of the highest rates of female college enrollment in the
world, its level of female economic activity is one of the lowest among OECD
countries. The reality is that the percentage of female management staff and
female CEOs at the top 30 firms in Korea remain very low despite the fact that
there are many highly-educated women due to the difficulty in entering the labor
market and the career interruption caused by pregnancy, child birth, and child
rearing.

This study attempts to look at the characteristics of Korea’s social and orga-
nizational culture and the social stereotypes pertaining to women and analyze the
status quo and quality of female employment as seen via statistics. Statistics by
the national statistics office such as college enrollment rates, economic activity
rates, career-interrupted women ratio, non-regular employee ratio, the percentage
of female management staff and its ratio to all workers by gender have been used
as the main source material to understand where female labor stands in Korea
today.

2 Korean Social Culture

Korea’s abundant human resources have made a country with no natural resources
to the position of the ten largest economies in the world. Through this process,
some aspects have led positive economic developments, such as rapid economic
development, while some other aspects have deduced unfavorable results. There
are countless examples of these social phenomena; sturdiness of patriarchy, short-
term achievement principle, collectivism that oppress freedom of an individual,
military culture of uniformity and commands, and the culture which puts emphasis
on context that law and order do not operate.
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2.1 Korea’s Patriarchal, Male-Dominated Culture

A Country’s traditional culture is the primary and most influential factor in
developing gender role biases. Women’s status was relatively high during the Three
Kingdom Era and Koryo but the adoption of Confucian values during the Chosun
Period placed women below the starts of men for 500 years during the Chosun
Dynasty [2]. Confucianism was upheld in the Korean society for half a millennium
during the Chosun Dynasty and as such, the Confucian traditions still remain deep-
rooted in modern day Korea. The tradition emphasizes values such as filial piety and
respect for the elderly but at the core of it lies a patriarchal culture, where the father
is the head of all family members whose opinions cannot be disputed by the family.

This patriarchy can be detailed through the process of women’s formation of
labor forces, after the Korean War of the 1950s, during the times of modernization
(1960s and 1970s). According to a research held by Mikyung Jang, Korean women’s
labor in the 1960s and 1970s, early years of modernization (industrialization) in
Korea, is shown as women from a society of agriculture becoming a ‘housemaid’ at
homes in the cities. Married women tend to adhere to farming. With industrialization
advancing, female workers in the countryside had to work for a family living in the
city and take responsibility for the upkeep of the family.

Furthermore, women had to give up their higher education, mainly because of the
social awareness that women need not education and that getting married once they
support their new families is their responsibility. At that time, though women wanted
to develop oneself through education, those women had to sacrifice themselves for
the sake of their brothers’ education, in times of poverty [3]. Regarding that men
mainly need education and investment toward women’s education is needless had
been prevailing. Women’s sacrifice for male reproductive systems resulted in ‘Boys’
preference’ and consequently made patriarchal culture put down its roots in times of
industrialization and capitalism. Not to mention the situation on the eldest daughter.
Eldest daughters, considered as ‘Son of the Family, felt high responsibility as the
head of the household [3, 4]. The Confucian family-ism ideology had strengthened
women’s employment on city factory [5]. During this time, women weren’t so
unsatisfied of themselves not getting education.

Time passed by and Korea has achieved a rapid economic development, while
still in the late twentieth century, the late period of the industrialization age,
had women been unable to cultivate a sense of career women, who are self-
contained of their lives, due to the dominant men-provider model. Meanwhile,
women who once worked at farms but worked in factories had to endure their
poor, discrepant environment while being depreciated by the term ‘Gongsooni’(a
degrading expression on the female factory worker) and sending almost half of their
wage to their families. The driving force of these women was that they could bring
an end to their work once they get married. Eventually, the dichotomous concept
that men work for the society while women work for private aspects such as family
and households was prevail. This worked, in later times, as a hindrance for women
to achieve higher status [6]. Korean society culture in this time had a tendency of
viewing women who still works after marriage matters as abnormal, or even as pity
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[3]. Eventually, the concept that men are productive individuals doing labor and
women are consumers after marriage was settled.

In the early ages of industrialization, women got their jobs using their human
network regarding their hometown and societal relationships. For easy employment
by association and to be placed at relatively plain jobs, women bribed personnel
managers, worked as a housemaid for some period with no pay, or they were hired
as unskilled workers. Some qualification for women employment in the 1960s were
mostly, age, marital status, academic ability, and external appearances. Sometimes,
young women of age lower than 14 were employed. This is also shown in economic
activity rates in the 1960s and 1970s. Economic activity rates of age 15–24 in the
1960s reached 40 50%, and in 1975, economic activity of 14 years old accounted
for 17.7%. In the 1970s, unmarried women accounted for 77.5% out of total women
workers.

Such male-dominated patriarchal traditions at home were also extended to other
organizations, such as the workplace. Thus, there is an evident gender gap in terms
of the quality of employment as well as the human resource management system in
the workplace. Male and female gender roles, the social role played by each gender
according to the actions and attitudes deemed appropriate by the society’s culture,
are learned via a socialization process that occurs within one’s social groups, such
as the family, school, community, and workplace. Socialization is the process by
which one acquires the actions, beliefs, standards, motivation, and so on that one’s
affiliated culture upholds as valuable [7].

The socialization of gender roles begins in the family with the parents. The
family is a microcosm of the society in that it contains the same political and
economic structures, and it is here that the family is the first male-dominated social
organization to which one is exposed. And institutional education is the influence
to shape biases and human resource practices after one enters the workforce is
the determining element. Unequal development of women leaders is caused by
the educational environment requiring role division according to gender. Korean
Women’s Development Institute (KWDI) inspected the sixth curriculum edition
of school textbooks (102 books at the elementary level, 26 books at the middle
school level, and 23 books at the high school levels for a total of 151 books) and
found that the textbooks contained traditional elements of gender discrimination [8].
Contrasting experiences were noted by a lecturer at a coed university who originally
used to work at a women’s university. Male students, unlike female students,
actively sought leading roles within their team of peers. Male team leaders were
most vocal and showed the tendency of dismissing their peers’ opinions, especially
if they were from female students. Meanwhile, female students tended to be less
confident, spoke with a softer voice, and less active in sharing their thoughts.
Instances of sexist conclusions being drawn were also observed [9]. From such
observations, it can be concluded that students learn the social stereotypes and
gender roles of men leading and women following when male and female students
discuss to reach a decision. Once learned, the social norms regarding gender roles
will remain deep-rooted in oneself, which is why even highly-educated women will
still be under the influence of the patriarchal culture in their family.
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2.2 Social Norms and the Socialization of Gender Roles

The acquisition of language is how one starts using communication as a learning
tool, which points to verbalism as one tangible proof of the social conventions on
women. The language used reflects the internalized values and attitudes held by
the speakers, and the Korean language is marked with openly derogatory verbalism
against women. In a survey of Korean and American university students and
their exposure to sexist language, Korean students replied with a higher frequency
and variety of discriminatory language experienced than American students. The
majority of the terms Korean students had been exposed to were simple phrases full
of sexism such as “how dare a woman,” and “that’s what women do” [10].

Language spreads the social norms of male-domination within society including
the workplace and the women themselves, and the acceptance of such discrimination
as natural and reasonable can lead to a vicious cycle against women in terms of
work ethic and success in the workplace. According to the socialization theory
of gender roles, one’s sex in relation to the society is central to the formation
of one’s gender identity. Thus, the discriminatory socio-cultural structure deep-
rooted in the society causes the low status of women in the workplace and the low
quality of female employment even in the knowledge- information society. Korea
has developed the lower status of women in the workplace and the lower quality of
female employment.

According to the World Values Research Institute conducted among OECD
countries on the gender gap in employment during severe unemployment crises,
Korea had the biggest gap at 34.5% in the belief that male applicants should be
prioritized. Following Korea was Poland was at 31.1%, Chile at 27.8%, Japan at
27.1%, and Mexico at 25.1%. In contrast, countries with a high level of female
social participation were found on the lower end, with Sweden at the lowest at 2.1%,
Norway at 6.5%, and the US at 6.8% [11].

Furthermore, the sexist attitude and the gender gap in employment were found to
have a correlation, with a 0.437 (rD 0.437) the correlation coefficient value between
the two variables. Korea had the largest gender gap at 22.4%, followed by Chile and
Mexico. This signifies that the bigger the gender gap in employment, the higher the
numerical value of the country’s sexist attitude.

3 Korea’s Economic Indicator and Current State of Women
Labor

Of all the economic indicators of Korea, it is shocking that Korea’s productive
population decreases for the first time from 2017. This is because of Korea’s
low birthrate and Korea is becoming an extreme aging society. To supplement or
buffer the dramatic drop of its productive population, we have to highly educated
women, which is in abundance. The recent rate of enrollment to higher education
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institutions of women is same or higher than that of men. However, women’s activity
rate is far below and career discontinuity of married women is much higher than
other countries in OECD. The solution to this problem is to put off retirement and
effectively work out with women labor.

3.1 Korea’s Productive Population and Its Competence

There is the prediction that Korea’s population structure will be following Japan’s,
and there is also pessimistic opinion that Korea will turn into an aging society
faster than Japan in the near future. Korea’s population structure follows the
orbit of Japan’s, by 10 or 15 years of time difference. Japan has already been
examining solutions to defend the decrease of its population, and currently in 2017,
a significant amount of national policies are in process. According to Statistics
Korea’s population estimation, we can see the first decrease of Korea’s productive
population (15–64 years old), and this rate becoming faster starting from year 2017.
Meanwhile, the elderly population (age 65 or over) increases rapidly, so by the
year 2032, the elderly population will account for more than 26% out of the total
population. Korea’s productive population of 2015 is 37,440,000, and in 2016, its
population will be 37,630,000 hitting the peak and by 2017 it will face a steep
decline [1].

Some argue that we can buffer the impact by merely following Japan’s strategy.
However, Korea’s economic phenomenon is distinguished from that of Japan’s.
Before Korea stepped into an aging society 10–15 years ago, when Japan’s
productive population has dwindled, surrounding countries such as China and Korea
had lots of young consumers to buy Japanese products. However, current point
when Korea is aging, other countries are also aging, which brings lack of overseas
demand. In long terms, Korea’s economic structure will worsen than Japan and
China. The decline of its productive population means that Korea’s competence
will drop, eventually making Korea poor if solutions do not operate.

3.2 Korean Women’s Qualitative Employment Indicators

Employment indicators of early industrialization period (1960s–1970s) to look at
Korean women’s qualitative employment indicators are like the following tale.

In early industrialization period (1960–1970s), women mostly worked for pri-
mary industries. By the later period of industrialization (later part of the 1990s), has
the rate of third primary industry workers, working in service industries, finance,
retailing and insurance firms increased (See Table 1) [12].

The depreciation of women’s work occurs inside social relationships rather than
in the work itself [13]. Division of labor between the sexes happens from this
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Table 1 1960’–1970’ Korean women’s employment by industry

(Unit: %)
Year Primary industry Secondary industry Tertiary industry

1960 69.6 6.4 22.7
1970 59.7 14.7 25.5
1980 46.5 21.9 31.6
1990 20.4 28.0 51.6
1999 13.3 17.4 69.3

moment. Division of labor is not a biological sex but a system in which labor
is divided by socio-culturally divided social gender. From early industrialization
ages where capitalism has proceed, Korea’s unique patriarchy has made a new
governance system based on hierarchy of gender and age. Taking a look at the
manufacturing industry, men engage in auto industry while women engage in textile
industry. This is an example of division of labor by types of business.

Korean women’s employment regarding age shows that in 1960s–1970s
women’s activity rate of age 15–24 is 40 50%. In 1975, activity rate of 14 years
old age is 17.7%. In 1970s 89.7% of the factory’s manufacturing labor was women.
By the size of the enterprise, young women show tendency of getting employed
in small and medium sized firms, and women of age 17–19 who didn’t break the
Labor Standards Law were employed in big sized firms. Because of the tough
conditions in small and medium sized firms, some women used their older sister’s
identification card to get into big sized firms.

By the level of education in 1972, women who graduated in elementary school
accounted for 33.6%, middle school graduates for 27.3%, and high school graduates
for 10.5%. To look at women by standards of the sizes of the firms and their
education, 63.8% of the elementary school graduates were hired in small firms,
while 32.3% of the high school graduates were hired in big firms. Korean parents’
high enthusiasm for their children education has led women’s enrollment to higher
education institutions after the 1980s.

Table 2 shows that the college entrance rate for men was 4% higher than that of
women in the 1980s, with 34% of women entering university by the mid-1980s. But
gender gap in advancement rate continuously decreased and the female entrance
rate peaked at 83.5% in 2008 before overtaking its counterpart in 2009 by 0.8%
with 82.4% of women and 81.6% of men entering college. As of 2014 the college
entrance rate for female students is 74.6%, which is 7% higher than the 67.6% of
male students. In terms of graduate school, the female entrance rate is 6.0% as of
2014, which is lower by 1.6% than the male entrance rate at 7.6% [14].

Even though highly educated women take larger percentages, women participate
in economic activities less than male in Korea’s labor market (Table 3) (Korea
National Statistical Office, 2016). Women’s activity rate is low, even comparing
to other OECD countries (Table 3) [1] and (Table 4) [15, 16].
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Table 2 Advance rate of graduates to higher school level

High school ! College and university
College and university ! Graduate schools
and etc.

Year Female (%) Male (%) Female (%) Male (%)

1985 34.1 38.3 6.7 12.1
1990 32.4 33.9 6.4 8.8
1995 49.8 52.8 6.2 9.2
2000 65.4 70.4 6.9 11.1
2005 80.8 83.3 7.5 9.0
2007 82.2 83.3 5.6 7.6
2008 83.5 84.0 5.5 7.3
2009 82.4 81.6 5.9 7.7
2010 80.5 77.6 5.5 7.1
2012 74.3 68.7 5.8 7.1
2013 74.5 67.4 6.0 7.6
2014 74.6 67.6 – –

Table 3 Economic activity rate in Korea

(Unit: 1000 persons, %)
Economically active population Labor force participation rate

Year Female Male Female Male

1985 5975 9617 41.9 72.3
1990 7509 11,030 47.0 74.0
1995 8397 12,456 48.4 76.4
2000 9101 13,034 48.8 74.4
2005 9860 13,863 50.1 74.6
2010 10,256 14,482 49.4 73.0
2012 10,609 15,071 49.9 73.3
2013 10,802 15,071 50.2 73.2
2014 11,149 15,387 51.3 74.0

Table 4 OECD
Economically Participation
Rate

Unit: %
Year 2013 2012 2011

Korea 55.6 55.2 54.9
Japan 65.0 63.4 63.2
USA 67.2 67.6 67.8
OECD 62.6 62.3 61.8

3.3 Korean Women’s Employment Stabilization Indicator

Highly-educated women provide Korea with a rich source of labor. However,
women are at a disadvantage in entering the workplace, and those who succeed
face career interruption due to pregnancy, child birth, and child rearing. Career-
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interrupted women refers to married women of age 15–64, who quit jobs due to
marriage, pregnancy/child delivery.

As Table 5 illustrates, 20.7% of all married women have discontinued their career
as of 2014, and 36.7% of those women are between the 30–39 age bracket. Statistics
Korea reported that there are 1,906,000 career-interrupted women in 2016. Of
course, this number has reduced by 147,000 (7.1%) than the year before. However,
women in their 30s who experienced career discontinuity accounts for 35.6%. This
period is when women can make achievement and mature one’s career, but have
problem to do so because of child rearing and taking care of their family. There are
difficulties for them to continue their work, and though assuming there is possibility
to gain jobs again, the discontinuity in their 30s is fatal in that they miss their sense
of professional expertise [14].

Marriage was found to be the biggest cause of career discontinuity at 45.9%
followed by child rearing at 29.2%. (See Table 6) The career discontinuity of Korean
women follows an L-shaped curve as many female workers will leave the labor
market upon marriage, focus on child rearing for years, until they re-enter the market
in their mid-to-late 30s or give up re-entry for good [8].

There are some meaningful changes that we should pay attention to in the
statistics of April 2016 to compare with 2013. The percentage of women who faced
career discontinuity due to marriage had exceedingly diminished (45.9%! 34.6%).
Yet, women who quit their jobs due to pregnancy and child bearing have rather
increased (21.2%! 26.3%). The main reasons for married women quitting their
jobs comes down to three factors; marriage, pregnancy/child bearing/child rearing.
The three factors mentioned accounts for more than 90%. Career discontinuity due
to ‘taking care of family’ accounts for 4.8%, which is similar which child rearing
(4.1%). In Korea, family plays a role in which married women give up their jobs.

Table 5 Career-interrupted women in Korea

(Unit: 1000 persons, %)

Year
Married
women (A)

Non-employed
women (B)

Career-interrupted
women (C) C/A (%)

2011 9866 4081 1900 19.3%
2012 9747 4049 1978 20.3%
2013 9713 4063 1955 20.1%
2014 9561 3894 1977 20.7%

Table 6 The reason of career-interrupted women

The reason of career-interrupted
Year Marriage Pregnancy and childbirth Infant care Education of children

2013 45.9% 21.2% 29.2% 3.7%
2016 34.6% 26.3% 30.1% Total 8.9

Family care Education of children
4.8% 4.1%
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The decrease of the number of career broke women can be evaluated positively
comparing past statistics, but there is a different reason. Outlook on marriage has
changed in general, and we can find the grounds in Korea’s long term recession.
The general concept that it is good for women to quit their jobs after marriage has
disappeared recently. Also, the number of two-paycheck couples has increased due
to loans from early times of marriage, which is because of Korea’s low-pressure
economy and recession. Eventually, economical depression is bringing down the
number of career broke women.

Additionally, Korea’s peculiar social culture and organizational culture impedes
on activation of such policies for unburdening pressure of children education. The
Korean government has been launching two main policies to help career-interrupted
women back to workplaces, from 2013. Intensifying ‘parental leave system’ for
coexistence of work and family and enlarging ‘part-time employment’ are those.
But, these systems are restricted to public officials, some big-sized firm employees,
and for women who works for the first labor market. There are some side-effects
in that firms hire fewer women because of the parental leave system enforced by
law. Employers of a private firm influenced by economic sense try to earn high
revenues in short terms while the government merely recommends parental leave
systems without offering any motive for the firms, which is far from business logic.
This explains the criticism towards the government that their policies are just for
‘exhibition’, which does not come out with any feasible solutions. Besides, part-
time jobs are similar to contract workers, which usually does not maintain for a long
time. Virtually, firms report statistics to the government just for exhibition purposes,
hiring one-time jobs and not sustaining them. This is the sociocultural reality for the
government to make policies, and it is the reality for career-interrupted women to
get back jobs only to face career discontinuity unstable job security.

Forty-one percent of all female workers were found to be on temporary contracts
compared to the 26.8% of males, and it was found that 53.5% of all temporary
workers were female. There is also difference between the genders in 2013 and this
gap did not face change even in the year 2016. Furthermore, a gender gap in income
was also found in terms of wage, with female workers only earning 68% of their
counterparts in 2013.

4 Female Management Staff and Female CEOs in Korea

It is difficult for women to comeback successfully after career discontinuity due
to marriage, pregnancy and child bearing and child rearing. Though there are
regulations such as the gender equality law to help career women overcome
hardships and become promoted to positions higher than intermediary manager,
women rarely succeed to become chief executives in real life.
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4.1 Female Management Staff and Female CEOs in Korea

A survey of organizations with more than 500 full-time workers and public organi-
zations was carried out that found the female employment rate in the public sector to
be 33.61% and 38.48% in the private sector. The ratio of female management staff
averaged 11.5% in the public sector and 17.9% in the private corporations, showing
that the ratio of female management staff to total workers is comparatively quite
small (Table 7).

Table 8 shows that compared to the OECD average of 28.3%, Korea at 9% has
one of the lowest percentages of female management staff [15].

In the private sector most female workers were found at or below the middle
management level. In corporations with more than 500 full-time workers, 6.6% of
the executives were female in 2009. Table 8 compares the percentage of female
executives in OECD countries. Norway has the highest percentage of promotions of
female workers to the executive level at 36.1%, Sweden in second at 27%, Fin-land
at 26.8%, and France in fourth at 18.3% [17].

Based on the 2015 CEO Score, Table 8 presents the ratio of male to female
executives in relation to the total number of workers in the 184 listed companies in
the top 30 conglomerates in Korea [18].

4.2 Positioning Gender Equality and Executive Ratio

Simply noting that the percentage of female executives has increased with time is
insufficient in analyzing the present day conditions in the top 30 conglomerates in
Korea. What is of importance is determining whether a positioning gender balance
has been achieved. The positioning gender balance is achieved when there is an
adequately proportionate ratio of executives to the total number workers. However,
it can be seen that the ratio for female executives to total workers is 0.08%, while
the male ratio is 1.15%—meaning there is a positioning gender imbalance (See
Table 9) [18].

Table 7 Percentage of female employment by institution in Korea

(Unit: %)
Women employment ratio The ratio of female manager

Year Total Public sector Private firm Total Public sector Private firm

2013 36.04 33.61 38.46 17.02 11.55 17.96
2014 35.2 32.35 36.74 16.62 11.01 17.59
2015 34.67 31.19 35.56 16.09 10.53 17.13

Table 8 Percentage of
female managers in major
OECD countries

(Unit: %)
Norway Sweden Germany UK France Korea

41 27 13 12 8 6.6
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Table 9 Female CEO ratio to the number of employees in Korea

Total employees
Total board
member (B) Sex ratio CEO (C)

Staff officers
contrast ratio (B/A)

Sex Number (A) Percent

Male 760,000 75.8% 7618 97.9% 1.15%
Female 166,000 24.2% 163 2.1% 0.08%
Total 926,000 100% 7781 100%

Table 10 Percentage of female executives by job position in Korea

Marketing job family Engineer job Planning job R&D job Human resources job

27.1% 19.2% 18.1% 12.4% 5.1%

I sort of classified the proportion of female executives by job division. Female
CEOs mainly doesn’t belong to core job family such as HR, R7D, and planning job
(See Table 10).

5 Conclusion and Future Directions

The abundance of cheap and high quality labor that drove Korea’s economic growth
no longer exists. Compared to 34 OECD countries, Korea is below the average in
its economically active population while at the top in its rate at which the society
is aging. Its labor shortage is becoming increasingly exacerbated and its economic
growth is quickly losing momentum.

It was found that Korea’s predominantly Confucian and male-dominated culture
has led to the existence of sexual discrimination against women in the labor market
and the socialization of discriminatory gender roles. The thick ‘glass-ceiling’ it
has resulted hinders female workers to further develop their competency and get
promoted to management staff and executive positions.

Korea has a high level of college entrance rate for both male and female students.
There are more female students have been entering college than males since 2009
and the entrance rate for graduate school shows no great disparity between the
sexes. However, its rate of female economic activity and employment is one of the
lowest among the OECD countries, meaning that highly-educated women in Korea
are unable to utilize their competence in the labor market. And even if they are
employed, they are subject to a career interruption due to pregnancy, child birth,
and child rearing.

Most cases of discontinuity occurred when the highly-educated women were in
the 30–39 age bracket. The most prevalent reason for the interruption was marriage
at 45.9% followed by child rearing issues. Female workers were experiencing an
L-shaped career interruption curve characterized by a period of discontinuity that
ultimately led to them giving up re-entry into the labor market. It was found that
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there were more temporary female workers than there were male, and there was a
gender gap in wages with female workers earning 68% of the male income.

And even if women succeed in overcoming such obstacles, there exists a thick
glass-ceiling for promotions to high level positions in Korea. For positioning gender
equality the proportionate ratio of female workers to female management staff is
more important than that of female executives. Statistics show a significant gender
gap in the ratio of female workers to female executives and that of their male
counterparts. The lack of support for child rearing lies at the root of Korea’s
low birthrate and thus policies that reduce the burden of child rearing such as
financial support and a quota system for female executives are necessary if Korea’s
population of highly-educated women are to realize their latent competency in the
labor market.

There was also a significantly low percentage of female management staff as well
as female executives in the 184 listed companies of Korea’s top 30 conglomerates.
Also, the ratio of total female workers to female executives was much lower than
that of men, which pointed to a positioning gender imbalance.

Economic growth requires labor, and Korea can increase its productive popula-
tion through its underutilized female labor force. If Korea turns to female labor as
one of its solutions, a great change in the society’s perception of gender norms will
need to occur for the female labor force to grow and develop. A detailed action
plan reforming the past traditions of patriarchal and male-dominated organizational
culture is required, as well as social support measures for child rearing and
children’s education if female workers are to remain in the labor market and develop
their competence.

Policies such as the quota system for female executives found in developed
countries are necessary to enable highly-educated women in their 30s remain in the
workplace in face of needs such as child rearing. For example, Norway was able to
sufficient increase its productive population by means of its women’s employment
quota that sees female executives at 30%. Its neighbors in Europe such as Sweden,
Germany, and France also have similar systems in place. Korea’s aging society is
rapidly becoming an aged society, signaling the further decrease of its production
population. As statistics show, highly-educated female human resources are the
latent growth engine in Korea’s economy.

In this study it was proven that the sexually discriminatory stereotypes and the
Korean society’s organizational culture are stunting the development of the female
labor force, and that the development of highly-educated female labor needs to take
place before Korea can solve its labor shortage problem. Based on such facts, this
study suggests that the Korean society acknowledge the importance of fostering
female leadership as a goal and take the necessary action in support of it, using the
policies of developed countries as case studies for reference.

Specific education/training manual is needed for future women resources devel-
opment. First, there should be solutions for gender equality in education throughout
kindergarten, elementary school, and middle/high school. Policies should be made
to give motives to firms which put great effort on women resources development.
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Big Data Framework for Agile Business
(BDFAB) As a Basis for Developing Holistic
Strategies in Big Data Adoption

Bhuvan Unhelkar

Abstract The Big Data Framework for Agile Business (BDFAB) is the result
of exploration of the value of Big data technologies and analytics to business.
BDFAB is based on literature review, modeling, experimentation and practical
application. BDFAB incorporates multiple disciplines of Information Technology,
Business Innovation, Sociology and Psychology (people and behavior, Social-
Mobile media), Finance (ROI), Processes (Agile), User Experience, Analytics
(descriptive, predictive and prescriptive) and Staff Up-skilling (HR). This paper
presents the key elements of the framework comprising agile values, roles, building
blocks, artifacts, conditions, agile practices and a compendium (repository). The
building blocks themselves are made up of five modules: business decisions,
Data—technology and analytics, user experience-operational excellence, quality
dimensions and people—capabilities. As such, BDFAB exhibits an interdisciplinary
approach to Big Data adoption in practice.

1 Introduction

Interdisciplinary approach is integral to successful outcomes in research and
practice in the information technology (IT) domain. This is mainly because of the
highly interconnected nature of IT with business. As is evident in daily usage, basic
business processes related to banking, travel and hospital are so meshed up with
IT that they don’t have an independent, manual existence. The upcoming Big data
technology provides an excellent example of this intertwined nature of IT with
business processes. Incorporating Big data in business requires an understanding
of the many non-technical facets of the business—including economics (e.g.
calculating ROI), sociology (e.g. project teams and their behavior), psychology (e.g.
individual motivators and biases) and so on. In this paper we present how such
interdisciplinary approach was used in the development of the Big Data Framework
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for Agile Business (BDFAB). This paper further argues why the implementation
of this framework in practice also benefits with the use of an interdisciplinary
approach.

2 Positioning the Need for Big Data and Agile Framework

Figure 1 outlines the philosophy for interdisciplinary research and application.
To understand a problem it needs to be broken down into small, comprehensible
elements. This is called ‘Analysis’. However, once the problem is understood, then
as a solution is designed and applied in practice. Applying a solution to a problem
requires a holistic approach. This is called ‘Synthesis’. Awareness of multiple
disciplines is important in both analysis and synthesis.

The “Big Data Framework for Agile Business” (BDFAB) is a research-based
framework that facilitates a strategic approach to application of Big Data to business.
The development and use of this framework is based on multiple disciplines
including technology, business, psychology, social science and finance. While most
contemporary Big Data approaches focus either on the Hadoop eco-system (as a
suite of technologies, programming and management) or on the Analytics (based
around extensive statistical techniques such as predictive analytics, net promoter
score—NPS—and so on), the BDFAB reported here takes a strategic approach to
the use of Big data. Transcending technology and analytics to move into the strategic
business space with Big Data is shown in Fig. 2.

Taking a strategic view to both Big data and the ensuing Agile business
requires this framework to be holistic. And, a holistic framework needs knowledge,
investigations, experimentation and practical experiences from widely dispersed

Fig. 1 Analysis vs. synthesis—basis for Interdisciplinary innovations, research and practice
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Fig. 2 Positioning big data strategies: transcending analytics and technologies © MethodScience

disciplines. Inclusion of the many social science disciplines makes the framework
richer and adoptable. In fact, ICT is the cause for completely new business processes
and business models. These new business processes are themselves characterized
by the key word ‘Agile.’ Unhelkar [1] has argued in detail for the need for Agile
to be considered as a business strategy—resulting in Composite Agile Method and
Strategy (CAMS) [1, 2].

3 Big Data and Agile Business: Literature Review

The origin and basis for Agile as a method is encapsulated in the popular Agile
Manifesto ([3]; also Fowler and Highsmith [4]). This manifesto characterizes Agile
as “a value statement not a concrete plan or process” [5]—thereby laying the
foundation for the Agile values, priorities and principles. The translation of these
values from the depths of software development to business processes is the result of
combining the formality of planned approaches and the flexibility of Agile–Boehm
[6] has similarly argued: “Although many of their advocates consider the agile
and plan-driven software development methods polar opposites, synthesizing the
two can provide developers with a comprehensive spectrum of tools and options.”
The proximity of Agility with business has led to many practitioners exploring the
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synergy between Lean and Agile. This is a business-focused approach to Agile that
capitalizes on the opportunities for rapid decision making to render lean business
processes [7].

Agile in projects incorporates multiple disciplines. However, the role of psycho-
social aspects in software projects, in particular, was very much in vogue. For
example, in a special issue of Communications of the ACM commemorating the
first 50 years of computing, virtual reality pioneer Jaron Lanier writes: “ : : : The
biggest surprise from the first 50 years of computers is that computation turns out
to be a cultural object in its own right, with all its warts and semicolons.” [8] This
phenomenal importance of “human issues” in IT project management also finds way
in discussions by DeMarco and Lister [9], Weinberg [10] and Larry Constantine
[11, 12]. The latter states: “Good software does not come from CASE tools, visual
programming, rapid prototyping, or object technology. Good software comes from
people as does bad software.” Unhelkar [13] has also discussed this importance of
people in software projects and the destructive nature of “game playing”—together
with suggested antidotes. Levison [14] takes this human side of projects further by
providing its interesting insights in the context of Agile. Arguing that dealing with
the human element is a key part of a successful agile transition. These discussions
provide the basis for considerations of psychological, social and cultural factors
in creating a practically applicable strategic framework. As mentioned earlier, this
is particularly true in the domain of Big data. As Evernden [15] mentions, “As
the volume of data grows, the role of information architecture is changing, from
the passive structuring and managing of data to a smarter, more active role of
information effectiveness.”

The business strategy space is laced with the ever so important aspects of
Agility. Hence, the way to enable businesses to tap into these opportunities (which
range from expansion into new markets, enhancing customer satisfaction and/or
achieving excellence in optimizing internal business processes) is by bringing in
vital elements of Agile values, principles and practices as applied to business.
BDFAB positions Agile in this strategic business context. The assertion here is that
Agile has transcended software development and now plays a major role in business
organizations [16]. Agile is therefore a legit business goal in its own right [1], and
a strategic approach to Big Data can help a long way in achieving that goal. Such
an approach aims to make use of structured, semi-structured and un-structured data,
its velocity and its volume to generate ongoing and significant amount of Business
Intelligence that would enable improved business decision making. In addition to
providing the necessary support in terms of organization of Big Data through a
reference framework, BDFAB also supports its adoption at an organizational level
through a well-defined 12-lane adoption process.

Lampitt [17] presents how ‘Relentless data growth has conjured up new technolo-
gies for data analysis and unprecedented opportunities for insight’. Lampitt further
corroborates Gartner’s definition of Big Data as “high-volume, high-velocity, and/or
high-variety information assets that require new forms of processing to enable
enhanced decision making, insight discovery and process optimization.”
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Kellen [18] further has this caveat: “Big Data will lead to big denial. The endless
yin and yang of learning and denial that is probably forever part of the human
condition ought to create some big opportunities for enterprising folks who can
help us tame our denial instinct.”

Shah et al. [19] mentioned that good data is not enough to ensure good decisions.
This can be extended further to say that good analytics are also not enough for good
decision making. BDFAB is based on the premise that good data and good analytics
are meant to support core business; and that a much more strategic approach to
Big data is imperative—that will lead into designing good analytics and ensuring
utilization of good data. The starting point is the business as is, and the vision, to
be. And that to be includes Agility—ability to respond rapidly and effectively to
changing internal and external circumstances.

LaValle et al. [20] further underscore the importance of utilizing the insights gen-
erated through Big data analytics to provide value. This value is for the customers,
the business partners and also internally for the organization’s management. It is
the importance of value of big data for business that brings in elements of inter-
disciplines—psychology and sociology in particular—in this discussion.

Finally, as Jeff Jonas writes in his foreword to Dr. A. Sathi’s book—Big Data
Analytics, [21]) and observe how it maps to Agility in business:

• Organizations must be able to sense and respond to transactions in real time
(Agility is the ability to be able to spot the changes coming through—which are
transactions as both micro and macro levels)

• Also must be able to deeply reflect over what has been observed—to discover
relevant weak signal and emerging patterns (Agility requires ability to take
effective decisions; this effectiveness results from deep reflections, aided and
impacted by Big data analytics).

• As this feedback loop gets faster and tighter, it significantly enhances the
discovery (Agility requires rapid response which, in turn, is based on analytical
insights and leanness of organizational structure)

4 BDFAB: Overview of the Framework

Based on the above literature review and practical experiences, the BDFAB has
emerged as a comprehensive and holistic framework for application in business.
The key elements of this framework and the corresponding fundamentals of those
elements are summarized in Table 1.

BDFAB starts with the business organization itself—its SWOT analysis. This
analysis is in the context of the vision and the necessary capabilities required of
the organization to satisfy that vision. Helping the business identify and exploit
the existing and growing Data capabilities (Technologies and Analytics) with a
continuous focus on business decision making produces relevant insights. These
are the Building Blocks which form the key part of BDFAB, and shown in the
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Table 1 Overview of BDFAB—elements and business considerations

Elements of
framework Fundamentals (Examples only) Business consideration

Values Agility, insights, collaborations What does the business aspire for?
To_Be state

Roles (people) Data scientist, user, analyst, coach,
investor

Who are the people—to make it
happen, to benefit?

Building blocks
(phases)

Business decision (SWOT),
technology, user experience,
quality, people

Why do it? (Business reasons);
How to do it? (phases)

Artefacts Plans (Financial, ROI), feedback,
approach, staff, centre of
excellence

What to produce? To use?

Conditions Type, size of business (as is) Where and when to apply BDFAB?
Practices (agile) Standups, stories, showcase How do undertake Agility at change

level
Compendium
(repository)

Manifesto, strategy cube, adoption
process

Guiding change management;
transformation

third layer of the framework. The output of this building block enables decision
makers to set new products and services, respond to individual customer issues and
rapidly change the business processes. BDFAB helps utilize the technologies of
Hadoop/MapReduce/Spark to directly impact the Agility of business. The decision
makers need to see the correlation between Big Data (and its Analytics) and making
the Business ‘Agile’ as a result of those analytics.

Technologies of Big Data are based around the Hadoop eco-system that includes
the HDFS-based NoSQL databases and the MapReduce-based programming lan-
guages. These technologies are equipped to deal with vast amount of data—their
storage, sharing and processing. They also handle unstructured data. High-level
understanding of the nature of this data is an interdisciplinary exercise as it requires
certain estimations and assumptions on the part of the Data scientist.

Analytics, on the other hand, focus on applying statistical techniques to this
large amount of data in order to generate insights. Davenport [22] expands on the
competitive power on analytics. Conducting the actual analytical work, therefore,
is mono-disciplined in the sense that is focuses only on statistical knowledge and
output—without worrying about how it will be applied in practice. Analytical
techniques require both statistical and programming (e.g. ‘R’) knowledge and
experience.

However, the analytics themselves are no longer static; they are themselves
changing depending on the circumstances of an individual customer and/or the
context in which the business finds itself (e.g. political uncertainty, changing legal
structure, global collaborations). This requires Agility to be applied to the analytic
processes themselves. The comprehensive framework for Big Data adoption (par-
ticularly in large organizations) comprises multiple disciplines which uplifts the
capabilities of its decision makers on an ongoing basis resulting in business Agility.
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Table 2 The six aspects of an Enterprise Architecture and corresponding interdisciplinary focus

Enterprise architecture Disciplines

What Technical Technology—Hadoop Eco-System,
Spark; 3xV of Data; Analytical—need
to break down the problem into small
elements

Why Business Economy (Financial)—ROI, Risks in
Big Data adoption; Requires in-depth
calculations, keeping the end-goal in
mind

When Project Management; Scheduling
Transformation; Requires detailed
project planning to start with—but once
the project comments requires ongoing
holistic management

How Analytical Business Processes; embedding
Analytics; Agility in business; Brings
in the process discipline

Where Project Management; Administration;
Location-specific or
Location-independent awareness of the
solution

Who People Sociology; Psychology; Quality (using
SFIA to uplift Capabilities)

Table 2 shows the six aspects of an Enterprise Architecture.
The key innovation in terms of BDFAB as a framework for Big Data Strategies.

This helps focus on business strategies as a vital starting point for utilization of Big
Data domain. An accompanying and equally important aspect of this framework is
the focus on Agile. This incorporation of Agile in BDFAB is based on the premise
that Agile has transcended software development and now plays a major role in
processes associated with the business. Agile business is the goal—and a strategic
approach to Big Data can help a long way in achieving that goal.

5 BDFAB Modules (Building Blocks) and Their
Interdisciplinary Mapping

While analytics including OLAP cubes, text and data mining and dashboards all
add to and aid in decision making (see [23]), what is even more interesting is the
strategy to put this whole process together. How does one get an organization to
reach a stage where these analytics and their ensuing decision making becomes
a norm? To achieve that goal, BDFAB comprises five major modules or Building
blocks: These are listed in the third layer of the framework and are also summarized
in Table 3 below.
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Table 3 The five major modules (building blocks) of BDFAB 1.0 and their interdisciplinary
mappings

BDFAB building blocks Initial focus Interdisciplinary aspects

Business decisions Synthesis Focuses on existing capabilities, future
vision and a SWOT analysis

Data science: analytics,
context and technologies

Analysis Understands and builds on the technical
capabilities of the Hadoop Eco-system; and
the VVV of Big Data

Business processes: fine
granular decision making

Synthesis Builds on the Value theme; Analytics range
from before the user comes in contact with
the business to well after that

Enterprise Architecture—
SMAC—TESP—Semantic

Synthesis Technical, Economic, Social and Process
dimensions of a business are affected by Big
data and examined here.
Social-Mobile-Analytics-Cloud
(SMAC-stack) also examined here

Quality—GRC—People
(Skills)

Synthesis Use of SFIA framework to uplift the
capabilities of people/individuals of an
organization in the context of Big Data

5.1 Business Decisions

This module starts with the introduction of the concept of Big Data and positioning
it for business strategies. The discussion here starts with the terminology and
family structure of Big Data Analytics. While alluding to the technologies of
Hadoop/MapReduce, the module is still focused on the strategic/business value of
Big Data Analytics. Thus, we also discuss the various business approaches—starting
with a SWOT analysis and moving into the risks, cost advantages and adoption
approaches to big data. Furthermore, Agility as a business concept (transcending
Agile used in software development projects) makes this a more holistic (synthesis)
starting point.

5.2 Data Science: Analytics, Context and Technologies

The second module focuses on Data Analytics—Mapping Volume, Variety and
Velocity with Structured, Unstructured and Semi-Structured data types. Each of
these characteristics of Big Data is invaluable in supporting corresponding business
strategies—if properly formulated. This module demonstrates the interplay between
Analysis of Data and its impact on creating business strategies. Analysis takes the
user into further discussion on the advantages as well as the challenges of analyzing
unstructured data (by mapping/indexing it with a superimposed structure). Funda-
mentals of NoSQL databases and how they can be used for business advantages are
highlighted here.
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5.3 User Experience: Operational Excellence

This module explains how Data Analytics can render a business Agile. Understand-
ing customer (user) sentiments through a User Experience Analysis Framework
(UXAF) is the starting point for this work. Most UXAF focus on time T0 to
time T1—when the user is in direct contact with the business through its systems
and interfaces. Substantial data is generated, however, by the interactions of the
user with his/her social and mobile networks that occur before T0 and after T1.
Exploring the generation and use of this data (based around SMAC-stack) is part of
the discussion in this module. The ‘predictive’ and ‘prescriptive’ nature of ensuing
analytics is discussed here. Since UX is usually subjective, a synthesis of the issue
is a good starting point.

5.4 Quality Dimensions and SMAC-Stack

Quality considerations in the Big Data domain assume prominence because of
the direct impact they have on Business Decision making. This module focuses
on this crucial Quality aspect in Big Data solutions: Data, Information, Analytics
(Intelligence), Processes, Usability and Reliability. Uniqueness of un-structured
data and what can be done to enhance and validate its quality are part of this
discussion. Challenges of Contemporary Testing (and the role of Agile practices,
such as continuous testing) together with their application to Big Data (Each
Analytics needs immediate—Agile-like—Testing) is also explained here.

5.5 People (Capability)

Moss and Adelman [24] have discussed the ever growing importance of people
and their capabilities in the Big data space. Similarly, the McKinsey [25] report
on Big data goes into the details of existing and needed capabilities in the Big
data technologies and analytics domains. This framework focuses on this important
people issue—identifying and enhancing the capabilities at both technical and
analytical level—using the Skills Framework for Information Age (SFIA).

6 Conclusions and Future Direction

This is a practical paper that reports on the development of a framework (BDFAB)
that is unique in its applicability to business. This uniqueness comes from the
interdisciplinary approach in developing and applying the framework. Furthermore,
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this framework also embeds aspects of psychology and sociology to ensure the
solutions are applied in a holistic manner to business. BDFAB tends to be unique
in the sense that it elevates the current industry focus from technologies and
analytics to business strategies. Another important part of BDFAB is its coverage
on resourcing (up-skilling, training, recruitment and coaching—derived from the
application of Agility) and people-focus. Most big data approaches consider
people/resourcing as an afterthought whereas BDFAB draws attention to this vital
element upfront—resulting in formation of Centres of Excellence around Big Data
and related disciplines. Future directions include accompanying BDFAB with a
corresponding CASE tool and metrics.

Acknowledgment University of South Florida, Sarasota-Manatee campus; MethodScience.

References

1. Unhelkar, B.: The Art of Agile Practice: A Composite Approach for Projects and Organiza-
tions. CRC/Auerbach, New York/Boca Raton (2013)

2. Mistry, N., Unhelkar, B.: Composite agile method and strategy: a balancing act. Presented at
the Agile Testing Leadership Conference 2015 – held 21st Aug, 2015 in Sydney, Australia;
(Organized by Unicom) (2015)

3. Agile Manifesto for Agile Software Development: viewed 9 March 2009, http://
www.agilemanifesto.org/ (2001)

4. Fowler, M., Highsmith, J.: The agile manifesto, Tech Web, viewed 9 March 2009, http://
www.ddj.com/architect/184414755 (2001)

5. Coffin, R., Lane, D.: A practical guide to seven agile methodologies, part 1, Jupitermedia
Corporation, viewed 29 September 2009, http://www.devx.com/architect/Article/32761/1954
(2007)

6. Boehm, B.: Get ready for agile methods, with care. IEEE Computer. 35(1), 64–69 (2002)
7. Unhelkar, B.: Lean-agile tautology. Cutter, Arlington (2014)
8. Lanier, J.: The frontier between us. Commun. ACM. 40(2), 55–56 (1997)
9. DeMarco, T., Lister, T.: Peopleware: Productive Projects and Team. Dorset House, New York

(1987)
10. Weinberg, G.M.: The Psychology of Computer Programming. Van Nostrand Reinhold, New

York (1971)
11. Constantine, L.: Panel on “soft issues and other hard problems in software development.” In:

OOPSLA’96, San Jose, California, USA, October 1996 (1996)
12. Constantine, L.: Constantine on Peopleware. Yourdon, Raleigh, NC (1995)
13. Unhelkar, B.: Games IT people play, information age, publication of the Australian Computer

Society, June/July, 2003, pp. 25–29 (2003)
14. Levison, M.: “Why agile fails at scale: the human side” Agile Product & Project Management,

Cutter E-Mail Advisors, USA 15th Dec, 2011 (2011)
15. Evernden, R.: Information architecture: dealing with too much data, Cutter executive report,

Boston, USA (2012)
16. Unhelkar, B.: Agile in practice: a composite approach. Cutter Consortium Agile Product &

Project Management Executive Report, vol. 11, no. 1, Boston, USA (2010)
17. Lampitt, A.: Relentless data growth : the big data journey has begun. In: InfoWorld (2012).

https://www.infoworld.com/article/2607256/big-data/the-big-data-journey-has-begun.html.
Accessed 7 Oct 2017

http://www.agilemanifesto.org/
http://www.ddj.com/architect/184414755
http://www.devx.com/architect/Article/32761/1954
https://www.infoworld.com/article/2607256/big-data/the-big-data-journey-has-begun.html


Big Data Framework for Agile Business (BDFAB) As a Basis for Developing. . . 95

18. Kellen, V.: Cutter E-mail advisory. https://www.cutter.com/article/big-data-big-denial-377591
(2013). Accessed 18 April 2013

19. Shah, S., Horne, A., Capellá, J.: Good data won’t guarantee good decisions. Harv. Bus. Rev.
90(4), (2012). https://hbr.org/2012/04/good-data-wont-guarantee-good-decisions

20. LaValle, S., Lesser, E., Shockley, R., Hopkins, M.S., Kruschwitz, N.: Big data, analytics and
the path from insights to value. MIT Sloan Manag. Rev. 52(2, Winter), 21 (2011)

21. Sathi, A.: Big data analytics: disruptive technologies for changing the game, MC Press Online,
LLC, Boise ID 83703, USA. © IBM Corporation (2012)

22. Davenport, T.H.: Competing on analytics. Harv. Bus. Rev. 99–107 (2006). https://hbr.org/2006/
01/competing-on-analytics

23. Kudyba, S.: Big Data, Mining, and Analytics: Components of Strategic Decision Making.
CRC/Auerbach, New York/Boca Raton (2014)

24. Moss, L.T., Adelman, S.: The role of chief data officer in the 21st century. Cutter exec report,
vol. 13. Cutter Consortium, Boston (2013)

25. McKinsey report on Big Data.: http://www.mckinsey.com/business-functions/digital-
mckinsey/our-insights/big-data-the-next-frontier-for-innovation viewed on 30th April, 2017
(2011)

https://www.cutter.com/article/big-data-big-denial-377591
https://hbr.org/2012/04/good-data-wont-guarantee-good-decisions
https://hbr.org/2006/01/competing-on-analytics
http://www.mckinsey.com/business-functions/digital-mckinsey/our-insights/big-data-the-next-frontier-for-innovation


Scalable Gene Sequence Analysis on Spark

Muthahar Syed, Taehyun Hwang, and Jinoh Kim

Abstract Scientific advances in technology have helped in digitizing genetic
information, which resulted in the generation of the humongous amount of genetic
sequences, and analysis of such large-scale sequencing data is the primary concern.
This chapter introduces a scalable genome sequence analysis system, which makes
use of parallel computing features of Apache Spark and its relational processing
module called Spark Structured Query Language (Spark SQL). The Spark frame-
work provides an efficient data reuse feature by holding the data in memory,
increasing performance substantially. The introduced system also provides a web-
based interface, by which users can specify the search criteria, and Spark SQL
performs search operations on the data stored in memory. Experiments detailed in
this chapter make use of publicly available 1000 genome Variant Calling Format
(VCF) data (Size 1.2TB) as input. The input data are analyzed using Spark and the
end results are evaluated to measure the scalability and performance of the system.

1 Introduction

Big data computing technologies have been proliferating fast with unprecedented
volumes of data generation in several domains. Since the completion of the Human
Genome Project in 2003 [1], the cost of sequencing human genomes is reduced by
more than 100,000� [2]. Reduced cost and recent scientific advances in technology
have helped digitize human genes and generate huge amounts of human genomic
sequences that help researchers in understanding human genes. A major challenge
encountered with such vast gene data generation is the analysis of the required
sequence structures.

Many data processing techniques are available, but the ability to process the
increasing data needs to address the performance and scalability challenges. For
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instance, processing of increasing data by minimizing the query response time is
key to achieving scalability. One of the tools available for such large-scale analysis
is Apache Hadoop [3], which is an open source framework that gives users powerful
features to store and process huge datasets. While widely used, we observed it
requires around 20 min for every single query to be completed against a data size of
1.2 terabytes (for the 1000 genome data set) using 16 Hadoop computing resources.
This motivates us to explore other tools for scalable gene sequence analysis. Apache
Spark [4] can provide enhanced performance for certain applications compared
to the existing MapReduce framework using its in-memory processing feature. In
detail, Spark provides Resilient Distributed Datasets (RDDs) that can be stored in
memory between query executions that facilitates the reuse of intermediate outputs.

In this chapter, we examine the feasibility of Spark for the application of
gene sequence variation analysis with respect to performance and scalability. In
addition, optimization is an important part of system performance and we will
evaluate the impact of caching in Spark with extensive experiments on performance
evaluation. Another important element for such analysis systems is the degree of
user friendliness to access the analysis tool since the majority of the users of this
application would be scientific researchers with limited knowledge on computing
systems. This chapter also introduces a graphical user interface for intuitive analysis
and develops a prototype system that equips a variety of features to improve user
friendliness including an automatic query generation engine.

Figure 1 shows an overview of the introduced system for large-scale gene
sequence analysis with low latency for processing. The system uses the Spark
framework with Spark SQL and YARN resource management that provides effective
configuration of the cluster computing system. The graphical user interface of
the system promotes user interaction as part of data analysis. As shown in
Fig. 1, researchers can simply access the system interface on existing web browsers
for composing a query. Based on the users’ selection criteria, application system

Web Server (Tomcat)

Spark SQL

Query and
Query result

Apache Spark

HDFS

Fig. 1 System overview: The system is based on the Spark framework with Spark SQL and YARN
resource management. End users access the system through Web-based interfaces
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generates a query script automatically and executes the query script on Spark.
Finally, the processing results are delivered to the end users.

This chapter is organized as follows. Section 2 provides the summary of the
big data computing tools including Hadoop and Spark, with closely related studies
to our work. Section 3 demonstrates the design of the system for scalable gene
sequence processing on the Spark framework, and Sect. 4 presents the evaluation
results conducted on a Spark computing cluster with 16 compute nodes. In Sect. 5,
we present a prototyping system and we conclude our presentation in Sect. 6.

2 Background

2.1 Apache Hadoop and Spark

Hadoop is an open source software platform managed by the Apache Software
Foundation. It is the most widely recognized platform for efficient and cost-effective
storage and management of large volumes of data. HDFS provides a resilient and
fault-tolerant storage of data by means of data duplication which is termed as data
replication. Pig [5] and Hive [6] are the two high-level query languages supported
by Hadoop, whose execution is based on MapReduce programming model that
provides a scalable, flexible and fault-tolerant computing solution [7]. Hadoop
comprises of two major components: Hadoop Distributed File System (HDFS) and
the MapReduce framework. A traditional Hadoop job works by reading the data
from HDFS for each run and writing back the intermediate results to HDFS which
incurs the cost of data operations for each run time. Thus, Hadoop does not seem to
be a good fit for iterative computations and low latency applications.

Spark is an open source framework that can process data 100� faster than
Hadoop. It is a widely accepted for parallel cluster computing systems in both
science and industry [8]. This framework attracts users due to the delivery speed
it provides by making use of its in-memory computing capability using fault-
tolerant [9] Resilient Distributed Datasets (RDDs).RDDs are created by performing
operations called transformations (map, filter etc.) on the data stored in the file
systems or other existing RDDs. By default, RDDs will be persisted in memory
but they can even spill to the disk if there is not enough Random Access Memory
(RAM). Spark also provides users with an option to specify the storage level for
RDDs, such as persisting in disk only, disk by using replicating flag and both
memory and disk. Spark provides Scala, Java, and Python programming interfaces
to create RDDs transformations and performs actions on it [10]. Spark contains
Spark SQL module that helps to achieve relational processing on the persisted data.
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2.2 Gene Sequence Analysis

Genes are small pieces of a genome and they are made of DNAs. DNA contains
bases that carry the genetic information which helps in understanding the behavioral
pattern of organisms. Each human genome contains approximately three million
DNA base pairs. Genome sequencing is about identifying the order of DNA bases
that defines the characteristics of an organism. Genome sequences help researchers
or scientists answer questions like why some people get infections or why some
people have different behaviors that others do not have, and will the genes have any
impact on others genes.

Many computational tools have been developed for digitizing the genetic infor-
mation, producing genome sequences which can be further analyzed for meaningful
patterns. As mentioned, one genome has up to three million base pairs and thus
sequencing of multiple human genomes will quickly add up to larger data sizes and
mapping, in turn, generates more. For effective analysis of such data, it is essential to
store data in a fault-tolerant manner and process the data with optimal performance
and scalability. To address this concern, Hadoop has been applied in the Genome
Analysis Toolkit (GATK) tool [11]. In the tool, the GATK process needs to access
the distributed data across the cluster, parallelize the processing, persist and share
intermediate processing results. This process has drawbacks such as limited parallel
processing with the significant overhead due to disk I/O between stages of walkers
and expensive read while processing between stages for repeated access. The idea
of caching in Spark could reduce the repeated disk access of data that eliminates the
repeated I/O bottleneck and improves the performance.

Spark is used by variant calling tools for the genomic analysis. Using the
advantages of Spark, the ADAM project was developed by Big Data Genomics
(BDG) group at UC Berkeley. ADAM can process large-scale genome data available
in various data formats such as VCF, BAM, and SAM [12]. ADAM project uses
APIs that transform the input data to ADAM-defined formats and store the RDD
sets generated from these formats in memory to perform sorting and other oper-
ations using Spark modules such as GraphX, MLlib (Machine Learning libraries)
and Shark. Even though ADAM has overcome the traditional processing speed
limitations of MapReduce, additional processing complexities such as converting
VCF files to the ADAM formats and overhead for compression of inputs before
processing, have led to non-optimal performance.

Another Spark based implementation for genomic information analysis is Vari-
antSpark [13]. This system is developed in Scala using Spark and its machine
learning methods (MLlib). VariantSpark reads the VCF files and transposes them
into vectors based on variants, which are then transformed into key-value pairs. The
key-value pairs are then zipped and saved in a distributed system. Further processing
is implemented using a K-means clustering algorithm. MLlib performs complex
programming logic by transforming, zipping and processing of data using machine
learning algorithms.
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Unlike the above Spark-based gene sequence analysis system, our system
employs Spark SQL tables to process the direct genome VCF data without
conversion and uses Spark in-memory data store for processing required data, in
order to reduce format conversion and save processing times. The introduced system
concentrates on reducing the processing complexities, maximizing the performance
of the variants analysis, and increasing the ease of usability of the tool when
compared to the other variant tools.

3 System Model for Scalable Gene Sequence Analysis

Utilizing the advantages of HDFS, Sparks’ relational processing module Spark SQL
and YARN cluster management, a scalable model is designed as shown in Fig.
2. A series of experiments were conducted on top of this design to examine the
scalability. Spark applications can run on top of existing HDFS that store data in
clusters in a resilient manner. There are three possible cluster modes that control the
resources of a cluster, namely, Standalone Mode, Mesos Mode, and YARN mode.
Standalone Mode utilizes all the recourses available in the cluster and at least, each
executor has to be running on each node. Total utilization of resources causes other
applications to be in the queue until the prior process is completed, which will be a
downside when processing multiple applications. To overcome this, YARN resource
manager can be used as it can allocate resources dynamically within the cluster or
we can choose the number of executors to be assigned to each process [14].

In order to process the data in a cluster, Spark application runs as an independent
process in each node of the cluster and these processes are coordinated by a driver
program called SparkContext. As shown in Fig. 2, the driver program interacts with
Resource Manager in YARN Mode, which keeps track of the cluster resources and
monitors tasks allocated to Node Mangers. Node manager acts as a worker that
initiates tasks based on allocated cores for processing of data stored in its respective
nodes. Each node can have multiple executors and each executor can have multiple
tasks. Each node also has designated cache memory to store the data which can be
accessed by all the executors in the node.

Fig. 2 System model,
utilizing the advantages of
HDFS, Sparks’ relational
processing module Spark
SQL and YARN cluster
management
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Spark provides a Thrift JDBC/ODBC server that helps to run queries from within
applications or by end-users using a command-line interface called Beeline. This
acts as Business Integration medium in connecting different applications to Spark.
This server provides distributed engine that can run SQL queries without writing
complex code for querying. Beeline command lines are used to test the JDBC server
connectivity from applications to run the SQL queries. This thrift server helps in
maintaining the cache as long as the server is active. Keeping the server active
helps multiple users access the cache to obtain faster results. This server is used in
the design of proposed prototype system for efficient and optimized gene sequence
analysis.

We assume that VCF [15] format genomic data is read and processed using Spark
to identify if the system is scalable to use. In addition, a web-based gene Sequence
analysis system is designed to store the VCF formatted data and process the data
interactively for faster and easier access as will be discussed in Sect. 5.

4 Evaluation

In this section, we present the experimental results conducted particularly to
evaluate the scalability of the system.

The experiments were conducted in a computing cluster machine that consists
of 16 nodes mounted in a rack. Cluster configuration used for the experiments is
of 128 cores, 128 GB memory and 32TB disk space. The nodes in the cluster are
interconnected through Gigabit Ethernet Switch. The Operating System used for the
cluster is CentOS release 6.5 that comes with rocks application, which manages the
connections between all nodes that make up a cluster machine. I have installed the
Hadoop pre-built version of Apache Spark v1.4.1, Stable version of Hadoop v2.6.0
and high-level query language Pig v0.14.0, Hive v1.2.0 and MySQL Server v5.6 for
the experiments.

The experimental data set used has VCF formatted F data file [16], which
contains genotype data of 1,092 individuals which equal to 37,644,734 records
that approximate to 1.2TB. VCF represents Variant Calling Format that stores the
genome data in the form of variants or subjects arranged as columns in the data
file. The data are distributed to the fault tolerant HDFS across 16 nodes in the
cluster. To consider the impact of query characteristics, three types of queries that
have different coverage with respect to the fraction of the records hit are defined.
Table 1 presents a summary of the queries with the description and hit coverage.

Table 1 Query definition

Query Description % hits

Query1/Q1 1 � CHROME � 5 and REF D ‘C’ and ALT D ‘G’ 1.44%
Query2/Q2 CHROME D 1 and 1,000 � POS � 200,000 <0.01%
Query3/Q3 QUAL � 100 94.80%
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Table 2 Query performance for Spark SQL and other high-level query tools (unit: seconds)

Pig Hive Spark (w/o cache) Spark w/ Cache (first run) Spark w/ cache (second run)

Query1 1260 1247 603 6.88 6.8
Query2 1258 1244 598 5.22 5.2
Query3 1290 1114 614 8.67 8.7

Query2 and Query3 are extreme cases with a very rare hit (“small hit”) and a large
hit (“large hit”), respectively. SQL aggregate functions executed on data have less
output display time compared to the select functions on the data. Hence, the queries
are chosen to perform the count operations on data to minimize the output display
time and thereby to measure the computational performance exclusively.

4.1 Spark SQL vs. Other High-Level Query Tools (Pig
and Hive)

For big data analytic tools, high-level query support is essential for easy usage
and reducing programming complexities. Input dataset is loaded into HDFS, and
high-level query languages are often used to process the loaded data. We compared
several high-level query tools such as Pig and Hive with Spark SQL.

Table 2 shows the query completion time in seconds. The results show that
Spark’s iterative response time gives approximately 90–100% decreases the
response, increasing the performance, when compared to Spark’s initial response
time (Cache Time) and approximately 200% increase when compared to Pig and
Hive’s response time.

4.2 Scale-Out and Scale-Up Performance

To check the scalability of using Spark for analysis the experiments are conducted
in two folds. First, we evaluate scale-out performances of the proposed system.
The scale-out check is to evaluate the impact of increasing computing capability
for processing of data. Second, we evaluate scale-up performance of the proposed
system. This scale-up check is to examine the impact of increasing data sizes for
processing the data using the proposed system.

Figures 3 and 4 show scale-out performance in case of in-memory data access
(Fig. 3) and in-disk data access (Fig. 4). The experiments are carried on the cluster
using one executor and three cores on each node. The two figures show a certain
degree of scalability. The benefit is the greatest from four nodes to eight nodes in
both settings. As expected, Query 3 (large hit) shows the greatest improvement with
an increasing number of compute nodes. When we compare the two settings, in-disk



104 M. Syed et al.

0

5

10

15

20

25

30

35

40

4 8 12 16

R
es

po
ns

e 
Ti

m
e 

in
 s

ec
on

ds

Number of Worker Nodes

Q1

Q2

Q3

Fig. 3 Scale-out performance in case of in-memory data access
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Fig. 4 Scale-out performance in case of in-disk data access

data access shows the greater scale-out performance. We presume that it is due to
the basic overhead (around 5 s) to run an individual query.

We next discuss scale-up performance with increasing data sizes. The 1.2TB
Genome dataset is divided into multiple datasets of increasing sizes from 10% to
100% of the total. For the Spark initial run or Cache run, an increase in data sizes
results in greater processing time. Figure 5 shows the processing time that was taken
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Fig. 5 Scale-up performance for cache loading time and initial run
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Fig. 6 Scale-up performance for cache scan

to cache the data in memory and on disk and increasing data sizes retain the linear
scale-up performance of the system. Figure 6 shows scale up of the scan operation
performed on the records cached in memory and on disk. After loading 10% percent
genome, 16 columns of data is cached in memory or on disk for iterative runs. From
both figures, we can see that initial loading time is tremendous; however after the
data is loaded, we can see relatively very small scan time with a good degree of
scalability.
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Fig. 7 Impact of number of
columns cached
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4.3 Impact of the Number of Cached Columns

We also evaluated the impact of the number of cached columns. As shown from
Fig. 7, increasing the number of columns cached does not much impact the data
response times. To test this, a series of query runs are implemented on the cached
data by increasing the number of columns but with the same number of rows every
time. Despite the increase in the amount of data loaded in cache, the processing time
of queries on data remains consistent.

4.4 Impact of Data Spills

Spark caches the data in the memory based on configurations provided. If the
memory available to cache is less than the amount of data to be cached, then
Spark spills the leftover data after caching on to disk to avoid data loss. A series
of queries are executed on cache data to test the impact of data spill from memory
on performance. The configuration for this experiment is set to 16 executors with
three cores and 1GB of memory allocated. From this configuration, the total memory
capacity available for storing of data is up to 8.2GB.

As shown in Table 3, due to limited memory capacity, if users try to load more
data into cache beyond the capacity that it can accommodate, then the remaining
data will be spilled onto disk across each computing node within the cluster. The
data spill on each node of the cluster is based on the size of data distributed across
the nodes. From the previous experiment, we observe that each query executed
on cached data with an increasing number of columns cached gives consistent
processing time. However, an increasing number of columns cached will increase
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Table 3 Response times in processing the spilled data from memory

Number of
columns

Columns
data size

Data cached
in memory

Data spilled
in disk Query1 Query2 Query3

10 6.45GB 6.4GB 0.05GB 7.88 4.02 15.09
20 9.3GB 7.6GB 1.7GB 8.59 4.8 18.21
30 11.9GB 8GB 3.9GB 10.11 5.68 20.06
40 14.6GB 8.2GB 6.4GB 14.3 6.83 25.73
50 17.6GB 8.2GB 9.4GB 14.6 7.05 27.28
60 21.3GB 8.2GB 13.1GB 16.1 7.34 30.48
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Fig. 8 Impact of data spills from memory

the size of data spill from memory due to limited capacity, which in turn impacts
the processing time of the cached data. Figure 8 shows that increase in data
spilled to disk increases the cached data processing time, and thus, decreasing the
performance.

4.5 Impact of Record Hits

Accessing in memory data using different query options with varied output results
will impact the data processing time. Within the cached data, increase in the number
of records accessed (i.e. number of record hits) increases the processing time for
each run. To demonstrate this, we loaded 16 columns of genome data in memory
with 3.9 million records and performed a set of scan count queries. These queries hit
the cache data with increasing percentage of output records. The results are plotted
in Fig. 9, which shows that increasing access to the records from the cache data
increases the processing time which ultimately leads to lower performance.
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Fig. 9 Impact of record hits

5 System Prototyping

A prototype system is implemented to analyze the genome data using Spark. Figure
10 shows the proposed system architecture for gene sequence analysis that is
designed to read the input VCF genome data and analyze the data using query
scripts.

A web-based interface system designed to store and processes the VCF data in
a more user-friendly manner. Figure 11 gives the flow diagram of this interface
based on which the web interface is designed. Figure 12 displays the GUI interface
designed for providing the query support to users, especially scientists with minimal
programming skills.

This prototype system provides an option to execute queries in count only mode
to maximize the performances. It minimizes the time that is taken to transfer the
queried results between execution engine and the graphical user interface compared
to transfer time without count mode. Larger the queried results the more will be
transferred time of results.

Based on the above criteria editable query will be generated on the right-hand
side of the interface for execution, as shown in Fig. 12. The generated query is
executed and the output of executed query displays results along with record count
and run time taken by Spark, as shown in Fig. 13. The query runtime does not
include the data transfer time between Spark engine and the user interface module.
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Fig. 10 Gene sequence analysis system architecture

6 Conclusions

Big data computing and analytics open the doors for researchers to play with an
unprecedentedly large set of data in a cost-effective manner with efficient parallel
computing clusters. This chapter makes use of these advanced analytic tools to
develop a scalable system for gene sequence variation analysis. The key summary
of this work are as follows:

• In this work, we examined the feasibility of using Spark for our own application
with respect to performance and scalability, with the comparison with other
analytics tools of Pig and Hive. We observed that Spark SQL significantly
outperforms Pig and Hive. After loading the data in memory, it takes no longer
than 15 s by Spark to complete any type of queries (execution plus response
time) in our experimental setting with 16 computing nodes, while the other two
tools require greater than 18 min for any individual query. The architecture used
in this system with Spark and its ecosystem also demonstrated a high degree of
scalability, particularly for scale-up over data size, suggesting it as a good choice
for the bioinformatics application.

• We conducted extensive experiments to analyze ways to achieve optimal perfor-
mance of the system. Even though iterative operations on the cached data will
give results in seconds, the maximum number of active tasks or cores allocated
for performing of cached data results in further minimizing the latency of jobs.
Caching of any number subjects does not impact the processing time of queries
on the cached data. Extended caching of data beyond the available cache memory
degrades the performance of the system.
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Fig. 11 Execution flows of the prototype system

• We implemented a prototype system that can process VCF files of any number
of subjects. In this prototype system, users will load the data into the cache,
after which the system generates and executes queries for the selected criteria’s
giving optimal results. The data will remain in the cache as long as user explicitly
removes the cache. Hence, the holding of data in cache for longer duration helps
users perform various query operations on data iteratively.

The prototype system can be further enhanced to process all formats of genome
data along with VCF. In addition, providing a function for customization to
individual users would be helpful for more flexible analysis. For example, users
may want to configuration certain properties, such as the number of subjects to be
cached, the size of the cache memory to be used, the size of the cache memory that
is to be made available, and so forth. This work leaves such functions for greater
flexibility for composing queries as one of the future studies.
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Fig. 12 Web-based user interfaces for query support

Since the genome data contains sensitive information of an individual, it is
important to protect the data from unauthorized access. To ensure the privacy of
the data, the system can be enhanced to implement encryption or privacy preserved
algorithms and evaluate if there is any performance trade-off between processing
data before encryption and after encryption. The presented system in this chapter
does not contain a technical module for privacy and it will be an interesting piece of
the future research.
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Fig. 13 Query result
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Big Sensor Data Acquisition and Archiving
with Compression

Dongeun Lee

Abstract Machine-generated data such as sensor data now comprise major portion
of available information, which raises two important problems: efficient acquisition
of sensor data and the storage of massive sensor data collection. These data
sources generate so much data quickly that data compression is essential to reduce
storage requirement or transmission capacity of devices. This work first discusses
a low complexity sensing framework which enables to reduce computation and
communication overheads of devices without much compromising the accuracy of
sensor readings. Then a new class of compression algorithm based on statistical
similarity is presented that can be effectively used in many applications where
an order of data sequence could be relaxed. Next, a quality-adjustable sensor
data archiving is discussed, which compresses an entire collection of sensor data
efficiently without compromising key features. Considering data aging aspect, this
archiving scheme is capable of decreasing data fidelity gradually to secure more
storage space.

1 Introduction

Rapid advances of hardware technology have created massive information flow
generated by various devices without user activities. For instance, various sensing
devices including mobile phones and biomedical sensors are essential nowadays,
which generate continuous flows of big sensing data as shown in Fig. 1. In order to
handle this, we have to consider how to capture and store sensor data efficiently. As
devices gather more and more data, our ability to store data records to persistent
storage is significantly challenged. In these cases, compressing the data could
provide an effective approach to address a such challenge.

Data compression is a way of representing information in a compact form. This
is accomplished by identifying and using structures that exist in the data [51].
A data compression model is categorized as two broad classes: lossless coding
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Fig. 1 Data generation scenario from various sensors including mobile phones and sensors in
wireless sensor network (WSN)

where a reconstruction of compressed data is identical to the original raw data; and
lossy coding where a reconstruction is different from the original raw data, while
providing much higher compression. Compression schemes discussed in this work
mainly benefits from the use of lossy coding.

1.1 Sensor Data Acquisition

An efficient sensing scheme is especially demanding in resource-limited sensors
where computational power, network bandwidth, and energy are limited. Apart
from the case of resource-limited sensors, full-fledged sensors such as mobile
phones can also benefit from the efficient sensing scheme: broader sensing coverage
and participation of users are made possible with the efficient sensing. Many
conventional distributed sensing schemes [41, 42] process input signals in the
sensing devices to reduce the burden of network transmission. However, these
conventional schemes are not well suited for resource limited sensing devices
because of excessive energy and resource consumptions.

Compressive sensing (CS) [3, 32, 37, 45] sheds light on this problem by
shifting the complexity burden of encoding process to the decoder. CS enables
to compress large amounts of inputs signals without much energy consumptions.
Recent advances in CS reduce the computational burden even further by the random
sampling, so that CS schemes are successfully applied to large-scale wireless sensor
networks (WSN) [22, 29, 30, 35].
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This work proposes a low complexity sampling (LCS) framework that sig-
nificantly reduces computation and communication overheads of participating
sensors [29, 30]. As contrasted with previous CS schemes that demand a certain
degree of cooperation among neighboring sensors [3, 37, 45], LCS does not require
any additional coordinated action or routing structure on the network of sensors.
Since this framework is based on the random sampling, which samples a small part
of sensing data and reconstruct them exactly with overwhelming probability when
incoming data can be sparsely represented, it substantially reduces the computation
and communication overheads involved in sensing operations.

LCS includes a multi-dimensional random sampling when sensor data have
sparse representations in spatial and temporal dimensions, which suits the needs of
resource-limited sensors and also shows an improved coding efficiency compared
to other CS schemes that mostly take account of a single dimension [3, 37, 45].

In general, the effectiveness of a compression method is measured by the
compression ratio, which is a ratio between the original data volume and the
compressed data volume. To reduce the compressed data volume, we may drop some
information in the original data, which is known as lossy compressions [51]. The
quality of these techniques is normally judged by the Euclidean distance between
the original data and the decompressed version of the compressed data.

However, the focus on Euclidean distance regarding the quality of compression
techniques has imposed a significant limitation on the effectiveness of compression
methods. In order to break this limitation, we may consider a new type of
compression based on a statistical concept known as exchangeability [13], which
allows us to capture common data blocks in a more compact form which preserving
key properties of data.

Specifically, this approach takes advantage of repeated patterns or common
features in the original data, where we consider the distribution of values as the
basic pattern. To quantify the similarity of two data blocks, this approach leverages
the concept of the locally exchangeable measure (LEM) [13, 36]. When the LEM
value passes a given threshold, two blocks are considered to be exchangeable and
only one of them is stored as a representative. As more blocks are found to be
exchangeable with a stored data block, the existing representative could be kept,
which removes the need to store the new blocks. This is a significant departure
from common practice in designing compression techniques. This work describes
a practical algorithm to realize this unique approach and provides its effective
implementation [36].

1.2 Sensor Data Archiving

While data storage capacities keep increasing with reduced cost, faster data
generation rate of various devices now leads to a paradox that increasing storage
capacity cannot catch up with the rate of information explosion. It is reported that
almost half of information created and transmitted cannot be stored now and this
mismatch between available storage and information creation will become more
serious [25, 27].
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From the perspective of an information repository, this mismatch necessitates
the development of a big data archiving technique that facilitates scalable and
flexible usage of the repository. This work proposes a quality-adjustable archiving
scheme for massive sensor data [33, 34]. This scheme thoroughly exploits both
spatial and temporal correlations inherent in sensor data collections, and generates
a digested set of sensor data keeping fidelity under control, which is demonstrated
as outstanding compression efficiency with data fidelity corresponding to orders of
sensor accuracies. In addition, a concept of data aging is embodied in the quality-
adjustable feature of our scheme with multiple fidelity levels: older sensor data are
not as representative as recent data and can be represented with less precision [44].

In distributed environments such as WSN, many approaches have utilized partial
correlation to reduce traffic and storage usage inside the networks themselves [7,
23, 24, 38, 49, 58]. Although these approaches have achieved their objectives in
distributed environments, efficient archiving techniques are still necessary if sensor
data are eventually to be stored in central storage.

A massive amount of data from various sensors should be archived in a cost-
effective manner such that the system-wide distortion is minimized under a given
storage space. In order to solve this issue, this work proposes analytical models that
closely reflect characteristics of our archiving scheme and eventually an optimal
storage configuration problem. Since this optimization problem is convex, we can
analytically solve it and obtain optimal parameters.

2 Low Complexity Sampling

Most phenomena captured by sensors can be represented with only a few com-
ponents using approximations of Karhunen-Loève transform such as the discrete
cosine transform (DCT) and the wavelet transform [51]. These significant coeffi-
cients as well as their position information can be encoded to yield the compact
representation of the original signal.

The reason of applying compression schemes on original signal is obvious in
the context of dense sensing environment where network bandwidth is a scarce
resource: each sensor simply transmitting raw data incurs a bottleneck on the chan-
nel toward the collection point (base station in case of wireless sensor networks).
When the compression scheme is applied, more sensing data can be transmitted to
the collection point.

2.1 Compressive Sensing

However the near-optimal coding of conventional compression schemes is not
applicable to many resource constrained devices due to its complexity. Compressive
sensing or compressed sampling (CS) can be an option for shifting the complexity
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burden to the decoder (the collection point, etc.) where original signal is estimated in
best-effort manner [4, 11], which can be applied to various types of resource-limited
ones such as biosensors.

CS operates very differently from conventional compression schemes as if it
were possible to directly acquire just the important information, i.e., significant
coefficients of transforms. In CS, a signal is projected onto random vectors whose
cardinality is far below the dimension of the signal. For instance, consider a signal
x 2 R

N that can be compactly represented in some orthogonal basis Ψ with only a
few large coefficients and many small coefficients close to zero as follows:

x D Ψs; (1)

where s 2 R
N is the vector of transformed coefficients with a few significant

coefficients.
In (1), Ψ could be any orthogonal basis that makes x sparse in transform domain

such as the DCT and wavelet transform domains. (Ψ even could be the canonical
basis, i.e., the identity matrix I, if x is sparse itself without the help of transform.)
The signal x is called K-sparse if it is a linear combination of only K � N basis
vectors such that

PK
iD1 sni§ni

, where fn1; : : : ; nKg � f1; : : : ; Ng; sni is a coefficient
in s; and §ni

is a column of Ψ. Note that a real world signal in general is not exactly
K-sparse; rather it can be closely approximated with K basis vectors.

CS projects1 x onto a random sensing basis Φ 2 R
M�N as follows (M < N):

y DΦx DΦΨs; (2)

where Φ is generally constructed by sampling independent identically distributed
(i.i.d.) entries from the Gaussian or other sub-Gaussian distributions whose
moment-generating function is bounded by that of the Gaussian (e.g., Rademacher
distribution).

Consequently,Φ is dense with virtually every entry set to non-zero real numbers,
which causes two issues: (1) the sensing matrix Φ occupies a substantial amount of
storage, (2) this leads to O.MN/ multiplication and summation operations. Both of
these issues can be costly to resource-limited sensors without specific CS-supporting
architectures [11].

There has been workarounds for these problems that replace the Gaussian entries
of Φ with structured random matrices such as the random selection of rows from
(forward) Fourier transform matrix [17, 18]. In this case, the signal x has to be
scrambled via a random permutation of its coefficients, in order to bring randomness
as in the Gaussian matrix. Using structured random matrices, one need only store
indices of randomly selected rows and permutation sequence instead of storing
entire entries of Fourier matrix, which is a significant saving for the storage space. In
addition, structured random matrices such as Fourier transform and DCT matrices
have the fast algorithms available whose computational complexity is O.N log N/

(log N < M in general).

1This can also be seen as inner product operations.
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The system shown in (2) is ill-posed as the number of equations M is smaller
than the number of variables N: there are infinitely many x’s that satisfy y D Φx.
Nevertheless this system can be solved with overwhelming probability provided
that s is sparse and M is large enough such that M D O.K log.N=K// in the case of
Gaussian sensing matrix and M D O.K log N/ in the case of the structured random
matrices [22].

2.1.1 General Signal Recovery

A signal recovery algorithm takes measurements y 2 R
M, a random sensing matrix

Φ, and the sparsifying basis Ψ. In a typical setup, the only information an encoder
always has to send is y. The sensing matrix Φ can be explicitly sent [45] or
reconstructed using meta information such as the seed of pseudorandom number
generator [19, 37], depending on application. Finally, the sparsifying basis Ψ is
assumed to be known to a decoder. In fact, if a better sparsifying basis is found, then
the same y can be used to reconstruct an even more accurate view of the original
signal x.

The signal recovery algorithm then recovers s knowing that s is sparse. Once we
recover s, the original signal x can be recovered through (1). It has been shown that
the following linear program gives an accurate reconstruction of s:

argmin kQsk1 subject to ΦΨQs D y: (3)

There are many efficient algorithms that solve (3) using either linear program
approaches or iterative, greedy searches [4, 11, 22].

2.1.2 Noisy Signal Recovery

Suppose y were corrupted with a noise z 2 R
M that is a stochastic or deterministic

unknown error term, which could be from various sources such as communication
and quantization. The corrupted Oy can be represented as

Oy DΦΨsC z: (4)

It has been shown that (4) can be solved using the following minimization problem
with relaxed constraints for reconstruction:

argmin kQsk1 subject to kΦΨ.s � Qs/C zk2 � �
p

M; (5)

where �
p

M bounds the amount of noise in the signal. Problem (5) is often called
LASSO and can also be solved using various efficient algorithms [11, 22].
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2.2 Random Sampling in Spatio-Temporal Dimension

The sensing/sampling paradigm explained in Sect. 2.1 can be applied to signals
that can be represented in one-dimensional vectors, i.e., x. In a distributed sensing
context, these vectors not only correspond to time-series data of individual sensors
in temporal dimension, but also to data in spatial dimension from a group of sensors
at a specific time instant, in which case two-dimensional data can be vectorized into
a one dimension.

However, applying the compressive sensing (CS) technique to both spatial and
temporal dimensions is not immediately evident. One may want to vectorize one
dimension first and the other dimension next, and so on (e.g., vectorize the spatial
dimension and then the temporal dimension). Yet this naive approach has problems.
First, finding Ψ that sparsifies x could be a daunting task. Next, even if we could
find a proper order in vectorizing mutually correlated signals, the vectorizing would
incur additional complexity that brings control and communication overheads.

Due to these difficulties, most CS literature focused only on one dimension,
especially the spatial dimension and proposed their own ways of coordination
among distributed sensors to achieve the random measurements of distributed
data [3, 37, 45]. (CS in the temporal dimension is straightforward: each sensor
can take random measurements in its temporal dimension and send them to the
collection point using generic routing schemes.)

Nevertheless, more efficient sensing techniques that exploit the joint correlation
of spatio-temporal dimension are solicited for improved coding efficiency. Ignoring
another dimension in coding process despite a clear correlation between them results
in poor coding efficiency, which can be explained with the help of information
theory: the joint entropy rate of two or more random variables is always less than
the sum of their individual rates provided that they are dependent on each other [16].
We can achieve the maximal coding efficiency if we leverage correlations and make
coding rate (compressed size) close to the joint entropy rate.

As discussed in Sect. 2.1, the random sensing matrix Φ in (2) is a dense matrix,
which causes complexity in both storage and computation. This can be mitigated
with the use of structured random matrices that reduces storage requirement and
brings down computational requirement from O.MN/ to O.N log N/. Nevertheless,
even this requirement could be unacceptable to resource-limited sensors that should
handle the rapid generation rate of big sensing data.

Thus it is imperative that a more efficient way of sensing is investigated which
is far less complex than projecting the original signal onto a dense random sensing
basis. The sparse random sensing matrix composed of a few ones for each column
and zeros for all other entries is one of solutions [8, 32], which has the computational
complexity of O.N log.N=K//.

This work utilizes more efficient sensing mechanism based on random sampling
whose computational time complexity is constant [22]. The random sampling
scheme is based on the fact that it is possible to construct Φ in (2) from a random
selection of rows from the identity matrix I, which is equivalent to the random
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Fig. 2 Random sampling of
a signal in (2)
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sampling of coefficients in x. Note that this scheme works only if the sparsifying
basis Ψ is dense such as the DCT and wavelet transform bases, in order not to
violate incoherence,2 which is a sufficient condition for the successful recovery
of the original signal [11, 22]. The random sampling of signal in the CS setup is
illustrated in Fig. 2. Here, the number of required measurements M is the same as in
the case of the structured random matrices, that is, M D O.K log N/.

2.2.1 Low Complexity Sampling Framework

Low complexity sampling (LCS) randomly samples the original signal in both
spatial and temporal dimensions. First, each sensor randomly samples its time-
series data in the temporal dimension using the same indices shared across different
sensors, which is equivalent to using the same random sensing matrix Φtemporal

across different sensors for the same time frame. This sampling reduces the lengths
of original time-series data of sensors.

Next, the random sampling is performed in the spatial dimension: the group of
randomly sampled coefficients from each sensor is sampled again in the spatial
dimension, which is illustrated in Fig. 3. Therefore, in reality each sensor needs to
sample and transmit only coefficients that are selected in both spatial and temporal
dimensions, as shown in Fig. 3. Here the rationale behind using the same random
sampling indices in the temporal dimension is to maximize the spatial correlation of
coefficients across different sensors: the spatial correlation is likely to be stronger at
the same time instant than with different time instants [30].

LCS is especially useful in the distributed sensing context thanks to the opt-
in and opt-out nature of participating sensors as shown in Fig. 4. In a distributed
sensing, each sensor may want to participate in or not depending on its remaining
energy [42] or its willingness to volunteer in the context of participatory sensing [9].
Although this freedom from structured/coordinated communications can efficiently
enable large scale sensing tasks, every sensor acting on the basis of individualism

2The two bases Φ and Ψ are (maximally) incoherent when the largest correlation between any two
elements of Φ and Ψ is 1=

p
N where N is the order of two square matrices.
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Fig. 3 Low complexity
sampling (LCS) of
spatio-temporal data
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Fig. 4 Selected nodes for transmitting sensing data change over time

may infringe the randomness of sampling in the spatial dimension. Since it is well
known that deterministic sensing matrices degrade the performance of compressive
sensing [22], the opt-in and opt-out freedom of participating sensors should be
carefully exercised.

Regarding how to generate random numbers used for random sampling of spatio-
temporal data, popular approaches are to use pseudorandom numbers [19, 37].
These random numbers should be synchronized between encoder (sensors) and
decoder (the collection point, etc.), in order to ensure the correct recovery of
the original signal as explained in Sect. 2.1.1. Randomness can also be improved
via periodically updating random seeds between encoder and decoder. Note that
LCS only needs to store random indices of coefficients in spatial and temporal
dimensions, instead of storing entries for the random sensing matrix Φ. This is
a significant saving for the storage space of sensors.

Furthermore, the random indices for the spatial sampling need not be explicitly
synchronized between encoder and decoder if each sensor determines whether to
transmit or not at every time instant that corresponds to the temporal sampling point.
The decision can be made based on the opt-in and opt-out policy or the transmission
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probability defined for each sensor. This is possible because the collection point can
recognize the spatial index required for the reconstruction when it receives sampled
sensing data from each sensor.

Now we describe the algorithm of LCS. In particular, the operation of each sensor
participating in a sensing task can be represented as the following algorithm. (We
assume that the random indices for the spatial sampling are explicitly synchronized
between encoder and decoder.)

Require: N, temporal random index set T D fn1; : : : ; nMg � f1; : : : ; Ng3, and
spatial random index vector s 2 R

M (si 2 f0; 1g) {s is the translated version of
the spatial random indices from individual sensors’ perspective}

1: loop
2: j 1

3: for i D 1 to N do
4: if i 2 T then
5: if sj D 1 then
6: transmit sensor reading
7: end if
8: j jC 1

9: end if
10: end for
11: end loop

2.2.2 Signal Recovery

The collection point of sensing data takes a random sample measurement matrix as
described in Fig. 3. Note that the recovery problem in this case is different from
conventional CS recovery in the sense that we are dealing with a measurement
matrix, not a measurement vector. Thus we need to decode the measurement
matrix.4

First, each row of the measurement matrix is decoded following the recovery
procedure explained in Sect. 2.1.1. Specifically, the solution s? to (3) obeys

ks? � sk2 � C0 � ks � sKk1 (6)

for some constant C0, where sK is the vector s with all but the largest K components
set to 0: the quality of recovered signal is proportional to that of the K most
significant pieces of information. We get progressively better results as we compute

3This can be generated by a random permutation.
4When the random indices for the spatial sampling are not explicitly synchronized between encoder
and decoder, the spatio-temporal measurement no longer has a matrix form since the number of
spatial sampling can vary between time instants. However, the decoding process does not impose
the matrix form on the spatio-temporal measurement.
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more measurements M, since M D O.K log N/ [11]. Therefore, Ψs? 2 R
N also

makes progress on its quality as M increases. (The error bound follows (6) as well
if Ψ is an orthogonal matrix, which is usually the case.)

We now have the half-decoded matrix. Next, each column of the half-decoded
matrix is decoded once more to obtain the full-decoded matrix. In contrast to the
case of decoding each row of the measurement matrix, decoding each column
follows the recovery procedure explained in Sect. 2.1.2, because error occurs during
the recovery of spatially sampled coefficients following the error bound in (6).

In particular, the solution s? to (5) obeys the following reconstruction error
bound:

ks? � sk2 � C0 � ks � sKk1 C C1 �
p

K�; (7)

where C1 is another constant for the additional term in the new error bound.
Thus, (7) accounts for not only the measurement error due to an insufficient M,
but the measurement error carried over from the previous recovery stage, which is
explained by � in (5). Accordingly, the total error of our low complexity sensing
framework is given by (7).

In order to show the feasibility of LCS, we present the probability of correct
signal recovery with varying numbers of measurements and sparsities in Fig. 5,
which was obtained by experiments. In particular, we consider an N � N square
matrix whose sparsity is controlled by artificially generating signed spikes ˙1

at random locations and then densifying each column using Ψ as in (1). The
number of measurements in both spatial and temporal dimensions is controlled
by a single parameter M. Note that here we do not deal with real world signals,
but synthetic signals. In addition, we consider a perfect signal recovery without
error. Therefore the two-stage decoding process only follows the signal recovery
procedure explained in Sect. 2.1.1.

In Fig. 5, we can identify that a constant factor for O.K log N/ varies according
to the number of measurements: a larger number of measurements translates into a
smaller constant factor. In addition, note that there is a transition from success to
failure during signal recovery for a given measurement ratio ı. A recovery success
analysis with uncertainty in signal sparsity has been recently studied [35].

2.3 Evaluation

LCS has low computation and communication overheads because it is based on
random sampling. In particular, the time complexity of the random sampling is
constant because it does not involve multiplication and summation operations. The
random sampling also uses random indices only for the sampling, in contrast to
dense sensing schemes that should store entries for the random sensing matrices.
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Fig. 5 Probability of correct signal recovery for randomly generated sparse matrices with N D
256. The probability is represented as a function of M D ıN and K D �M

In addition to the complexity study, one can tell the performance of sensing
schemes by comparing the coding efficiency that accounts for how compact data
can be compressed with given fidelity. In other words, the sensing scheme with the
maximum coding efficiency among others is one that minimizes error between the
original signal and the recovered signal with a given data size.

Here we compare LCS with Model-Based CS (block sparse model) [5, 6, 19],
which is a state-of-the art CS scheme that takes account of the joint correlation in
the spatio-temporal dimension. Model-Based CS is built on the joint sparsity model
in order to exploit the joint correlation inherent in spatio-temporal dimension. We
also include spatial random sampling that performs random sampling in the spatial
dimension, as sensing in the spatial dimension is the most popular approach that
utilizes CS [3, 37, 45].

Since we are interested in real world sensor data, the experiments employed
environmental data sets obtained from wireless sensor network deployment scenar-
ios [46, 54]. In particular, results of two different sensor data types are shown here:
(1) ambient temperature (ıC) [54] and (2) luminosity (A=W) [46]. These signals are
not exactly K-sparse and instead approximated with K basis vectors. Specifically, we
utilized DCT throughout the experiments as a sparsifying basis Ψ. As discussed in
Sect. 2.2.2, recovered signal quality is improved (i.e., the signal error is decreased)
as more random measurements are received by the decoder, because K is increased
according to the number of measurements.

Figure 6 shows the experimental results. We here consider sum of squared
error (SSE) normalized with respect to the norm of signal as the performance
metric. All of the three schemes show decreasing normalized SSE as the number
of measurements per individual devices increases. However, how fast normalized
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Fig. 6 (a) Normalized SSE comparison of ambient temperature data from 32 sensors with the
temporal data length N D 1024. (b) Normalized SSE comparison of luminosity data from 45
sensors with the temporal data length N D 512

SSE drops depends on various schemes. We can see that LCS and Model-Based
CS both show superior results to the spatial random sampling. Moreover, LCS is
superior to Model-Based CS especially in Fig. 6b.
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3 Statistical Similarity Based Data Compression

Conventional lossy coding schemes in general quantize or threshold data to adjust
quality and reduce data size [51]. Their goal is to compress data without com-
promising distinctive attributes of data. However, the tenets of these conventional
schemes thus far have restricted their attention to the recovery of signal where
distortion (distance) is measured using Euclidean distance such as sum of squared
error (SSE) and signal-to-noise ratio (SNR) [11, 29, 48, 51]. Specifically, using
Euclidean distance as the distance measure requires the sequence of encoded and
decoded data to be preserved.

Employing the concept of random variable introduces a new way of signal
recovery: data is reconstructed from a learned probability distribution during the
encoding process, not from encoded (quality-adjusted) data itself. Thus, encoded
output is not a direct representation of original data; instead, the encoder informs
the decoder how to regenerate them. If we relax the constraint of preserving the
sequence of encoded and decoded data, and treat a sequence of data as if it originates
from a random variable, we can achieve a superior compression ratio.

This work presents a new class of compression scheme based on statistical
similarity, dubbed IDEALEM (Implementation of Dynamic Extensible Adaptive
Locally Exchangeable Measures) [28], that parts with conventional Euclidean
distance measure and instead focuses on the exchangeability of similar data
sequences [36]. In particular, this flexibility/relaxation on the order of data sequence
yields much higher compression ratios.

Of course, application data could not be explained by random numbers. However,
in some situations, devices such as sensors might be measuring background noise
during the majority of their operation time. In these cases, faithfully reproducing the
random noise is not necessary.

3.1 Similarity Measure

Figure 7 shows time-series data of total 64 samples. If we assume that each sequence
of 16 samples is an instantiation of a random variable Xi (i D 1; : : :; 4), we can
consider similarities between these random variables. In Fig. 7, X1, X2, and X4 all
look visually similar; whereas X3 looks different from other random variables. The
design of IDEALEM is based on these observations: we may represent X1, X2, and
X4 using a single random variable, claiming that three random variables have an
identical distribution behind.

Specifically, if we keep only a single sequence (distribution) from one of three
random variables, i.e., X1, X2, and X4, we can achieve data compression with a
compression ratio of 3, where the compression ratio is defined by the ratio of an
original data size to a compressed data size. Here X1, X2, and X4 are exchangeable
in the sense that we could represent any of them with each other. Therefore, the more
similar random variables we find, the higher compression ratio we can achieve.
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Then how can we measure similarity? Based on a given similarity measure, a
compression procedure can determine whether Xi is similar to other random vari-
ables and then proceed to encode the blocks of data for compression. Kolmogorov-
Smirnov test (KS test) is a popular test for the similarity of time series [47, 53, 62].
Thus IDEALEM uses KS test as the similarity measure. Technically speaking,
KS test is a non-parametric statistical hypothesis testing method that can test
whether two underlying one-dimensional probability distributions of random vari-
ables differ or not [20, 39]. In addition to being widely used, KS test is also much
easier to compute than related statistical tests such as Anderson-Darling test [20].

To put it simply, as a distributional distance between two random variables
grows, the p-value yields a smaller value [59]. A small p-value indicates that a null
hypothesis, i.e., two random variables are from the same distribution, is more likely
to be wrong, which automatically supports its logical complement, i.e., two random
variables are not from the same distribution.

In practice, a threshold ˛ is specified by the user.5 If a p-value is less than or equal
to a chosen ˛, we reject the null hypothesis, supporting its logical complement.
IDEALEM interprets this ˛ as a threshold for similarity, so as to remove redundancy
from original data. This does not directly assert whether two random variables are
from the same distribution or not; rather, it is a way of identifying similar random
variables from the perspective of data compression.

5This value is also called the significance level.
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3.2 IDEALEM Design

The main idea of IDEALEM is to store only a distribution that is distinct from
previous distributions, according to the similarity measure defined with KS test.
IDEALEM has three key parameters that affect its operation. First, block length n
determines the number of samples in an individual sequence. An incoming time
series is broken down into blocks with each of them having n elements. Second,
number of buffers b controls how many distributions are stored in memory for
comparison, where each buffer holds one distribution. The number of buffers
plays an important role in compression performance: more buffers in general
promise higher compression ratios because there is a higher chance of finding a
similar distribution stored in buffers when we encounter a new random variable
(distribution). However, increasing b also has drawbacks. We cannot simply store
too many buffers at the same time in memory, especially if IDEALEM is to be
used on resource-limited devices such as sensors. Besides, a new data block is
compared against each distribution to compute the p-value. Thus the more buffers
we keep, the more KS tests are performed, which increases execution time. Third,
threshold ˛ explained in Sect. 3.1 is the threshold for similarity when comparing
a new random variable to distributions stored in buffers via the KS test. Thus, a
lower ˛ results in a higher compression ratio, allowing more random variables to be
declared exchangeable. On the other hand, lowering the bar for similarity impairs
the reconstruction quality, as it would also include not-so-similar sequences under
the same distribution.

3.2.1 Encoded Stream Structure

Figure 8 illustrates an example of encoded stream structure by IDEALEM, where
there are three buffers. The first data sequence in an input stream is outputted as is,
along with the corresponding index which precedes the sequence. Note that this data
sequence is also stored in a buffer as the distribution ‚0. Here, each buffer occupies
8n bytes.

Then, the second sequence is encountered and compared against the first
sequence. In this example, it is not exchangeable, so the sequence is written on the
encoded stream as well as the corresponding index. It is also stored in a buffer as
the distribution ‚1. The third sequence is compared with ‚0, but not exchangeable.
It is next compared with ‚1, and found to be exchangeable. So the index 1 is solely
outputted, where each index takes up 1 byte. The fourth sequence is exchangeable
with ‚1 as well.

The fifth sequence is not exchangeable with any of two stored distributions. So it
is again written on the encoded stream as is with the corresponding index. And this
sequence also occupies the last remaining buffer as the distribution ‚2. The sixth
sequence is compared with three buffers, but not exchangeable with any of them.
Therefore this distribution should be stored in a buffer, which is not immediately
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Fig. 8 An encoded stream structure by IDEALEM, where b D 3. A dotted box represents an
index in 1 byte; a solid box with gradation a distribution ‚j. Note that 0xFF denotes a special
marker for overwriting signal

possible since all three buffers are occupied. IDEALEM currently discards the
oldest buffer and replaces ‚0 with this distribution, hence in first-in-first-out (FIFO)
manner.

This overwriting should be signaled on the encoded stream so that the decoder
can recognize it. To this end, IDEALEM uses a special marker 0xFF, which
automatically limits the number of buffers b to a maximum of 255. This marker
is first outputted, and then the index and the sequence is written on the encoded
stream. The seventh sequence is compared with from ‚0 and finally exchangeable
with ‚1. (Comparison with ‚2 is not necessary.) So only the index 1 is written on
the encoded stream.

3.2.2 Decoding

The encoded stream is in turn an input to the decoder of IDEALEM. The
decoder reconstructs streaming data from learned probability distributions during
the encoding process. This is accomplished with ‚j’s and corresponding indices j’s
in the encoded stream. For IDEALEM, the relaxation on the order of data sequence
entails that it is impossible to reconstruct the same data sequence as the original
for exchangeable random variables, i.e., random variables only represented with
indices. IDEALEM randomly permutes samples in a learned distribution to generate
a new data sequence, which is necessary to avoid any artificial repeated patterns.

3.3 Evaluation

Since the reconstruction quality of IDEALEM cannot be directly assessed using
conventional measures such as MSE and SNR, we visually represent reconstruction
results with various compression ratios, comparing them with original data. Here
it is especially important not to lose significant patterns in the original data, which
could be abnormal or singular such that they need attention of data analysts. Power
grid monitoring data sets from sensors installed on-site at Lawrence Berkeley
National Laboratory (LBNL) were used for experiments.
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Fig. 9 (a) Scatter plots of power grid monitoring data. Reconstructed data from IDEALEM
compression with (b) n D 8, b D 4, and ˛ D 0:1; (c) n D 32, b D 255, and ˛ D 0:01

In Fig. 9, it is obvious that more buffers and lower ˛ mean higher compression
ratios. More buffers entail more memory usage and could be a burden to some
sensors. However, with n D 32 and b D 255, the memory usage of IDEALEM is
merely 65.28 kB, which is an acceptable amount for resource-limited devices [36].
In Fig. 9, the parameter combination of a compression ratio around 10 and another
combination of the maximum compression ratio are shown. We can see the
reconstruction quality of IDEALEM is excellent even in the case of the maximum
compression ratio 189.29 in Fig. 9c, where all the notable shapes of Fig. 9a are
retained. Note that more than 100-fold of compression ratio while capturing
important features in data is a property we cannot expect from existing compression
schemes. This clearly demonstrates the usefulness of IDEALEM.
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4 Scalable Management of Storage Space

In general, individual sensor data do not require either bit-level accuracy or
intactness due to several reasons: (1) each sensor node is equipped with inexpensive
and imprecise sensors that only guarantee moderate level of sensing accuracy, (2)
sensor nodes are densely deployed and they periodically capture environmental data
that are highly correlated in spatio-temporal domain, which makes storing all of data
unnecessary, (3) we are usually interested in an overall trend of sensor data, thus we
can tolerate a certain amount of distortion and approximate results are sufficient
most of the time [21, 50, 55]. This property is called the quality adjustability in
this work.

Data aging, where data fidelity is gradually decreased, is common practice when
handling various kinds of time series data [12, 15, 43, 44]. Sensor data fidelity can
also be gradually decreased as time goes by. Since fresh data are important (e.g.,
frequently accessed) and should retain high fidelity, aged data could be regarded
less important and only find their use in offering a digest of historical trends in
sensor readings. Therefore it is sufficient to store key features of sensor data in most
sensor applications especially for long-term storage [23, 24, 57].

Because sensors usually capture physical phenomena such as environmental data,
their data are highly correlated in nature within spatial and temporal domain [57]:
spatially and temporally close data samples are more correlated than distant coun-
terparts. (Here the degree of correlation is measured by autocorrelation function:
one-dimensional in temporal domain and two-dimensional in spatial domain [51].)
In particular, the temporal correlation tends to be stronger than the spatial correlation
since the sensing frequency of a particular sensor node is in general high enough
to surpass the spatial closeness among deployed sensor nodes. This spatio-temporal
correlation, along with the quality adjustability, allows sensor data to be represented
in a compact form.

4.1 Storage Space Optimization

The quality adjustability of sensor data and its trade-off between data fidelity
and compression ratio provide us with many options of encoding. Among these
numerous operating points, we have to select the best possible way of encoding data
that yields the maximum fidelity (the minimum distortion) under a given storage
space, i.e., the optimal storage configuration. In other words, we want to solve
an optimization problem that requires analytical models, which are unknown. In
general, we are not exactly aware of the compressed data size and fidelity prior to
an actual encoding that vary depending on a data set. For this reason, we can build
new analytical models that are close enough to reflect operating points of archiving
scheme, which can be adapted to multiple sensor data types using different model
parameters.
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Fig. 10 Flowchart for optimal storage configuration. Each sensor data type has its own model
parameter set

Given analytical models, their model parameters are determined when an enough
number of data samples for each type of sensor data is gathered. We here assume a
stationarity of data for each type without loss of generality, which can be applicable
to most sensor data. (For instance, the dynamic range of temperature data does not
change over time.) Therefore, we need to determine model parameters only once for
each sensor data type in the model training process shown in Fig. 10.

Using these model parameters, we can perform a convex optimization that yields
the minimum system-wide distortion with a given storage space.6 The solution of the
convex optimization provides optimal input parameters, with which the archiving
process shown in Fig. 10 is executed. This way, the entire storage space is efficiently
utilized.

4.2 Overview of Archiving Scheme

The quality adjustability of sensor data and their spatio-temporal correlation allow
to compress the entire data set into a smaller form with a reasonable loss in
fidelity. Figure 11 illustrates the block diagram of quality management module,

6These analytical models are convex by virtue of the trade-off relationship between data fidelity
and compression ratio. The sum of these convex functions is also convex.
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Fig. 11 Quality management module working with conventional distributed file system. Black
arrows represent data and control flows of file system. Lossy coding runs on storage servers under
control of metadata servers

which is designed to work with a conventional distributed file system. Massive
data from various sensors are first collected and filtered through the spatio-temporal
decorrelation module. Specifically, a sensor value can be predicted by similar values
captured by other sensors in close proximity (spatial correlation), or by previous
and next similar values captured by that sensor (temporal correlation), whichever
is closer than the other, depending on each data instance. If we take a differential
between target and predicted values, we ideally obtain a decorrelated value that is
close to zero, which means the redundancy in input data is removed.

In reality, these differentiated sensor values still have a fair amount of correlation
inside. Therefore the resulting output in turn undergoes the two-dimensional discrete
cosine transform (DCT) for further signal decorrelation and energy compaction.
DCT is an approximation of Karhunen-Loève transform that is optimal in reducing
the dimensionality of feature space [2]. After the two-dimensional DCT, trans-
formed data are subject to the quantization process that sacrifices the precision
of data in order to represent them in a compact form, which irrevocably maps a
large set of values onto a smaller set. The quantization module controls sensor
data fidelity, which can be adjusted through a quantization parameter (QP). The
QP determines how much we compress data at the cost of decreased data fidelity.
Finally, the entropy encode module compactly produces an encoded data block [51].

4.3 Gradual Decrease of Data Fidelity

In this archiving scheme, multiple temporal levels are supported with a fixed QP.
These multiple temporal levels can be utilized as supplementary layers that are
gradually discarded as time elapses to incorporate a data aging concept. Figure 12
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Fig. 12 Quality management module also adjusts temporal quality through the course of sensor
data aging

illustrates how incoming sensor data input is handled and archived with the scalable
archiving scheme. The quality management module first compresses raw sensor data
blocks with a selected QP, which is then stored on the highest fidelity cluster, i.e., the
cluster 4 in Fig. 12. When a certain amount of time passes, the quality management
module discards the top layer and shift the data block to the next cluster. This
process continues until the data block finally reaches the cluster 0, where the data
block is archived for a long time. It should be noted that this gradual decrease of data
fidelity is analogous to modern scalable video coding schemes [31, 52, 60], which in
general enables a smooth transition of video stream from low quality to high quality
when there is available bandwidth. On the contrary, the quality management module
in this work is designed to gradually degrade data fidelity as data gets old.

4.4 Data Fidelity Model

We can derive analytical models that reflect the effect of adjusting data fidelity on
both rate and distortion aspects. This work partially adopts modeling approaches
practiced in video coding literature on the one hand [14, 26]. On the other hand,
these approaches are limited in modeling every aspect of the archiving scheme,
which leads to another unique approach [33, 34]. These new models are shown to
be close to actual results, while general models in video coding fail to follow actual
results [33]. These analytical models subsequently enable us to develop the optimal
storage configuration strategy.

We can model the size of compressed data block R as

R D ˛.�/ � exp.ˇ.�/ � T/;

˛.�/ D a˛ exp.b˛�/C c˛ exp.d˛�/;

ˇ.�/ D aˇ exp.bˇ�/C cˇ; (8)

where � is the quantization step size; T 2 f0; 1; 2; 3; 4g denotes the temporal level;
a˛, b˛, c˛, and d˛ are data-dependent constants supplementary to ˛.�/; aˇ, bˇ, and
cˇ are constants for ˇ.�/ [33].

We can also model the amount of distortion D as

D.QP; T/ D aquant exp.bquantQP/C atempT C atotal; (9)
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Fig. 13 QP-Rate-Distortion surfaces of ambient temperature data set. Temporal change is implied
in the variation of rate. (a) Model surface. (b) Actual surface

where aquant, bquant, atemp, and atotal are data-dependent constants. It should be noted
that (9) is a function of QP, whose relationship with the quantization step size � is
expressed by � D 0:625 � 2QP=6 [14].

The accuracy of the analytical models in (8) and (9) is shown in Fig. 13, where
we can identify the analytic models are close to the actual result. Especially in (8)
and (9), there is the relationship between QP, temporal level, distortion, and rate,
i.e., compressed data size. If we express the relationship without temporal level, we
obtain the results shown in Fig. 13a, where the temporal change is implied in the
variation of the rate, given a particular QP. The actual QP-Rate-Distortion surface
graph is also shown in Fig. 13b for comparison.



138 D. Lee

4.5 Optimal Rate Allocation

Using the analytical models, our next concern is how to find the minimum distortion
with a given specific rate R0. We first consider an optimal rate allocation problem of
single sensor data block, which can be formulated as follows:

minfQP;Tg D.QP; T/

s:t: R.QP; T/ � R0

; (10)

where D.QP; T/ and R.QP; T/ is the distortion and the rate function derived in (9)
and (8), respectively. We can furthermore extend the rate allocation problem of sin-
gle sensor data block to accommodate the more general case of storage configuration
problem where multiple data blocks have to be stored efficiently [33, 34].

4.6 Evaluation

In order to suggest the efficiency of the scheme, we first compare the compression
ratios of popular lossless and lossy coding methods with the scalable data archiving
scheme. Sensor data sets are downloaded from the Sensorscope website, which
has various wireless sensor network (WSN) deployment scenarios that are mostly
environmental data samples [54]. The results convince us that this scheme is a viable
solution for archiving a huge amount of sensor data.

Popular lossless coding schemes that were used in experiments for comparison
with our scheme are as follows: gzip, based on the combination of LZ77 and
Huffman coding [56]; bzip2, based on the combination of Burrows-Wheeler
transform, move-to-front transform, and Huffman coding [10]; PPMd, an optimized
implementation of prediction by partial matching (PPM) algorithm [40]; Lempel-
Ziv-Markov chain algorithm (LZMA), used in 7-Zip [1]. Figure 14 shows the
compression ratios of various schemes that are expressed by the original raw data
size divided by the compressed size. Although the compressed size can be as small
as how much we allow distortion, it might be unfair to directly compare lossy coding
with lossless coding in terms of coding efficiency. Hence we set out a reference
point for distortion, which is a sensing accuracy for a particular sensor type that
corresponds to the sensor error margin e. Despite an impressive result shown in
Fig. 14, total distortion incurred is comparable to the order of sensor error margin e2.

We also show experimental results with lossy coding schemes that only utilize
partial correlation [23, 24, 58]. Wavelet coding is another popular lossy coding
method apart from DCT-based coding: it is well known that the performance of
wavelet-based and DCT-based codings is almost the same [61]. The results shown in
Fig. 15 present the importance of utilizing both spatial and temporal correlations: the
wavelet 1D only exploits the temporal correlation for signal compaction, whereas
the wavelet 2D only exploits the spatial correlation for signal compaction. After
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Fig. 14 Compression ratios of the archiving scheme (lossy) compared with various lossless coding
methods. We allow distortion up to the sensing accuracies of three different sensor types

signal compaction, both methods apply threshold, quantization and entropy encode
processes for the lossy compression of sensor data. Between both wavelet-based
methods, the wavelet 1D shows better results than the wavelet 2D, thanks to the
stronger correlation in the temporal domain than the spatial domain. Compared to
both wavelet methods with partial correlations, our scalable archiving shows much
higher compression ratios for three different sensor data sets.

5 Conclusion

This work has reviewed three big data compression techniques that can be utilized
for big sensor data acquisition and archiving. We first looked at the low complexity
sampling (LCS) framework that can facilitate big sensor data acquisition with low
computation and communication overheads. In addition to the low complexity that
meets the requirement of resource-limited sensors, LCS shows the improved coding
efficiency compared to other compressive sensing schemes. We also discussed a
novel data compression technique for data acquisition called IDEALEM. Since
IDEALEM is based on statistical similarity, it permits data blocks to be compared
without regard to the relative positions of the values in incoming data, leading to
higher compression ratios while capturing important features in data.

Next, a quality-adjustable sensor data archiving was discussed, which com-
presses an entire collection of sensor data efficiently without compromising key



140 D. Lee

0.25e2 0.5e2 0.75e2 2e2 2.5e2 3e20.5e2e21

2
3
4
6
8

10

20
30
40
60
80

100

200
300
400
600
800

1000

MSE distortion in terms of e2

C
om

pr
es

si
on

 ra
tio

 (o
rig

in
al

 s
iz

e 
/ c

om
pr

es
se

d 
si

ze
)

AT our scheme
AT wavelet 1D
AT wavelet 2D
ST our scheme
ST wavelet 1D
ST wavelet 2D
RH our scheme
RH wavelet 1D
RH wavelet 2D
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features. Considering the data aging aspect, this archiving scheme is capable of
decreasing data fidelity gradually to secure more storage space. In order to analyze
the performance of the archiving scheme, analytical models that reflect the effect of
adjusting data fidelity on both rate and distortion aspects were introduced. And these
models helped to obtain a rate allocation strategy that can minimize the system-wide
distortion under a given storage space.
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Advanced High Performance Computing
for Big Data Local Visual Meaning

Ozgur Aksu

Abstract Being able to scale interactive analysis for big data clusters is gaining
more importance with each passing day in our present time. For example, according
to the Behaviors Questionnaire performed in 2015 by K.D. Nuggets, around one
fourth of 459 participants tried to interpret data clusters that exceed 1 terabyte and
100 petabytes. One of the subjects of previous studies is the Canonic Method,
which is used to form the meanings of big data in a fast and efficient manner,
because approximate responses given as based on sampling usually bring benefits
as much as the response itself; and the sampling may also lessen the burden of
cognitive confusion in meaning. As a result of previous studies conducted on
database environments, extremely precious data have been obtained in terms of
sampling and local visual inference; however, in the present study, firstly, the new
methods and the system problems on the access to inference data have been focused
on [1–4].

Today, data production is developing at an amazing speed. In our present day, the
exponential technical developments, analogue sensor data, adaptive digital systems,
scientific high-sensitivity sensors, smart devices and integral-theoretical models
cause that data are produced at an extremely great speed. It is expected that global
data volume will grow at a speed of 40-fold each year and reach 44 zettabytes by
2020 [5]. The term “big data” has been produced in order to cope with the volume,
speed and variety of the data produced, and to make sense of this data trend that is
developing day by day. Big data are becoming the new focal point of technology
in many fields. A series of additional tools and mechanisms may be integrated to
big data systems in order to obtain, store and process different data. These systems
use the advantage of a tremendous parallel processing power for the purpose of
performing complex conversions and analyses. On the other hand, designing and
using a big data system intended for a certain application is not practical [6–
7], because data come from more than one source that are heterogeneous and
autonomous, and are in complex and changing relations with each other growing
in an adaptive manner. In addition to these, the rise of big data applications in
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which data collection phenomenon is increasing at an amazing speed is beyond the
capacity of today’s hardware and software platforms in terms of managing, storing
and processing data within a reasonable time [6].

1 Introduction

Being able to scale interactive analysis for big data clusters is gaining more
importance with each passing day in our present time. For example, according to
the Behaviors Questionnaire performed in 2015 by K.D. Nuggets, around one fourth
of 459 participants tried to interpret data clusters that exceed 1 terabyte and 100
petabytes. One of the subjects of previous studies is the Canonic Method, which
is used to form the meanings of big data in a fast and efficient manner, because
approximate responses given as based on sampling usually bring benefits as much
as the response itself; and the sampling may also lessen the burden of cognitive
confusion in meaning. As a result of previous studies conducted on database
environments, extremely precious data have been obtained in terms of sampling and
local visual inference; however, in the present study, firstly, the new methods and
the system problems on the access to inference data have been focused on [1–4].

Today, data production is developing at an amazing speed. In our present day, the
exponential technical developments, analogue sensor data, adaptive digital systems,
scientific high-sensitivity sensors, smart devices and integral-theoretical models
cause that data are produced at an extremely great speed. It is expected that global
data volume will grow at a speed of 40-fold each year and reach 44 zettabytes by
2020 [5]. The term “big data” has been produced in order to cope with the volume,
speed and variety of the data produced, and to make sense of this data trend that is
developing day by day. Big data are becoming the new focal point of technology
in many fields. A series of additional tools and mechanisms may be integrated to
big data systems in order to obtain, store and process different data. These systems
use the advantage of a tremendous parallel processing power for the purpose of
performing complex conversions and analyses. On the other hand, designing and
using a big data system intended for a certain application is not practical [6–
7], because data come from more than one source that are heterogeneous and
autonomous, and are in complex and changing relations with each other growing
in an adaptive manner. In addition to these, the rise of big data applications in
which data collection phenomenon is increasing at an amazing speed is beyond the
capacity of today’s hardware and software platforms in terms of managing, storing
and processing data within a reasonable time [6] (Fig. 1).
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B

Fig. 1 Visual meaning framework with rapid sampling. (a) sampling methods, (b) sample
visualizations, and (c) interactivity between the user and the sampling process [4]

2 The Impact of Latency in Rapid Prototype Applications

According to Liu and Heer [8], a tiny delay of 500 ms may create significant effect
on the inference analysis. It is in such a great extent that such delays affect how
much of online data clusters are discovered and the final collection speed; and
negative externalities about the delays also continue after the removal of the delay.
On the very basis of the present study, there is the behavior of the experience of
great amounts of data to the reduction of data as well as the realization of the
experiences in a slow manner, which is a common problem observed in adaptive
speed applications. Although data size grows at such an enormous speed, the
response sensitivity is damaged. Query times increase and the Adaptive Simulation
Reaction Time delays the response. In such situations, the intelligence software at
the front end holding the database at the rear end and vice-versa is a result inference
that is frequently observed. Both solutions holding the network responsible for this
is more frequently observed. The majority of inference and visualization platforms
were designed for gigabyte technology in late 2010 and for early 2020. For this
reason, these platforms try to perform their duties in the terabyte and petabyte
economy used commonly today. What is more important is that solution-focused
institutions do not welcome delay-sourced problems. Delay causes that a series
of bad behaviors emerges becoming more serious within the products with the
emergence of analogue data scientists in simulation behaviors in time. Similar
problems are observed in the development processes of electronic systems, and
the problematic data field is growing with each passing day in terms of the design
and solution expectations. Developing a solution in possible solution alternatives
and solution space developing problem tree is becoming more and more difficult,
and there appear losses in the value of data in terms of the relevant processes. Our
research has uncovered four impacts of latency for Analogue Rapid Systems:

1. Making the system become parallel for a higher system success (High Calcula-
tion Effort),

2. Using simulation software in the design process (Pre-emulation),
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3. Using an artificial intelligence algorithm that is adapted for the purpose (Adap-
tive Artificial Intelligence), and

4. Online assessment of the design result (Online Simulation for total span).

3 Big Data on Analog Electronic Design Challenge

Circuits and signal processing research looks to enhance the speed, reliability,
energy-efficiency, manufacturability, and computer-aided design of circuits and
systems. Design, modeling, and testing are integral parts of this process. Current
research projects include robust, low-power nanoscale integrated circuit design,
systems-on-a-chip design for wireless communications, DSP-enhanced high-speed
mixed-signal integrated circuit design, and the physics of integrated circuit failure.
Work on computer-aided design includes hardware/software co-design, high-level
and logic synthesis, compact modeling, physical design, and design for manufactur-
ing. Technology interacts with the world by detecting, transcoding, understanding
and generating time-dependent and space-dependent signals in communication,
sensor processing, low voltage signal process, and power consumption. Analog
circuit processing is a discipline of applied mathematics, concerned with the optimal
detection, transcoding, understanding, and generation of signals. Current research
projects include high-accuracy and/or high-efficiency processing of speech, audio,
image and video signals, computer intelligent interaction, and visual meaning in
domains including new concept controllers, sensors, free-field CPU, bioelectric, and
biomedical systems. The design of AE (Analog Electronic) circuits is a complicated
and hard design problem [9–12]. AE design approaches are not considered as having
reached adequate level when this problem, which is defined as the Analog Dilemma,
is compared with the digital solution approaches [10, 13]. In order to receive or
produce any physical signal, it is absolutely necessary to have electronic circuits,
which clearly indicates that there will always be a demand for AE circuits at
basic level for such circuits [9, 13–15]. The EHW automations developed by the
researchers gain importance with the solution approach in Analog Circuit design
works [10, 16]. EHW ensures that electronic circuits that are beyond the reach
of manual design works of humans are designed by using evolutionary algorithms
[15, 17]. The EHW Architecture brings Evolvable Hardware, Artificial Intelligence,
error tolerance and automatic design systems together [11]. The Law of Moore
defines that the intra-integrated circuit capacity will double in every 18 months
[18]. In our present day, this law continues to confirm itself, and complicates the
design processes with exponential increase. The EHW Fast Prototyping approach
provides an important acceleration in traditional AE Design Process with FPAA
Solution Model [19]. This acceleration provides indirect solutions in problems to
which humans cannot provide direct solutions with their skills and capacities with
fast prototyping models. The use of the proposed solution methodology in the design
process is given in Fig. 2 in the scope of the problem detected.
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Fig. 2 Custom analog IC design (a) FPAA design flow (b) [19]

In this study, firstly, the AE design process problem is defined. The studies
conducted on ADA Fast Prototyping for the defined problem were examined in
the literature for the years 1980–2016, and are given in a comparative manner in
Table 1. These studies are examined in terms of the proposed solution methods
and sample applications on the defined problem in the literature, and the missing
points in the process and the problems are highlighted. In this study, as the final
item, a new solution model and a sample application are given based on the
motivation areas obtained. There are many similar solution offers on the proposed
topic and on the solution to the problems detected in similar solution offers in
the scope of the GENAN Model. It is targeted that the innovative potential of the
developed solution approach on EHW AE automation is revealed again for today’s
researchers [14, 20].

ACAD/CAD software and tools have been used actively as of early 1970s [10,
21]. The solution models used provide solutions that are specific to the target by
bringing the proper circuit models and functions together [17, 22]. In case there are
no models or functions for the solution intended to be developed, it is necessary
that firstly the subordinated circuit models are developed for the targeted aim [9,
10, 18, 23, 24]. The subordinated circuit used today has been produced based on
the requirements in the electronic libraries [10]. Active and passive AE circuit
elements are used in order to form a circuit model that will give the targeted aim
in the development process [9, 10, 15, 17, 22]. However, the issue of which of
the electronic circuit elements that are plenty in number and type will be used
for the targeted aim is a basic research problem [9, 10]. In addition to the AE
Element Selection problem; The question of with which connection structure the
circuit elements would be connected to each other and in which order constitutes
an extremely difficult engineering problem [9, 10, 18, 23, 25]. In order to resolve
this problem, scientists separate the frame of electronic science design process into
two parts; AE and DE. The basic reason of this separation is developing a new
electronic language and library in which it is possible to conduct design/application
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Table 1 Analog circuit design challenges [20, 37]

Topic Digital electronic Analog electronic Comment

Circuit
design

With the binary system
and logic equations

Fully in the actual
physical quantities

Analog circuit design is
difficult

Circuit
elements

Logic gates and libraries
(103 pieces)

Passive and active discrete
components (1 units)

Number of analog circuit
element is not known
even now

Circuit size No any factors within an
integrated approach

This is a factor because
circuit cannot beget
integrated

Analog circuit must be
taken into integrated

Placement Automatic placement and
routing tools are available

Placement and routing
criteria include
multi-parameter

Analog circuits have more
difficult layout problem

VLSI
design

Is based on a very
practical and easy for the
library

For there is no any library
that covers all elements,
solution is specific

Analog circuits need to
standardize for VLSI
design

Power con-
sumption

Logic components
contains many analog
sub-elements, therefore
power consumption is
high and the complex
structure

For used less and simple
circuit element, power
requirement is lower

Analog circuits have low
power consumption

Working
conditions

For high speed
requirement, working
conditions is specific

Operating conditions
terms is capable of
independent operation

Working conditions of
analog circuits are more
flexible than digital
circuits

Practical
design
tools

FPGA FPMA, FPTA, FPAA Integrated design tools for
analog circuits has been
developed within the
dynamically programmed

Production
costs

Library-based approach
for the production large
number of sub-circuit unit
requires

Less cost-effective
because they have less
contain circuit elements
and less circuit size

Much more suited to the
production costs of
analog circuits

with basic rules and which has less complicated structure for the purpose of defining
and computing the problems of AE [9, 14, 26]. The DE that is developed over
the rules is fictionalized completely in a structure that works on binary number
system [9, 14, 26]. Although DE works on AE rules and elements, its design and
computing processes are in a simpler structure [14, 26, 27]. The EHW viewpoint has
been developed in electronic science as a result of the development of DE-targeted
automatic design tools and as a result of the artificial intelligence support [10, 16,
27]. EHW solution processes and models ensure that humans develop practical
solutions and perform automatic design processes in the complicated design process
[10, 16, 27]. The solution proposal that is obtained with EHW Models require
that the solution is renewed as the targeted aim details increase and as more
demands for details develop over the result [10, 27, 28]. The developing details
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of the solution offer increase the number of the elements of the silicone circuit
that constitute the solution in an exponential manner [10, 27, 29]. The number of
the silicone circuit elements that increase as a result of the practical application of
SOC Architecture cannot provide adequate development in power consumption and
working conditions [18, 23, 24, 29–31]. The basic reason of this problem is the lack
of an efficient ADA Approach in order to tolerate the DE acceptances [28] by AE
[9, 32]. The Black Zone and Hook Up Delays are some of these basic problems in
this topic [10, 11, 24, 33]. The problem stems from the increase of the number of
the elements of the analogue circuits in an exponential manner due to the increasing
DE door/element number without ensuring a development in AE Library Approach
on which DE is working [11, 24, 33]. The numbers of the elements that increase
in an exponential manner cause that the points that are not considered as errors
in theoretical design process. But this expectation return in the form of physical
quantity and energy format and as a difference in the temperature because of not
being tolerated (Advantage Analog) [10, 24]. When the DE solution development is
considered in basic terms, all the physical quantities that are present in the universe
gain a meaning at macro level and in an analogue manner [34–36]. In the world in
which we live on an analogue axis, it is observed that, firstly, analogue physical
data must be converted into numerical form, and the losses and errors must be
tolerated and the entry data must be transferred into digital medium in order to
develop a digital solution that is proper for the targeted aim [11, 15, 33]. Then, the
digital data that is transferred is processed and interpreted in a manner that is proper
for the target, and the result is thus formed [11, 24, 33]. The digital result data
obtained is re-produced as an analogue output by caring for the possible losses and
errors [10, 24]. This defined cycle fictionalizes an extremely long, inconvenient and
non-productive work intended for a simple decision-making process [34–36]. This
solution approach that is defined above and that is used in today’s world must be
made to become more efficient, which is a necessity for the electronic science [11,
13, 33]. For the solution approach, firstly, the AE and DE are examined in terms of
the design and production processes, and the results are presented in Table 1 in a
comparative manner. The positive and negative sides of AE are summarized below
over the data obtained [15, 37].

Advantages of Analog Circuits:

• Due to simpler structures, circuits have the lower power consumption.
• Due to simpler structures, circuits have more flexible working conditions.
• Re-programmable analog integrated circuit design tools exist.
• Lower production costs and production processes are repeatable.

Disadvantages of Analog Circuits:

• Model library construction and the mathematical approach are difficult.

(continued)
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• There is a complex relationship among the circuit elements, values, and
numbers.

• Some Analog Electronic components cannot be used in integrated circuits.
• There is a complex relationship between component placement and opti-

mization, which creates a problem.
• Library approach is needed to standardize on VLSI Design.

It is suggested that the Gene Law [18], which is known by his own name, is
used in the definition of the road work released by Gene Franz in 2000 with the
target of reaching comparative power consumption for AE and DE by taking the
developments and expectations on digital sign processing as the bases. In Gene Law,
the mW/MIPS rate decreases in half in every 18 months [18]. The proposed Gene
Law covers and confirms the Moore Law [34, 35]. According to Gene Law, the
information is provided claiming that analogue sign processing units will have lower
power consumption 20 years ahead when compared with digital signal processing
units (ADC-supported) in the power consumption decrease curve for years given
in Fig. 3.

Fig. 3 Comparison of the power consumption trends in DSP [18] and analog chip developed by
the CADSP team [34, 35]
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The confirmation work targeted for the proposed law is confirmed practically by
the CADSP team [23, 30, 31, 34, 35]. The target of less power consumption being
achieved in analogue systems 20 years before the achievement of the same target
in digital systems created an inclination to AE-based circuit models in many fields,
mainly in the sign processing field [9, 18, 23, 30, 31].

The FPGAs were developed in order to perform modular production with
fast prototyping and to allow the designers confirm practically in terms of DE
development process [16, 27]. When AE is considered, it is observed that a FPGA-
like approach is developed [24, 33]. The FPAA was developed for AE for the
purpose of practical confirmation and modular production [20]. With the developed
FPAA proposal, it is foreseen that similar automation systems may be established
like in DE [33]. However, it is observed that AE includes more variables than DE,
and the form of simple circuit approach is definitely not in the binary system form,
and has exponentially increasing complexity [17, 22, 38, 39]. When the design
process is considered in terms of calculation-based approaches without practical
confirmations, it is observed that the DE Theoretical Calculation Approaches allow
that real-time research may be conducted on a separate and continuous time
axis [27]. It is also observed that the same situation is not valid for AE [33].
For subordinated circuit models and circuit solutions in AE, many mathematical
approaches that are still used today were developed [11, 24, 28]. In the developed
models, when the circuit size increases, the number of the variable-elements in the
calculations and the relations between each other on the time axis also develop
[13, 33]. The requirement for calculation, which shows increase, also increases
the processing time in an exponential manner [10, 25, 28, 33]. For the solution
of this problem, there is various software that were developed over the computer
units with high processing and data capacities, which ensure that the results of
analog circuits are observed with simulation calculation [40]. This software ensures
that the result is calculated over the mathematical equations that are proposed and
modeled for the AE that is desired to be simulated [33]. The resolution used during
the calculations and the error tolerance values of the calculation models influence
the result in a direct manner [13, 33]. It is observed that the simulation data and
the results that are obtained by the practical testing of analogue circuits are not the
same, and as the circuit size and sensitivity develop, the error rate reaches incredible
levels [41]. Although the aforementioned analogue circuit design and application
problems are reported, design and production engineers still continue to develop
analogue circuits in an intense manner and design more productive subordinated
circuit models [15, 24]. On the basis of this labor-intensive effort, there is the
fact that analogue circuits provide less productive, lower power consuming, wide
spectrum and high performance abilities when compared with numerical solutions
[9, 15, 18, 23, 24, 30, 31, 34, 35].
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4 Missing Details in the Local Visual Meaning Analogue
Works

When the studies in the literature are examined, more than 20 solution models,
which were developed since 1980 for the same targeted solution, are observed.
These related studies presented as an overview in Table 3. When the relevant models
are examined, it is observed that they brought proposals for the solution of AE
circuit design problem, and for the solution of ADA design automation solutions.
When the approaches developed by the solution models are examined, the following
results are concluded;

• Practically, the application and confirmation of the result of the study within the
automation system (AE Offset and Validation problem),

• Making the system become parallel for a higher system success (High Calcula-
tion Effort),

• Using simulation software in the design process (Pre-emulation),
• Using an artificial intelligence algorithm that is adapted for the purpose (Adaptive

Artificial Intelligence), and
• Online assessment of the design result (Online Simulation for total span).

The requirements of ADA, which were determined as five items, are given in a
comparative manner with solution approaches in Table 2. A new innovative solution
model is proposed in Fig. 4 in the light of the problems observed in literature scan
by considering the missing points determined and the innovative approaches. No
other studiers were observed in the literature that proposed the comprehensive and
application-focused AE fast prototyping system model solution model.

It is observed that some parts of the proposed system model are included in some
studies, and results are produced and released by using the relevant parts that were
examined. This information provides confirmation on the requirement of the sub-
units placed in the proposed system model, and is selected by considering the system
target and ADA automation system requirements. It is targeted that the system is
placed in the literature as an authentic model with the joining of the model parts
presented in Table 2 and by making them work together to receive results. It is
considered that the process parts and steps for the proposed ADA system model
being present in similar studies in the literature will not prevent the system model;
on the contrary, it will confirm the success of the system. The solution approaches
in the proposed system model for the analogue circuit problems are given in Table 1
(Table 3).
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Table 2 Analog circuit design big data problems and local visual meaning system model approach
[20]

Detected future problems Suggestion for solution in the system model

Difficult in terms of basic library and
mathematical approach to circuit design

Using the analog circuits simulation software
HSPICE for containing the most recent and
innovative solutions with the primary outcome
analysis

A combination of numbers and values of the
possible elements of the circuit element is an
infinite number of elements

A growing set of research space, does higher
number research with parallel computing and
narrowing the focus of research space on the
basis of the practical limitations of the
hardware verification

Integrated in-house design and manufacturing
process must be supported with the SOC
approach. But some analog circuit elements
cannot be taken into an integrated

Instead of analog circuit elements, which are
not included in the practical verification unit,
use corresponding solutions developed in
FPAA

Placement and optimization approach for
circuit, complex relationship between the
circuit elements is a problem

With the working on practical application unit
the connection matrix, more complex
relationships keep out of the study

VLSI Design for the standardization, the
library approach is needed

With storage obtained solutions to database,
make VLSI model library

Fig. 4 GENAN ADA system model [12, 20, 37]
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Table 3 Comparison table of similar studies including advanced computing

Name and year of study The goal of the study

Artificial
intelligence
algorithm

Parallel
processing

Circuit
simulation
software
usage

System For Optimization of
Electronic Circuits Using
Genetic Algorithm, 1996 [42]

Analog operational
transconductor
amplifier (OTA)
circuits

GA Yes (Slave
Terminal,
Novell)

PSpice

Dynamically Reconfigurable
Analog/Digital
Hardware—Implementation
Using FPGA and FPAA
Technologies, 1998 [43]

Analog mixed signal
circuits

MATLAB No No

VASE, 1999 [44] Analog RF circuits GA No SPICE
PAMA, 2000 [45] Analog circuit

design
GA No

EORA SOC, 2000 [46] Analog circuits
temperature
responds

GA No SPICE

Automatic Analogue Circuit
Synthesis using Genetic
Algorithms, 2000 [47]

Analog filter circuits GP and GA No Spice

Evolvable Hardware: On the
Automatic Synthesis of
Analog Control Systems,
2000 [48]

Analog MOS GA No PSPICE

A Parallel Genetic Algorithm
for Automated Electronic
Circuit Design, 2000 [49]

Analog filter and
OPAMP circuits

GA Yes
(master-
slave)

SPICE

Design Methodology For
Optimization of Analog
Building Blocks Using
Genetic Algorithms, 2001
[50]

Analog filter circuits GA No No (with
mathemati-
cal
equation)

GA Automated Design and
Synthesis of Analog Circuits
with Practical Constraints,
2001 [51]

Analog filter circuits GA No No (with
mathemati-
cal
equation)

SABLES, 2002 [52] Analog circuit
design

GA No SPICE

BIST, 2003 [53] Analog circuit
design

N/A No No

Adaptive Real-Time Systems
and the FPAA, 2003 [54]

Analog filter circuits Active gain
control
algorithm

No No

PAMA, 2004 [55] Analog circuit
design

GA No No

(continued)
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Table 3 (continued)

Name and year of study The goal of the study

Artificial
intelligence
algorithm

Parallel
processing

Circuit
simulation
software
usage

Application Performance Of
Elements in a Floating–Gate
FPAA, 2004 [34]

Analog OTA filter
circuits

Simulink
(MAT-
LAB)

No RASP 2.8

CAFFELINE, 2005 [56] Nonlinear analog
circuit models

GP,
NSGA-II

No SPICE

Reconfigurable RF Circuit
Design, 2005 [57]

Analog RF circuits RF MEMS No No

Generic Mixed-signal Rapid
Prototyping Platform, 2005
[58]

Analog B and stop
filter circuits

NSGA-II No No

Mixed–Signal Prototyping of
Embedded Systems, 2005
[59]

Analog signal
process circuits

N/A No No

RASP, 2005 [35] Analog OTA filter
circuits

Simulink
(MAT-
LAB)

No RASP 1.5

Evolutionary Design of
Analog Circuits with A
Uniform Design Based Multi
Objective Adaptive Genetic
Algorithm, 2005 [60]

Analog high pass
filter

Multi-
objective
adaptive
genetic
algorithm
(UMOAGA)

No No (with
mathemati-
cal
equation)

An Automated Circuit
Design Procedure by Means
of Genetic Programming,
2005 [61]

Analog filter circuits GP No SPICE

GRACE, 2006 [62] Analog circuit
design

CGP, PSO No No

Parallel Genetic Algorithm
for SPICE Model Parameter
Extraction, 2006 [63]

Analog circuit
component value
definitions

GA Yes (MPI,
Linux
Cluster)

BSIM4
SPICE

Reconfigure Parallel
Architecture for Genetic
Algorithms, 2007 [64]

Digital circuit
design

GA, CGP No No

Self-Organizing Analogue
Circuit by Monte Carlo
Method, 2007 [65]

Analog low pass
filter

Monte
Carlo
method

No Spice

On the “Evolvable
Hardware” Approach to
Electronic Design Invention,
2007 [66]

Quantum computer N/A No N/A

RASPER, 2008 [67] Analog filter circuits Simulink
(MAT-
LAB)

No RASP 2.7,
SPICE

Steady-State and Transient
Evaluation of FPAA, 2009
[68]

Analog circuit
design

MLS No No

(continued)
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Table 3 (continued)

Name and year of study The goal of the study

Artificial
intelligence
algorithm

Parallel
processing

Circuit
simulation
software
usage

Development of Analog
Circuit Design Automation
Tool, 2009 [69]

Analog CMOS
OPAMP

GA No Berkeley
SPICE

GRASPER, 2010 [70] Analog circuit
design

Simulink
(MATLAB)

No SPICE
(Sim2Spice)

Simulation and
Implementation of Adaptive
and Matched Filters Using
FPAA Technology, 2010
[71]

Analog adaptive
filter

N/A No Anadigm
designer 2
EDA

MFPAA, 2012 [19] Analog filter circuits
design

Simulink
(MATLAB)

No Reconfigurable
analog signal
processor
(RASP) 2.8

ANEHP-Alpha, 2008 [32] Analog filter circuits
design

Immune
GA

No N/A

LAYGEN II, 2013 [72] Analog VLSI circuit
design

NSGA-II No Mentor
graphics’
calibre

5 Pilot Application: Adaptive BPF Analog Circuit

Filters are placed in many electronic systems as basic components [73]. Traditional
and fast resolutions are fictionalized in the field of analogue structures. However,
adaptation of the analogue filter solutions developed for the system and solution-
based requirements is an extremely difficult engineering problem. FPAA provides
adaptive solutions in this topic with its dynamic concept. The basic difference
between adaptive filter and classic filter circuit is the fact that the filter circuit
keeps the error coefficient at minimum level by adapting itself on the bases of the
requirements that will occur in necessary conditions [71]. The microprocessor in
the FPAA supports the adaptation of the filter circuit developed with the controlled
signal producer. The analogue circuit model used for the targeted aim is given in
Fig. 5. The comparison of result-quality values are given in Fig. 6. S1-S8 Switching
Elements change the cut-off frequency, and thus, the adaptive quality factor of
the filter may be changed. The equations given by the FPAA producer company
Anadigm Corporation are given in Eqs. (1) and (2) [74]. The switching values in the
scope of fostartD10 Khz/fostopD 11 Khz value selected for targeted circuit aim are
given in Table 4 [75].
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IN +
S1 +

C1 +
S2 +

CA +

C2 +
S6 +

S7 +

C4 +

CB +
OUT +

OUT −

S8 +
S5 +

C3 +
S4 +S3 +

C3 − CB −

S7 − S8 −

C4 −

S4 −S3 −

C2 −
S6 −S5 −

CA −

+

+
−

−
+

+
−

−

S1 −
C1 −

S2 −
IN −

Fig. 5 General purpose adaptive filter circuit [74]

fo Š fc
2�

s
C2 C3

CA CB
(1)

Q Š CB

C4

s
C2C3

CACB
(2)

6 Conclusions and Future Directions

There is a need for high calculation effort in the “analog circuit big data local
visual meaning”, like an adaptive filter design and production with lower power
consumption. In addition to this, the circuit model that will be produced must be
enabled to work under various conditions. The basic aim and scope of this study is
to propose a solution model meaning analytics that makes it possible to elimination
of latency, develop a circuit rapid model in the required qualities. Three basic
targets are supported with the proposed solution model; adaptiveness, low cost, and
wide usage area. As a conclusion, the developed system model fictionalizes a pilot
solution model for high-capacity production models for similar aims in terms of
high-capacity and critical resolution.
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Fig. 6 Spectrum values for best quality values; (a) 0.1–12 KHz, (b) 9.51–10.5 KHz [75]

Table 4 Objective purpose switching value and quality factor

The numerical value of the S keys (ACLK D 4 Mhz) Quality factor (Q)
C1 C3 C2 C4
S1 S2 S3 S4 S5 S6 S7 S8

222 221 10 10 225 225 5 5 0.707a

237 183 55 86 136 130 74 187 0.9442
89 59 39 224 217 136 93 206 1.1850
78 103 8 224 191 189 93 211 1.2086
30 103 8 234 25 189 232 211 4.4377

aFPAA fo D 10 Khz library value [74]
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Transdisciplinary Benefits of Convergence
in Big Data Analytics

U. John Tanik and Darrell Fielder

Abstract Big Data applications can benefit from transdisciplinary convergence
spanning multiple domains and opportunity areas. These big data applications in
areas as diverse as healthcare, energy, and business must now process a tremendous
volume of data and from a variety of data sources. New ways to process and store
information beyond the standard three V’s of information characterization defined
by volume, variety, and velocity are needed, to also include data variability and
veracity. As such, volume and variety of data types alone pose significant challenges
to timely and accurate analysis by human as well as machine operators. Although
big data applications can instantiate human logic into executable code, process the
volume of data quickly, and make correlations across the variety of data, leading to
better analysis and predictive capabilities, the resulting conclusions are delimited by
other key factors imposed by data velocity that limits immediate inferencing, data
variability that limits data consistency, and data veracity that limits data quality. As
these challenges are resolved in other disciplinary domains, the spillover benefits
can be profound when transdisciplinary advances in one particular domain impact
other domain application areas by way of convergence.

1 Introduction

Big data applications can benefit from transdisciplinary convergence spanning
multiple domains and opportunity areas. These big data applications in areas as
diverse as healthcare, energy, and business must now process a tremendous volume
of data (e.g. gigabytes, terabytes, and exabytes) and from a variety of data sources
(e.g. customer, inventory, environmental, network, social media, monitors, and
sensors). Furthermore, according to IBM (International Business Machines), at the
projected growth rates, the volume of healthcare data alone will soon be zettabyte
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and yottabyte scale [1] requiring new ways to process and store information beyond
the standard three V’s of information characterization defined by volume, variety,
and velocity, to also include variability, and veracity. As such, volume and variety
of data types alone pose significant challenges to timely and accurate analysis by
human as well as machine operators. Although Big Data applications can instantiate
human logic into executable code, process the volume of data quickly, and make
correlations across the variety of data, leading to better analysis and predictive
capabilities, the resulting conclusions are delimited by other key factors imposed
by data velocity that limits immediate inferencing, data variability that limits data
consistency, and data veracity that limits data quality. As these challenges are
resolved in other disciplinary domains, the spillover benefits can be profound
when transdisciplinary advances in one particular domain impact other domain
application areas by way of convergence.

SDPS (Society for Design and Process Science) was formed in 1995 as a vision-
ary society that recognized the importance of transdisciplinary notions impacting
the world in the near future [2], and later confirmed in 2014 by the National
Research Council with the publication Convergence: facilitating transdisciplinary
integration of life sciences, physical sciences, engineering, and beyond [3]. As in the
paper Transdisciplinary Healthcare Engineering: Implementing a Transdisciplinary
Education and Research Program, it is important to establish the main differences
between the notions of disciplinarity, which are briefly defined in Table 1 [4].
For instance, the discipline of healthcare engineering can utilize the properties
of transdisciplinarity to form an information bridge to other disciplines enabling
convergent applications to be developed. Thus, transdisciplinarity “joins, integrates,
and/or crosses disciplines by dissolving disciplinary boundaries” enabling advances
in healthcare engineering to cascade to other disciplines without significant barriers.

This chapter will also introduce the value of convergence as a key facilitator of
the transdisciplinary pollination of big data techniques, technologies, platforms, and
knowledge. As defined by Fielder et al., convergence allows a multi-disciplinary
approach to problem solving that requires the fusion of technology, devices,
knowledge, process, and people from multiple engineering disciplines [5] and across
multiple data boundaries. In fact, industry analysts at MIT (Massachusetts Institute
of Technology) already recognized that convergence will be the emerging paradigm
to spur medical research in the future [6]. This trend was later confirmed by our
broader literature survey and analysis presented at recent SDPS/IEEE conferences
[5, 7–9].

Table 1 Trandisciplinarity bridging disciplinary barriers [4]

Approach Short description

Multidisciplinarity Joins together disciplines without integration
Interdisciplinarity Integrates disciplines without dissolving disciplinary boundaries
Crossdisciplinarity Crosses disciplinary boundaries to explain one subject in terms of another
Trandisciplinarity Joins, integrates, and/or crosses disciplines by dissolving disciplinary

boundaries
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As previously noted, the volume and variety of data continues to grow, and other
key characteristic indicators are being added to describe the explosion of unstruc-
tured data in terms of the five V’s. This expansion portends that advancements in
other application domains will also benefit from the transdisciplinary information
bridge. The introduction and discussion of relevant big data applications in health-
care, energy and business disciplines will describe the convergence implications and
transdisciplinary insight gained.

2 Background and Definition of Big Data

2.1 Big Data Origin

There are many definitions of what constitutes “big data” and differing opinions
about the origin of the term. In the paper A Personal Perspective on the Origin(s) and
Development of Big Data: The Phenomenon, the Term, and the Discipline, Frances
Diebold investigated the origin of the term “big data” and determined that some of
the first references to big data were made by Charles Tilly as early as 1984, Eric
Larson in a 1989 Washington Post article, and also in a PR Newswire, Inc. article
in 1996 [10]. However, Diebold indicated that interpretation of the term “big data”
appear inconsistent with the current usage and understanding of the term. Diebold
concludes his research by indicating the term probably originated in lunch-table
conversations at Silicon Graphics, Inc. (SGI) in the mid-1990s with John Mashey
figuring prominently [37]. Other sources mention a publication by Weiss in 1998 as
one of the first documents to mention big data. Lastly, according to SAS, the concept
of big data gained momentum in the early 2000s when industry analyst Doug Laney
articulated the now-mainstream definition of big data [11].

2.2 Big Data Definition

In addition to our understanding of the origin of the term big data, the definition
of big data continues to evolve. For instance, the Merriam-Webster dictionary
defines big data as an accumulation of data that is too large and complex for
processing by traditional database management tools [12]. Industry analyst Doug
Laney articulated the now mainstream definition of big data as the three V’s—
volume, velocity, and variety [11]. Big data is also defined as a holistic information
management strategy that includes and integrates many new types of data and data
management alongside traditional data [13]. Additionally, big data contains four
V’s—volume, velocity, variety, and value [13]. In their depiction of big data, IBM
included veracity or uncertainty as a key element of big data [1]. Furthermore, big
data is defined as high-volume, high-velocity, and/or high-variety information assets
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that demand cost-effective, innovative forms of information processing that enable
enhanced insight, decision making, and process automation [14]. Big data is also
described as data that is too big to be processed on one server, too fast moving to
be sequestered in a data warehouse, or too unstructured to fit into a conventional
database. Likewise, big data can be defined as a collection of very huge datasets
with great diversity of types so that it becomes difficult to process by using state-of-
the-art data processing approaches or traditional data processing platforms [15].

As the origin and definitions indicate, the influx of global data has been over-
whelming, complex, and exponentially increasing for at least a couple of decades.
However, regardless of the origin and evolution of the definition, the variety of data
(image data, text data, voice data, location data, temperature data, body biometric
data), volume of data (gigabytes, terabytes, and exabytes), and velocity of data
(speed requirements) now pose serious challenges for institutions and companies
while providing many valuable opportunities to gain unparalleled insights.

2.3 An Early Application of Big Data Approach

Data warehouses represent one example of early attempts in the development of big
data approaches to collect, analyze, and gain insight from vast quantities of data.
Considered by many to be the father of data warehousing, Bill Inmon first began
to discuss the principles around the data warehouse and even coined the term in
the 1970s [16]. In 1992, Inmon published Building the Data Warehouse, one of the
seminal volumes of the industry. Currently in its fourth edition, the book continues
to be an important part of any data professional’s library with a fine-tuned mix of
theoretical background and real-world examples [16].

In the 1988 article titled An Architecture for a Business Information System, IBM
indicated the transaction-processing environment in which companies maintain their
operational databases was the original target for computerization and is now well
understood [17]. On the other hand, access to company information on a large scale
by an end user for reporting and data analysis is relatively new. Within IBM, the
computerization of informational systems is progressing, driven by business needs
and by the availability of improved tools for accessing the company data.

Traditionally, decision support systems are used to obtain information from a
limited amount of data to support the decision-making process [18]. However,
such decision support systems have difficulty dealing with complex, multiple data
sources that are typically found in large organizations. Although a data warehouse
is a technology that structures data to simplify the phases of the decision support
process, challenges occur when dealing with unstructured data.

Prior to data warehousing, data was often organized and stored for utilization
by a single application. For example, traditional business applications such as
billing and inventory were developed to perform a single function using their
individual data stores. In the traditional approach, connections between the different
applications and data stores were minimal though the applications shared many
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common features. This lack of integration made it difficult to generate cross-
discipline or cross-platform insight from the comprehensive data suite available in
order to use that insight to predict enterprise-wide future behavior or outcomes.
Similar to pure mathematics, data analytics is a universal language that can bridge
the gap between different disciplines and different platforms by interpreting the
real world by measurement and analysis. Likewise, big data applications allow
the expeditious processing of both structured and unstructured data for real-time
decision-making, trend analysis, and future projections.

3 Disciplinary Examples of Big Data Applications

3.1 Big Data in the Healthcare Discipline

Healthcare costs are continuing to increase, outpacing inflation and other financial
indicators. Healthcare now consumes 17.8% of the GDP (gross domestic product)
of the Unites States [19]. The cost of treating chronic illnesses such as cancer,
diabetes, heart disease, and high blood pressure is also rising. These chronic
illnesses comprise a major portion of healthcare expenditures. For instance, the cost
of treating cancer was estimated at $157 Billion in 2010 dollars [20], the cost of
treating diabetes was $245 Billion in 2012 [21], and the cost of heart disease and
stroke was $315.4 Billion in 2010 [22]. However, chronic diseases and conditions—
such as heart disease, stroke, cancer, type 2 diabetes, obesity, and arthritis—are
also among the most common, costly, and preventable of all health problems [23].
These chronic illnesses are affected by a convergence of complex factors including
environment and lifestyle. An additional factor affecting the cost of healthcare is
the increase in the elderly population defined as those aged 65 years and older. It
is estimated the elderly population of the U.S will be 21.7% by Year 2040 [24].
The elderly population will require the management and treatment of many age-
related chronic conditions such as heart disease, high-blood pressure, diabetes, and
cancer [8]. Big data will be a key element in determining the origin of the chronic
illness, devising the most effective treatment option, and positively influencing
future healthcare expenditures.

With big data applications, lifestyle metrics such as food and fluid intake,
blood pressure measurements, pulse rate, body temperature, miles walked, humidity,
indoor and outdoor temperature, and other values can be collected, correlated, and
subsequently analyzed. This cross discipline and cross platform analysis provides
valuable insight into the complete healthcare environment and can be utilized to
more effectively determine the root cause of illness. Big data applications in the
new convergent healthcare paradigm allow delivery of healthcare services to be
aligned to, and with, the participant’s lifestyle [8]. This alignment leads to improved
medication adherence and improved communication between the doctor and patient,
both of which lead to reduced costs [8].
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Fig. 1 Ubiquitous mobile healthcare delivery process [25]

Figure 1 provides a depiction of some key elements of a typical “ubiquitous”
healthcare system. Sensing/monitoring technology and big data are vital to the
delivery of healthcare in this ubiquitous, anytime, and anywhere environment. Given
the different platforms, networks, and devices, big data will be an important element
of the new healthcare delivery paradigm. As depicted in Fig. 1, a multitude of
data values such as blood pressure and heart rate can be captured from different
monitoring devices. Although not depicted, other data values such as food and fluid
intake along with activity metrics (miles walked, miles run, and stairs climbed)
can also be part of the solution. The captured data can be transmitted to a cloud-
based application for organization and storage. Physicians can utilize the cloud-
based healthcare application to access and analyze the comprehensive set of the
patient’s data. This enables the physician to make the best diagnosis, determine an
appropriate treatment regimen, and also identify any required lifestyle adjustments.
Researchers will have access to a large amount of data (individual, summary,
environmental, current, and historical) from many sources. The convergence of data
along with the ability to correlate from multiple sources will allow researchers to
more quickly determine the root cause of disease and implement processes to cure,
treat, and prevent future recurrence of illness.

As documented in other research articles, the demand for an extensive and mobile
healthcare delivery system that is accessible at any time or from any location is
accelerating [8]. This heightened interest is due to a number of factors including
the rising cost of healthcare, the cost of chronic illness, growth in the elderly
population, desire for more home-based monitoring, and the availability of mobile
technology and the associated advanced communication network infrastructure.
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Fig. 2 Healthcare delivery process—disruptive business model [26]

Mobile healthcare delivery is both an enabler of more efficient and timely delivery
of services and also a disruptor to the existing healthcare business model. As
depicted in Fig. 2, the traditional healthcare delivery process must be restructured to
interact with the participant across a multitude of settings and platforms. Valuable
data will be available from all of these settings and platforms such as wireless
health devices (fitness activity trackers), home monitoring devices (blood pressure
monitors, blood glucose monitors, pulse rate monitors), workplace sites, and kiosks.
This healthcare data changes quickly (velocity), differs by device (variability),
and creates a huge amount of information through minute, hourly, daily, and
monthly readings (volume). Big data applications will allow the data to be analyzed
and correlated across the multitude of mobile devices and environments. These
applications will provide a holistic view of the participant environment, enable
more insight into the root cause of the illness, and devise an effective treatment
regimen. The mobile delivery process also enables real-time medical decisions and
efficient dispatch of valuable medical services to participants with the greatest need.
Finally, mobile healthcare delivery and big data technologies allow the provision of
healthcare services to be aligned to, and with, the participant’s lifestyle which may
lead to improved medication adherence, improved communication between doctor
and patient, in addition to reduced healthcare costs.

IBM’s Watson Health is an example of a specific big data application in
healthcare. IBM estimates that 80% of health data is invisible to current systems
because it is unstructured [27]. IBM also indicates the volume of healthcare data
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has recently reached 150 Exabytes. At the projected growth rates, the volume of
healthcare data will soon be zettabyte and yottabyte scale. Consequently, that’s
enough data to fill a stack of DVDs that would stretch from Earth to Mars [27].
By integrating, collecting, and analyzing all of this big healthcare data from across
various platforms and devices, Watson Health may help clinicians improve care
along the healthcare spectrum—from proactive and preventive interventions to the
ongoing treatment of chronic conditions, to high-touch and multidisciplinary team
care.

However, even with the many possibilities afforded by big data in healthcare,
some challenges persist. In the study “Building a Better Delivery System: A
New Engineering/Health Care Partnership,” the Committee on Engineering and
the Health Care System from the Institute of Medicine (IOM) and National
Academy of Engineering (NAE) states that a divide exists between disciplines that
must be bridged [4]. We believe this chasm can be bridged by implementing a
transdisciplinary approach to healthcare engineering education. Table 2 contains
information from the report.

Finally, security of health data in cloud-based and other big data applications
is paramount. Health information is utilized for important decisions including
insurability, employment eligibility, and other key business decisions. This data
must be protected and only accessed by those approved by the patient. Summary
data that is not specific to a particular patient can be made available to researchers.
Big data applications, combined with appropriate security, will allow the many
benefits available from mobile and convergent processes to be realized and help
reduce the cost of healthcare delivery.

Table 2 Quote illustrating transdisciplinary paradigm [4]

Study: “Building a better delivery system: A New engineering/health care partnership”
Source: Based on committee on engineering and the health care system from the Institute of
Medicine (IOM) and National Academy of Engineering (NAE)
Quote: “ : : : In a joint effort between the National Academy of Engineering and the Institute of
Medicine, this book attempts to bridge the knowledge/awareness divide separating health care
professionals from their potential partners in systems engineering and related disciplines. The
goal of this partnership is to transform the U.S. health care sector from an underperforming
conglomerate of independent entities (individual practitioners, small group practices, clinics,
hospitals, pharmacies, community health centers et al.) into a high performance “system” in
which every participating unit recognizes its dependence and influence on every other unit. By
providing both a framework and action plan for a systems approach to health care delivery
based on a partnership between engineers and health care professionals, Building a Better
Delivery System describes opportunities and challenges to harness the power of
systems-engineering tools, information technologies and complementary knowledge in social
sciences, cognitive sciences and business/management to advance the U.S. health care
system : : : ”
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3.2 Big Data in the Energy Discipline

Energy expenditures represent a significant portion of the GDP of the United States.
According to the U.S. Energy Information Administration, energy expenditures as a
percentage of GDP comprised 8.7% in 2006, 8.8% in 2007, 9.9% in 2008, 7.6% in
2009, and 8.3% in 2010 [28]. Additionally, whether the energy source is fossil fuel-
based, nuclear or renewable, the cost of operation and maintenance (O&M) forms
an important part of a power plant’s business case [29]. Operations and maintenance
represents those activities and functions required to keep the thousands of pieces of
equipment and devices in proper functioning condition. They include day-to-day
preventative and corrective maintenance, labor costs, asset and site management,
maintaining health and safety, and a host of other important tasks. O&M costs can
range from $20/kW produced using a Gas turbine up to $198/kW produced using
Nuclear, with other forms available such as Coal, Solar, and Wind.. The scale of
the GDP number and the O&M costs provide valuable information regarding the
potential savings that can be derived from improvements driven by the utilization of
big data.

Electric power stations consist of thousands of pieces of equipment (boilers,
scrubbers, generators, turbines, solar panels, piping, etc.) that process fuel, capture
emissions and other by-products, and generate electrical energy for distribution
to millions of industrial, commercial, and residential customers. Each of these
pieces of equipment has lifecycle requirements for periodic maintenance, repair,
or replacement. Lack of maintenance, repair, or replacement may compromise the
equipment, lead to failure of the equipment, and create unexpected offline periods
for the power plant. In turn, this plant downtime affects the power company’s ability
to supply electrical energy to its customers and stability of the overall grid. The
electrical grid itself also consists of thousands of pieces of equipment and devices,
and thousands of miles of conductor lines. Likewise, these critical components also
have lifecycle requirements for inspection, maintenance, and replacement. Figure 3
provides a depiction of an electricity delivery system. As depicted, electricity
delivery to customers is a complex process beginning at the power station, crossing
hundreds of miles of conductor lines, and is dependent on thousands of pieces of
equipment and devices at both the power station and many points along the grid.
Energy sources utilized to generate electricity at the power station are acquired
from many dispersed locations, dispatched using centralized control systems, and
delivered to end users residing in many disparate locations [5]. The process is
complex and can benefit greatly from advancements in big data solutions.

Predictive analytic applications utilize big data and have the capability to collect
data from the thousands of devices and equipment involved in the electricity
generation and delivery process. Additionally, they can also collect data from the
millions of devices located in commercial, residential, and industrial installations.
The data utilized in predictive analytics applications will allow the power companies
to more effectively determine the likelihood of failure of a piece of equipment
and take proactive steps to prevent that failure. This big data analysis also allows
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Fig. 3 Electrical grid utilizing big data analytics [30]

the power company to prioritize the work and maintain the most critical pieces
of equipment first. This prioritization is vital given the limited number of human
resources available to perform all of the required maintenance work. Big data and
associated predictive analytics have the potential to reduce the cost of energy to
customers and improve reliability of the electrical grid.

GE’s (General Electric’s) Predix is an example of a big data application in
energy. According to GE, by connecting industrial equipment, analyzing data, and
delivering real-time insights, Predix-based applications are unleashing new levels
of performance of both GE and non-GE assets [31, 32]. As depicted in Fig. 4, data
from a piece of wind turbine equipment can be captured by the Predix machine and
sent to a cloud-based platform for storage. Applications can then access the data
and perform analysis regarding the health and maintenance required on a piece of
equipment. With Predix capturing data at all power stations (fossil, nuclear, wind,
hydro, natural gas, solar, etc.), this big data provides the company with vast analytic
capabilities across its entire fleet. Similar to the function provided by IBM’s Watson
Health for “human healthcare,” electrical and other industrial companies may be
able to use tools like Predix to proactively predict and address “equipment health”
issues before the system is disrupted.
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Fig. 4 GE Predix depiction [32]

3.3 Big Data in the Business Discipline

According to Harvard Business Review, businesses are collecting more data than
they know what to do with [33]. To turn all this information into competitive gold,
they need new data scientists to support their business flow. The additional roles such
as data analytics professionals, database engineers, and data storage engineers must
be integrated into the fabric of the company. In IBM’s article, Gartner estimated
that 4.4 Million data scientists were needed by 2015 and only 1/3 will be actually
filled [34]. These new roles will enable the company to exploit the vast new
flows of information and radically improve a company’s performance. From a
business standpoint, publicly traded companies comprise major portions of both the
healthcare delivery and energy delivery systems. Big data is increasingly vital to the
profitability of these companies since they must meet revenue growth projections
and provide a return on investment to shareholders. As noted in the energy section,
most electrical energy providers are also publicly traded businesses and are affected
by big data. According to an EPRI (Electric Power Research Institute) report, the
hype about big data often eclipses the basic tenants that underpin the utility business
model—to provide electric services to customers and to earn a reasonable rate of
return for shareholders [10]. This new data will probably not produce a huge profit
but it is likely to increase the number of service offerings available to customers.
Additionally, utilities (and other businesses) need help sorting out what is big
“relevant” data and what is just a lot of unusable data.

As depicted by Fig. 5, businesses now have access to many sources of data
including social media forms such as Facebook and Twitter, along with web site
visits, and live streaming feedback, and all of this data available from anywhere in
the world. Businesses must be able to correlate and effectively analyze this data
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Fig. 5 Big data source variety [35]

to develop actionable intelligence. In turn, this actionable intelligence may lead
to greater insight into the customer while providing an opportunity for improved
profitability for the company.

Finally, as industries become more competitive and business models change,
controlling costs becomes paramount in order to generate a reasonable rate of return.
Deloitte identified five steps a company can utilize to become insight-driven – set
objectives (define strategic priorities), identify the right data and tools, develop the
approach (for acquiring and enriching data), go discover (reveal insights and test the
data), and finally adopt the successful approaches [36].

4 Convergence: A Key Link Between Big Data, Platforms,
and People

Convergence principles are a key link between big data, platforms, and people.
Similar to big data, convergence has many definitions and continues to evolve. For
instance, convergence is defined as a multi-disciplinary approach to problem solving
that requires the fusion of technology, devices, knowledge, process and people from
multiple engineering disciplines [9] and across data boundaries to solve societal
challenges. Additionally, convergence is also defined as the integration of value
considerations from multiple engineering disciplines to solve a common problem
[9]. Yet another definition for convergence is the merging of distinct technologies,
processing disciplines, or devices into a unified whole that creates a host of new
pathways and opportunities [6]. The National Research Council (NRC) provides
another definition for convergence as an approach to problem solving that cuts
across disciplinary boundaries by integrating tools and knowledge to solve societal
challenges [3]. While developed by different authors and organizations, all of
the above definitions of convergence share key similarities that involve merging
distinct technologies (tools, data, and devices) into a unified process while working
across disciplinary boundaries. As the definitions indicate, solutions to today’s
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Fig. 6 Convergence leads to transdisciplinary insight

complex problems require engineers from multiple disciplines (chemical engineers,
electrical engineers, biomedical engineers, and software engineers), big data and
analytics professionals, along with business leaders, project managers, sociologists,
and educators. Effective convergence demands the utilization of integrated systems
with big data storage and the associated big data applications. These big data
applications are vital to modern problem solving techniques which are increasingly
convergent in nature. Therefore, as illustrated in Fig. 6, a thorough understanding
of convergence principles allows solutions to healthcare, energy, and business
problems to be developed with a better understanding of all the interdependent
elements (discipline-specific knowledge, mobile devices, monitoring devices, big
data repositories, customers, data transmission platforms, etc.) that add to the
complexity and contextual diversity of the overall solution.

5 Conclusion

As described in this chapter, big data applications are critical to key industries
such as healthcare, energy, and other businesses. This new generation of appli-
cations allows both structured and unstructured data to be collected from many
disparate sources (devices, pieces of equipment, people, web sites, social media
sites, and locations) and subsequently analyzed to make future predictions. We
observed the historical evolution of information characterization as defined by data
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volume, velocity, variety, variability, and veracity. The ability to glean valuable
insight and predict future outcomes using this vast amount and diversity of data
in real-time has become invaluable in individual, yet interdependent disciplines
with transdisciplinary applications now possible with convergence implications.
These big data applications, as described in healthcare, engineering, and business,
epitomize the key principle of convergence by allowing problem solving to occur
across disciplinary, platform, and data boundaries. This treatise highlights the
new opportunities that arise when big data advances occur in one discipline with
spillover benefits from other disciplines when the properties of transdisciplinarity
with respect to convergence are applied.
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A Big Data Analytics Approach in Medical
Imaging Segmentation Using Deep
Convolutional Neural Networks

Zheng Zhang, David Odaibo, Frank M. Skidmore, and Murat M. Tanik

Abstract Big data analytics uncovers hidden patterns, correlations and other
insights by examining large amounts of data. Deep Learning can play a role in
developing solutions from large datasets, and is an important tool in the big data
analytics toolbox. Deep Learning has been recently employed to solve various prob-
lems in computer vision and demonstrated state-of-the-art performance on visual
recognition tasks. In medical imaging, especially in brain tumor cancer diagnosis
and treatment plan development, accurate and reliable brain tumor segmentation
plays a critical role. In this chapter, we describe brain tumor segmentation using
Deep Learning. We constructed a 6-layer Dense Convolutional Network, which
connects each layer to every subsequent layer in a feed-forward fashion. This
specific connectivity architecture ensures the maximum information flow between
layers in the network and strengthens the feature propagation from layer to layer. We
show how this arrangement increases the efficiency during training and the accuracy
of the results. We have trained and evaluated our method based on the imaging data
provided by the Multimodal Brain Tumor Image Segmentation Challenge (BRATS)
2017. The described method is able to segment the whole tumor (WT) region of the
high-grade brain tumor gliomas using T1 Magnetic Resonance Images (MRI) and
with excellent segmentation results.

1 Introduction

Deep Learning is a developing big data analytic method increasingly used in the
field of computer vision. Deep Learning networks show excellent performance in
many visual recognition tasks, such as in image classification, object detection
and image segmentation. Convolutional Neural Networks (CNN) are a specific
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tool in the field of Deep Learning. Inspired in the late 1960s by the mammalian
visual cortex, Hubel and Wiesel suggested a hierarchy of feature detectors in the
visual cortex [1]. The receptive field is a particular region of the sensory space
in which a stimulus will fire that neuron. In CNN, the computationally generated
“artificial neurons” are designed to be very sensitive to a given “receptive field.” Not
surprisingly given the inspiration, CNNs increasingly have proved to be exceptional
computational tools for visual image segmentation and classification tasks. In the
past three years, Convolutional Neural Network models have achieved state-of-the-
art performance in various computer vision tasks. For example, Karen last name
and Andrew investigated the relationship of depth and accuracy of neural networks
and proposed a VGG neural network architecture which won the classification and
localization in the ImageNet Challenge in 2014 [2, 3]. Alex, Ilya and Geoffrey
developed a seven hidden layers neural network architecture and trained it to classify
1.3 million high resolution images into 1000 different classes [4]. Christian Szegedy
proposed a novel inception module in its 22 layer GoogleNet architecture which has
achieved a 6.67% error rate in training 1.2 million images into 1000 classes [5].
Recently, Olaf Ronneberger proposed a special CNN architecture called a “U-Net.”
The U-Net contains what is termed a “contracting” path and an “expanding” path.
Unlike other CNNs, which can lose spatial localization information, this specific
architecture enables the information flowing between the contracting path and the
expanding path which retains spatial localization [6]. More recently, Gao et al.
introduced a dense Convolutional Neural Network called DenseNet, which obtained
significant improvements over the state-of-the-art computer vision classification
tasks. This architecture is proposed based on the observation that the results of
CNNs become more accurate and the networks become more efficient to train if
they contain shorter input and output connections between layers [7].

We show in this chapter how these methods can be applied to a medical imaging
task (segmentation of brain tumor). This is a pertinent and current task, as to date
there are multiple semi-automatic or automatic brain tumor segmentation methods,
with various success rates [8]. We approach this field by evaluating segmentation
of brain gliomas. Gliomas typically manifest in adults and can be measured by
MRI with multiple sequences, such as T2-weighted fluid attenuated inversion
recovery (Flair), T1-weighted (T1), T1-weighted contrast-enhanced (T1Gd), and
T2-weighted (T2), as illustrated in Fig. 1. Tumor glioma segmentation is challeng-
ing, as the appearance of gliomas is similar to gliosis and stroke in MRI data [9].
Additionally, gliomas have varied shapes and sizes, can occur throughout the brain,
and frequently have undefined boundaries related to invasion of surrounding brain
tissues.

Dvorak et al. attempted to solve a multi-class brain tumor segmentation task by
training CNNs using local label patches [10]. Very deep CNN models were proposed
and implemented by Pereira et al. [11]. Darvin et al. proposed a framework of
3D CNN models for brain tumor segmentation [12]. Most of these segmentation
methods used image patches as inputs when training the CNNs. One of the
disadvantages is these methods did not consider the tumor’s appearance and spatial
consistency and assumed that each voxel’s label is independent.
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Fig. 1 Fluid attenuated inversion recovery (FLAIR), T1-weighted contrast-enhanced (T1ce), T2-
weighted (T2), T1-weighted (T1) MRI images

Inspired by the success of Deep Learning techniques in computer vision and
brain tumor segmentation, we proposed and implemented a 6-layer Dense Convolu-
tional Network [7] to perform the brain tumor segmentation task using the MICCAI
BraTS 2017 dataset [13]. Our contribution to the community can be summarized as
following:

1. We implemented a 6-layer dense convolutional network to perform brain tumor
segmentation task, which has not yet been reported in lecture.

2. We used the full MRI images instead of image patches as input data, which
preserves the information of tumor appearance and its spatial consistency.

3. We segmented the whole tumor (WT) region using our model with excellent
results.

2 Methods and Materials

2.1 Imaging Data

All the brain tumor MRI data used in this study were obtained from the MICCAI
2017 Multimodal Brain Tumor Segmentation Challenge (BraTS2017) [13], which
also includes the previous imaging data from both the MICCAI BraTS 2012 [14] and
MICCAI BraTS 2013 [15]. The data contains real volumes of 210 high-grade glioma
patients and 75 low-grade glioma patients [16]. These images are in a commonly
used “nifty” format, however in this study, we converted images into “.png” format.
Each MRI image volume contains 155 axial slices (see Fig. 1 for an example of axial
brain images). There are four types of MRI scans for each patient: (1) T2-weighted
fluid attenuated inversion recovery (Flair), (2) T1-weighted (T1), (3) T1-weighted
contrast-enhanced (T1ce), and (4) T2-weighted (T2). Figure 1 demonstrates these
four types of MRI scans. All images were skull stripped, and we had access to
manually generated segmented “ground truth” labels, produced by expert board-
certified neuropathologists [17]. The label included four types of tumor regions: (1)
edema, (2) non-enhancing solid core, (3) necrotic core, and (4) enhancing core.
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Fig. 2 Example of ground truth label and combined whole tumor

Fig. 3 Flowchart of the
proposed process

MRI Inputs

Image Preprocessing

Dense CNN
Segmentation

Prediction Results

For demonstration purposes, we combined these four tumor region labels to
create a “Whole Tumor” (WT) label. Figure 2 illustrates the three types of the tumor
regions and a combined WT region. We organized the training dataset based on
existence of WT tumor in each MRI slice. The training dataset consisted of 14,076
labeled high-grade T1-weighted (T1) MRI slice images with tumor regions. The
test dataset consists of 200 high-grade T1-weighted MRI slice images with tumor
regions.

2.2 Brain Tumor Segmentation Method Based on Dense
Convolutional Neural Network

Our brain segmentation method consists of four main steps. First, inputs of MRI
image were normalized in order to balance the bias of the image. Second, we
expanded the training dataset by applying a data augmentation method. Third,
we built a 6-layer dense convolutional neural network and trained our model by
feeding single MRI slice data and its corresponding whole tumor ground truth
labels. Fourth, we predicted segmented results were generated with the test dataset.
Figure 3 illustrates flow chart of the proposed process.
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2.3 Image Preprocessing

One of the challenges in working with MRI data is its varying intensity. Variations
in intensity are produced either by patient movement or environmental noise
(such as radiofrequency noise), which can have a great effect on image intensity.
Normalization is a process that changes the range of pixel intensity values. After
converting from “nifti” format to “.png” format, MRI slices have a size of 240 by
240 pixels, and are single channel grayscale images. The mean of all the 14,076
images is 30.133432 and the standard deviation is 58.69165. We normalize the
image by first using the image pixels minus the mean value, then divided by the
standard deviation.

Another challenge in training neural network is overfitting, which means that
the prediction results fit too closely or exactly to a particular dataset and fail to
predict additional data reliably.1 Data augmentation is a way to prevent overfitting,
by using the information of existing training data to create more training data. In
our experiment, we applied cropping, flipping and rotating to our training dataset.
Figure 4 demonstrates our data augmentation outputs.

2.3.1 Dense Convolutional Neural Network Model

Once we have completed pre-processing, we applied our CNN. The proposed
Deep Learning model is a 6-layers dense convolutional neural network model.
As shown in Fig. 5, all layers are connected with each other in a feed-forward
fashion. x0, x1, : : : , x5 represent the inputs from the layers of 0, 1, : : : , l � 1.
For example, the input of x3 includes the output from layer 0, input from layer 1,
input from layer 2 and output from layer 2. We concatenated these layers in
our implementation. This special connectivity pattern improves the information
flow, including location information, between layers. In traditional feed forward
convolutional neural networks architecture where the information is carried from

Fig. 4 Outputs of the processed imaging modalities

1Definition of “overfitting” at OxfordDictionaries.com: this definition is specifically for Statistics.
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Fig. 5 A 6-layer dense convolutional neural network architecture

Table 1 The architecture of
6-layer dense convolutional
neural network

Layers Inputs Outputs

Inputs Size (1, 256, 256) N/A
Conv1 Inputs Conv1
BatchNorm Conv1 Conv1
Conv2 Conv1 Conv2
Conv3 Conv2 Conv3
BatchNorm Conv3 Conv3
Dense2 Conv2, Conv3 Conv4
Conv4 Dense2 Conv4
BatchNorm Conv4 Conv4
Dense3 Conv2, Conv3, Conv4 Dense3
Conv5 Dense3 Conv5
BatchNorm Conv5 Conv5
Dense4 Conv2, Conv3, Conv4, Conv5 Dense4
Conv6 Dense Conv6

layer to layer, the neural work must learn redundant feature maps from the previous
layer. Dense convolutional neural networks require much fewer parameters because
of its connectivity between layers [7].

The input of our network 256 by 256. For convolutional layers, the kernel size
we have is 3 � 3. We also applied batch normalization after each convolutional
layer. After each convolutional layer, we concatenate the multiple inputs to create a
single tensor input and feed into the next convolutional layer (Table 1). Our model
is implemented using Keras [18]. The computing unit we used to train the neural
network is p2.8xlarge NVIDIA Titan X GPU on Amazon Web Service (AWS)
instance. The runtime environment is Linux Ubuntu 14.04. The performance of our
model is measured by the dice score [19].

Dice Score .A; B/ D 2 � both .A; B/

only AC only BC 2 � both .A; B/
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The dice score compares the size of the overlap of the two segmentations divided
by the total size of the two objects. A refers to the “ground truth”. B refers to the
segmented prediction. Both (A, B) refer to the total number pixels which have the
value 1 in both A and B.

3 Experiment and Results

We show that the proposed architecture, applied to the BRATS 2017 dataset,
demonstrates high quality tumor segmentation (Fig. 6) The first column is the actual
patient data. The second column is the ground truth label of the combined Whole
Tumor (WT). The third column is the segmented results generated by our dense
convolutional neural network model. We trained our model with three epochs, each
epoch takes about 4 h.

We evaluate the performance by calculating the dice score and the accuracy
between our segmented results and the ground truth label. We obtain the average
dice Score of 0.7223 and accuracy 0.9841 for the whole tumor segmentation among
200 test MRI images.

4 Conclusion

In this study, we proposed a novel Deep Learning model by constructing a 6-layers
dense convolutional neural networks to perform brain tumor segmentation tasks
using the MICCAI BraTS 2017 dataset. We have demonstrated that our proposed
model is able to perform brain tumor segmentation task and has remarkable results.

Compared with of existing CNNs based brain tumor segmentation methods, most
are using image patches as inputs. They first classify the image patches into different
tumor classes, such as necrosis, edema and health tissue, then label the center voxel
of the image patches according to these predicted classes assuming that each voxel
label is independent to perform the tumor segmentation. However, the tumor regions
are not independent. In our model, we train the CNNs using the full size MRI images
as input, which will take the considerations of the brain tumor’s spatial consistency
and its appearances information. Secondly, the special connectivity pattern of our
network greatly improves the information flow between layers in the network, which
makes the network easy to train. The layers are directly connected with each other.
One big advantages of this architecture is that it requires fewer parameters than
traditional feed forward CNNs. Our segmented results have achieved the average
dice coefficient score of 0.7223 and accuracy score of 0.9841. Currently, our model
only takes single MRI slice as input data, in future work, we plan to include the
information between slices and improve the segmentation results.
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Fig. 6 Example of comparison of threshold prediction mask and ground truth
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Big Data in Libraries

Robert Olendorf and Yan Wang

Abstract The term Big Data is somewhat loose. Roughly defined, it refers to any
data that exceeds the users ability to analyze it in one of three dimensions (the
three Vs): Volume, Velocity and Variety. Laney [1, 2] Each of these has different
challenges. Huge volumes of data require the ability to store and retrieve the data
efficiently. High velocity data requires the ability to ingest the data as it is created,
essentially very fast internet connections. Highly variable data can be difficult to
organize and process due to its unpredictability and unstructured nature. Bieraugel
[3] Also, multiple data streams can be combined to answer a variety of question. All
forms of big data can require high performance computing and specialized software
to analyze. Given the fuzziness of defining big data,

1 Introduction

The term Big Data is somewhat loose. Roughly defined, it refers to any data that
exceeds the users ability to analyze it in one of three dimensions (the three Vs):
Volume, Velocity and Variety. Laney [1, 2] Each of these has different challenges.
Huge volumes of data require the ability to store and retrieve the data efficiently.
High velocity data requires the ability to ingest the data as it is created, essentially
very fast internet connections. Highly variable data can be difficult to organize
and process due to its unpredictability and unstructured nature. Bieraugel [3] Also,
multiple data streams can be combined to answer a variety of question. All forms
of big data can require high performance computing and specialized software to
analyze. Given the fuzziness of defining big data,

Libraries can have to primary interests in big data. First is using big data to help
with their operations. Libraries can use data to optimize their collections, better
utilize space, asses their instruction and to provide information to their users. As
more data is recorded in libraries, and more data is available externally via both
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open and commercial sources, the opportunity for using these data streams is both
a promising avenue for libraries, but also potentially risky in terms of allocating
resources.

The second area in which libraries can work with big data is in the field of
research data services. More and more funding agencies require data from funded
research to be made public. Researchers often find themselves without sufficient
skills and resources to adequately manage the data during their projects, and even
more commonly do not have the skills, time or resources to prepare the data for
archiving and often also are unable to find appropriate repositories for their data.
Libraries have always played the role of housing societies academic and research
output. While in previous generations, this has primarily focused on books and
articles, expanding the scope to research data is a natural extension to the libraries
role.

Here we explore these to realms of big data use in libraries. We explore the
benefits, costs and risks associated with using big data. We also provide use cases,
guidance to getting started and briefly outline tools and resources for working with
big data. McCoy et al. [4] Given the speed with which the technology can change,
we focus more on general guidance. Where specific technologies are referenced, it
should be understood that technological progress can render some of the discussion
obsolete, however, the general concepts should still be applicable.

2 Using Big Data In Libraries

Libraries are increasingly interested in using data to better manage their collections,
utilize space and assess their services. Chen et al. [5] Traditional library services
alone can generate huge amounts of data, especially for larger libraries. Some of the
data are obvious, such as circulation data, patron counts and knowledge database
usage. Other data streams might not be so obvious, such as harvesting social media
feeds. It can be difficult for libraries to fully utilize the data create, and including
additional data can present further difficulties.

However, using data to improve and optimize library function is a real benefit
to be considered. Before diving into using data, it is important for the library
to understand the full extent of the issue. Libraries should understand what data
streams they wish to include. They should be aware of the costs in terms of both
staffing and infrastructure will be required. They should also have a good idea of
the benefits to be realized.

Big data projects can be of two types, a one-off project, or a standing service. The
development of a either will generally take the following steps the biggest difference
is a standing service will require a more durable production data store while a one
off project can use less resource intensive data stores. One-off projects are ideal for
answering questions that only need to be answered once. However, if the need is to
repeat analyses, or have data ready for a variety of analyses or real time analyses,
then a standing service should be preferred.
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Either type of project will typically follow these steps should follow the order
outlined. For instance, if benefits aren’t identified early on, there is a risk of spending
a great deal of time on resources that has no real need.

1. Identify benefits
2. Identify current resources
3. Identify solutions
4. Identify unmet needs
5. Implementation

2.1 Needs Analysis

Using Big Data can sound sexy and current. The temptation is often to assume that
there are benefits because other people are doing it, it’s in the news or because its the
new technology. It is important to first understand the potential benefits and current
needs. This will not only prevent unnecessary allocation of resources, but it will also
result in a better product.

Ideally, a comprehensive list of current or potential services should be drawn up,
with associated problems, difficulties these services face due to lack of sufficient
information or analysis. In addition, ideas on how services can be improved with
additional data should be considered as well. While not all of the listed items will
directly involve big data, it is likely many will. Also, the list shouldn’t, at this point,
consider costs or even feasibility. The idea is to get a good list to work with.

Anytime a service can be improved or created through the application of data and
analysis is an opportunity to use Big Data.

2.2 Current Resources

A comprehensive list of resources should be developed as well. Again, be inclusive
here. Include any resource that could potentially be relevant. This will be useful
both in estimating the cost of a solution and identifying solutions that fit well with
resources you already have.

Computing resources should also be cataloged. Servers, storage and software
should all be noted. Include cloud based resources that you currently use. List any
database software (MySQL, PostGres), operating systems, statistical and analysis
software you own or are licensed to use.

Staffing resources are critical. Big Data and data analysis are new to many
libraries. However, there may be untapped skills within your library. Also, you
should ensure that you list all of the Information Technology staff you currently
employ. Stanton [6]
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The first type of resource to consider is the data itself. A list of current data
streams the library currently creates or has access to. This might include current
holdings, circulation statistics, gate counts, patron counts, reference interactions and
online chat. Also include external data sources which you may currently subscribe
to as well as social media feeds.

A final critical resource to consider are external resources. Perhaps the most
important would be the High Performance Computing (HPC) center and Cyber-
Infrastructure (CI) center at your institution. Additional resources might be Statisti-
cal consultants and Risk Management.

2.3 Identify Solutions

With your needs in hand, you can start planning solutions. The solution will
typically involve several components.

• Data store
• Administration
• Policies and access
• Analysis and visualization
• Query access (optional)

These may seem pretty standard and they are. However, when working with
big data care must be taken to choose the right solutions. As noted previously the
solutions you choose will depend on the nature of the project, one-off or service
based. Ideally you would tackle your data store first.

2.4 Data Stores

For one-off solutions, the type of data store may be less critical. CSV or excel files
may be sufficient for some projects, but they may not scale well with true big data
projects, even one-offs, so it may be necessary to use SQL databases or document
based databases such as Mongo DB or Hadoop. The cost of making a mistake isn’t
so great however, mainly in extra time spent fixing the mistake or time spent working
with an inefficiency.

Service level data stores must be reliable and robust. Unfortunately, they also
typically require maintenance and development. Also, because the the data store
is intended for long term use, significant time in planning and development will
be required. The benefit, of course, is the ability to make use of the data for a
variety of purposes continually over time. Service level big data stores, often utilize
technologies such a data warehouse architecture or document based or NoSQL
databases Hecht and Jablonski [7].
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Data Warehouses take data from a variety of sources, transform it and then load it
into a central data store Inmon [8]. The focus with a Data Warehouse is to transform
or pre-process the data so that it is more efficient for the types of queries you will
perform. For instance, data is often timestamped. Libraries might be interested in
how a variety of resources are used on an hourly basis over the course of a week.
With just a time stamp this can be an expensive query, especially if you are merging
different data streams, where you must first determine the day of the week and hour
of the day for each record before joining the records together. Using Data Warehouse
type architecture, the data is preprocessed, for instance assigning each record a day
of the week and an hour based on its timestamp.

Document based repositories (NoSQL) forgo the structure of data base schema
and are often said to scale better than SQL. Additionally, products such as Kibana
for Elasticsearch are designed for big data analysis and visualization.

The choice will depend on a variety of factors. Before deciding it is important to
determine your needs and also the technical skills and support your institution can
provide for a given solution.

2.5 Administration

For service level data stores you will need to provide an administrative layer. Some
solutions come with built in administrative front ends. Ideally, when researching
your data store, you should also determine what administrative tools are available.
Not having to build your own can save a great deal of time and resources.

2.6 Policies and Access

One important non-technical issue to resolve are policies of use and access. At the
start, a document that states the scope of the project, and policies governing use
should be drafted. The scope specifies the data that are expected to be included in
the data store and what they will be used for. Defining the scope helps to focus
development and limit” scope creep” which happens as new ideas come to the light.
Stating the scope also helps better set stakeholder expectations. Policies concerning
use will help define the users, and also provide avenues for interested parties to gain
access to the data.

One very important aspect to consider is how to handle sensitive data. This
includes data with personally identifying information, trade secrets or other data
that could be potentially damaging to other agents.

When mashing different data sets together, additional care must be taken that
the combined data doesn’t cause additional risks. For instance, data that identifies a
student’s school may not be risky. Data about student’s ethnicity or economic status
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may not be risky. Combining the two however, may suddenly make it much easier
to identify individuals with a fair degree of certainty.

2.7 Analysis and Visualization

The types of analyses and visualizations that are needed may drive the solutions
chosen. While most solutions provide a wide array of analyses and solutions some
are limited in what they can do.

Also, the skills of the potential users should be taken account. Analysis and
Visualizations can be divided into two types of interfaces, point and click, and
scripted. Point and click interfaces are easier to use, especially for users with little or
no background in data analysis. The trade-off is that these are usually more limited
in what they will do, and perhaps more importantly they often make it difficult
document how the analyses and visualizations were created. Also, the ease of entry
can allow new users to use the analyses and visualizations wrongly.

Scripted solutions essentially require the user to write short programs to accom-
plish the analyses and visualizations. They require considerable more skill to use.
However, they typically allow the user to a perform a much wider range of analyses
and visualizations. Because the analyses are written as a script, it is easy to know
how they are done and additional documentation can usually be added as needed.
Because the user will typically already be fairly skilled in analysis and visualization,
the risk of inappropriate analyses is reduced. Using scripted solutions should be
considered a best practice, but may not be practical for all institutions.

Analysis solutions should also be evaluated on how the results can be exported.
Some solutions only allow tables to be exported in CSV or even proprietary formats.
Graphs and charts may only be exportable in PNG or other image formats. If one of
the goals is to make data available on the web and to make it interactive, solutions
should be chose that provide the ability to export content as interactive graphs
usually in SVG.

2.8 Query Access

Query access is providing refers to providing a low level interface to the data,
usually in the form of an HTTP based API. This feature is not necessary, but
many data warehouses provide. Implementing this requires some thought, including
access control.

Query access can also be used to allow the extraction of data to be used in online
visualizations. For instance, a good API can generate json outputs that can then
be input into a product such as Highcharts that generates very nice and interactive
charts and graphs.
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2.9 Implementation

One-off research projects are often practical, and several examples of research
projects conducted from within libraries exist [citations needed]. Typically, these
projects do not require extensive technical infrastructure, and if the required
expertise does not exist within the library, collaborations with other departments
or libraries will typically suffice.

Service level projects, will exceed the capabilities of many libraries to support
them with the necessary infrastructure and expertise. However, collaborations with
other institutional departments such as high performance computing, advanced
cyber-infrastructure, or similar units may be advantageous.

3 Library Big Data Services

Libraries are in a unique position to not only use big data for their own purposes,
but also to provide services around big data. Many libraries are already offering
research data services such as data management planning, data collection, data
curation and data archiving. Sugimoto et al. [9] Some libraries also offer some level
of analytic and visualization support, much of this driven by demand created by
various mandates to provide data management plans and make data more accessible.
At the same time, researchers are constantly pushing the limits of their data sets,
increasing both their size and the complexity. While in some realms, this has been
going on for some time, other domains are just starting to explore the possibilities
of big data. Libraries can play an important role in facilitating their institutions
research, although as before, this will often require cooperating with other units.

We will explore some of the possible services libraries can provide using the
data life cycle developed by DataONE 1. While libraries can play an important role,
libraries will not have great a role in each stage of the life cycle. Some stages may
present too great of challenges or require too many researchers, so libraries will
need to choose carefully what services to provide and how to resource them.

3.1 Planning

Assisting with Data Management Plans (DMPs) is one of the most common services
offered by academic libraries. Working with a researcher on a big data project only
differs from typical DMPs in several ways. Depending on the funder, a typical DMP
covers most of the topics Most of the details will be covered below. Librarians who
assist in writing DMPs involving big data projects will need to be aware of all the
services the researcher might require to adequately address the issues in a DMP.
Also, they should be aware that much of the boiler plate text that many libraries
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Fig. 1 The data life cycle
developed by DataONE Plan
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provide may not be applicable. For instance, many libraries provide text describing
how their institutional repository can accept data, however, big data projects may be
too large or complex for these repositories (Fig. 1).

3.2 Collection

Collection of big data may seem to be outside the range of typical library services.
However, there are some opportunities to be found. Some libraries may already have
in house skills common big data sources, such as social media feeds. Libraries some
commercially available big data sources might be acquired and treated as part of the
library collection.

Acquiring and working with big data can be computer intensive. Libraries
can collaborate with other units such as high performance computing to provide
computing assistance and also the technical infrastructure to work with big data.
Libraries primary role here might be to ensure that the data collected is properly
organized and documented to ensure that it can be easily archived later.

3.3 Assure, Analyze and Integrate

Quality insurance (QA), analysis and integration of the data is typically the
responsibility of the researcher. However, if librarians are supplying data as part
of their collection, there may be some responsibility to perform quality assurance
on this data and provide adequate documentation for researchers to conduct their
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own QA methods. Also, in general, libraries should provide a supporting role by
providing tools and resources to aid researchers in conducting and documenting
their QA protocols. This might include version control, tutorials, and workshops.

3.4 Describe

Providing data with adequate metadata and documentation fall squarely within the
strengths of libraries and this is a task researchers struggle with providing proper
documentation and metadata as well. Libraries should provide services to help
researchers document their big data and supply it with metadata. Here we differ-
entiate between documentation and metadata. Documentation is human readable
information that provides details about various aspects of the data. Metadata is
typically machine readable information, often machine generated and in addition
to providing some information that aids in using the data, also functions to identify
and describe the data.

Ideally, librarians would work proactively with researchers so that they begin
documenting their work as it is created. Otherwise, especially with very large
complex projects, much information is lost or forgotten over the course of the
project. Also, if researchers wait until the end of the project to document their
work, it can become overwhelming and often does not get done. Two fairly simple
steps to take at the start of the project are to create a README text file, and to
create an initial file structure and naming convention. Big data projects can be large
and complex and often involve multiple collaborators. By starting the project in an
organized fashion with solid documentation, the project will typically proceed far
more smoothly than otherwise.

README files are simple text files frequently used in software development to
describe the project and document how to use the software. The contents can vary
quite a bit, but the overall goal of the README is to provide enough information
that other researchers can replicate, validate and reuse the data with confidence.
The README should be updated throughout the project and acts as both a means
to communicate with the current collaborators and also as a method for providing
needed information to others who may use the data in the future. Some common
components include

• A list of creators with roles contact information.
• A list of contributors.
• A description of the project, similar to an article abstract.
• A description of the data that includes.
• A description of the contents.
• A description of the naming conventions.
• How to view the data, what software is needed.
• How to run the analysis to replicate the data.
• License information
• An example citation
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The project’s file structure and naming conventions should also be set at the
beginning of the project. A simple, high level directory structure should be created
with naming conventions that help to describe the contents and purpose of the
directory, such as “data”, “analyses”, “output”. Likewise, naming conventions for
other directories and their files should be consistent and provide information about
what they are.

3.5 Preserve

Along with data description, archiving and preservation is perhaps the other primary
service libraries can provide. Many funders, including most STEM agencies such as
NSF and NIH require that researchers make their data available upon completion
of the project. NIH [10] For big data projects this can be especially problematic for
the researchers due to the quantity and complexity of the data. It can also present
unique problems to the libraries.

Many libraries have institutional repositories and some also have dedicated data
repositories. However, in most cases they are limited by their technology to smaller
and simpler datasets. This presents a problem to researchers who are using big data
and whose data sets may not easily fit into the institutional repository solutions. An
additional difficulty occurs when data is derived from commercial sources such as
financial data or social media feeds. In these cases, researchers are limited by what
they can make public, while still often required to release enough information to
validate their results.

To better handle big data sets in repositories there are several possible paths. First,
it may often be possible to reduce the size of the data by reducing repetitive content,
or removing content that can be generated again. For instance, Twitter data can be
reduced to a list of just the Tweet IDs vastly reducing the amount of storage needed
for the data. This is also another opportunity to collaborate with other institutional
units such as who have more resources in the form of storage and computing power.
Often these units lack the skills in curation to make the data findable and reusable
which libraries often have. Finally, there may be other external repositories that are
more appropriate for the data. This is common in the genomics realm for instance.

3.6 Discover

Aside from some of the more common big data sources like Twitter, discovering
useful data can be difficult. Librarians involved in research data support can serve
a useful role in working with researchers to find relevant and useful datasets.
These can range from support of genomics research to locating corpora for digital
humanities projects. In addition to locating the datasets, librarians as informaticists
should also be familiar with techniques for efficiently acquiring the data, storing and
processing the data.
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Another issue with data discovery is negotiating intellectual property issues.
While much data in the STEM disciplines may be open, there is considerable data
that comes with a variety of licensing arrangements. Librarians can be helpful to
researchers in understanding these, but importantly, also to determine how to best
make the resulting data as open as possible so that the research can be disseminated
in as open a manner as possible.

4 Conclusion

Although it has not always been recognized as such, data has always been
fundamental to academic research. While we typically think of data as numbers
and measurements, it also includes text, images and anything else that is used to
inform our understanding of the natural world, and the artifacts we create. As the
digital age moves on, we are increasingly seeing data exposed as part of the process
and the understanding that access to the data increases our ability to understand
what has been done and also to advance faster by reusing data that has already been
created.

In the last 15 years or so, we have seen an increase in the velocity, volume and
variety of data created to the point where our ability to comprehend, let alone work
with the data stretches our limits. Librarians have always been custodians of our
shared store of knowledge. As the digital and data age move forward, librarians must
adapt to not only handling information in the form of written text but also working
with information in all its variety and volume. This will require partnerships with
other experts such as high performance computing, cyber-infrastructure and also the
researchers themselves.
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A Framework for Social Network Sentiment
Analysis Using Big Data Analytics

Bharat Sri Harsha Karpurapu and Leon Jololian

Abstract Traditionally, surveys were used as one of the major methods for finding
out the opinion of a group of people about a particular topic. However, over the
last two decades with the proliferation of Web to the social media sites such
as Twitter, Facebook, and Tumblr, social media are increasingly becoming the
platform of choice for people to express their views or opinions. With an account
of over two billion users, social media provides a major source for gathering people
moods and opinions. Several public and private organizations, such as Government
and companies, are attempting to exploit the expressed preferences, opinions, and
attitudes regarding politics, commercial products and other matters of personal
importance for a competitive edge. One of the efficient ways to get this information
is by performing sentiment analysis on these electronic repositories. With the data
being ubiquitous, the bottlenecks here are processing speed, storage, and time,
which are involved with the traditional storage system. So to deal with the data
processing of these massive amounts of data, some special tools and techniques are
offered by Big Data framework.

1 Introduction

Traditionally, surveys were used as one of the major methods for finding out the
opinion of a group of people about a particular topic. However, over the last two
decades with the proliferation of Web to the social media sites such as Twitter,
Facebook, and Tumblr, social media are increasingly becoming the platform of
choice for people to express their views or opinions. With an account of over two
billion users, social media provides a major source for gathering people moods
and opinions. Several public and private organizations, such as Government and
companies, are attempting to exploit the expressed preferences, opinions, and
attitudes regarding politics, commercial products and other matters of personal
importance for a competitive edge. One of the efficient ways to get this information
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is by performing sentiment analysis on these electronic repositories. With the data
being ubiquitous, the bottlenecks here are processing speed, storage, and time,
which are involved with the traditional storage system. So to deal with the data
processing of these massive amounts of data, some special tools and techniques are
offered by Big Data framework.

This article is based on my master thesis which describes the process of devel-
oping a generalized big data framework for performing social network sentiment
analysis as a POC (Proof of Concept). This framework consists of a real-time
collection of data followed by machine learning methods for performing sentiment
analysis on a big data platform. For getting data and for performing sentiment
analysis, a live mini-blogging website ‘Twitter’ is considered which generates
almost 6000 tweets per second with a restriction to express their opinion in 140
words. For processing speeds and storage capacity, large-scale cluster-computing
framework like the spark was used, for its efficiency to handle data and for its speed.
For sentiment analysis on the collected tweets, Naive Bayes algorithm was used.
At the end of the article, we presented with the results of the two case studies to
demonstrate the effectiveness of this framework.

2 Research Questions of Thesis

2.1 Question 1: How Would It Be Possible to Parameterize
Domain Characteristics in Order to Allow the Framework
to Specialize for Various Domains?

The whole idea of this thesis is based on this question, and the answer to this
is “Yes.” The framework, which we developed here can be used for performing
sentiment analysis on various domains such as Banking, Automobiles and Airlines
by changing domain characteristic values. Here in this thesis, we performed
sentiment analysis on Automobile Industry as a POC (Proof of Concept) and as
case study I. This framework was extended at the end with an action email system,
which we performed on Regions Bank as a case study II.

2.2 Question 2: How Would It Be Possible to Create
an Upgradable Framework Such that Components Can Be
Replaced Whenever New Tools with Better Performance
Become Available?

Yes, we can build an upgradable framework. Here in the development of this
framework, we used different tools such as Spark, Jupyter Notebook, Anaconda,
Tableau, and Plotly. However, for developing the framework, we followed a layered
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architecture, which makes it possible to replace any layer or any part in the layer
with a new efficient tool/technology in the future.

3 Domain Literature and Theoretical Background

3.1 Sentiment Analysis

Sentiment Analysis is one of the fields in the area of natural language processing
which aims at determining the writer’s attitudes, emotions or moods from the
text regarding various topics. One of the best known measures of sentiment is
the polarity. The simplest form of the polarity is to have only two degrees either
positive or negative: either like or dislike button in Facebook, we can consider them
as the extreme ends of the continuous scale. The continuous scale can have some
discrete points, which result in rating scales such as Amazon rating scale and IMDB
rating scale. Generally, semtiment analysis is performed by extracting the subjective
information from the given text and people opt for different methods for this process,
for example: Agarwal, in his paper [1] extracted the subjective information from text
by POS tagging for performing sentiment analysis.

3.1.1 Types of Sentiment Analysis

• Document Level Sentiment Analysis, deals with determining whether the whole
document is expressing positive, negative or neutral opinion about an entity. The
main goal is to extract the overall polarity of the document [2].

• Sentence Level Sentiment Analysis, deals with the analysis of determining
whether the particular sentence is expressing a positive, negative or neutral
opinion. This can also be considered as a standard text classification problem.

• Aspect Level Sentiment Analysis, deals with the type of analysis which aims
at determining the the sentiment of individual sentences and phrases about a
particular aspect. This is also called as a fine grained sentiment analysis [3].

3.2 Machine Learning

Arther Samuel, the pioneer in the field of Artificial Intelligence, defined Machine
Learning as “A field of study that gives the computers ability to learn without being
explicitly programmed”. In a generalized sense, one can understand Machine Learn-
ing as the process of making a machine to learn from the given situations/instances
through different algorithms and enabling it to perform on its own in the future
through the acquired knowledge/intelligence.
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3.2.1 Learning Process

A typical machine learning process involves training from the given input data,
developing a hypothesis model and predicts the future variable. The set of all the
equations that we fit the training data is referred to as the hypothesis space. The one
best-fitted equation which reduces the risk or cost on the overall training data, is
taken as the Final Hypothesis model.

The complete Loss or Cost or Risk Function is given by

RD
�
hi.x/

� D 1

N

X
.yi � h1 .xi//

2

where RD is the Risk function over the Data ‘D’ having ‘N’ data points.
yi is the observed value (target or label) and h1(xi) is the predicted value. Now

the final hypothesis ‘g’ is the one, who is having lowest risk function in the whole
hypothesis space ‘H’ (represents all the polynomial spaces)

g.x/ D argminh.x/2HRD .h.x//

so g(x) is the final hypothesis model which best fits the given data. During the
training process, various considerations are to be taken for bias and variance just
to make sure that the curve is not overfitting or underfitting the data.

3.2.2 Naive Bayes Algorithm

Naive Bayes algorithms is used for classification problems, which are claimed to be
full probabilistic models based on Bayes theorem.
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Bayes Theorem

Posterior probability of ‘A’ is equals to the prior probability of ‘A’ times the
likelihood of ‘A’ divided by the evidence.
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represent the likelihood of ‘B’ given ‘A’, lets represent that as L(A).

Then the above equation can be written as
Suppose AD Y (Parameter of data)
B D X (data) then the above proportionality changes to

P

�
B

A

�
/ L.Y/�P.Y/

i.e. the posterior distribution of the data is equal to the likelihood of the data for the
given parameter times the prior probability of the parameter.

Spam Filter Equations by Naive Bayes

Assume that there are five words frequently appear in the spam mail and suppose
that someone got a new mail which uses three words of the spam category and rest
are not, then the probability of the given mail being spam is given by
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Now by Naive Bayes assumption, let’s consider the conditional independence of
words in the spam and conditional independence of words in the non-spam. Then
we can write the likelihood as
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This might be a huge assumption, but it makes the computation much simpler.
Similarly, the not spam likelihood is given by the below formula:
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3.3 Big Data Analytics

Big Data refers to the huge volumes of Datasets, which cannot be handled by a
single machine or any normal traditional database system. Gartner, the world’s
leading IT advisory and research company, defines Big Data as “Big data is high
volume, high velocity, and/or high variety information assets that require new forms
of processing to enable enhanced decision making, insight discovery, and process
optimization.” Some of the notable researches inluclude suresh [4]: developed a
framework for analyzing consumer opinions in map reduce environments, and
Amir [5]: proposed a approach for dealing storage constraint of these datasets by
developing online analytical algorithms.

4 System Architecture

The architectural block diagram of the proposed framework will consist of a data
source, which is a social networking site (Twitter), Exploratory Analysis Section,
Modelling Section, and local storage.

The above figure represents the architectural block diagram of the proposed
framework with all the components for input, processing, and output. Twitter
Streaming is used to collect tweets from the Twitter, and the raw data of the collected
tweets is stored in the local database. Data Exploration section is the preprocessing
and analysis section, where the collected data is subjected to various cleaning and
preparation steps to make it more human readable and ready for modeling part. The
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final cleaned output is sent to Visualization section, which shows some exploratory
analysis with interactive visualizations using Tableau. Now the cleaned data is
collected from the local storage of our system and sent to the spark engine to perform
the predictive sentiment analysis. The final Output of the sentiment is visualized
using Tableau plots. The outputs of every stage are stored in the local database for
efficiency and documentation purposes.

5 Process Flow

5.1 Data Collection

The input data source here is the tweets, and Twitter is the data repository. For data
collection purposes, Twitter provides two API’s, streaming API and REST API.
Streaming API is used to collect tweets in real-time, whereas REST API provides
the way for collecting tweets from the past week. Streaming API offers longer
connectivity and provides data in almost real-time. Twitter search API is one of
the REST API’s of Twitter which almost equal to Twitter search functionality. The
returned data is in the form of JSON or XML using GET requests. In most cases,
the returned format will be in JSON, which is having more compactness.

At the end, the proposed framework is being implemented with two use cases.
In the first use case, Twitter streaming API was used and in the second use case,
Twitter search API was used. In both cases, we can pass a specific word on which
the tweets have to be collected. In Twitter streaming, the keyword is called filter,
and in search API it is called query word.
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5.2 Preprocessing

5.2.1 Language Detection

The tweets collected from Twitter streaming will contain tweets with different
languages from various countries. Therefore, the first step in our process should
be to separate English language tweets from the collected Twitter corpus.

5.2.2 Lower Case

One way to make processes easier is to normalize the tweets. In this case, the
tweets are normalized by converting them all to lower case which makes it easier
for comparing the with the sentiment dictionary.

5.2.3 Regular Expressions

Regular Expressions are used to select a particular type of content according to the
pattern given in the expression. In this case, regular expressions are used to remove
punctuation, special character (except space).

5.2.4 Tokenization

Tokenizing is the process of breaking a sentence by the white spaces or any kind of
special symbols. Each meaning word or symbol is called a token. Here tokenization
was done by white spaces.

5.2.5 Parts of Speech Tagging

POS tagging is the process of assigning parts of speech tag to every word in the
sentence. We used POS tagging to detect the subjective words from the tweets like
the like adjectives, adverbs and verbs.
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5.3 Data Modelling

Once tweets are cleaned the next step is the data modeling part, i.e. the sentiment
assignment part. Here for sentiment polarity assignment, Naive Bayes theorem was
used.

Initially, a word dictionary is maintained with all the positive and negative
sentiment words with their log probabilities. When a new tweet is given the
individual words are identified in negative and positive log probabilities dictionaries,
and final negative log probability and positive log probability is calculated which
is the sum of their individual log probability values. Final polarity is assigned
according to the winning polarity log probability.

Suppose there are five subjective wordsfw1 , w2 , w3 , w4 , w5g in a tweet.

Total Negative Log ProbabilityD
Neg_Log_Prob(w1) C Neg_Log_Prob(w2)C Neg_Log_Prob(w3) C
Neg_Log_Prob(w4) CNeg_Log_Prob(w5)

Total Positive Log ProbabilityD
Pos_Log_Prob(w1) C Pos_Log_Prob(w2)C Pos_Log_Prob(w3)C
Pos_Log_Prob(w4) CPos_Log_Prob(w5)

Final tweets polarity is positive if, total positive log probability is greater than
total negative log probability else the final polarity is negative. If the none of the
words are there in the word dictionary, then the final result is neutral.

6 Tools Profile
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6.1 Jupyter Notebook

“Jupyter Notebook” can be considered as a web application or interactive computing
environment that allows to create and share documents that contain live code,
equations, visualizations and explanatory part. It consists of three important parts
Notebook Web Applications, Kernels and Notebook documents.

6.2 Anaconda Framework

Anaconda is the product of Continuum Analytics, they define anaconda as “A free,
easy-to-install package manager, environment manager, Python distribution, and
collection of over 720 open source packages with free community support.

6.3 Spark

Spark is a general-purpose large-scale cluster-computing framework with many data
tools stacked under a single umbrella for handling different cases. One of the most
important aspects of spark is its scalability and efficiency. It is well built with a
higher level API’s which are available in different programming languages like Java,
python, and scala. Data operations in spark are performed by transformations and
actions. Unlike most frameworks, spark can disseminate these operations across
various worker nodes by providing programming abstraction and speed by parallel
processing.

7 Case Studies

7.1 Case Study I

In this case study, the proposed framework was implemented for doing the
sentiment analysis for the whole automobile industry domain. In this part, tweets
were collected in real time using twitter streaming on a total of nine different
automobile companies (Honda, BMW, Kia, Audi, Toyota, Lexus, Hyundai, Buick,
and Mercedes Benz). The subjective words from all the tweets were extracted and
final polarity score was given to each tweet.
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7.2 Key Findings

From there graphs one can draw many inferences, However, We are mentioning only
a few here.

• A total of 38 language tweets were collected and 3132 were English tweets which
are almost 65% of the data collected.

• In Demographic distribution, we can see that most numbers of tweets were from
the US. So US is the largest source of data when it comes to tweets of automobile
industry.

• The average number of followers is more for the country Royaume-Uni, So
sentiment expressed by these tweets is very important.

• BMW has got the more number of tweets with 1126 count, while Buick got the
lowest number of tweets with 49 count. Therefore, we can say that BMW is the
most popular one and Buick is the least popular one of all.
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Of all the automobile companies chosen, Mercedes Benz has the highest
sentiment score of 0.8766 and Lexus has the lowest sentiment score of 0.492. Here,
we can observe that, although BMW is popular one, the final sentiment score is
highest for Mercedes Benz. So popularity is different from sentiment.

7.3 Case Study II

In this case study, the proposed framework was implemented for doing the sentiment
analysis for a single entity. This part used Twitter search API, and extracted all the
past tweets on a single entity Regions Bank. The proposed framework was extended
in this case so that it can send action emails to the assigned persons depending on
the sentiment threshold.
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8 Conclusions and Future Directions

This whole article is concentrated on developing a generalized framework for social
network sentiment analysis. The main aim of this framework is to make it adaptable
for performing the sentiment analysis on any domain such as an automobile,
banking, and telecom. This generalized framework can be used by anyone as it
mitigates the underlying technical aspect of the analysis process by providing an
easy to use interface. Clearly, the effectiveness of this framework on the two case
studies revealed its usability to other cases.

As of now, this framework is developed for Twitter, we can develop the
framework to be suitable for other social networking sites such as Facebook and
Instagram. We can also make it more appealing by creating a web console at the
front end and code at the back end, where results will have automatically presented
to users on the web console. Coming to the technical perspective, for sentiment
analysis, we used unigram model. However, we can use bigrams or trigrams, which
guarantee more accuracy in many cases. Currently, this framework was built to
support only English language, Nevertheless, we can improve the framework to
support multi-languages [6]. Although, we hard coded some visualization plots, we
can make these things automated by purchasing some third party libraries.
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Big Data Analytics and Visualization: Finance

Shyam Prabhakar and Larry Maves

1 Introduction

Big data Analytics and data science helps finance in combining business research
expertise, scientific processes, quantitative analytics and system infrastructure to
distill knowledge and insights from internal/external, structured/unstructured data.

All finance institutions have seen an explosion in their velocity, variety and
volume of their internal datasets. New federal regulations requirement require
leveraging internal and external data linking: [1] Customer service and transactional
level data; [2] Social Media activity analysis (Sentimental aka opinion mining);
[3] Real time market feeds; [4] Mobile/Online tracking data. Competitive market
has accelerated the need for more targeted and accurate decision making thru: [1]
Capture and analysis of new source data; [2] Building and direct use of Predictive
models; [3] Requirement to run live simulations (stress testing) of potential market
events; and the [4] Extracting and storing of increasingly diverse data in raw form
for future analysis.

1.1 How Big Data Analytics Could benefit Finance Industry?

Financial institutions is transforming to data-driven organizations as they acquires,
process, and leverages data in real time to create organizational efficiencies, delin-
eate new product opportunities, and facilitate navigating the competitive landscape.
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Big Data analytics is providing solutions to long standing business challenges
banking and finance industries around the world.

“Big data is a collection of data that are structured and unstructured from the sources that are
inside and outside (Internet) of a company that represents a source for ongoing discovery
and analysis.”

Financial industries and banks carries lot of data they collect on day-to-day basis.
Each day, they add millions of records to their ocean of data. The main question
is how to use this information’s for their competitive advantage. In a case study
IBM did in the year 2012 on Big Data Analytics and its use in financial industry,
they found 71% of the banking and financial markets reported that they use the
information for their competitive advantage.

Big Data ecosystem provides ability to store large volume of data, which includes
structured and unstructured. The echo system also provides tools to format the data
and perform analytics and reporting. Some of the top HADOOP vendors are listed
below

– Amazon Elastic MapReduce
– Cloudera CDH Hadoop Distribution
– Hortonworks Data Platform
– MapR Hadoop distribution
– IBM Open Platform
– Microsoft Azure’s HDInsight -Cloud based Hadoop Distribution
– Pivotal Big Data suite
– Datameer Professional
– Datastax Enterprise Analytics
– Dell—Cloudera Apache Hadoop Solution

Disclaimer
This list of Hadoop vendors are not categorized based on the order of popularity.
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One of the best and effective big data strategies would be to identify the
business requirements first, and then leverage the existing infra-structure, data
sources and analytics to support the business opportunity. Almost three-quarters
of financial services companies have either started developing a big data strategy
or implementing big data as pilot into their process, on par with their cross
industry piers.

The promise of achieving business value from big data can only be realized
if organizations put into place an information foundation that support the rapidly
growing volume, variety and velocity of the data. Inability to connect data across
organizational and department silos has been business intelligence challenge for
years.

Without powerful analytics software, organizations cannot unlock the true
potential of Big Data. Institutions have been using look-back analysis for years and
generating trends based on historical data is a common technique. There are new
software and tools available for designing and implementing predictive and deep
analysis.

2 Areas Where Banking and Financial Institution Could
Focus on Using Big Data and Analytics

One of the major area banking and financial industry wants to use Big Data
Analytics is for Customer Centric decisions. As majority of the banks and financial
institutions market place are moving or forced to move from product centric to
customer centric organizations, the customer centric decision-making process is
making lot of attention. The data insights, operations, technology and systems are
revolving according to customer needs. So understanding a customer behavior and
RISK plays important part in the customer analytics/intelligence area. Also by
improving the ability to predict changing market and customer preferences, banks
and financial institutions could deliver new products and services quickly to seize
the opportunities while increasing customer service and loyalty.

Major areas where Big Data Analytics would be of high importance in banking
and financial sectors are

– Customer centric decision making
– RISK/financial management—includes prediction of market risk, credit risk etc.
– New Business Model
– Operation optimization

3 Big Data with Machine Learning for Customer Centric
Decision Making

Customer centric decision-making allows financial institutions to put customers at
the center of all analysis and decision-making, allowing organizations to understand
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customer behavior and preferences. Knowing your customer helps organization to
retain customers and prevent customer churn. Following are some of the steps that
should be considered to focus on customer.

1. Organize the data around the customers
2. Put KPI’s in place to identify opportunities

a. How valuable are the new customer an organizations are acquiring?
b. How are the organizations maximizing the customer relationship?

3. Seek out customer centric insights by focusing on KPI’s like CLV(Customer
Lifetime Value) and Customer Equity. Also focuses on customer retention
specific matrices like the Early repeat rate and Leakey bucket ratio

4. Experiment and Iterate. Experiment the model and iterate to see if better results
are achieved with the changing market.

The real value of Big Data for any business is the opportunity to learn about our
customers at such depth and speed that we can truly put them in the central stage.
Data driven learning enabled by scientific computing and analytic techniques that
make it practical to examine data of very high volume, variety and velocity. When
these techniques are employed, Big Data yields what is sometimes called Value, the
fourth ‘V’.

It is no longer enough to have a 360ı customer view linking data from all
products and channels. Organizations now realize this and adopting more customer
centric approach to understand customer needs, understand transaction context,
notice what is changing and drive personalized touch points within the window of
opportunity. Big Data computing infrastructures are making it practical to employ
automated machine learning algorithms for this purpose (Fig. 1).

To start with the customer centric applications, design and automate smart
experiments that enable casual predictions. Customer centric prediction models
include simple casual predictions of credit risk and line increase to customer
retentions. In Dr. Andrew Jennings paper, FICO captures casual relationships
in the action-effect models to improve decisions through decision modeling and
optimizations (Fig. 2).

With the right algorithms, you can create intelligent applications that can use
machine learning to improve data discovery and enhance analytic precision. Value

Fig. 1 Courtesy big data way to customer centricity by Dr. Andrew Jennings [5]
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Fig. 2 Courtesy Big data way to Customer centricity by Dr. Andrew Jennings. This shows a model
that predicts customer reactions [5]

comes from data-driven insights, not just the data alone. From raw data sources one
should analyze all types of data to identify trends, model possible scenarios and
predict future results.

Financial institutions like any other, would like to retain their respective cus-
tomers. In this section, I would like to give an example how big data analytics
along with machine learning algorithm help in predicting customer churn. Customer
“churn” is defined as the propensity of customers to cease doing business with a
company in a given time period. It is very important for a business to know their
customers. This helps in providing a high level of customer service and also helps
in determining the risk factors. The three main characteristics of churns are (1) the
data is usually imbalanced; (2) large learning applications will inevitable have some
type of data noise; (3) the task of predicting churn requires the ranking of subscribers
according to their likelihood to churn.

One of the journal released in 2009 (Customer churn prediction using improved
balanced random forests) recommended Improved Balanced Random Forests
(IBRF) is the one predicted more accurately the churn. If you ask any seasoned
modelers, they wont recommend one specific method to use, as we have to test with
multiple algorithms to find accuracy that could give result in the range of 80–85%.
Some of the algorithm tested in this journal were Decision-tree-based algorithm,
neural network algorithm, Bayesian multi-net classifier, SVM, sequential patterns
and survival analysis have made good attempts to predict churn, but the results were
unsatisfactory. The study contributes to the existing literature not only investigating
the effectiveness of the random forest approach in predicting customer churn but
also by integrating sampling techniques and cost-sensitive learning into random
forest to achieve better performance than existing algorithms.

The strategy of random forest is to select randomly subset of mtry descriptors
to grow trees, each tree being grown in a bootstrap sample of the training set.
This number, mtry, is used to split the nodes and is much smaller than the total
number if descriptors available for analysis. Algorithm takes as input a training set
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DDf(X1,Y1,) : : : ., (Xn,Yn,)g, where Xi, I D 1, : : : ..,n is a vector of descriptors and
Yi, is the corresponding class label. The training set is then split into two subsets
DCand D�, the first of which consists of all positive training samples and the second
of all negative samples. Let ht: 7!R denote a weak hypothesis.

The steps of IBRF algorithms are (from the journal)

• Input: Training examples f(X1,Y1,) : : : ., (Xn,Yn,)g; interval variables m and d;
the number of trees to grow ntree;

• For t D 1, : : : .., ntree:

– Randomly generate a variable / within interval between m � d
.

2 and m C
d
.

2 ;

– Randomly draw n / sample with replacement from the negative training
dataset D� and n(1–/) sample with replacement from the positive training
dataset DC;

– Assign w1 to the negative class and w2 to the positive class where w1 D 1�/
and w2D/;

– Grow and unpruned classification tree;

• Output the final ranking. Order all test samples by negative scores of each sample.
The negative score of each sample can be considered to be the total number of
trees, which predict the sample of negative. The more trees predict the sample to
be negative, the higher negative score the sample gets.

In this method, the normalized vote for class j at X1 equals

P
kI .h .Xi;/ D j/ wkP

k wk
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From the sample above, Big Data analytics along with machine learning and NLP
could contribute high value in knowing customers, that includes behavior, churn,
risk, recommending new products etc.

4 Big Data for Sentiment Analysis Using Natural Language
Programming

Big data environment is known for ingesting “variety” of data, which is one of the
“V”s along with Volume and Velocity. Big Data platform (Hadoop echo system)
is ideal for downloading all the twitter, Facebook and other social media data that
could be used to perform sentiment analysis. Main areas in financial industry the
sentiment analytics could be used in a financial industry would be able to, (1)
identify for stock market variations with prediction ability; (2) Individual financial
industries customer experiences over social media; and (3) Brand monitoring and
campaign.

Sentiment Analysis is also referred to as Opinion Mining on Big Data is a current
topic for research as this leverage an opportunity to use already present data in open
and analyze the same. Researchers have been interested in automatically detecting
sentiment in texts for at least a decade. We can label some texts as positive, some
texts as negative and some as normal and use these to train and algorithm that detects
sentiment in texts. This information could lead investors and financial decision
makers to make strategic decisions on the impact the market. The financial data
from news, blogs and social medias are noisier than other segments due to changing
market trends.

As per one of the published journal by Harvard College Cambridge, Mas-
sachusetts in the year 2009 recommends two different ways we can analyze
sentiments. (1) Using NLP (Natural Language Programming), in which the words
that are relevant to sentiment are automatically learned from the data. Each new
story is summarized as a binary vector (w1 , : : : , wn). The attribute w1 is equal to
1 if word i present in the story and equal to zero if word i is absent; (2) Non-linear
algorithms such as decision trees and support vector machines are frequently used
to map the words in a text to its classification. There has been on going research
work in this area to find the sentiment analysis in financial markets.

Sentiment Analysis can be carried out in two ways namely supervised and
unsupervised. The supervised learning requires a training dataset and assumes a
finite number of categories for an item to fall into. Some of the supervised learning
algorithms we could use here are Naïve Bayes, SVM or KNN etc. Unsupervised
learning is based on getting Semantic Orientation (SO) of the document. Sentiment
Analysis also needs to have a dictionary for comparing bag of words.

Sentiment Analysis depends upon the quality of the text used and training data
sets. There are other methods adopted by different studies, for example, dictionary
based technique. This method uses dictionary of sentiment bearing words to classify
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Table 1 Polarity levels Category Polarity Display

1 Positive Excited
2 Strong positive Happy
3 Negative Upset
4 Strong negative Angry

texts into positive, negative or neutral options. The results from this may not have
the same accuracy when compared to machine learning based algorithms. Some of
the main areas in financial that we could use NLP are listed below (courtesy https:/
/www.ibm.com/blogs/watson/2016/06/natural-language-processing-transforming-
financial-industry-2/)

– Gather real-time intelligence on specific stocks
– Provide key hire alerts
– Monitor company sentiment
– Anticipate client concerns
– Upgrade quality of analyst reporting
– Understand respond to news events
– Detect insider trading

5 Big Data Analytics and Business Intelligence

Business Intelligence is a process from data acquisition to data presentation where
the audience looks at the presented data for easy, well-defined reports and answers.
Big Analytics helps you find questions you don’t know you want to ask.

Big data analytics is the process of examining large (Volume), varied data sets
(Variety) which is loaded fast into the disk (Velocity) to uncover patterns, unknown
correlations, market trends, customer preferences and other useful information
that can help organizations to make more informed business decisions. Big Data
analytics enable data scientist, predictive modelers, statisticians and other analytics
professionals to analyze high volumes of structured transactional data and other
forms of data often left untapped by conventional business intelligence process. This
includes unstructured and semi-structured data as well. For example, internet click
stream data, web server logs, social media contents, text from customer emails,
survey responses, mobile-phone call-detail records and machine data captured by
sensors connect to the internet of things (IoT). Big data analytics is a form of
advanced analytics, which involves complex applications with elements such as
predictive models, statistical algorithms and what-if analyses powered by high-
performance analytics systems.

https://www.ibm.com/blogs/watson/2016/06/natural-language-processing-transforming-financial-industry-2
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By combining the power of big data analytics and use of BI may bring another
area that could use the best of both to determine business intuitions. Lot of studies
suggests that business intelligence need to adapt to big data (Fig. 3).

6 Conclusion

Big data used to be a technical problem but now it is a business opportunity
for lot of businesses. A 2015 research indicated that 63% of the firms using BI
indicate that Big Data analytics is created by/used by departments other than IT.
Big data has diverse data types, delivered at various speed and frequencies. These
diverse data combine with an organizations transaction and other structured data
and use collection different tools for predictive analytics, data mining, statistics,
artificial intelligence, natural language processing, machine learning etc. provides
you with Big Data Analytics. Big data analytics explores granular details of
business operations and customer interactions that seldom find their way into a data
warehouse of standard BI reports.

Big data analytics and visualization brings a new culture of decision-making. The
evidence is clear that the data-driven decisions give you better decisions. Leaders
will either embrace this fact or will be replaced. It is also clear that the companies
that figure out how to combine domain expertise with data science will pull away
from their rivals.



228 S. Prabhakar and L. Maves

Fig. 3 A pictorial representation of why big data analytics is important and how it differs from BI
[5]
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Study of Hardware Trojans in a Closed Loop
Control System for an Internet-of-Things
Application

Ranveer Kumar and Karthikeyan Lingasubramanian

Abstract A closed-loop system is a primary technology used to automate our
critical infrastructure and major industries to improve their efficiency. Their depend-
ability is challenged by probable vulnerabilities in the core computing system. These
vulnerabilities can appear on both front (software) and back (hardware) ends of
the computing system. While the software vulnerabilities are well researched and
documented, the hardware ones are normally overlooked. However, with hardware-
inclusive technological evolutions like Cyber-Physical Systems and Internet-of-
Things, hardware vulnerabilities should be addressed appropriately. In this work,
we present a study of one such vulnerability, called Hardware Trojan (HT), on a
closed-loop control system. Since a typical hardware Trojan is a small and stealthy
digital circuit, we present a test platform built using FPGA-in-the-loop, where the
computing system is represented as a digital hardware. Through this platform,
a comprehensive runtime analysis of hardware Trojan is accomplished and we
developed four threat models that can lead to destabilization of the closed-loop
system causing hazardous conditions. Since the primary objective is to study the
effects of hardware Trojans, they are designed in such a way that they can be
accessible and controllable.

1 Introduction

A closed-loop system is a primary technology used to automate our critical
infrastructure and major industries to improve their efficiency. Their dependability
is challenged by probable vulnerabilities in the core computing system. These
vulnerabilities can appear on both front (software) and back (hardware) ends of
the computing system. While the software vulnerabilities are well researched and
documented, the hardware ones are normally overlooked. However, with hardware-
inclusive technological evolutions like Cyber-Physical Systems and Internet-of-
Things, hardware vulnerabilities should be addressed appropriately. In this work,
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we present a study of one such vulnerability, called Hardware Trojan (HT), on a
closed-loop control system. Since a typical hardware Trojan is a small and stealthy
digital circuit, we present a test platform built using FPGA-in-the-loop, where the
computing system is represented as a digital hardware. Through this platform,
a comprehensive runtime analysis of hardware Trojan is accomplished and we
developed four threat models that can lead to destabilization of the closed-loop
system causing hazardous conditions. Since the primary objective is to study the
effects of hardware Trojans, they are designed in such a way that they can be
accessible and controllable.

A PID controller is the most widely used controller in the industry due to its
multiple advantages. FPGAs are also nowadays widely used in industry to fulfill
high frequency requirements. Multiple PIDS are implemented on the FPGA [1].
Controllers can control multiple sensors. Due to a rapid increase in the use of FPGA
based PID controllers, the possibility of threats are also increased. People are more
focused and aware towards software based viruses or Trojans but less aware of
hardware Trojans. So, there is need to explore the possibility of hardware Trojans in
programmable IoT devices and how it can affect closed loop control systems.

Hardware Trojans are the malicious circuits added in the Integrated Circuits
(ICs) which can affect either the functionality or leak information of the ICs or
the devices. In order to reduce the manufacturing cost of ICs, companies fabricate
their ICs in outside foundries, which makes the ICs vulnerable to the attacks during
various stages of their lifecycle [2]. Hardware Trojan added in the original circuits
can introduce fault in the chip or provide access to the attackers. It can also leak
secret information or disable the targeted circuit or device [3]. Karri, Rajendran,
Rosenfeld, and Tehranipoor proposed that the chips are vulnerable to HT at various
levels of IC development cycle including specification, design, fabrication, testing,
and assembly. HT are also inserted at various hardware abstraction levels including
system level, RTL level, gate level, transistor level, and physical level [4]. IoT
devices that are controlled by these chips are vulnerable to intrusions and attacks
making hardware security an important area of research since an attacker could
potentially gain control of benign devices such a sensors that monitor a homes tem-
perature to more controllable devices such as the homes thermostat or door locks.

A Kill Switch is an extra circuitry present in the chip, which can disrupt the
functioning of the chip and cause the chip to die. It can be inserted in the chip during
the manufacturing or the design phase. There were multiple incidents, which made
researchers and the world to think about Kill Switch. In September 2007, Israeli
jets bombed a nuclear installation in northeastern Syria. Some might doubt that the
incident was a result of a fabricated hidden “backdoor” in the Syrian Radar, which
either disrupted the chip’s function or temporarily blocked the radar [5]. Most of the
chips are manufactured in foreign foundries and not all are secure which can cause
software as well as hardware attacks. Fighter jets can contain thousands of chips,
which makes it enormously vulnerable to any extraneous circuitry. According to
Professor Ruby Lee, Cryptographic Expert, Electrical Engineering, Princeton, “you
won’t check for the infinite possible things which are not specified” [5]. Tests are
not reliable enough to identify any extraneous circuitry which are not active and
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do not affect the normal functionality of the circuit. Verification and testing cost
also were increased depending on the number of chips being tested. Verification
engineers randomly select a chip from thousands for physical inspections. More
than 90 percent of FPGAs are fabricated in foundries outside the United States and
there is no way to guarantee that they have not been tampered with [5].

2 Hardware Trojan Detection and Emerging Solutions

According to Yier Jin, standard testing methods are not sufficient to detect hardware
Trojans due to following reasons [6]:

1. The behavior of the Trojan is unexpected and structural pattern testing may not
cover Trojan test vectors.

2. It is hard to predict the functionality of the Trojan. Routine functional testing
cannot disclose the malicious hidden extra circuitry and function.

3. Considering all input patterns while testing is not possible for complex chips.
Destructive reverse engineering is effective with high cost to check the

integrity of the chips [6].

There are three common basic approaches used for detection of Trojans [7]:

1. Failure Analysis-Based Techniques
This technique includes scanning electron microscopy (SEM), pico-second

imaging circuit analysis (PICA), voltage contrast imaging (VCI), light-induced
voltage alteration (LIVA), charge induced voltage alteration (CIVA), etc. [8].
This technique is very cost effective and time consuming and it is not possible to
check all the chips while the Trojans might be present in random chips.

2. ATPG-based Trojan Detection Techniques
This technique includes detection of a Trojan by applying digital stimuli,

which can be obtained from the netlist of the chip and analyze the output of
the chip.

3. Side Channel Signal Analysis
This technique includes power analysis, electromagnetic field analysis,

temperature variations, voltage variations, timing analysis, etc. According to
Wang and Jim, Side-Channel-Based analysis can be improved with design-for-
hardware-trust (DFHT).

3 Design and Implementation

3.1 Discrete-Time Control System

A controller is a kind of a digital computer [9]. Time sharing can enable a controller
to control multiple functions. For instance, the space shuttle main engine (SSME)
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Fig. 1 Closed loop control system with discrete-time PID controller

controller has two digital controllers, which control pressure, temperature, flow
rates, turbo pump speed, valve positions, and engine servo-valve actuator positions
[10] (Fig. 1).

This closed loop system consists of four main components.

1. Plant: continuous-time dynamic system
2. ADC converter
3. DAC converter
4. Discrete PID Controller

3.2 Discrete PID Controller

A PID is a three-term controller where P stands for proportional, I stands for
integral, and D stands for the derivative components in the controller. A PID is
most widely used in industrial control systems. kP is proportional gain, kI is integral
gain, and kD is deferential gain. Standard discrete-time PID controller [11] can be
represented as
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where, KP is proportional gain, Ti is integrator time, Td is derivative time,
N D derivative filter divisor. IF(z) is a discrete integrator formula for the integrator
filter, and DF(z) is a discrete integrator formula for derivative filter.

Primary objectives of control system analysis and design [10].

1. Producing the desired transient response: It affects the speed of the system and
influences human patience and comfort.
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2. Reducing steady-state error: Steady state responds to the accuracy of the control
system. It governs how closely output matches the desired response.

3. Achieving stability: A system must be stable to produce the proper transient and
steady state response.

3.3 Hardware Trojan Taxonomy

According to Karri, Rajendran, Rosenfeld, and Tehranipoor, the taxonomy of
hardware Trojan has six different categories after implementing numerous hardware
Trojans [4]. The figure explains the different categories of taxonomy of hardware
Trojans implemented in our case study. Hardware Trojans are inserted in the design
phase in the form of VHDL code at RTL level. We used time-based internally
triggered hardware Trojans, which can change the functionality of the system.
Hardware Trojans stay hidden in the processor or the computational core of the
system. Insertion of hardware Trojans changes the layout of the design and can
change the size of the design or the programmable bit-stream (Fig. 2).
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Fig. 2 Hardware trojan taxonomy
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3.4 Threat Model Implementation in a Closed Loop Control
System

The hardware Trojans are inserted in the form of VHDL code in the discrete PID
controller and simulations were performed in an FPGA environment. A HDL Coder
is used to generate the VHDL code for the discrete PID controller, and hardware
Trojans in the form of VHDL are inserted. A HDL Verifier is used to compile the
VHDL codes and generate programmable bit-stream to program FPGA and perform
FPGA-in-the-Loop Simulation (Figs. 3 and 4).

The following is the digital implementation of PID controller using Quartus
Prime RTL viewer to generate the image shown below.

The hardware Trojan is inserted in the PID controller. We implemented a time-
based internally triggered hardware Trojan. Here, we used two 32-bit counters to
specify the trigger time of the hardware Trojan. The counter increases incrementally
on the rising edge of the clock. Once the counter value matches the specified count
value, it sets the trigger value equal to 1. It is highlighted in the RTL view of the
PID controller (Fig. 5).

−
+ ADC DAC PLANT

Output
PID Controller

Hardware Trojan

ErrorReference

Feedback

Fig. 3 Hardware trojan in PID controller

Fig. 4 Digital implementation of PID controller
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Fig. 5 Digital Implementation of PID Controller with Hardware Trojan

3.5 Experimental Setup

The Equipment used for the FPGA-in-the-Loop simulation are Computer - Intel
Core 2 duo processor is used in this work. Multiprocessor CPU can be used to
make the compilation of the VHDL code faster. We can also define the number of
processors used in the compilation process of the VHDL code using Intel Quartus
Prime.

FPGA - BeMicro CVA9 Cyclone V FPGA kit is used in this work. A JTAG
is used for the connection of FPGA with the computer to load the bit file
and perform FPGA-in-the-Loop. Some of the software tools used are MATLAB
R2016b, Simulink, HDL Coder, HDL Verifier and Intel Quartus Prime 15.1.

HDL Coder is used to generate portable, synthesizable Verilog/VHDL code from
MATLAB functions, State-flow charts and Simulink models [12]. HDL Coder has
specific library which include over 200 blocks and state flow charts, which are
supported by HDL Coder. hdllib command can be used to filter the Simulink library
and to get HDL Coder supported blocks. These blocks should be used for modeling
the logic, subsystem or system. The generated code is target independent and can be
used in Quartus Prime or Xilinx tool chain. The generated HDL code can be used for
FPGA programming or ASIC prototyping and design without writing a single line
of code. We can also edit the generated HDL Codes for different purpose. Altera and
Xilinx FPGAs can be programmed using the inbuilt workflow advisor in Simulink.
We can add custom FPGAs and program it. We can save our time by using HDL
Coder to generate Verilog/VHDL codes of complex systems.
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Fig. 6 FPGA-in-the-loop

HDL Verifier is an add-on tool of Simulink provided by MathWorks. It is
used to automatically generate test benches and to verify Verilog/VHDL design
using available verification wizards. HDL Verifier is used for Co-simulation and
FPGA-in-the-loop using Xilinx and Altera FPGAs. Co-simulation allows users
to simulate the design with MATALB/MATLAB System Object/SIMULINK as
well as on ModelSim or Incisive Simulator from Cadence. FPGA-in-the-Loop is
used to generate equivalent block to replace with the Simulink block and generate
programmable bitsream to program the FPGA. HDL Verifier uses third party tool
for the compilation of the Verilog/VHDL code and generate bit-stream to program
Xilinx or Altera FPGAs. It also eliminates the need of writing independent test
benches for the verification of the design (Fig. 6).

Intel Quartus prime version 15.1 is used by HDL Verifier for the compilation
of the VHDL code. It will run automatically in the background of HDL Verifier
FPGA-in-the-Loop process.

3.6 Design Workflow

The above is the design flow, which is followed while implementation. We create our
model using Simulink and or MATLAB. Then, we select the block, which needs to
be implemented on FPGA. We need to check the compatibility of the selected block
with HDL Coder. Portable and synthesizable Verilog/VHDL code is generated using
HDL Coder. Hardware Trojans might be designed independently and inserted into
the generated Verilog/VHDL code (Fig. 7).

HDL Verifier is used to perform FPGA-in-the-Loop Simulation. An equivalent
block is generated suing the VHDL code and the previous block is then replaced
by the generated block having HT. Intel Quartus is used in the back end to compile
and generate the programmable sof file. We can set the simulation time and load
the generated bit file to the connected FPGA. We used scope and data inspector to
visualize the simulation result and the hardware Trojan effect.
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Fig. 7 Design Flow for studying Hardware Trojans in IoT device applications

4 Results

4.1 Threat Model Implementation in PID Controller: Threat
I—Turn Off Controller

In this threat model, we are introducing trigger based hardware Trojan which
removes the controller from the closed loop system. Once the hardware Trojan get
triggered at the specified count value, it removes the controller from the closed loop
and system is not able to reach the steady and state and remove error. It becomes
unstable and finally break after sometime. We can always select the trigger time of
the hardware Trojan while designing and introducing it in the VHDL code of the
PID controller (Fig. 8).
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Fig. 8 Threat model 1: turn off controller

4.2 Threat Model Implementation in PID Controller: Threat
II—Turn Off Controller for a Short Time

In this threat model, we introduced trigger based HT which removes the controller
from the closed loop at time t D 18 s and put the controller back after a very short
time tD 21 s into the closed loop system. We observed that removing the controller
from the closed loop system makes the signal unstable, but the system gains the
stability. In this case, HT don’t affect the system. But it will be destructive for timing
critical closed loop control systems (Fig. 9).

4.3 Threat Model Implementation in PID Controller: Threat
III: Turn Off and On Controller after 17 S

In this threat model, we introduced trigger based HT which removes the controller
from the closed loop at time tD 18 s and again putting the controller back at tD 35 s
into the closed loop system. We can see that taking out the controller from the closed
loop system makes the system unstable and there is a sharp rise in the amplitude
of the pulse in y-axis. When the controller again activated in the system it makes
the system stable and the system behaves as expected but at different amplitude
(Fig. 10).
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Fig. 9 Threat model 2: turn off controller for a short time

Fig. 10 Threat Model 3: Turn off and on controller after 17 s

4.4 Threat Model Implementation in PID Controller: Threat
IV—Delay in Controller: Variable Delay Length,
and Threshold Delay vs No-Delay

In this threat model, Internally trigger based HT is used, which introduces delay
(actuator delay) in the control system and can breaks the system after sometime. The
delay length is variable. We simulated the FPGA based PID controller for various
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Fig. 11 Threat model 4: delay in controller

Fig. 12 Threshold delay v. delay v. no delay

values of delay. For delay value 196, the closed loop control systems get unstable
and break the system (Figs. 11 and 12).

For delay lengths less than 196, we can the unstability and the variations in
the output of the system. The above result include three signal, which shows the
comparison between the output of the Closed loop control system having threshold
delay (196), delay and no delay. Here, Threshold delay is that value of delay for
which this closed loop control system become unstable and break the system.
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5 Conclusion

Closed-loop systems are the stepping-stone towards emerging technological inno-
vations based on automation. It is important to understand its various vulnerabilities
in order to achieve comprehensive security of our cyber infrastructure. In this work,
we have presented a FPGA based experimentation platform to study the effect
of hardware Trojans on Closed-loop systems. We implanted hardware Trojan on
the digital controller of closed-loop system and developed four threat models, (1)
permanently disabling the controller, (2) disabling the controller for shorter period
of time, (3) disabling the controller for longer period of time, (4) introducing
additional delay elements in the controller. This work can be improved by studying
more threat models based on versatile inclusion of delay elements. In addition,
the study can be improved with more realistic modeling of components, with the
hardware Trojan stealthily embedded with internal trigger channel. Such a model
can act as a test platform to investigate potential countermeasures.
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High Performance/Throughput Computing
Workflow for a Neuro-Imaging Application:
Provenance and Approaches

T. Anthony, J.P. Robinson, J.R. Marstrander, G.R. Brook, M. Horton,
and F.M. Skidmore

Abstract We describe a high performance/throughput computing approach for a
full-brain bootstrapped analysis of Diffusion Tensor Imaging (DTI), with a targeted
goal of robustly differentiating individuals with Parkinson’s Disease (PD) from
healthy adults without PD. Individual brains vary substantially in size and shape, and
may even vary structurally (particularly in the case of brain disease). This variability
poses significant challenges in extracting diagnostically relevant information from
Magnetic Resonance (MR) imaging as brain structures in raw images are typically
very poorly aligned. Moreover, these misalignments are poorly captured by simple
alignment procedures (such as whole image 12-parameter affine procedures). Non-
linear warping procedures that are computationally expensive are often required.
Subsequent to warping, intensive statistical bootstrapping procedures (also compu-
tationally expensive) may further be required for some purposes, such as generating
classifiers. We show that distributing the preprocessing of the images using a
compute cluster and running multiple preprocessings in parallel can substantially
reduced the time required for the images to be ready for quality control and the
final bootstrapped analysis. The proposed pipeline was very effective developing
classifiers for individual prediction that are resilient in the face of inter-subject
variability, while reducing the time required for the analysis from a few months
or years to a few weeks.

1 Introduction

Medical research and practice has been faced with an exponential growth in
information that is stored in digital formats. This large volume of stored information
presents both opportunities and challenges. Magnetic Resonance Imaging (MRI)
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is a particularly prominent (and currently untapped) source of potential medically
relevant data. In the United States, there are over 10,000 MRI machines [1],
and in 2011 alone, over 8.7 million MRI brain scans occurred. The human brain
comprises about 1350 cubic centimeter of tissue, blood vessels, and fluid spaces,
surrounded by other tissues such as the skull/scalp, pharynx and larynx, and other
structures that must be differentiated from the brain. At common imaging resolution
(1 mm � 1 mm � 1 mm voxels), a typical 5 min brain scan may easily contain
7.2 million voxels. Since many brain scans contain multiple dimensions of data
(such as time), and a 30–40 min scan session typically includes multiple brain scans
encoding different brain information, MR has not only a large amount of data, but
also embedded high dimensionality on an individual level. Comparing individuals
in large group analyses adds even more complexity, as individual brains vary in
size, shape, and configuration. Brain imaging is commonly stored and used in
clinical practice, where a human reader typically reviews the imaging and provides
a written summary of findings. However, the high dimensionality of imaging data
means that embedded information pertaining to discrete diseases is not always
easily accessible or visible to a human reader, and focused analysis of MR has
become a growing research field. Researchers now have access to large, freely
available research databases that also include MRI data [2]. It is clear that to make
practical use of this massive amount of imaging data, high performance computing
solutions will be required. In many disciplines, computer simulations are now
used as a means of discovering and validating scientific models. This so-called “in
silico” experimentation has been fueled by a number of advances in computational
technology, including the ability to archive and distribute massive amounts of data
and the availability of shared hardware resources via grid computing.

This paper presents a workflow for processing of MRI images of the human
brain, with a particular focus on Parkinson’s Disease (PD). Previous research into
PD has shown significant group-wise differences between MRI brain images of
PD and healthy adults. In particular, differences exist in measures including resting
brain activity and blood flow [3, 4], diffusion tensor fractional anisotropy [5], and
brain iron deposition [6, 7]. Despite these promising findings, none of these putative
biomarkers have become utilized in the field. With further research and increases in
computational power, it is hoped that these measures may find wider use in research
and clinical practice.

There are many open source neuroimaging analysis toolkits [8–11]. One of
the most popular packages is the Analysis of Functional Neuroimaging (AFNI)
currently distributed by the NIH. AFNI is a comprehensive toolkit that covers
almost every aspect of fMRI image analysis [12–14]. Another toolkit that is used
in the workflow described in this paper is TORTOISE [15]. The TORTOISE
software package is for processing diffusion MRI data, and consist of three main
modules, diff_prep, diff_calc and, dr_buddi. The workflow presented by this paper
utilizes the AFNI and TORTOISE software suites in a high-performance computing
environment. To make maximal use of available resources and newer computational
fabrics, significant optimizations were required to the 3dQwarp from the AFNI suite
[16].
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2 Methods

The following section shows the workflow for pre-processing images obtained
from MR imaging in order to run a robust bootstrapped analysis to differentiate
Parkinson’s disease from Healthy controls. The following section is further divided
into three sub-sections:

1. Typical researcher development workflow
2. Typical lab developmental/production workflow
3. High Performance/High Throughput production workflow (local)
4. Improved HPC/HTC workflow with computing at a National Computing Facility.

2.1 Typical Researcher Development Workflow

The typical researcher development environment consists of a computer/workstation
with a substantial CPU and Memory configuration attached to either an external
storage device either directly via USB or on the network as a Network Attached
Storage (NAS). The raw data which is obtained form the scanner as DICOM
(*.dcm, *.dicom) slices is converted into nifti (*.nifti) file format and is stored
on the storage devices attached to the researcher workstation. Due to variablilty
in the quality of images received from different sources it is necessary to perform
a Quality Control (QC) on the images before processing them and running them
through the bootstrapped analysis. Since the bootstrapped analysis is performed on
the Fractional Anisotropy (FA) map the QC is performed on the FA maps as well.

The process workflow is as described below and shown in Fig. 1.

a. Images are imported into an open source software TORTOISE (Tolerably
Obsessive Registration and Tensor Optimization Indolent Software Ensemble)
which is an open source software available from the National Institute of Heatlh
(NIH).

This import process makes the images available for further processing in
TORTOISE.

b. Imported images are run through the DIFF_CALC process in TORTOISE
(shown as Raw Calc in Fig. 1 since this process is run on the raw images). The
DIFF_CALC not only provides the FA maps as output but also provides ROI
based image noise estimate, and a number of other tensor derived quantities in
analyze and nifti file formats.

c. Steps a and b are repeated until all the images are imported, converted and made
available for QC.

d. A visual QC is performed on the FA maps by a team of a minimum of three
researchers consisting of at least one physician and one engineer. The main aim
of this QC is to look for imaging anomalies, distortions, artifacts, and the overall
quality of the images. The images are scored individually on a scale of 1–3 with



248 T. Anthony et al.

Fig. 1 Typical researcher
development workflow

1 being an acceptable image and 3 being an unacceptable image. The average of
all the scores are computed and only images with a final score less than 1.5 are
chosen for further processing.

e. The imported images that have passed QC are then processed using the
DIFF_PREP section in TORTOISE. The DIFF_PREP software computes the
B-matrix of the image from gradient tables, compensates for motion and eddy
current distortion with B-matrix reorientations, corrects B0 susceptibility indices
EPI distortion, and reorients the images into a target space with B-matrix
reorientation.
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f. Processed images are run through the DIFF_CALC process in TORTOISE
(shown as Process Calc in Fig. 1 since this process is run on the processed
images). This gives out the processed FA maps for further analysis.

g. Steps e and f are repeated for all image that have passed QC to get the entire set
of processed FA maps.

h. The processed FA maps are put through a manual alignment process to visually
check the alignment of the images and apply correction. This is performed by
another open source software AFNI developed by the NIH.

i. The processed and aligned FA maps are then run through further statistical
process’s such as a bootstrapped analysis and the output is obtained. The
bootstrapped analysis is sequential and depends on the number of iterations
required for bootstrapping.

2.2 Typical Lab Development/Production Workflow

The typical lab development/production environment consists of two or more
computer workstations with a substantial CPU and Memory configuration attached
to a Network Attached Storage (NAS) device. The raw data which is obtained form
the scanner as DICOM (*.dcm, *.dicom) slices is converted into nifti (*.nifti) file
format and is stored on the storage devices available from the lab workstations.

The process workflow is similar to the researchers development workflow
obtained higher throughput by using larger number of machine for performing the
higher compute cost processes such a the DIFF_CALC (step b and f above) and
the DIFF_PREP (step e above). The typical lab workflow is as shown in Fig. 2.
This method requires very little customization between the researchers development
workflow and the production workflow but has overhead costs with respect to
hardware purchases and network bandwidth availability for the NAS devices.

2.3 High Performance/High Throughput (HP/HT) Production
Workflow (Local)

The typical HP/HT environment consists of a large number of compute nodes with a
substantial CPU and Memory configuration attached to a High Performance storage
devices. The raw data which is obtained form the scanner as DICOM (*.dcm,
*.dicom) slices is converted into nifti (*.nifti) file format and is stored on the storage
devices available from the lab compute nodes.

The above development and lab workflow can be massively parallelized and run
on a High Performance/High Throughput compute cluster using the same appli-
cation with little configuration. All application used in the development workflow
can work on a compute cluster as well. Multiple VNC sessions were started on
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Fig. 2 Typical lab development/production workflow

the compute cluster in order to run GUI based applications such a DIFF_PREP
and DIFF_CALC. They were distributed manually onto different compute nodes
as qlogin jobs on a Sun Grid Engine (SGE) scheduler or an sinteractive job on a
SLURM scheduler and a large number could be run in parallel as interactive jobs.
The massively parallel workflow on the compute cluster was immensely helpful in
reducing the time to QC and the time to bootstrapped analysis as will be shown
in the results. The HP/HT production workflow is as shown in Fig. 3. The Same
configuration was setup on UAB’s new HPC cluster with the SLURM scheduler.

The major configuration and coding issue comes in the distributing of the
bootstrapped analysis to fully utilize the power of High Performance computing.
This problem was overcome by recoding the algorithm to be distributed and run in
parallel for maximum efficiency.
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Fig. 3 High performance/high throughput production workflow

2.4 Improved HPC/HTC Workflow with Computing Support
from a National Computing Facility

The process was distributed between the High Performance Computing fabrics at
UAB and NICS through an XSEDE allocation for compute. The workflow is highly
parallelized and involves large amount of data processing and movement. The mas-
sively parallel workflow on the compute cluster was immensely helpful in reducing
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Fig. 4 High performance/high throughput production workflow with morphometric mapping and
computation and support form a national computing center

the time to QC and the time to bootstrapped analysis as will be shown in the results.
The HP/HT production workflow with support from a National Supercomputing
Center helps the research add other techniques such as morphometric mapping and
machine learning which are very compute intensive into the workflow as shown in
Fig. 4. After the QC step a manual alignment is performed before sending the QC’d
and aligned data ( 400 GB) to NICS for morphometric mapping.

The morphometric mapping is performed using a specialized version of the AFNI
3dQwarp code which has been improved to run efficiently in parallel down to a patch
size of 3� 5� 3 voxels. The default code is designed to map using a minimum patch
size of 9 � 9 � 9 voxels. This process is currently the most compute intensive step
with the mapping down to 3 � 5 � 3 voxels taking 300 compute-core hours per
image.

The morphometric-mapped data ( 2 TB) is transferred back from the HPC system
at NICS back to UAB for bootstrapping, machine learning, directional divergence
atrophy calculation and statistical analysis. The output of the bootstrapping step
( 9 TB) is then statistically analyzed to produce results.
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3 Test Setup, Assumptions and Results

The following hardware configurations were used for timing the workflow:

a. Typical researcher development workflow:
Hardware 1 (HW1): one computer workstation—four cores (2.0 GHz Intel

Xeon), 24 GB RAM, storage- 1 TB internal, 2 TB external HDD.
Hardware 2 (HW2): one computer workstation—eight cores (2.93 GHz Intel

i7), 16 GB RAM, storage- 2 TB internal, 2 TB external HDD.
b. Typical lab developmental/production workflow

Hardware (HW1x2): two computer workstation—4 cores (2.0 GHz Intel
Xeon), 24 GB RAM, storage- 1 TB internal, 2 TB external HDD. (each)

c. High Performance/High Throughput (HP/HT) production workflow:
Hardware: UAB Cheaha HPC cluster—Using only Gen 2 nodes (sipsey) 48

nodes—12 cores (2.66 GHz Intel), 48–96 GB RAM, (each node) storage—
500GB internal (each node) C 180 TB High Performance Lustre file system
(available to all nodes)

3.1 Test Parameters

The tests for the same set of 100 subjects were run on first three workflows.
Workflow iv has some additional processes that were incorporated such as the
morphometric mapping step which was timed and are available as presented
and published at XSEDE 2016 [16]. The results section deals with the time
improvements until the preprocessing stage only.

The HP/HT timing results are shown using a single node to show performance
improvement over a single Lab system and 10 nodes on the HPC system to show
overall improvement in preprocessing throughput.

One working day is considered to be 8 h and processes running under 24 h are
considered to be completed in one day.

All the time shown are average times and rounded off to the closest integer.
Accept rate after Quality Control was close to 2/3 and the timing for further steps

was using 66% as number of subjects whose image quality was deemed acceptable
for further processing.

Overhead is assumed to be between 10–15 min for manually setting up the
parallel processing streams

4 Discussion and Conclusion

The results as shown in Table 1 show that preprocessing MRI images to for use
in a Neuroscience workflow can be brought down from months to under two
weeks improving the ability of researchers to perform further analysis quickly or
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integrate more complex processes in the workflow with out waiting for results
to be available months later. In case of workflow changes or errors development
time lost is also reduced. Researchers can integrate more data into their analysis
pipelines and use data driven analytics to a much higher extent than can be
done by traditional research methodologies. In the twenty-first century, we now
can potentially analyze large information flows derived from individual patients,
allowing physicians enter an era of personalized medicine. Personalized medicine
has the potential of decreasing adverse events by increasing the amount of data and
derived information on individual patients. Benefits of personalized medicine are all
ready starting to become available. A key feature, however, in these analyses is that
a large number of features derived from large amounts of data (such as genetic data)
often must be analyzed in order to capture the interaction between complex diseases
and the individual patients who suffer from these diseases.

Similar to genetic information, brain imaging provides large amounts of data with
high dimensionality that must be managed in order to obtain useful, patient-specific
information. We present a workflow study that shows the practical implications
of using an HPC platform in a research setting to improve imaging analysis.
Specifically, our analysis shows a tenfold improvement in turn-around of results
in the limited setting of replacing a traditional one machine analysis tree with a ten-
node computational platform. Note that if we add more data, we simply need to add
more nodes to maintain an identical (in this case 1.5 week) turn around for any new
analysis using this workflow.

In summary, we illustrate in a practical manner the value of utilizing a HPC
platforms to improve a brain imaging research processes. We expect that advances
in computational speed, and in computational methods (such as adding learning
networks and improved statistical methods), will continue to improve reported
efficiency gains. This peper support that transitioning research processes associ-
ated with MRI to HPC platforms can accelerate discovery science. Accelerating
discovery science, in turn, may allow brain imaging to become part of analytics and
biomarker profiles that will underpin a developing era of personalized medicine.
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