
Chapter 7
Interaction of Acoustic Waves with Boundary

As we have seen in the previous chapters, one of the most delicate issues in the
analysis of singular limits for the NAVIER-STOKES-FOURIER SYSTEM in the low
Mach number regime is the influence of acoustic waves. If the physical domain
is bounded and the complete slip boundary conditions (cf. (5.15)) imposed, the
acoustic waves, being reflected by the boundary, inevitably develop high frequency
oscillations resulting in the weak convergence of the velocity field, in particular,
its gradient part converges to zero only in the sense of integral means. This rather
unpleasant phenomenon creates additional problems when handling the convective
term in the momentum equation (cf. Sects. 5.4.7, 6.6.3 above). In this chapter,
we focus on the mechanisms sofar neglected by which the acoustic energy may be
dissipated , and the ways how the dissipation may be used in order to show strong
(pointwise) convergence of the velocities.

The principal mechanism of dissipation in the NAVIER-STOKES-FOURIER SYS-
TEM is of course viscosity, here imposed through Newton’s rheological law. At a
first glance, the presence of the viscous stress S in the momentum equation does not
seem to play any significant role in the analysis of acoustic waves. In the situation
described in Sect. 4.4.1, the acoustic equation can be written in the form

8
<

:

"@tr" C divx.V"/ D “small terms00;

"@tV" C !rxr" D "divxS" C “small terms00:

9
=

;
(7.1)

Replacing for simplicity divxS" by �V", we examine the associated eigenvalue
problem:

divxw D �r;

!rxr � "�xw D �w:
(7.2)
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264 7 Interaction of Acoustic Waves with Boundary

Applying the divergence operator to the second equation and using the first one
to express all quantities in terms of r, we arrive at the eigenvalue problem

��xr D �2

"� � ! r:

Under the periodic boundary conditions, meaning � D T 3, the corresponding
eigenvalues are given as

�2n
"�n � !

D ƒn;

where ƒn are the (real non-negative) eigenvalues of the Laplace operator supple-
mented with the periodic boundary conditions. It is easy to check that

�n D "ƒn ˙ i
p
4!ƒn � "2ƒ2

n

2
:

Moreover, the corresponding eigenfunctions read

frn;wng; wn D ! � "�n

�n
rxrn;

where rn are the eigenfunctions of the Laplacian supplemented with the periodic
boundary conditions.

The same result is obtained provided the velocity field satisfies the complete slip
boundary conditions (1.19), (1.27) leading to the Neumann boundary conditions for
r, namely

w � nj@� D rxr � nj@� D 0:

In particular, the eigenfunctions differ from those of the limit problem with " D 0

only by a multiplicative constant approaching 1 for " ! 0.
Physically speaking, the complete slip boundary conditions correspond to the

ideal mechanically smooth boundary of the physical space. As suggested by the
previous arguments, the effect of viscosity in this rather hypothetical situation does
not change significantly the asymptotic analysis in the low Mach number limit.

� CONJECTURE I (NEGATIVE):
The dissipation of the acoustic energy caused by viscosity in domains with

mechanically smooth boundaries is irrelevant in the low Mach number regime. The
decay of the acoustic waves is exponential with a rate independent of ".

On the other hand, the decay rate of the acoustic waves may change substantially
if the fluid interacts with the boundary, meaning, if some kind of “dissipative” (in
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terms of the acoustic energy) boundary conditions is imposed on the velocity field.
Thus, for instance, the no-slip boundary conditions (1.28) give rise to

wj@� D 0: (7.3)

Accordingly, system (7.2), supplemented with (7.3), becomes a singularly perturbed
eigenvalue problem. In particular, if the (overdetermined) limit problem

divxw D �r; !rxr D �w; wj@� D 0 (7.4)

admits only the trivial solution for � ¤ 0, we can expect that a boundary layer
is created in the limit process " ! 0 resulting in a faster decay of the acoustic
waves. This can be seen by means of the following heuristic argument. Suppose
that problem (7.2), (7.3) admits a family of eigenfunctions fr";w"g">0 with the
associated set of eigenvalues f�"g">0. Multiplying (7.2) on r", w", where the bar
stands for the complex conjugate, integrating the resulting expression over �, and
using (7.3), we obtain

"

Z

�

jrxw"j2 dx D .1C !/ReŒ�"�
Z

�

�
jr"j2 C jw"j2

�
dx;

where Re denotes the real part of a complex number. Normalizing fr";w"g">0 in
L2.�/ � L2.�IR3/ we easily observe that

ReŒ�"�

"
! 1;

since otherwise fw"g">0 would be bounded in W1;2.�IR3/ and any weak accu-
mulation point .r;w/ of fr";w"g">0 would represent a nontrivial solution of the
overdetermined limit system (7.4).

� CONJECTURE II (POSITIVE):
Sticky boundaries in combination with the viscous effects may produce a decay

rate of the acoustic waves that is considerably faster than their frequency in the low
Mach number regime. In particular, the mechanical energy is converted into heat
and the acoustic waves are anihilated at a time approaching zero in the low Mach
number limit.

Finally, we claim that a similar effect may be produced even if the complete slip
boundary conditions

u � nj@�" D 0; Sn � nj@�" D 0

are imposed, where �" is a family of domains with “rough” boundaries depending
on the scaling parameter ". More precisely, the boundaries @�" differ from a limit
shape by a family of small but still smooth asperities approximating the limit
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boundary in a similar way as the sequence of functions " sin .x="/ approaches zero.
In particular, as the fluid is viscous, such oscillating boundaries force the fluid
velocity to vanish, meaning to satisfy the no-slip boundary condition

uj@� D 0

in the asymptotic limit " ! 0. Thus the scenario predicted by Conjecture II remains
valid and we expect to recover strong convergence of the velocity fields.

7.1 Problem Formulation

Motivated by the previous discussion, we examine the low Mach number limit
for the NAVIER-STOKES-FOURIER SYSTEM supplemented with either the no-slip
boundary condition, or, alternatively, with the complete slip boundary conditions
imposed on a family of domains with “oscillating” boundaries. In both cases, the
fact that the fluid adheres completely (at least asymptotically in the latter case) to
the wall of the physical space imposes additional restrictions on the propagation of
acoustic waves. Our goal is to identify the geometrical properties of the domain, for
which this implies strong convergence of the velocity field in the asymptotic limit.

7.1.1 Field Equations

We consider the same scaling of the field equations as in Chap. 5. Specifically, we set

Ma D "; Fr D p
"

obtaining

� SCALED NAVIER-STOKES-FOURIER SYSTEM:

@t%" C divx.%"u"/ D 0; (7.5)

@t.%"u"/C divx.%"u" ˝ u"/C 1

"2
rxp.%"; #"/ D divxS" C 1

"
%"rxF; (7.6)

@t.%"s.%"; #"//C divx.%"s.%"; #"/u"/C divx

�q"
#

�
D �"; (7.7)

d

dt

Z

�

�"2

2
%"ju"j2 C %"e.%"; #"/ � "%"F

�
dx D 0; (7.8)
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where

�" � 1

#"

�
"2S" W rxu" � q" � rx#"

#"

�
: (7.9)

System (7.5)–(7.8) is supplemented, exactly as in Chap. 5, with the constitutive
relations:

S" D S.#";rxu"/ D �.#"/
�
rxu" C rx

Tu" � 2

3
divxu"I

�
; (7.10)

q" D q.#";rx#"/ D ��.#"/rx#"; (7.11)

and

p.%"; #"/ D pM.%"; #"/C pR.#"/; pM D #"
5
2 P

� %"

#"
3
2

�
; pR D a

3
#"
4; (7.12)

e.%"; #"/ D eM.%"; #"/C eR.%"; #"/; eM D 3

2

#"
5
2

%"
P

� %"

#"
3
2

�
; eR D a

#"
4

%"
; (7.13)

s.%"; #"/ D sM.%"; #"/C sR.%"; #"/; sM.%"; #"/ D S
� %"

#"
3
2

�
; sR D 4

3
a
#"
3

%"
;

(7.14)
where

S0.Z/ D �3
2

5
3
P.Z/� ZP0.Z/

Z2
for all Z > 0: (7.15)

The reader will have noticed that the bulk viscosity has been neglected in (7.10) for
the sake of simplicity.

As always in this book, Eqs. (7.5)–(7.8) are interpreted in the weak sense
specified in Chap. 1 (see Sect. 7.2 below). We recall that the technical restrictions
imposed on the constitutive functions are dictated by the existence theory developed
in Chap. 3 and could be relaxed, to a certain extent, as far as the singular limit
passage is concerned.

7.1.2 Physical Domain and Boundary Conditions

As indicated in the introductory part, the geometry of the physical domain plays a
crucial role in the study of propagation of the acoustic waves. As already pointed
out, the existence of an effective mechanism of dissipation of the acoustic waves
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is intimately linked to solvability of the (overdetermined) system (7.4) that can be
written in a more concise form as

��xr D ƒr in �;
�2

!
D �ƒ; rxrj@� D 0: (7.16)

The problem of existence of a non-trivial, meaning non-constant, solution to (7.16)
is directly related to the so-called Pompeiu property of the domain�. A remarkable
result of Williams [273] asserts that if (7.16) possesses a non-constant solution
in a domain in R

N whose boundary is homeomorphic to the unit sphere, then,
necessarily, @�must admit a description by a system of charts that are real analytic.
The celebrated Schiffer’s conjecture claims that (7.16) admits a non-trivial solution
in the aforementioned class of domains only if � is a ball.

In order to avoid the unsurmountable difficulties mentioned above, we restrict
ourselves to a very simple geometry of the physical space. Similarly to Chap. 6,
we assume the motion of the fluid is 2	-periodic in the horizontal variables .x1; x2/,
and the domain� is an infinite slab determined by the graphs of two given functions
Bbottom, Btop,

� D f.x1; x2; x3/ j .x1; x2/ 2 T 2; Bbottom.x1; x2/ < x3 < Btop.x1; x2/g; (7.17)

where T 2 denotes the flat torus,

T 2 D �
Œ�	; 	�jf�	;	g

�2
:

Although the specific length of the period is not essential, this convention simplifies
considerably the notation used in the remaining part of this chapter.

In the simple geometry described by (7.17), it is easy to see that problem (7.16)
admits a non-trivial solution, namely r D cos.x3/ as soon as the boundary is flat,
more precisely, if Bbottom D �	 , Btop D 0. On the other hand, we claim that
problem (7.16) possesses only the trivial solution in domains with variable bottoms
as stated in the following assertion.

Proposition 7.1 Let � be given through (7.17), with

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

Bbottom D �	 � h.x1; x2/; Btop D 0;

where

h 2 C.T 2/; jhj < 	 for all .x1; x2/ 2 T 2:

9
>>>>>=

>>>>>;

(7.18)

Assume there is a function r ¤ const solving the eigenvalue problem (7.16) for a
certain ƒ.

Then h � constant.
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Proof Since r is constant on the top part, specifically r.x1; x2; 0/ D r0, the function

V.x1; x2; x3/ D r.x1; x2; x3/� r0 cos.
p
ƒx3/

satisfies

��xV D ƒV in �; and, in addition, rxVjBtop D VjBtop D 0:

Accordingly, the function V extended to be zero in the upper half plane fx3 > 0g
solves the eigenvalue problem (7.16) in � [ fx3 � 0g. Consequently, by virtue of
the unique continuation property of the elliptic operator �x C ƒI (analyticity of
solutions to elliptic problems discussed in Sect. 11.3.1 in Appendix), we get V � 0,
in other words,

r D r0 cos.
p
ƒx3/ in �:

However, as r must be constant on the bottom part fx3 D �	 � h.x1; x2/g, we
conclude that h � const.

�

Our future considerations will be therefore concerned with fluids confined to
domains described through (7.17), with flat “tops” and variables “bottoms” as
in (7.18) with h 6� const.

7.2 Main Result: The No-Slip Boundary Conditions

We start by imposing the no-slip boundary conditions for the velocity field

u"j@� D 0; (7.19)

together with the no-flux boundary condition for the temperature

q" � nj@� D 0: (7.20)

Accordingly, the system is energetically insulated in agreement with (7.8).
As a matter of fact, the approach delineated in this section applies to any bounded

and sufficiently smooth spatial domain � � R
3, on which the overdetermined

problem (7.16) admits only the trivial (constant) solution r. In particular, the
arguments in the proof of Proposition 7.1 can be used provided a part of the
boundary is flat and the latter is connected.
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7.2.1 Preliminaries: Global Existence

Exactly as in Chap. 5, we consider the initial data in the form

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

%".0; �/ D %0;" D %C "%
.1/
0;";

u".0; �/ D u0;";

#".0; �/ D #0;" D # C "#
.1/
0;" ;

9
>>>>>=

>>>>>;

(7.21)

where
8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

R
�
%
.1/
0;" dx D 0; %

.1/
0;" ! %.1/ weakly-(*) in L1.�/;

u0;" ! u0 weakly-(*) in L1.�IR3/;
R
�
#
.1/
0;" dx D 0; #

.1/
0;" ! #

.1/
0 weakly in L1.�/;

9
>>>>>=

>>>>>;

(7.22)

with positive constants %, # .
For reader’s convenience, we recall the list of hypotheses, under which sys-

tem (7.5)–(7.15), supplemented with the boundary conditions (7.19), (7.20), and
the initial conditions (7.21), possesses a weak solution defined on an arbitrary time
interval .0;T/. To begin, we need the hypothesis of thermodynamic stability (1.44)
expressed in terms of the function P as

P 2 C1Œ0;1/\ C2.0;1/; P.0/ D 0; P0.Z/ > 0 for all Z � 0; (7.23)

0 <

5
3
P.Z/ � ZP0.Z/

Z
� sup

z>0

5
3
P.z/ � zP0.z/

z
< 1; (7.24)

together with the coercivity assumption

lim
Z!1

P.Z/

Z
5
3

D p1 > 0: (7.25)

Similarly to Chap. 5, the transport coefficients �, 
, and � are assumed to be
continuously differentiable functions of the temperature # satisfying the growth
restrictions

0 < �.1C#/ � �.#/ � �.1C#/ for all # � 0; �0 bounded in Œ0;1/; (7.26)
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and

0 < �.1C #3/ � �.#/ � �.1C #3/ for all # � 0; (7.27)

where �, �, �, and � are positive constants.
Now, as a direct consequence of the abstract existence result established in

Theorem 3.1, we claim that for any " > 0, the scaled NAVIER-STOKES-FOURIER

SYSTEM (7.5)–(7.9), supplemented with the boundary conditions (7.19)–(7.20), and
the initial conditions (7.21), possesses a weak solution f%";u"; #"g">0 on the set
.0;T/ �� such that

%" 2 L1.0;TI L
5
3 .�//; u" 2 L2.0;TI W1;2

0 .�IR3//; #" 2 L2.0;TI W1;2.�//:

More specifically, we have:

(i) Renormalized equation of continuity:

Z T

0

Z

�

%"B.%"/
�
@t' C u" � rx'

�
dx dt (7.28)

D
Z T

0

Z

�

b.%"/divxu"' dx dt �
Z

�

%0;"B.%0;"/'.0; �/ dx

for any b as in (2.3) and any ' 2 C1
c .Œ0;T/ ��/;

(ii) Momentum equation:

Z T

0

Z

�

�
%"u" � @t' C %"Œu" ˝ u"� W rx' C 1

"2
p.%"; #"/divx'

�
dx dt

(7.29)

D
Z T

0

Z

�

�
S" W rx' � 1

"
%"rxF � '

�
dx dt �

Z

�

.%0;"u0;"/ � ' dx

for any test function

' 2 C1
c .Œ0;T/ ��IR3/I

(iii) Total energy balance:

Z

�

�"2

2
%"ju"j2 C %"e.%"; #"/ � "%"F

�
.t/ dx (7.30)

D
Z

�

�"2

2
%0;"ju0;"j2 C %0;"e.%0;"; #0;"/ � "%"F

�
dx for a.a. t 2 .0;T/I
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(iv) Entropy balance:

Z T

0

Z

�

%"s.%"; #"/
�
@t' C u" � rx'

�
dx dt C

Z T

0

Z

�

q"
#"

� rx' dx dt (7.31)

C < �"I' >ŒMIC�.Œ0;T���/D �
Z

�

%0;"s.%0;"; #0;"/'.0; �/ dx

for any ' 2 C1
c .Œ0;T/ ��/, where �" 2 MC.Œ0;T� ��/ satisfies (7.9).

Note that the satisfaction of the no-slip boundary conditions is ensured by the
fact that the velocity field u".t; �/ belongs to the Sobolev space W1;2

0 .�IR3/ defined
as a completion of C1

c .�IR3/ with respect to the W1;2-norm. Accordingly, the test
functions in the momentum equation (7.29) must be compactly supported in �, in
particular, the Helmholtz projection HŒ'� is no longer an admissible test function
in (7.29).

7.2.2 Compactness of the Family of Velocities

In order to avoid confusion, let us point out that the principal result to be shown
in this part is pointwise compactness of the family of velocity fields fu"g">0. Then
following step by step the analysis presented in Chap. 5 we could show that the limit
system obtained by letting " ! 0 is the same as in Theorem 5.2, specifically, the
OBERBECK-BOUSSINESQ APPROXIMATION (5.161)–(5.166).

� COMPACTNESS OF VELOCITIES ON DOMAINS WITH VARIABLE BOTTOMS:

Theorem 7.1 Let � be the infinite slab introduced in (7.17), (7.18), where the
“bottom” part of the boundary is given by a function h satisfying

h 2 C3.T 2/; jhj < 	; h 6� const: (7.32)

Assume that S", q" as well as the thermodynamic functions p, e, and s are given
by (7.10)–(7.15), where P meets the structural hypotheses (7.23)–(7.25), while the
transport coefficients � and � satisfy (7.26), (7.27). Finally, let f%";u"; #"g">0 be
a family of weak solutions to the Navier-Stokes-Fourier system satisfying (7.28)–
(7.31), where the initial data are given by (7.21), (7.22).

Then, at least for a suitable subsequence,

u" ! U in L2..0;T/ ��IR3/; (7.33)

where U 2 L2.0;TI W1;2
0 .�IR3//, divxU D 0.
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The bulk of the remaining part of this chapter, specifically Sects. 7.3–7.5, is
devoted to the proof of Theorem 7.1 which is tedious and rather technical. It is based
on careful analysis of the singular eigenvalue problem (7.2), (7.3) in a boundary
layer by means of the abstract method proposed by Vishik and Ljusternik [267] and
later adapted to the low Mach number limit problems in the context of isentropic
fluid flows by Desjardins et al. [81]. In contrast with [81], we “save” one degree of
approximation—a fact that simplifies considerably the analysis and makes the proof
relatively transparent and easily applicable to other choices of boundary conditions
(see [118]).

7.3 Uniform Estimates

We begin the proof of Theorem 7.1 by recalling the uniform estimates that can be
obtained exactly as in Chap. 5. Thus we focus only the principal ideas referring to
the corresponding parts of Sect. 5.2 for all technical details.

As the initial distribution of the density is a zero mean perturbation of the
constant state %, we have

Z

�

%".t/ dx D
Z

�

%0;" dx D %j�j;

in particular,
Z

�

.%".t/ � %/ dx D 0 for all t 2 Œ0;T�: (7.34)

To obtain further estimates, we combine (7.30), (7.31) to deduce the dissipation
balance equality in the form

Z

�

h1

2
%"ju"j2 C 1

"2

�
H#.%"; #"/� "%"F

�i
.�/ dx C #

"
�"

h
Œ0; �� ��

i
(7.35)

D
Z

�

h1

2
%0;"ju0;"j2 C 1

"2

�
H#.%0;"; #0;"/� "%"F

�i
dx for a.a. � 2 Œ0;T�;

where H# is the Helmholtz function introduced in (2.48).
As we have observed in (2.49), (2.50), the hypothesis of thermodynamic stability

@%p > 0, @#e > 0, expressed in terms of (7.23), (7.24), implies that

% 7! H#.%; #/ is a strictly convex function,

while

# 7! H#.%; #/ attains its strict minimum at # for any fixed %:
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Consequently, subtracting a suitable affine function of % from both sides
of (7.35), and using the coercivity properties of H# stated in Lemma 5.1 we deduce
the following list of uniform estimates:

• Energy estimates:

ess sup
t2.0;T/

kp
%"u"kL2.�IR3/ � c [ cf. (5.49) ]; (7.36)

ess sup
t2.0;T/

�
�
�

h%" � %

"

i

ess

�
�
�

L2.�/
� c [ cf. (5.46) ]; (7.37)

ess sup
t2.0;T/

�
�
�

h%" � %

"

i

res

�
�
�

L
5
3 .�/

� "
1
5 c [ cf. (5.45), (5.48) ]; (7.38)

ess sup
t2.0;T/

�
�
�

h#" � #

"

i

ess

�
�
�

L2.�/
� c [ cf. (5.47) ]; (7.39)

ess sup
t2.0;T/

�
�
�Œ#"�res

�
�
�

L4.�/
� "

1
2 c [ cf. (5.48) ]; (7.40)

ess sup
t2.0;T/

�
�
�

hp.%"; #"/� p.%; #/

"

i

res

�
�
�

L1.�/
� "c [ cf. (5.45), (5.100) ]: (7.41)

• Estimates based on energy dissipation:

k�"kMC.Œ0;T���/ � "2c [ cf. (5.50) ]; (7.42)

Z T

0

ku"k2W1;2
0 .�IR3/ dt � c [ cf. (5.51) ]; (7.43)

Z T

0

�
�
�
#" � #
"

�
�
�
2

W1;2.�/
dt � c [ cf. (5.52) ] ; (7.44)

Z T

0

�
�
�

log.#"/� log.#/

"

�
�
�
2

W1;2.�/
dt � c [ cf. (5.53) ] : (7.45)

• Entropy estimates:

ess sup
t2.0;T/

�
�
�

h%"s.%"; #"/

"

i

res

�
�
�

L1.�/
dt � "c [ cf. (5.44) ]; (7.46)

Z T

0

�
�
�

h%"s.%"; #"/

"

i

res

�
�
�

q

Lq.�/
dt � c for a certain q > 1 [ cf. (5.54) ]; (7.47)
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Z T

0

�
�
�

h%"s.%"; #"/

"
u"

i

res

�
�
�

q

Lq.�IR3/ dt � c for a certain q > 1 [ cf. (5.55) ];

(7.48)
Z T

0

�
�
�

h�.#"/

#"

i

res

rx#"

"

�
�
�

q

Lq.�IR3/ dt ! 0 for a certain q > 1 [ cf. (5.56) ]:

(7.49)

Let us recall that the “essential” component Œh�ess of a function h and its “residual”
counterpart Œh�res have been introduced in (4.44), (4.45).

We conclude with the estimate on the “measure of the residual set” established
in (5.46), specifically,

ess sup
t2.0;T/

jM"
resŒt�j � "2c; (7.50)

with M"
resŒt� � � introduced in (4.43).

7.4 Analysis of Acoustic Waves

7.4.1 Acoustic Equation

The acoustic equation governing the time oscillations of the gradient part of the
velocity field is essentially the same as in Chap. 5. However, a refined analysis to be
performed below requires a more elaborate description of the “small” terms as well
as the knowledge of the precise rate of convergence of these quantities toward zero.

We start rewriting the equation of continuity (7.5) in the form
Z T

0

Z

�

�
"
%" � %

"
@t' C %"u" � rx'

�
dx dt D �

Z

�

"
%0;" � %

"
dx (7.51)

for any ' 2 C1
c .Œ0;T/ ��/.

Similarly, the momentum equation (7.29) can be written as

Z T

0

Z

�

"%"u" � @t' dx dt (7.52)

C
Z T

0

Z

�

�@p.%; #/

@%

h%" � %

"

i

ess
C @p.%; #/

@#

h#" � #
"

i

ess
� %F

�
divx' dx dt

�
Z T

0

Z

�

"S" W rx' dx dt D �"
Z

�

%0;"u0;" � ' dx

C"
Z T

0

Z

�

G
"
1 W rx' dx dt C "

Z T

0

Z

�

G2
" � ' dx dt

C
Z T

0

Z

�

�
G3
" C G4

"

�
divx' dx dt;
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for any ' 2 C1
c .Œ0;T/ ��IR3/, where we have set

G
1
" D �%"u" ˝ u"; G2

" D % � %"
"

rxF; (7.53)

G3
" D � Œ p.%"; #"/�res

"
; (7.54)

and

G4
" D @p.%; #/

@%

h%" � %

"

i

ess
C @p.%; #/

@#

h#" � #
"

i

ess
�

� Œ p.%"; #"/�ess � p.%; #/

"

�
:

(7.55)

It is important to notice that validity of (7.52) can be extended to the class of test
functions satisfying

' 2 C1
c .Œ0;T� ��IR3/; 'j@� D 0 (7.56)

by means of a simple density argument. Indeed, in accordance with the integrability
properties of the weak solutions established in Theorem 3.2, it is enough to use the
density of C1

c .�/ in W1;p
0 .�/ for any finite p.

Since u" 2 L2.0;TI W1;2
0 .�IR3//, in particular, the trace of u" vanishes on the

boundary, we are allowed to use the Gauss-Green theorem to obtain

Z T

0

Z

�

"S" W rx' dx dt D �"
Z T

0

Z

�

2�.#/

%
%"u" � divxŒŒrx'�� dx dt (7.57)

C
Z T

0

Z

�

2"�.#/

%
.%" � %/u" � divxŒŒrx'�� dx dt

C
Z T

0

Z

�

"
�
�.#"/ � �.#/

��
rxu" C rx

?u" � 2

3
divxu"I

�
W rx' dx dt

for any ' as in (7.56), where we have introduced the notation

ŒŒM�� D 1

2

h
M C M

T � 2

3
traceŒM� I

i
:
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In a similar fashion, the entropy balance (7.31) can be rewritten as

Z T

0

Z

�

"
�%"s.%"; #"/� %"s.%; #/

"

�
@t' dx dt (7.58)

D �
Z

�

"
�%0;"s.%0;"; #0;"/� %0;"s.%; #/

"

�
'.0; �/ dx� < �"I' >ŒMIC�.Œ0;T���/

C
Z T

0

Z

�

��.#"/

#"
rx#" C

�
%"s.%; #/� %"s.%"; #"/

�
u"

�
� rx' dx dt

for any ' 2 C1
c .Œ0;T/ ��/.

Summing up relations (7.51)–(7.58) we obtain, exactly as in Sect. 5.4.3, a linear
hyperbolic equation describing the propagation of acoustic waves.

� ACOUSTIC EQUATION:

Z T

0

Z

�

�
"r"@t' C V" � rx'

�
dx dt (7.59)

D �
Z

�

"r0;"'.0; �/ dx C A

!

� Z T

0

Z

�

G"
5 � rx' dx dt� < �"; ' >

�

for any ' 2 C1
c .Œ0;T/ ��/,

Z T

0

Z

�

�
"V" � @t' C !r"divx' C "DV" � divxŒŒrx'��

�
dx dt (7.60)

D �
Z

�

"V0;" � '.0; �/ dx

C
Z T

0

Z

�

�
G"
6 � divxŒŒrx'��C G

"
7 W rx' C G"

8divx' C G"
9 � '

�
dx dt

for any ' 2 C1
c .Œ0;T/ � R

3IR3/, 'j@� D 0,

where we have set

r" D 1

!

�
!
%" � %
"

C A%"
s.%"; #"/� s.%; #/

"
� %F

�
;V" D %"u"; (7.61)

r0;" D 1

!

�
!
%0;" � %
"

C A%0;"
s.%0;"; #0;"/� s.%; #/

"
� %F

�
;V0;" D %0;"u0;";

(7.62)
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with

! D @%p.%; #/C j@#p.%; #/j2
%2 @#s.%; #/

; A D @#p.%; #/

% @# s.%; #/
; D D 2�.#/

%
: (7.63)

Note that the integral identities (7.59), (7.60) represent a weak formulation of
Eq. (7.1), where the “small” terms read as follows:

G"
5 D �.#"/

#"
rx#" C

�
%"s.%; #/� %"s.%"; #"/

�
u"; (7.64)

G"
6 D "D.%" � %/u"; (7.65)

G
"
7 D 2".�.#"/� �.#//ŒŒrxu"�� � "%"u" ˝ u"; (7.66)

G"
8 D A%"

h s.%"; #"/� s.%; #/

"

i

res
�

hp.%"; #"/

"

i

res
(7.67)

CA
nh
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s.%"; #"/� s.%; #/

"

i

ess

�%
�@s.%; #/

@%

h%" � %
"

i

ess
C @s.%; #/

@#

h#" � #
"

i

ess

�o

�
n Œ p.%"; #"/�ess � p.%; #/

"
�

�@p.%; #/

@%

h%" � %

"

i

ess
C @p.%; #/

@#

h#" � #
"

i

ess

�o

C!
h%" � %

"

i

res
;

and

G"
9 D .% � %"/rxF: (7.68)

7.4.2 Spectral Analysis of the Acoustic Operator

In this part, we are concerned with the spectral analysis of the linear operator
associated to problem (7.59), (7.60), namely we examine the differential operator

�
v

w

�

7! A
�
v

w

�

C "B
�
v

w

�

; (7.69)
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with

A
�
v

w

�

D
�
!divxw

rxv

�

; B
�
v

w

�

D
�

0

DdivxŒŒrxw��

�

that can be viewed as the formal adjoint of the generator in (7.59), (7.60). In
accordance with (7.19), we impose the homogeneous Dirichlet boundary condition
for w,

wj@� D 0: (7.70)

Let us start with the limit eigenvalue problem

A
�
v

w

�

D �

�
v

w

�

; meaning

8
<

:

!divxw D �v

rxv D �w

9
=

;
(7.71)

which can be equivalently reformulated as

��xv D ƒv; ƒ D ��
2

!
; (7.72)

where the boundary condition (7.70) transforms to rxvj@� D 0, in particular,

w � nj@� D rxv � nj@� D 0: (7.73)

Note that the null space (kernel) of A is

KerŒA� D
�

spanf1g
L2� .�IR3/

�

(7.74)

D f.v;w/ j v D const; w 2 L2.�IR3/; divxw D 0; w � nj@� D 0g:

As is well-known, the Neumann problem (7.72), (7.73) admits a countable set of
real eigenvalues fƒng1

nD0,

0 D ƒ0 < ƒ1 < ƒ2 : : : ;

where the associated family of real eigenfunctions fvn;mg1;mn
nD0;mD1 forms an orthonor-

mal basis of the Hilbert space L2.�/. Moreover, we denote

En D spanfvn;mgmn
mD1; n D 0; 1; : : :

the eigenspace corresponding to the eigenvalueƒn of multiplicity mn. In particular,
m0 D 1, E0 D spanf1g (see Theorem 11.9 in Appendix).
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Under hypothesis (7.32), Proposition 7.1 implies that v0 D 1=
pj�j is the only

eigenfunction that satisfies the supplementary boundary condition rxv0j@� D 0.
Thus the term "B, together with (7.70), may be viewed as a singular perturbation
of the operator A.

Accordingly, the eigenvalue problem (7.71), (7.73) admits a system of
eigenvalues

�˙n D ˙i
p
!ƒn; n D 0; 1; : : :

lying on the imaginary axis. The associated eigenspaces are

8

<̂

:̂

spanf1g � L2� .�IR3/ for n D 0;

span
n
.vn;m;w˙n;m/ D 1

�˙n
rxvn;m

omn

mD1 for n D 1; 2; : : :

9
>=

>;

Here and hereafter, we fix n > 0 and set

� D �n D i
p
!ƒn; v D vn;1; w D wn;1 D 1

�n
rxvn;1; (7.75)

together with

E D En D spanfv.1/; : : : ; v.m/g; v. j/ D vn; j; m D mn: (7.76)

In order to match the incompatibility of the boundary conditions (7.70), (7.73),
we look for “approximate” eigenfunctions of the perturbed problem (7.80), (7.82)
in the form

v" D .vint;0 C vbl;0/C p
".vint;1 C vbl;1/; (7.77)

w" D .wint;0 C wbl;0/C p
".wint;1 C wbl;1/; (7.78)

where we set

vint;0 D v; wint;0 D w: (7.79)

The functions v", w" are determined as solutions to the following approximate
problem.

� APPROXIMATE EIGENVALUE PROBLEM:

A
�
v"

w"

�

C "B
�
v"

w"

�

D �"

�
v"

w"

�

C p
"

�
s1"
s2"

�

;



7.4 Analysis of Acoustic Waves 281

meaning,

8
<

:

!divxw" D �"v" C p
"s1";

rxv" C "DdivxŒŒrxw"�� D �"w" C p
"s2";

9
=

;
(7.80)

where

�" D �0 C p
"�1; with �0 D �; (7.81)

supplemented with the homogeneous Dirichlet boundary condition

w"j@� D 0: (7.82)

There is a vast amount of literature, in particular in applied mathematics, devoted
to formal asymptotic analysis of singularly perturbed problems based on the so-
called WKB (Wentzel-Kramers-Brilbuin) expansions for boundary layers similar
to (7.77), (7.78). An excellent introduction to the mathematical aspects of the theory
is the book by Métivier [211]. The “interior” functions vint;k D vint;k.x/, wint;k D
wint;k.x/ depend only on x 2 �, while the “boundary layer” functions vbl;k.x;Z/ D
vbl;k.x;Z/, wbl;k D wbl;k.x;Z/ depend on x and the fast variable Z D d.x/=

p
",

where d is a generalized distance function to @�,

d 2 C3.�/; d.x/ D
8
<

:

distŒx; @�� for all x 2 � such that distŒx; @�� � ı;

d.x/ � ı otherwise:
(7.83)

Note that the distance function enjoys the same regularity as the boundary @�,
namely as the function h appearing in hypothesis (7.32).

The rest of this section is devoted to identifying all terms in the asymptotic
expansions (7.77), (7.78), the remainders s1" , s

2
" , and the value of �1. In accordance

with the heuristic arguments in the introductory part of this chapter, we expect to
recover �1 ¤ 0, specifically, ReŒ�1� < 0 yielding the desired exponential decay rate
of order

p
" (no contradiction with the sign of ReŒ�"� in the introductory section

as the elliptic part of problem (7.80)–(7.82) has negative spectrum!). This rather
tedious task is accomplished in several steps.

Differential Operators Applied to the Boundary Layer Correction Functions
To avoid confusion, we shall write rxwbl;k.x; d.x/=

p
"/ for the gradient of the

composed function x 7! wbl;k.x; d.x/=
p
"/, while rxwbl;k.x;Z/, @Zwbl;k.x;Z/ stand
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for the differential operators applied to a function of two variables x and Z. It is a
routine matter to compute:

ŒŒrxwbl;k.x; d.x/=
p
"/�� D ŒŒrxwbl;k.x;Z/��C

1

2
p
"

�

@Zwbl;k.x;Z/˝ rxd C rxd ˝ @Zwbl;k.x;Z/ � 2

3
@Zwbl;k.x;Z/ � rxd I

�

:

Similarly, we get

divxŒwbl;k.x; d.x/=
p
"/� D divxwbl;k.x;Z/C 1p

"
@Zwbl;k.x;Z/ � rxd.x/;

rxŒv
bl;k.x; d.x/=

p
"/� D rxv

bl;k.x;Z/C 1p
"
@Zv

bl;k.x;Z/rxd.x/;

and

divxŒŒrxwbl;k.x; d.x/=
p
"/�� D divxŒŒrxwbl;k.x;Z/��

C 1p
"

n
Œ@Zrxwbl;k.x;Z/�rxd.x/C 1

6
.@Zdivxwbl;k.x;Z//rxd.x/

C1

6
Œ@Zrx

Twbl;k.x;Z/�rxd.x/

C1

2
@Zwbl;k.x;Z/�xd.x/C 1

6
Œr2

x d.x/�@Zwbl;k.x;Z/
o

C 1

2"

n
@2Zw

bl;k.x;Z/jrxd.x/j2 C 1

3
@2Zw

bl;k.x;Z/ � rxd.x/rxd.x/
o

for k D 0; 1, where Z stands for d.x/=
p
".

Consequently, substituting ansatz (7.77), (7.78) in (7.80), (7.81), we arrive at the
following system of equations:

!divxwint;1.x/ D �0vint;1.x/C �1vint;0.x/; (7.84)

rxv
int;1.x/ D �0wint;1.x/C �1wint;0.x/; (7.85)

@Zwbl;0.x;Z/ � rxd.x/ D 0; (7.86)

!
�
divxwbl;0.x;Z/C @Zwbl;1.x;Z/ � rxd.x/

� D �0vbl;0.x;Z/; (7.87)

@Zv
bl;0.x;Z/rxd.x/ D 0; (7.88)
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and
�
rxv

bl;0.x;Z/C @Zv
bl;1.x;Z/rxd.x/

�
(7.89)

CD

2

�
@2Zw

bl;0.x;Z/jrxd.x/j2 C 1

3
@2Zw

bl;0.x;Z/ � rxd.x/rxd.x/
�

D �0wbl;0.x;Z/:

Moreover, the remainders s1" , s
2
" are determined by means of (7.80) as

s1" D divx.wbl;1.x;Z//� �0vbl;1.x;Z/

��1vbl;0.x;Z/ � p
"�1

�
vint;1.x/C vbl;1.x;Z/

�
;

(7.90)

s2" D D
n
Œ@Zrxwbl;0.x;Z/�rxd.x/C 1

6
Œ@Zdivxwbl;0.x;Z/�rxd.x/ (7.91)

C1

6
Œ@Zrx

Twbl;0.x;Z/�rxd.x/C 1

2
@Zwbl;0.x;Z/�xd.x/

C1

6
Œr2

x d.x/�@Zwbl;0.x;Z/C 1

2
@2Zw

bl;1.x;Z/jrxd.x/j2

C1

6
@2Zw

bl;1.x;Z/ � rxd.x/rxd.x/
o

Crxv
bl;1.x;Z/ � �0wbl;1.x;Z/ � �1wbl;0.x;Z/

Cp
"
n
D

�
divxŒŒrxwint;0.x/��C divxŒŒrxwbl;0.x;Z/��C

Œ@Zrxwbl;1.x;Z/�rxd.x/C 1

6
Œ@Zdivxwbl;1.x;Z/�rxd.x/

C1

6
Œ@Zrx

Twbl;1.x;Z/�rxd.x/

C1

2
@Zwbl;1.x;Z/�xd.x/C 1

6
Œr2

x d.x/�@Zwbl;1.x;Z/
�

��1wint;1.x/ � �1wbl;1.x;Z/
o

C"
n
divxŒŒrxwint;1.x/��C divxŒŒrxwbl;1.x;Z/��

o
;

where Z D d.x/=
p
".

Finally, in agreement with (7.82), we require

wbl;k.x; 0/C wint;k.x; 0/ D 0 for all x 2 @�; k D 0; 1: (7.92)
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Determining the Zeroth Order Terms System (7.84)–(7.89) consists of six
equations for the unknowns vbl;0, wbl;0, vint;1, wint;1, and vbl;1, wbl;1. Note that, in
agreement with (7.79),

!divxwint;0 D �0vint;0; �0wint;0 D rvint;0;

wint;0 � nj@� D rxv
int;0 � nj@� D 0:

(7.93)

Moreover, since the matrix fR
@�

rxv.i/ � rxv. j/ dSxgm
i;jD1 is diagonalizable, the basis

fv.1/; : : : ; v.m/g of the eigenspace E introduced in (7.75), (7.76) may be chosen in
such a way that

Z

�

v.i/v. j/ dx D ıi; j;

Z

@�

rxv.i/ � rxv. j/ dSx D 0 for i ¤ j; (7.94)

where vint;0 D v.1/.
Since there are no boundary conditions imposed on the component v, we can take

vbl;0.x;Z/ � vbl;1.x;Z/ � 0; (7.95)

in particular, Eq. (7.88) holds.
Furthermore, Eq. (7.86) requires the quantity wbl;0.x;Z/ � rxd.x/ to be inde-

pendent of Z. On the other hand, by virtue of (7.73), (7.92), the function x 7!
wbl;0.x; d.x/=

p
"/ must have zero normal trace on @�. Since d.x/ D 0, rxd.x/ D

�n.x/ for any x 2 @�, we have to take

wbl;0.x;Z/ � rd.x/ D 0 for all x 2 �;Z � 0: (7.96)

Consequently, Eq. (7.89) reduces to

D

2
@2Zw

bl;0.x;Z/jrxd.x/j2 D �0wbl;0.x;Z/ to be satisfied for Z > 0: (7.97)

For a fixed x 2 �, relation (7.97) represents an ordinary differential equation
of second order in Z, for which the initial conditions wbl;0.x; 0/ are uniquely
determined by (7.92), namely

wbl;0.x; 0/ D �wint;0.x/ for all x 2 @�: (7.98)

It is easy to check that problem (7.97), (7.98) admits a unique solution that decays
to zero for Z ! 1, specifically,

wbl;0.x;Z/ D ��.d.x//wint;0 .x � d.x/rxd.x// exp.�Z/; (7.99)
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where � 2 C1Œ0;1/,

�.d/ D
8
<

:

1 for d 2 Œ0; ı=2�

0 if d > ı;
(7.100)

and

2 D 2�0

D
; ReŒ� > 0: (7.101)

It seems worth-noting that formula (7.99) is compatible with (7.96) as for x 2 �

the point x � rxd.x/=d.x/ is the nearest to x on @� as soon as d.x/ coincides with
distŒx; @��.

First Order Terms Equation (7.87), together with the ansatz made in (7.95), give
rise to

@Z

�
wbl;1.x;Z/ � rxd.x/

�
D �divx.wbl;0.x;Z//: (7.102)

In view of (7.99), Eq. (7.102) admits a unique solution with exponential decay for
Z ! 1 for any fixed x 2 �, namely

wbl;1.x;Z/ � rxd.x/ D 1


divx.wbl;0.x;Z//:

Thus we can set

wbl;1.x;Z/ D 1


divx.wbl;0.x;Z//rxd.x/C H.x/ exp.�Z/; (7.103)

for a function H such that

H.x/ � rxd.x/ D 0 (7.104)

to be determined below. Note that, in accordance with formula (7.99), jrxd.x/j D
jrxdistŒx; @��j D 1 on the set where wbl;0 ¤ 0.

Determining �1 Our ultimate goal is to identify vint;1, wint;1, and, in particular �1,
by help of equations of (7.84), (7.85). In accordance with (7.92), the normal trace
of the quantity wint;1.x/ C wbl;1.x; 0/ must vanish for x 2 @�; whence, by virtue
of (7.103),

0 D wint;1.x/ � n.x/C wbl;1.x; 0/ � n.x/ D wint;1.x/ � n.x/ � 1


divx.wbl;0.x; 0//

(7.105)

for any x 2 @�.
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As a consequence of (7.93), system (7.84), (7.85) can be rewritten as a second
order elliptic equation

�xv
int;1 Cƒvint;1 D 2

�1�0

!
vint;0 in �; (7.106)

where ƒ D �.�0/2=!. Problem (7.106) is supplemented with the non-
homogeneous Neumann boundary condition determined by means of (7.93), (7.85),
and (7.105), namely

rxv
int;1 � n.x/ D �0


divx.wbl;0.x; 0// for all x 2 @�: (7.107)

According to the standard Fredholm alternative for elliptic problems (see
Sect. 11.3.2 in Appendix), system (7.106), (7.107) is solvable as long as

!



Z

@�

divx.wbl;0.x; 0//v.k/ dSx D 2�1
Z

�

vint;0v.k/ dx for k D 1; : : : ;m;

where fv.1/; : : : ; v.m/g is the system of eigenvectors introduced in (7.94). In accor-
dance with our agreement v.1/ D vint;0, therefore we set

�1 D !

2

Z

@�

divx.wbl;0.x; 0//vint;0 dSx (7.108)

and verify that
Z

@�

divx.wbl;0.x; 0//v.k/ dSx D 0 for k D 2; : : : ;m: (7.109)

To this end, use (7.93), (7.99) to compute

divx.wbl;0.x; 0// D �divx
�
wint;0.x � d.x/rxd.x//

�

D � 1

�0
divx

�rxv
int;0.x � d.x/rxd.x//

�

D � 1

�0
r2

x v
int;0 .x � d.x/rxd.x// W

�
I � rxd.x/˝ rxd.x/� d.x/r2d.x/

�

whenever distŒx; @�� < ı=2. Consequently,
Z

@�

divx.wbl;0.x; 0//v.k/ dSx

D � 1

�0

Z

@�

r2
x v

int;0 W .I � n ˝ n/v.k/ dSx

D 1

�0

Z

@�

�Sv
int;0v.k/ dSx D 1

�0

Z

@�

rxv
int;0 � rxv.k/ dSx;
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where the symbol �S denotes the Laplace-Beltrami operator on the (compact)

Riemannian manifold @�. Indeed expression
h
r2

x v
int;0 W .n ˝ n � I/

i
represents

the standard “flat” Laplacian of the function vint;0 with respect to the tangent plane
at each point of @� that coincides (up to a sign) with the associated Laplace-
Beltrami operator on the manifold @� applied to the restriction of vint;0j@� provided
rxv

int;0 � n D 0 on @� (see Gilbarg and Trudinger [136, Chap. 16]).
In accordance with (7.94), we infer that

Z

@�

rxv
int;0 � rxv.k/ dSx D

8
<

:

R
@�

jrxv
int;0j2 dSx if k D 1;

0 for k D 2; : : : ;m:

In particular, we get (7.109), and, using (7.72), (7.101),

�1 D � D

4ƒ

Z

@�

jrxv
int;0j2 dSx:

Seeing that ƒ > 0, and, by virtue of (7.101), ReŒ� > 0, we utilize
hypothesis (7.32) together with Proposition 7.1 to deduce the desired conclusion

ReŒ�1� < 0: (7.110)

This is the crucial point of the proof of Theorem 7.1.
Having identified vint;1 by means of (7.106), (7.107) we use (7.85) to compute

wint;1 D 1

�0

�rxv
int;1 � �1wint;0� :

Finally, in order to meet the boundary conditions (7.92), we set

H.x/ D ��.d.x//
�
wint;1.x/� .wint;1 � rxd.x//rxd.x/

�
for x 2 �

in (7.103), with � given by (7.100).

Conclusion By a direct inspection of (7.90), (7.91), where all quantities are
evaluated by means (7.95), (7.99), (7.103), we infer that

js1"j C js2"j � c

	p
"C exp

	

�ReŒ�
d.x/p
"





;

in particular s1" , s
2
" are uniformly bounded in � and tend to zero uniformly on any

compact K � �.
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The results obtained in this section are summarized in the following assertion.

Proposition 7.2 Let � be given through (7.17), with

Btop D 0; Bbottom D �	 � h;

h 2 C3.T 2/; jhj < 	; h 6� const:

Assume that vint;0, wint;0, and �0 ¤ 0 solve the eigenvalue problem (7.71), (7.73).
Then the approximate eigenvalue problem (7.80)–(7.82) admits a solution in the

form (7.77), (7.78), where

• the functions vint;1 D vint;1.x/, wint;1 D wint;1.x/ belong to the class C2.�/;
• the boundary layer corrector functions vbl;0 D vbl;1 D 0, wbl;0 D wbl;0.x;Z/,

wbl;1 D wbl;1.x;Z/ are all of the form h.x/ exp.�Z/, where h 2 C2.�IR3/, and
ReŒ� > 0;

• the approximate eigenvalue �" is given by (7.81), where

ReŒ�1� < 0I (7.111)

• the remainders s1" , s
2
" satisfy

s1" ! 0 in Lq.�/; s2" ! 0 in Lq.�IR3/ as " ! 0 for any 1 � q < 1:

(7.112)

7.5 Strong Convergence of the Velocity Field

We are now in a position to establish the main result of this chapter stated in
Theorem 7.1, namely

u" ! U strongly in L2..0;T/ ��IR3/: (7.113)

We recall that, in accordance with (7.43),

u" ! U weakly in L2.0;TI W1;2
0 .�IR3//I (7.114)

at least for a suitable subsequence. Moreover, exactly as in Sect. 5.3.1, we have

divx U D 0:

Consequently, it remains to control possible oscillations of the velocity field in
time. To this end, similarly to Chap. 5, the problem is reduced to a finite number
of acoustic modes that can be treated by means of the spectral theory developed in
the preceding section.
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7.5.1 Compactness of the Solenoidal Component

It follows from the uniform estimates (7.36)–(7.38) that

%"u" ! %U weakly-(*) in L1.0;TI L
5
4 .�IR3//: (7.115)

Using quantities

'.t; x/ D  .t/�.x/;  2 C1
c .0;T/; � 2 C1

c .�/; divx� D 0

as test functions in the momentum equation (7.29) we deduce, by means of the
standard Arzelà-Ascoli theorem, that the scalar functions

t 7!
Z

�

%"u" � � dx are precompact in CŒ0;T�:

Note that
Z

�

1

"
%"rxF � � dx D

Z

�

%" � %
"

rxF� dx

as � is a divergenceless vector field.
Consequently, by help of (7.115) and a simple density argument, we infer that

the family

t 7!
Z

�

%"u" � HŒ�� dx is precompact in CŒ0;T�

for any � 2 C1
c .�IR3/, where H denotes the Helmholtz projection introduced in

Sect. 5.4.1. In other words,

HŒ%"u"� ! %HŒU� D %U in Cweak.Œ0;T�I L
5
4 .�IR3//: (7.116)

Let us point out that HŒ�� is not an admissible test function in (7.29), however, it
can be approximated in Lp.�IR3/ by smooth solenoidal functions with compact
support for finite p (see Sect. 11.7 in Appendix).

Thus, combining relations (7.114), (7.116), we infer

Z T

0

Z

�

HŒ%"u"� � HŒu"� dx dt ! %

Z T

0

Z

�

jHŒU�j2 dx dt;

which, together with estimates (7.37), (7.38), gives rise to

Z T

0

Z

�

jHŒu"�j2 dx dt !
Z T

0

Z

�

jUj2 dx dt
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yielding, finally, the desired conclusion

HŒu"� ! U (strongly) in L2..0;T/ ��IR3/: (7.117)

7.5.2 Reduction to a Finite Number of Modes

Exactly as in (5.146), we decompose the space L2 as a sum of the subspace of
solenoidal vector fields L2� and gradients L2g:

L2.�IR3/ D L2� .�IR3/˚ L2g.�IR3/:

Since we already know that the solenoidal components of the velocity field u" are
precompact in L2, the proof of (7.113) reduces to showing

H?Œu"� ! H?ŒU� D 0 in L2..0;T/ ��IR3/:

Moreover, since the embedding W1;2
0 .�IR3/ ,! L2.�IR3/ is compact, it is enough

to show

h
t 7!

Z

�

u" � w dx
i

! 0 in L2.0;T/; (7.118)

for any fixed w D 1
�
rxv, where v, w, � ¤ 0 solve the eigenvalue prob-

lem (7.71), (7.73) (cf. Sect. 5.4.6).
In view of (7.37), (7.38), relation (7.118) follows as soon as we show

h
t 7!

Z

�

%"u" � w dx
i

! 0 in L2.0;T/;

where the latter quantity can be expressed by means of the acoustic equa-
tion (7.59), (7.60). In addition, since the solutions of the eigenvalue prob-
lem (7.71), (7.73) come in pairs Œv;w; ��, Œv;�w;���, it is enough to show

h
t 7!

Z

�

�
r"v C V" � w

�
dx

i
! 0 in L2.0;T/ (7.119)

for any solution v, w of (7.71), (7.73) associated to an eigenvalue � ¤ 0, where r",
V" are given by (7.61).

Finally, in order to exploit the information on the spectrum of the perturbed
acoustic operator, we claim that (7.119) can be replaced by

h
t 7!

Z

�

�
r"v" C V" � w"

�
dx

i
! 0 in L2.0;T/; (7.120)
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where v", w" are the solutions of the approximate eigenvalue problem (7.80), (7.82)
constructed in the previous section. Indeed, by virtue of Proposition 7.2, we have

v" ! v in C.�/; w" ! w in Lq.�IR3/ for any 1 � q < 1:

Accordingly, the proof of Theorem 7.1 reduces to showing (7.120). This will be
done in the following section.

7.5.3 Strong Convergence

In order to complete the proof of Theorem 7.1, our ultimate goal consists in
showing (7.120). To this end, we make use of the specific form of the acoustic
equation (7.59), (7.60), together with the associated spectral problem (7.80), (7.82).
Taking the quantities  .t/v".x/,  .t/w".x/,  2 C1

c .0;T/, as test functions
in (7.59), (7.60), respectively, we obtain

Z T

0

�
"�"@t C �"�" 

�
dt C p

"

Z T

0

 

Z

�

�
r"s

1
" C V" � s2"

�
dx dt D

7X

mD1
I"m;

(7.121)
where we have set

�".t/ D
Z

�

�
r".t; �/v" C V".t; �/ � w"

�
dx;

and the symbols I"m stand for the “small” terms:

I"1 D A

!

Z T

0

 

Z

�

h�.#"/

#"
rx#" C

�
%"s.%; #/� %"s.%"; #"/

�
u"

i
� rxv" dx dt;

I"2 D � A

!
< �"I v" >ŒMIC�.Œ0;T���/;

I"3 D D
Z T

0

 

Z

�

"2
�%" � %

"

�
u" � divxŒŒrxw"�� dx dt;

I"4 D
Z T

0

 

Z

�

"2
��.#"/ � �.#/

"

�
ŒŒrxu"�� W rxw" dx dt;

I"5 D �
Z T

0

 

Z

�

"%"u" ˝ u" W rxw" dx dt;

I"6 D
Z T

0

 

Z

�

"
�% � %"

"

�
rxF � w" dx dt;
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and

I"7 D
Z T

0

 

Z

�

G"
8 divxw" dx dt;

where G"
8 is given by (7.67).

Our aim is to show that each of the integrals can be written in the form

I" 	
Z T

0

 .t/
�
"�".t/C "1Cˇ".t/

�
dt;

where
8
<

:

f�"g">0 is bounded in Lq.0;T/ for a certain q > 1;

f"g">0 is bounded in L1.0;T/; and ˇ > 0:

9
=

;

This rather tedious task, to be achieved by means of Proposition 7.2 combined with
the uniform estimates listed in Sect. 7.3, consists in several steps as follows:

(i) By virtue of Hölder’s inequality, we have

ˇ
ˇ
ˇ

Z

�

h�.#"/

#"
rx#" � rxv" dx

ˇ
ˇ
ˇ (7.122)

� "kv"kW1;1.�/

ˇ
ˇ
ˇ

Z

�

h�.#"/

#"

i

ess

ˇ
ˇ
ˇ
rx#"

"

ˇ
ˇ
ˇ dx

ˇ
ˇ
ˇ C

ˇ
ˇ
ˇ

Z

�

h�.#"/

#"

i

res

ˇ
ˇ
ˇ
rx#"

"

ˇ
ˇ
ˇ dx

ˇ
ˇ
ˇ

D "�"1;1; with f�"1g">1 bounded in Lq.0;T/ for a certain q > 1;

where we have used estimates (7.44) and (7.49). Note that, in accordance
with Proposition 7.2, both correction terms vbl;0, vbl;1 vanish identically, in
particular,

kv"kW1;1.�/ � c uniformly in ": (7.123)

In a similar way,

ˇ
ˇ
ˇ

Z

�

�
%"s.%; #/ � %"s.%"; #"/

�
u" � rxv" dx

ˇ
ˇ
ˇ (7.124)

� "kv"kW1;1.�/

"Z

�

ˇ
ˇ
ˇ

h%"s.%; #/ � %"s.%"; #"/
"

i

ess

ˇ
ˇ
ˇju"j dx

C
Z

�

ˇ
ˇ
ˇ

h%"s.%"; #"/

"

i

res
u"

ˇ
ˇ
ˇ dx dt C js.%; #/j

Z

�

h%"

"

i

res
ju"j dx

�

D "�"1;2:
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Thus we can use Proposition 5.2, together with estimates (7.37)–
(7.39), (7.43), (7.48), (7.50), in order to conclude that

f�"1;2g">0 is bounded in Lq.0;T/ for a certain q > 1:

Summing up (7.122), (7.124) we infer that

I"1 D "

Z T

0

 .t/�"1 .t/ dt; with f�"1g">0 bounded in Lq.0;T/ for a certain q > 1:

(7.125)

(ii) As a straightforward consequence of estimate (7.42) we obtain

I"2 D "2 < "2 I >ŒMIC�Œ0;T� ; where f"2g">0 is bounded in MCŒ0;T�:
(7.126)

(iii) Taking advantage of the form of wbl;0, wbl;1 specified in Proposition 7.2, we
obtain

k"divxŒŒrxw"�� kL1.�IR3/ � c

uniformly for " ! 0. This fact, combined with the uniform bounds established
in (7.37), (7.38), (7.43), and the standard embedding W1;2.�/ ,! L6.�/, gives
rise to

I"3 D "

Z T

0

 .t/�"3 .t/ dt; (7.127)

where

f�"3g">0 is bounded in L2.0;T/:

(iv) Similarly to the preceding step, we deduce

kp
"w"kW1;1.�IR3/ � cI (7.128)

whence, by virtue of (7.40), (7.43), and (7.44),

I"4 D "3=2
Z T

0

 .t/"4 .t/ dt; (7.129)

where

f"4g">0 is bounded in L1.0;T/:
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(v) Probably the most delicate issue is to handle the integrals in I"5. To this end,
we first write

Z T

0

 

Z

�

"%"u" ˝ u" W rxw" dx dt

D
Z T

0

 

Z

�

"2
�%" � %

"

�
u" ˝ u" W rxw" dx dt C %

Z T

0

 

Z

�

"u" ˝ u" W rxw" dx dt;

where, by virtue of (7.37), (7.38), (7.43), and the gradient estimate established
in (7.128),

Z T

0

 

Z

�

"2
�%" � %

"

�
u" ˝ u" W rxw" dx dt D "3=2

Z T

0

 .t/"5;1.t/ dt;

(7.130)

with

f"5;1g">0 bounded in L1.0;T/:

On the other hand, a direct computation yields

Z

�

.u" ˝ u"/ W rxw" dx D �
Z

�

divxu"u" � w" dx �
Z

�

.rxu"u"/ � w" dx:

(7.131)

Now, we have

Z

�

divxu"u" � w" dx D
Z

�

divxu"Œu"�ess � w" dx C
Z

�

divxu"Œu"�res � w" dx;

where, in accordance with estimates (7.36), (7.43),

fdivxu"Œu"�essg">0 is bounded in L2.0;TI L1.�IR3//;

while

kdivxu"Œu"�reskL1.0;TIL1.�IR3//

� c"2=3krxu"kL2.0;TIL2.�IR3�3//ku"kL2.0;TIL6.�IR3//;

where we have used (7.43), the embedding W1;2.�/ ,! L6.�/, and the bound
on the measure of the “residual set” established in (7.50).
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Applying the same treatment to the latter integral on the right-hand side
of (7.131) and adding the result to (7.130) we conclude that

I"5 D "3=2
Z T

0

 .t/"5;1 dt C "

Z T

0

 .t/�"5 .t/ dt C "5=3
Z T

0

 .t/"5;2 dt;

(7.132)
where

f�"5g">0 is bounded in L2.0;T/;

and

f"5;1g">0; f"5;2g">0 are bounded in L1.0;T/:

(vi) In view of estimates (7.37), (7.38), it is easy to check that

I"6 D "

Z T

0

 .t/�"6 .t/ dt; (7.133)

with

f�"6g">0 bounded in L1.0;T/:

(vii) Finally, in accordance with the first equation in (7.80) and Proposition 7.2,

kdivxw"kL1.�/ � cI

therefore relations (7.38)–(7.41), (7.46), together with Proposition 5.2, can be
used in order to conclude that

I"7 D "

Z T

0

 .t/�"7 .t/ dt; (7.134)

where

f�"7g">0 is bounded in L1.0;T/:

We are now in a position to use relation (7.121) in order to show (7.120). To
begin, we focus on the integral

p
"

Z T

0

 

Z

�

�
r"s

1
" C V" � s2"

�
dx
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appearing on the left-hand side of (7.121), with r", V" specified in (7.61). Writing

p
"

Z T

0

 

Z

�

�
r"s

1
" C V" � s2"

�
dx

D p
"

Z T

0

 

Z

�

�
Œr"�esss

1
" C Œr"�ress

1
" C .%"u"/ � s2"

�
dx

we can use the uniform estimates (7.36)–(7.41), together with pointwise conver-
gence of the remainders established in (7.112), in order to deduce that

p
"

Z T

0

 

Z

�

�
r"s

1
" C V" � s2"

�
dx D p

"

Z T

0

 .t/ˇ".t/ dt; (7.135)

where

ˇ" ! 0 in L1.0;T/: (7.136)

Next, we use a family of standard regularizing kernels

�ı.t/ D 1
ı
�
�

t
ı

�
; ı ! 0;

� 2 C1
c .�1; 1/; � � 0;

R 1
�1 �.t/ dt D 1

in order to handle the “measure-valued” term in (7.121). To this end, we take �ı as
a test function in (7.121) to obtain

d

dt
�";ı � �"

"
�";ı D p

"h1";ı C h2";ı C 1p
"

h3";ı; (7.137)

where we have set

�";ı.t/ D
Z

R

�".t � s/ ı.s/ ds

for t 2 .ı;T � ı/.
In accordance with the uniform estimates (7.122)–(7.134), we have

fh1";ıg">0 bounded in L1.0;T/; fh2";ıg">0 bounded in Lp.0;T/ for a certain p > 1;

(7.138)

uniformly for ı ! 0, where we have used the standard properties of mollifiers
recorded in Theorem 11.3 in Appendix. Similarly, by virtue of (7.135), (7.136),

sup
ı>0

kh3";ıkL1.0;T/ � �."/; �."/ ! 0 for " ! 0: (7.139)



7.6 Complete Slip Boundary Conditions 297

Here all functions in (7.138), (7.139) have been extended to be zero outside
.ı;T � ı/.

The standard variation-of-constants formula yields

j�";ı.t/j � exp
�

ReŒ�"="�.t � ı/
�

ess sup
s2.0;T/

j�";ı.s/j C p
"

Z T

0

jh1";ı.s/j ds

C
Z t

ı

exp
�

ReŒ�"="�.t � s/
�
jh2";ı.s/j ds C

Z t

ı

1p
"

exp
�

ReŒ�"="�.t � s/
�
jh3";ı.s/j dsI

therefore letting first ı ! 0 and then " ! 0 yields the desired conclusion (7.120).
Note that, in accordance with (7.111),

ReŒ�"="� � � cp
"

for a certain c > 0;

in particular

Z t

0

1p
"

exp
�

ReŒ�"="�.t � s/
�

ds < c

uniformly for " ! 0. The proof of Theorem 7.1 is now complete.

7.6 Asymptotic Limit on Domains with Oscillatory
Boundaries and Complete Slip Boundary Conditions

Although the no-slip boundary condition (7.19) is probably the most widely
accepted for viscous fluids in contact with an impermeable boundary, it is sometimes
more convenient to approximate a complicated topography of the real physical
boundary by a smooth one endowed with a suitable wall law similar to the
slip boundary condition (5.15) rather than (7.19) (see Jaeger and Mikelic [158],
Mohammadi et al. [215], among others).

Similarly to the preceding part, we consider the infinite slab (7.17), (7.18), with
flat top and variable bottom determined through a function

Bbottom D �	 � h.x1; x2/ � !".x1; x2/; !".x1; x2/ D 1

k."/
! .k."/x1; k."/x2/ ; ! � 0

(7.140)

where h 2 C2.T 2/ is the same as in (7.18), ! 2 C2.T 2/, and k."/ is a sequence of
positive integers, k."/ ! 1 as " ! 0. Thus the functions !" are 2	=k."/-periodic,
with amplitude proportional to 1=k."/.
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We set

�" D
n
.x1; x2; x3/

ˇ
ˇ
ˇ .x1; x2/ 2 T 2; �	 � h.x1; x2/� !".x1; x2/ < x3 < 0

o

(7.141)
and impose the following boundary conditions for the velocity:

8
<

:

ujfx3D0g D 0;

u � njfx3D�	�h.x1;x2/�!".x1;x2/g D 0; Sn � njfx3D�	�h.x1;x2/�!".x1;x2/g D 0:

9
=

;

(7.142)

The no-slip boundary condition is therefore prescribed only on the top part
while complete slip boundary conditions, used in the preceding Chaps. 5 and 6,
are required at the bottom part of �". Our goal is to show that (7.142) provides the
same effect as the no-slip boundary conditions provided the “oscillatory” part of the
boundary here represented by !" is non-degenerate, meaning not constant in any
direction. In particular, the velocities u" in the asymptotic low Mach number limit
will approach the limit profile u strongly with respect to the L1-topology.

We claim the following variant of Theorem 7.1.

� COMPACTNESS OF VELOCITIES ON DOMAINS WITH VARIABLE BOTTOMS:
THE COMPLETE SLIP BOUNDARY CONDITIONS

Theorem 7.2 Let �" be a family of domains determined through (7.140), (7.141),
where the “bottom” part of the boundary is given by functions h, ! satisfying

h; ! 2 C3.T 2/; jhj < 	; h 6� const; ! � 0; (7.143)

and ! is non-degenerate, specifically, for any w D Œw1;w2� ¤ 0 there is .x1; x2/ 2
T 2 such that

r!.x1; x2/ � w ¤ 0: (7.144)

Let

k."/ � "�m for a certain m > 1: (7.145)

Let F 2 W1;1.R3/ be given such that

Z

�

F dx D 0;

where

� D
n
.x1; x2; x3/

ˇ
ˇ
ˇ .x1; x2/ 2 T 2; �	 � h.x1; x2/ < x3 < 0

o
: (7.146)
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Assume that S, q as well as the thermodynamic functions p, e, and s are given
by (7.10)–(7.15), where P meets the structural hypotheses (7.23)–(7.25), while the
transport coefficients � and � satisfy (7.26), (7.27).

Finally, let f%";u"; #"g">0 be a family of weak solutions to the Navier-Stokes-
Fourier system satisfying (7.5)–(7.9) in .0;T/ � �", with the boundary condi-
tions (7.20), (7.142), with the initial data

%.0; �/ D %0;" D %C "%
.1/
0;"; u.0; �/ D u0;": #.0; �/ D #0;" D # C "#

.1/
0;" ;

where

% > 0; # > 0;

Z

�"

%
.1/
0;" dx D

Z

�"

#
.1/
0;" dx D 0 for all " > 0;

and
8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

%
.1/
0;" ! %

.1/
0 weakly-(*) in L1.R3/;

u0;" ! U0 weakly-(*) in L1.R3IR3/;

#
.1/
0;" ! #

.1/
0 weakly-(*) in L1.R3/:

9
>>>>>=

>>>>>;

Then, at least for a suitable subsequence,

u" ! U in L2..0;T/ ��IR3/; (7.147)

where U 2 L2.0;TI W1;2
0 .�IR3//, divxU D 0.

Remark It is worth noting that the limit velocity profile U satisfies the no-slip
boundary condition on both the top and the bottom part of the boundary of the
limit domain�. Similarly to the preceding part, we leave to the reader to show that
the limit quantities satisfy the Oberbeck-Boussinesq system introduced in Sect. 5.

Remark The weak solutions are defined exactly as in Sect. 7.2.1, with the obvious
modifications

u" 2 L2.0;TI W1;2.�"IR3/; u"jfx3D0g D 0; u" � njfx3D�	�h.x1;x2/�!".x1;x2/g D 0;

whereas the test functions ' in the momentum equation (7.29) are taken from the
space

' 2 C2.Œ0;T/ ��"IR3/; 'jfx3D0g D 0; ' � njfx3D�	�h.x1;x2/�!".x1;x2/g D 0:

Remark For the sake of simplicity, we have assumed that the initial data are defined
on the whole physical space R3. As � � �", the statement (7.147) makes sense.



300 7 Interaction of Acoustic Waves with Boundary

The rest of this chapter is devoted to the proof of Theorem 7.2. The idea is that
the rapidly oscillating boundary along with the effect of viscosity will force the fluid
to be at rest on the boundary of the limit domain; whence the methods developed in
Sects. 7.4, 7.5 can be applied.

7.7 Uniform Bounds

The uniform bounds on the sequence of solutions Œ%";u"� are essentially the same as
in Sect. 7.3. However, we should keep in mind that the underlying spatial domains
�" depend on the scaling parameter ". Accordingly, the constants appearing in
Korn’s and Poicaré’s inequality used in Sect. 7.3 may depend on ". Fortunately,
by virtue of hypotheses (7.140), (7.141), the family �" is uniformly Lipschitz,
and, consequently, the corresponding constants are the same for all �", see
Theorem 11.24 in Appendix. With this observation in mind, we report the following
list of estimates.

• Energy estimates:

ess sup
t2.0;T/

kp
%"u"kL2.�"IR3/ � c; (7.148)

ess sup
t2.0;T/

�
�
�

h%" � %
"

i

ess

�
�
�

L2.�"/
� c; (7.149)

ess sup
t2.0;T/

�
�
�

h%" � %

"

i

res

�
�
�

L
5
3 .�"/

� "
1
5 c; (7.150)

ess sup
t2.0;T/

�
�
�

h#" � #

"

i

ess

�
�
�

L2.�"/
� c; (7.151)

ess sup
t2.0;T/

�
�
�Œ#"�res

�
�
�

L4.�"/
� "

1
2 c; (7.152)

ess sup
t2.0;T/

�
�
�

hp.%"; #"/ � p.%; #/

"

i

res

�
�
�

L1.�"/
� "c: (7.153)

• Estimates based on energy dissipation:

k�"kMC.Œ0;T���"/ � "2c; (7.154)

Z T

0

ku"k2W1;2.�"IR3/ dt � c; (7.155)
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Z T

0

�
�
�
#" � #

"

�
�
�
2

W1;2.�"/
dt � c; (7.156)

Z T

0

�
�
�

log.#"/ � log.#/

"

�
�
�
2

W1;2.�"/
dt � c: (7.157)

• Entropy estimates:

ess sup
t2.0;T/

�
�
�

h%"s.%"; #"/

"

i

res

�
�
�

L1.�"/
dt � "c; (7.158)

Z T
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�
�
�

h%"s.%"; #"/

"

i

res

�
�
�

q

Lq.�"/
dt � c for a certain q > 1; (7.159)
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0

�
�
�

h%"s.%"; #"/

"
u"

i

res

�
�
�

q

Lq.�"IR3/
dt � c for a certain q > 1; (7.160)

Z T
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�
�
�

h�.#"/

#"

i

res

rx#"

"

�
�
�

q

Lq.�"IR3/
dt ! 0 for a certain q > 1: (7.161)

7.8 Convergence of the Velocity Trace
on Oscillatory Boundary

Our goal is to show that the traces of the velocities fu"g">0 vanish on the boundary
of the limit domain� in the asymptotic limit " ! 0.

Proposition 7.3 Let �" be a family of domains satisfying the hypotheses of
Theorem 7.2.

Then
Z

fx3D�	�h.x1;x2/g
jvj2 dSx � c

1

k."/

Z

�"

jrxvj2 dx � c"m
Z

�"

jrxvj2 dx (7.162)

for any v 2 W1;2.�"IR3/ satisfying

v � njfx3D�	�h.x1;x2/�!".x1;x2/g D 0;

where the constant is independent of " ! 0.
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Proof Obviously, we can restrict ourselves to the strip

S" D
n
.x1; x2; x3/

ˇ
ˇ
ˇ .x1; x2/ 2 T 2;

� 	 � h.x1; x2/ � !".x1; x2/ < x3 < �	 � h.x1; x2/C 1

k."/

o

containing the bottom part B of the boundary @�,

B D
n
x3 D �	 � h.x1; x2/

ˇ
ˇ
ˇ .x1; x2/ 2 T 2

o
:

Next, writing

S" D [nDk."/�1;mDk."/�1
nD0;mD0 Sn;m

" ;

Sn;m
" D

n
.x1; x2; x3/

ˇ
ˇ
ˇ

n

k."/
< x1 <

n C 1

k."/
;

m

k."/
< x2 <

m C 1

k."/
;

� 	 � h.x1; x2/� !".x1; x2/ < x3 < �	 � h.x1; x2/C 1

k."/

o

we observe that it is enough to show (7.162) on each Sn;m
" .

Finally, after the scaling x 	 k."/x and an obvious space shift, the problem
reduces to proving

Z

.x1;x2/2.0;1/2

Z

fx3D�".x1;x2/g
jvj2 dSx

� c
Z

.x1;x2/2.0;1/2

Z

f�".x1;x2/�!.x1;x2/<x3<�".x1;x2/C1g
jrxvj2 dx

(7.163)

for any v 2 W1;2.R3;R3/,

v � njx3D�".x1;x2/�!.x1;x2/ D 0 in the sense of traces;

where �" ! � in C1Œ0; 1�2 as " ! 0, and where � is an affine function.
Arguing by contradiction, we obtain a sequence v" 2 W1;2.R3;R3/,

v" � njx3D�".x1;x2/�!.x1;x2/ D 0 in the sense of traces;

g."/
Z

.x1;x2/2.0;1/2

Z

fx3D�".x1;x2/g
jv"j2 dSx

�
Z

.x1;x2/2.0;1/2

Z

f�".x1;x2/�!.x1;x2/<x3<�".x1;x2/C1g
jrxv"j2 dx;
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where g."/ ! 0 as " ! 0. In addition, we may assume
Z

.x1;x2/2.0;1/2

Z

f�".x1;x2/�!.x1;x2/<x3<�".x1;x2/C1g
jv"j2 dx D 1;

and

v" ! v weakly in W1;2.R3;R3/:

Consequently, in view of the compact embedding W1;2.KIR3/ ,! L2.KIR3/,
K � R

3 compact, the limit function v satisfies
Z

Q
jvj2 dx D 1; rxvjQ D 0; (7.164)

where

Q D
n
.x1; x2; x3/

ˇ
ˇ
ˇ .x1; x2/ 2 .0; 1/2; �.x1; x2/ � !.x1; x2/ < x3 < �.x1; x2/C 1

o
:

Finally, we claim that

v � njfx3D�.x1;x2/�!.x1;x2/g D 0: (7.165)

Indeed seeing that

Z

.x1;x2/2.0;1/2

Z

f�".x1;x2/�!.x1;x2/<x3<�".x1;x2/C1g
.divxv"' � v" � rx'/ dx D 0

for any

' 2 C1.R3/; 'jx3D�".x1;x2/C1

we infer that
Z

.x1;x2/2.0;1/2

Z

Q
.divxv"' � v" � rx'/ dx D 0

for any

' 2 C1.R3/; 'jx3D�.x1;x2/C1;

which implies (7.165).
In view of (7.164), the limit v is constant in Q, which is incompatible with (7.165)

as long as ! satisfies the non-degeneracy condition (7.144).
�
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Thus Proposition 7.3, together with the uniform bound (7.155) yield

Z T

0

Z

@�

ju"j2 dSx � c"m: (7.166)

The remaining part of the proof is obvious although technically involved. We restrict
ourselves to the limit domain �, where the boundary terms arising in by parts
integration will be controlled by (7.166).

7.9 Strong Convergence of the Velocity Field Revisited

Our final goal is to establish the strong convergence of the velocities claimed
in (7.147). As a consequence of (7.155), we may assume that

u" ! U weakly in L2.0;TI W1;2.T 2 � .�1; 0/;R3/ (7.167)

provided u" were extended to the set where x3 � �	 � h.x1; x2/ � !".x1; x2/.
Moreover, as a consequence of (7.166),

divxU D 0; Uj@� D 0: (7.168)

7.9.1 Solenoidal Component

The velocity fields, restricted to the target domain�, decompose as

u" D HŒu"�C H?Œu"�;

where H denotes the Helmholtz projection defined on�. Using the uniform bounds
obtained in Sect. 7.7 and repeating the arguments of Sect. 7.5.1 we deduce that the
family of scalar functions

t 7!
Z

�

.%"u"/.t; �/ � � dx is precompact in CŒ0;T�

for any � 2 C1
c .�IR3/; divx� D 0; whence, in accordance with (7.168),

HŒ%"u"� ! %HŒU� D %U in Cweak.Œ0;T�I L5=4.�IR3//:
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Consequently, by virtue of (7.167) and compactness of the embedding W1;2.�/ ,!
L5.�/, we may infer that

Z T

0

Z

�

HŒ%";u"� � HŒu"� dx dt ! %

Z T

0

Z

�

jH.U/j2 dx dt D %

Z T

0

Z

�

jUj2 dx dt

yielding

HŒu"� ! U (strongly) in L2..0;T/ ��IR3/: (7.169)

7.9.2 Acoustic Waves

In view of (7.169), it remains to show

H?Œu"� ! 0 (strongly) in L2..0;T/ ��IR3/: (7.170)

We use arguments similar to those in Sect. 7.4 starting with the acoustic equa-
tion (7.59), (7.60) for the unknowns

r" D 1

!

�
!
%" � %

"
C A%"

s.%"; #"/� s.%; #/

"
� %F

�
;V" D %"u";

r0;" D 1

!

�
!
%0;" � %

"
C A%0;"

s.%0;"; #0;"/ � s.%; #/

"
� %F

�
;V0;" D %0;"u0;":

The equation of continuity together with the entropy balance give rise to

Z T

0

Z

�"

�
"r"@t' C V" � rx'

�
dx dt (7.171)

D �
Z

�"

"r0;"'.0; �/ dx C A

!

� Z T

0

Z

�

G"
5 � rx' dx dt� < �"; ' >

�

for any ' 2 C1
c .Œ0;T/ ��"/, with

! D @%p.%; #/C j@#p.%; #/j2
%2 @#s.%; #/

; A D @#p.%/

%@#s.%; #/
;

and

G"
5 D �.#"/

#"
rx#" C

�
%"s.%; #/� %"s.%"; #"/

�
u";

cf. (7.59).
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Next, as � � �", we may consider

' 2 C1
c .Œ0;T/ ��IR3/;

as a test function in (7.29) obtaining
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"%"u" � @t' dx dt (7.172)
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;
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C @p.%; #/
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cf. (7.52). It is easy to observe that validity of (7.172) can be extended to

' 2 W1;1.Œ0;T/ ��IR3/; 'j@� D 0; '.T; �/ D 0:

Next, we may compute
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for all

' 2 W2;1..0;T/ ��IR3/; 'j@� D 0; '.T; �/ D 0;

recalling that

ŒŒM�� D 1

2

h
M C M

t � 2

3
traceŒM� I

i
:

Thus (7.172) finally reads as
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G"
9 D .%� %"/rxF and D D 2�.#/

%
;

cf. (7.60). Unlike its counterpart (7.59), (7.60), however, Eqs. (7.171), (7.173) are
considered on different spatial domains�", �, respectively.

7.9.3 Strong Convergence of the Gradient Component

In view of exactly the same arguments as in Sect. 7.5.2, the proof of (7.170) can be
reduced to showing

h
t 7!

Z

�

�
r"v" C V" � w"

�
dx

i
! 0 in L2.0;T/; (7.174)

where r", V" satisfy the acoustic system (7.171), (7.173), and v", w" are the solutions
of the approximate eigenvalue problem (7.80), (7.82).

A natural idea is to use v", w" as test functions in (7.171), (7.173), respectively.
Unfortunately, however, v" is defined only on the set � and therefore must be
extended as Qv" to �" in such a way that

Qv" 2 W1;1.R3/; Qv"j� D v; k Qv"kW1;1.R3/ � ckv"kW1;1.�/;

where c is independent of ". As the family f�"g">0 is equi-Lipschitz, such an
extension exists (see Theorem 8). Accordingly, we will show
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t 7!
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r" Qv" dx C
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�

! 0 in L2.0;T/ (7.175)

instead of (7.174).
Following the line of arguments in Sect. 7.5.3, we take the quantities  .t/ Qv".x/,

 .t/w".x/,  2 C1
c .0;T/, as test functions in (7.171), (7.173) to obtain
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(7.176)
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where
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Note that the integrals I"1–I"7 are the same as their counterparts in (7.121). In
particular, the same arguments as in Sect. 7.5.3 can be used to show that each of
them can be written in the form
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f"mg">0 is bounded in L1.0;T/; and ˇ > 0:

9
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;
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Now, we come to the crucial point of the proof using the bound (7.166) on the
trace of the solution u" on @� to obtain
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With help of (7.155) and Proposition 7.2 yielding the necessary bound for
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we conclude that
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Furthermore, by means of Hölder’s inequality,
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therefore, by virtue of (7.155) and Proposition 7.2,
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Finally, to control the integral I"10, we write
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and, similarly,
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Thus the uniform bounds (7.149)–(7.153) yield the desired conclusion

I"10 D "minf m
2 ;1g

Z T

0

 .t/�"10 dt;

where

f�"10g">0 is bounded in L1.0;T/:

Having controlled all the integrals in (7.176) and seeing that m > 1, we are in
the situation described in the last part of Sect. 7.5.3. Consequently, repeating step
by step the arguments used therein, we can show (7.174) and therefore complete the
proof of Theorem 7.2.

7.10 Concluding Remarks

We have shown that the no-slip boundary conditions and the complete slip boundary
conditions considered on “oscillatory” boundary produce the same effect in the
low Mach number limit, specifically, the acoustic waves are effectively damped as
long as the boundary of the target domain is non-degenerate (non-flat). As a matter
of fact, a proper choice of the boundary conditions for the velocity of a viscous
fluid confined to a bounded physical space has been discussed by many prominent
physicists and mathematicians over the last two centuries (see the survey paper by
Priezjev and Troian [235]).

For a long time, the no-slip boundary conditions have been the most widely
accepted for their tremendous success in reproducing the observed velocity profiles
for macroscopic flows. Still the no-slip boundary condition is not intuitively
obvious. Recently developed technologies of micro and nano-fluidics have shown
the slip of the fluid on the boundary to be relevant when the system size approaches
the nanoscale. The same argument applies in the case when the shear rate is
sufficiently strong in comparison with the characteristic length scale as in some
meteorological models (see Priezjev and Troian [235]). As a matter of fact, an
alternative microscopic explanation of the no-slip condition argues that because
most real surfaces are rough, the viscous dissipation as the fluid passes the surface
irregularities brings it to rest regardless the character of the intermolecular forces
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acting between the fluid and the solid wall. A rigorous mathematical evidence of
this hypothesis has been provided in a series of papers by Amirat et al. [9, 10],
Casado-Díaz et al. [51] or, more recently, [52]. Thus the roughness argument,
used also in this chapter, reconciles convincingly the ubiquitous success of the no-
slip condition with the boundary behaviour of real fluids predicted by molecular
dynamics (cf. Qian et al. [236]).
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