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Abstract Security systems using one identification tool are not ideal. Multisystem

security, which using two or more types of security levels like for example using

identification password and card, can increase the security of a system, however it

is not an ideal security system. Password maybe hacked or forgotten, and Identifica-

tion card is something we have and could be stolen. This chapter proposes a cascaded

multimodal biometric system using fingerprint and iris recognition based on minu-

tiae extraction for fingerprint identification and encoding the log-Gabor filtering for

iris recognition. The experiments compare FAR, FRR, and accuracy evaluation met-

rics for a unimodal biometric system based on either fingerprint or iris and the cas-

caded multimodal biometric system that sequentially utilizes the fingerprint and iris

traits. The proposed system has FAR = 0, FRR = 0.057, and accuracy 99.86%. The

results show the superior performance of the proposed multimodal system compared

to the unimodal system.
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1 Introduction

Security systems using one identification tool are not ideal. Multisystem security,

which using two or more types of security levels like for example using identifica-

tion password and card, can increase the security of a system, however it is not an

ideal security system. Password maybe hacked or forgotten, and Identification card is

something we have and could be stolen. Another way for increasing security is using

biometrics, which everyone owns unique biometrics data and cannot be forgotten

or stolen. Single biometric systems suffer from some problems like noise in sensed

data, non-universality, spoof attacks, intra-class variations, and inter-class similari-

ties. Fusion in multimodal biometric systems can be performed using data accessible

in any of the modules. Fusion can happen at these levels: (i) sensor level (ii) feature

level (iii) score level (iv) rank level and (v) decision level. Different biometric data

sources can be utilized as a part of a multimodal biometric system. In view of these

sources, multimodal biometric systems could be classified into six distinct classi-

fications: multi sensor, multi algorithm, multi instance, multi sample, multimodal

and hybrid. The motivation for working on this chapter is to solve these problems,

using an implementation of the multimodal biometric system. Multimodal biometric

system is the use of a combination of two or more biometric types to increase the

security of a system. In this chapter, a multimodal biometric system using fingerprint

and iris recognition system with fusion at cascaded advanced decision level will be

introduced.

2 Related Work

Multimodal biometric systems become one of the best security system solutions for

most applications in present time. Many researchers have been working on multi-

modal biometric system. A good survey of the multimodal biometric system was

provided by Ross et al. [1]. In this survey, the researchers focused on levels of

fusion and score level fusion. Analysis and descriptions on recent multimodal bio-

metric system fusion are contained in the ISO/IEC Technical Report [2]. The report

explains requirements supporting multimodal biometric systems. Many research

papers explained the types of levels of fusion in multimodal biometric systems. A

composite fingerprint image, combining multi part fingerprints, which the user puts

finger on a fingerprint sensor surface proposed by Ratha et al. [3]. A face recogni-

tion system combining visible and thermal Infrared (IR) images at sensor level was

proposed by Singh et al. [4]. Another face recognition system performing a fusion

of visual and thermal infrared images without eyeglass at sensor level was proposed

by Kong et al. [5]. Fusion of face and iris at feature level was proposed by Son et

al. [6]. fusion of hand and face at feature level was performed by Ross et al. [7] and

the experiments were performed in three different scenarios. A theoretical frame-

work for combining classifiers was developed by Kittler et al. and various classifier
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combination strategies were discussed in [8]. Three different classifiers based on the

k-nearest-neighbor (k-NN) classifier, logistic regression and decision trees were used

to compare the performance at score level fusion by Verlinde et al. [9]. Linear dis-

criminant function and the decision trees at the fusion of match scores were used by

Jain et al. [10]. The performance of different fusion methods and normalization tech-

niques in a fusion scenario involving fingerprint, hand geometry and face modalities

studied by Jain et al. [11].

Many researchers represented the various types of multimodal biometric frame-

works according to the sources of biometric data being fused. A multi-sensor fin-

gerprint system using two sensors (optical and capacitive sensors) was discussed by

Marcialis et al. [12]. A multi-algorithm biometric system integrating three different

minutiae-based fingerprint matchers was proposed by Jain et al. [13]. Another multi-

algorithm gait recognition framework which uses different gait classifiers based on

different environmental circumstances was introduced by Han and Bhanu [5]. A

multi-instance iris recognition system using a combination of right iris and left iris

for the same person is introduced by Wang et al. [14]. A multi-sample system using a

composite fingerprint template from multi imprints of the same finger using mosaick-

ing algorithm is proposed by Jain et al. [15]. A hybrid system using multi-sensor and

multi-sample of face recognition system is introduced by Bowyer et al. [16]. A mul-

timodal biometric system using face, fingerprint, and voice traits is proposed by Jain

et al. [17]. Another multimodal biometric system using face and palmprint is intro-

duced by Yao et al. [18].

Ross and Jain proposed multimodal biometrics system in 2003 [19]. Fusion levels

of multimodal biometric systems were introduced in details in Chap. 3. Fingerprint

and iris fusion attracted the attention of many researchers. In 2009 Baig et al. [20]

presented a multimodal biometric system based on iris and fingerprint using single

hamming distance matcher. They used database of WVU containing 400 images and

set the threshold equal to EER, the purpose was to improve the percentage of ERR. In

2010 Jagadeesan et al. [21] created a 256-bit cryptographic key using fingerprint and

iris based on minutiae extraction and Daugman’s approach respectively. Jagadeesan

used CASIA database for iris and puplicly available database for fingerprint and

make the fusion of the multimodal system at the feature level.

Radha et al. [22] in 2012, proposed a multimodal biometric system using finger-

print and iris at feature extraction fusion level. The proposed system used a combined

feature vector from both fingerprint and iris. The proposed system was built using

log Gabor filter feature vectors extraction of both modalities.

The final match score generated by Hamming distance. Using database of 50

users the experimental results of FAR, FRR, and execution time were 0%, 4.3, 0.14 s

respectively. Abdolahi et al. [23] in 2013 proposed a multimodal biometric frame-

work with two modalities; fingerprint and iris, using fuzzy logic and weighted code.

Fusion at decision level combines results after binarizing fingerprint and iris images.

Fingerprint and iris codes are weighed as 20% and 80% respectively. The FAR, FRR

and accuracy results achieved from this system were 2%, 2%, and 98.3% respectively.

http://dx.doi.org/10.1007/978-3-319-63754-9_3
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3 Biometric System Process

As an intelligent system [24, 25], the general structure of any biometric framework

includes five operations as illustrated in Fig. 1 and listed below.

3.1 Biometric Data Acquisition

This process is responsible for collecting a biometric sample from the suitable sen-

sors or devices. A sensor is converting the captured raw signal into a biometric sam-

ple, e.g. a unique finger impression picture, iris picture or voice recording.

3.2 Feature Extraction

This process is in charge of extracting a set of distinguished features from each bio-

metric sample. These features should be discriminatory enough to represent each

individual. The extracted features will be used as a reference during the recognition

phase.

Fig. 1 General structure of biometric system
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3.3 Data Storage

All the extracted features during enrollment stage are saved in a data storage system.

Along with these features, some other information that related to each individual

are also saved such as ID, name, privileges. Biometric and non-biometric data are

frequently saved in a distinctive database for security and protection concerns.

3.4 Comparison or Matching Process

In this process, the features are extracted from the input trait are compared to all

registered biometric information in the database. There are two main processes: ver-

ification or identification. Verification means, an inquiry is addressed “Is this indi-

vidual who he claims to be?” When doing verification process, a matching score is

computed between the input biometric and the corresponding registered biometric

information. In an identification process, the inquiry being addressed is “Who is this

individual?” So that, the input biometric is compared to all enrolled biometrics for

all individual and return the matching scores.

3.5 Decision Subsystem

In light of the matching score(s), the decision process figures out whether the

acquired biometric and the enlisted data represent one individual. In verification,

the choice is made based on the matching score is either acceptable or not. In the

identification scenario, one enrolled identity corresponds to the enrolled biometrics

and has the best matching score coincide with the selected choice strategy.

4 Biometric System Errors

The combination of two single biometric qualities is once in a while read precisely

the same. This happens because of different reasons, for example, modifications in

user’s biometric qualities, damaged sensing condition, user’s sensor communication

and modifications in surrounding conditions. In this way, the result of a biometric

system is a matching score calculates the similarity comparing tested template with

the stored template.

The biometric system decision relies on a set of threshold t. When the decision

score s is greater than the threshold t the test template and stored template are referred

to as matched and they both belong to the same user. Otherwise, when decision

score s is smaller than threshold t, the test template and stored template are referred
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to as not matched and the input template does not belong to an authorized user.

This can lead us to the definitions of genuine distribution, and imposter distribution.

Genuine distribution occurrs when the test template and stored template are matched

with matching score s greater than the threshold t. Imposter distribution occurred

when the test template is not matched with the stored template or matching score s

is smaller than the threshold t (Fig. 2).

False Acceptance Rate (FAR) is the percentage of frauds that were incorrectly

recognized over the total number tested. Sometimes it is referred to as False Match

Rate FMR.

False Reject Rate (FRR) is the percentage of users that are not recognized falsely

to the total numb er tested. Sometimes it is referred to as False Non Match Rate

FNMR. Consolidating the FAR and FRR represents the Total Error Rate using

the following equation: TER = (Number of False Accepts + Number of False

Rejects)/(Total Number of Access).

When increasing the threshold t for high system security, the False Reject Rate

FRR increases as well. When decreasing the threshold t to make system tolerant,

the False Accept Rate FAR increases as well too. Hence, there is a need to balance

between FAR and FRR. The Receiver Operating Characteristics curves (ROC) can

be used for measuring the performance of the biometric system. ROC draw the rela-

tion between FAR and sensitivity (which equals to 1-FRR) (Fig. 3).

Fig. 2 Biometric system

error rates: The curves show

FAR and FRR for a given

threshold t over the genuine

and imposter

distributions [26]

Fig. 3 Receiver Operating

Characteristic curve [27]
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5 Privacy Issues and Social Acceptance

Acceptability of biometric systems depends on its simplicity and comfort of use.

Other factors like cultural, ethnic, and religious also affect the acceptability of the

biometric system. As an instance is utilizing biometric traits that do not need contact

such as voice, iris, or face reflect high acceptability. Users are more convenient with

systems that require less interaction from the user. Biometric traits that acquired

with no user interaction may be acquired with no user knowledge and this could be

dangerous to privacy of the user. “Privacy is the ability to lead life free of intrusions

to remain autonomous, and to control access to ones personal information” [26].

Biometric traits utilization considers some security issues [28, 29] that should be

tended to be mentioned. Biometric system users need assurance that their biometric

data is secured and protected against misuse and used only for the planned reasons.

Most companies using biometric systems store the biometric data in a decentralized

encoded database to ensure the security and protection of the biometric data [26].

6 Biometric Systems Challenges

In these days several biometric recognition systems rely only on using one single

biometric characteristic to recognize users. Although single biometric systems can

offer reliable applications for verification and identification, some limitations and

vulnerabilities challenging these single biometric systems like [7]:

Noisy Data The captured biometric data usually contains noise according to, for

example, imperfect acquisition conditions or variants in biometric characteristic

itself like dirt on fingerprint sensor or a scratch on a fingerprint image. Genuine

users always rejected as a result of noise in sensed data.

Non Universality According to some reasons biometric recognition systems some-

times are not capable of capturing perfect biometric data from genuine users result-

ing in an error named Failure To Enroll (FTE). For instance, drooping eyelids, long

eyelashes or certain pathological conditions of eyes may prohibit the iris recognition

system from capturing perfect iris data from users.

Spoof Attacks Imposters can try to mimic behavioral biometrics like signature and

voice for an enrolled user. Also, creating biometric artifacts can spoof attack phys-

ical biometrics such as iris or fingerprint. However, physical traits such as finger-

prints and iris are also vulnerable to spoof attacks by creating biometric artifacts.

In 2002, Matsumoto et al. [30] explained how fingerprints could be spoof attack as

imposters can create gummy fingers using easily obtainable tools and cheap mate-

rials. These gummy fingers are granted with high degrees using several fingerprint

recognition applications [30]. In 2004, Uludag et al. [31] suggested different ways

to protect biometric systems from spoof attacks like liveness detection and detection

of known artifacts. Another way by challenging user response like repeating some

words “please repeat after beep: 1-5-9-8”.
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Intra-class variations Some biometric traits change over time like hand geometry

and wrong interaction from the user with the sensor represent the main reasons rep-

resenting intra-class variation. In 2004, Uludag, [31] introduced a solution for intra

class variation by storing multiple templates and update these templates periodically

over time for each user.

Inter-class similarities Individuals’ feature spaces overlapping introduce inter class

similarity. The inter-class variation appears in large population identification systems

and can result in bigger false acceptance rate. A solution for this problem is to iden-

tify the upper bound capacity of users that can be identified effectively using the

biometric system.

7 Multibiometric Systems Fusion Levels

Multimodal systems can be constructed in several different ways, based on the bio-

metric information sources and design of the system. Multimodal as usual refers to

the system where two or more different biometric sources are in use (such as Iris

and fingerprint), however the term multibiometrics is more common. Multibiomet-

ric systems include multimodal systems, and also number of different settings.

In the multimodal biometric system, fusion schemes can be performed at any

of these different levels; at the sensor level, at the feature-extraction level, at the

matching-score level, rank level and at the decision level. Chapter 3 discusses in

details the different levels fusion.

8 Multibiometric Systems Evidence Sources

Different biometric data are utilized as part of a multimodal biometric system. In

view of these sources, multimodal biometric systems are classified as six distinct

classifications [1]: multi-instance, multi-sensor, multi-algorithm, multi-modal sys-

tems and hybrid.

Multi-sensor biometric systems acquire the same biometric trait from two or more

different sensors. Multi-instance biometric systems use one sensor to capture two or

more different instances of the same biometric modality. Multi-algorithm biometric

systems process the acquired biometric trait by more than one algorithm. Multimodal

biometric systems can use one or more sensors to capture more than one different

traits of biometric. Hybrid system means mixing more than one of the above types.

Chapter 4 will represent in details sources of evidence in multibiometric systems.

http://dx.doi.org/10.1007/978-3-319-63754-9_3
http://dx.doi.org/10.1007/978-3-319-63754-9_4
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9 Multimodal Biometric Advantages Over Single Biometric

This part represents multimodal biometric systems advantages over single biometric

systems [7].

Non-universality is addressed by Multibiometric systems. For instance, when the

fingerprints of a user have a poor quality it prevents the user from being enrolled to

the system; so usage of other biometric modalities like voice, face, iris, etc. allow

systems to utilize other biometric modality and to register an individual to the system.

Multibiometric also addressed the spoof attack as it becomes more difficult for

an imposter to spoof multi biometrics of a genuine user at the same time. Using

the appropriate fusion technology can possibly help finding if an individual is an

imposter or a genuine user. More difficulties could be added to prevent imposters to

be enrolled in the system like; the system can ask the user to present modalities in

random order, or the system may ask the user to pronounce certain words or numbers

to make sure that the user is really alive.

Multibiometric applications report the noisy sensed data effectively. The possibil-

ity to depend on data obtained from other traits can come over the noisy sensed data

from one biometric trait. Even if many multibiometric systems consider the qual-

ity of the sensed data while executing the fusion process and this is a challenging

problem itself, multibiometric systems can significantly use these benefits.

Multibiometric systems addressed the problem of fault tolerant by remaining to

work even if the information of a certain biometric source is unreliable according to

software or sensor faults. In identification systems with large user population usually

exist fault tolerance.

The accuracy of biometric systems is improved by fusing evidence from multi

biometric sources. Using the suitable sources of evidence and the best fusion tech-

nique assures the matching accuracy improvement.

10 Biometric Systems Applications

Applications of Biometrics can be organized as three main groups [26]:

1. Business applications, for example, PC system login, e-trade, Internet access,

ATMs or credit cards, physical access control, mobile telephones, personal digital

assistant (PDA)s, medical records management, distance learning, and so on.

2. Administration applications, for example, national ID card, driver’s license, social

security, border control, passport control, welfare-disbursement, and so forth.

3. Legal applications, for example, body identification, criminal examination, ter-

rorist identification, parenthood determination, and so forth.
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11 Proposed Multimodal Biometric System Using
Fingerprint and IRIS

In multimodal biometric systems, two or more biometrics are employed (e.g. IRIS,

fingerprint, face etc.) to enhance system performance and accuracy. The proposed

system uses two biometrics; Fingerprint and IRIS. The Proposed system works at two

levels; at first level the extracted Fingerprints features are extracted and compared

with stored finger prints templates stored in the database, second level the IRIS fea-

tures are extracted, compared and matched with stored IRIS templates stored in the

database. Level-II works only if Level-I is not passed. The fusion is accomplished

at cascaded advanced decision level. If Level I is matched, the system avoids for

matching IRIS extracted further at level II Fig. 4.

Fig. 4 Proposed system overview
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11.1 Level I: Fingerprint

11.2 The Human Fingerprint [27]

Most human body skin is smooth, and contains oil glands and hair, but palm and fin-

ger’s skin contain no oil glands or hair. Palms and fingers contain a flow pattern of

valleys and ridges. Finger ridges (also called friction ridges) help in catching objects,

and improve sensing surfaces. Two layers form the friction ridges; Inner layer called

dermis, and outer layer called epidermis. Ridges that appear on epidermis enhance

the friction between hand and surfaces. Uniqueness of friction ridges even with iden-

tical twins helps using it in fingerprint recognition systems for human identification

and verification (Fig. 5).

11.3 Fingerprint Recognition

One of the most used single biometrics is fingerprint because it is the most proven

modality for user identification. Fingerprint is composed of ridges and valleys found

on finger surface. After fingerprint image acquisition, three main steps for fingerprint

recognition using minutiae extraction technique which are:

1. Image Enhancement

2. Minutiae Feature Extraction

3. Comparison and Matching

Fig. 5 Two types of skin on the human body: a smooth skin and b friction ridge skin [27]
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11.4 Image Enhancement

Fingerprint image acquisition sometimes results in noisy data like holes, smudges

or creases, and this lead to unsuccessful efforts for recovering real valleys or ridges.

There is a need for an enhancement algorithm to enhance the structure clarity of

valleys and ridges of the image to mask lost regions.

The enhancement process begins with normalizing the input image so that image

mean and variance are identified and estimate the image orientation. The resulted

image is used to compute a frequency image from which the region mask is acquired

using block classification of normalized image. Finally, Gabor filters applied to val-

ley and ridge pixels of normalized image to output the enhanced image of fingerprint.

Figure 6b, c shows the mask region and enhanced images of the fingerprint respec-

tively.

11.5 Feature Extraction

Before extracting the minutiae features, a thinning algorithm is applied to the

enhanced fingerprint image after being binarized to decrease the thickness of ridges

to a single pixel. Minutiae features are the bifurcations and ridge endpoints that are

extracted from the resulted skeleton image. Minutiae points’ location and orientation

are extracted and stored to create a feature set. The crossing number (CN) method

uses eight neighborhood connected pixels to extract minutiae points by extracting

bifurcations and ridge endings from the enhanced image by testing the nearest pix-

els to each ridge pixel using 3 × 3 window. The crossing number (CN) for a given

ridge can be defined as:

CN = 1
2

8∑

k=1
|Vk − Vk+1| (1)

where Vi is the pixel value at index i and V9 = V1. According to CN, the ridge

pixels can be classified as a ridge ending, bifurcation, or not minutiae point, when

CN equals 1, 3, or otherwise respectively. Figure 6d shows the minutiae points on

the skeleton image. The feature vector for each detected minutiae point contains its

spatial coordinates, and the ridge segment orientation. The following data is stored

for each minutiae point extracted:

∙ The coordinates x and y,

∙ Ridge segment orientation, and

∙ Minutiae type (bifurcation, ridge, or ending)
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Fig. 6 Fingerprint minutiae feature extraction. a original image. b mask image. c enhanced image.

d skeleton image with the minutiae points

11.6 Comparison and Matching

Minutiae points extracted from the stored database, and the query fingerprint is pre-

sented to the matching algorithm. The matching algorithm finds the association

between the input query fingerprint and the stored template that maximizing the

number of minutiae pairings. Consider A = ma1,…mam denotes the set of extracted

minutiae points from the template in the stored database, and B = mb1,…mabm be

the extracted minutiae points from the input query fingerprint; where mi = x; y; 𝜃, x

and y represents the spatial coordinates of a minutiae point and 𝜃 is its orientation.

The two minutiae sets are paired if both satisfy the following geometric distance Ds
and angle difference Da constraints:

Ds(mai ,mbj ) =
√

(xai − xbi )
2 + (yai − ybi )

2
< rd, (2)

Da(mai ,mbj ) = min (|𝜃ai − 𝜃bi |, 360 − |𝜃ai − 𝜃bi |) < ra, (3)
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where rd, and ra are the allowed difference between the two minutiae pair. The sim-

ilarity score is computed based on the number of matching minutiae pairs Nm and a

total number of minutia points in the database template Na and the query fingerprint

image Nb.

Sfinger =

√
N2
m

NaNb
(4)

The generated similarity score Sfinger between the tested and stored images is

passed to the decision level. In the decision level, the Sfinger is compared to a decision

threshold. If the Sfinger is greater than or equal to the decision threshold then the user

is identified/verified and the system ends, otherwise the system moves to the next

level (i.e. iris recognition).

12 Level II: IRIS

The Human Iris IRIS is a thin circular velum, lies between lens and cornea of

the eye Fig. 7. IRIS consists of many layers, dense pigmentation cells contained

in epithelium; the lowest layer. Above the epithelium layer lies the stromal layer

which contains two iris muscles, blood vessels and pigment cells. The color of IRIS

determined by density of stromal pigmentation. The externally visible surface of the

multi-layered iris contains two zones, which often differ in color [16]. An external

ciliary zone and an inward pupillary zone, and these two zones are separated by the

collaret-which shows up as a crisscross example.

Arrangement of the iris starts by the third month of embryonic life [16]. The one

of a kind example on the surface of the iris is formed the first year of life, and pig-

mentation of the stroma happens for the initial couple of years. Arrangement of the

novel examples of the iris is arbitrary and not identified with any hereditary vari-

ables [32]. The main trademark that is subject to hereditary qualities is the pigmen-

tation of the iris, which decides its shading. Because of the epigenetic way of iris

examples, according to an individual contain totally autonomous iris examples, and

Fig. 7 Human eye

view [16]
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indistinguishable twins have uncorrelated iris designs. For further points of interest

on the life structures of the human eye counsel the book by Wolf [16].

Iris Recognition Each person has a unique iris print which remains stable over his

life. Two Circles could estimate The iris region, a circle for the pupil boundary (a

central solid black circle of eye) and the other one is for the iris boundary (an annular

ring between the pupil boundary and sclera). Pupil size changes according to light;

when eye exposed to light the pupil expands, and when dark pupil contracts. Iris is

unique for each individual as it contains the unique flowery pattern. The eyelashes

and eyelids usually block the lower and upper portions of iris region. Sometimes

reflections exist corrupting the iris configuration. A technique is required to locate

the circular iris region, and separate and reject these objects. A standard algorithm

for detecting Iris boundary is the Hough transform which can be used to derive the

radius and center coordinates of the iris and pupil regions. The major steps for iris

recognition are:

1. Iris and pupil segmentation

2. Normalization

3. Extracting Features

4. Comparison and Matching

Before applying the four steps mentioned above, iris image need to be captured

using a suitable high-quality iris camera because the four steps will depend on image

quality.

12.1 Iris and Pupil Segmentation

First; we use Canny edge detector to create an edge map. In order to effectively high-

light the iris boundary, the gradients were weighted more in the vertical direction.

While for pupil detection, the gradients were equally weighted in both directions.

Figure 5.5b, c shows the full edge map and vertical edge map obtained by the Canny

edge detector. By using the edge map, the circular Hough transform parameters are

chosen. These parameters are: radius r, center coordinates xc and yc to define the

circle according to this equation:

x2c + y2c − r2 = 0 (5)

The best circle radius and center coordinates are the maximum points in the

Hough space. Note, the Hough transform for the iris is computed firstly. Once the iris

region is detected, the second Hough transform is applied within the iris region to

detect the pupil. Figure 8d shows the resulted iris and pupil segmentation. To detect

the eyelids, linear Hough transform is used to fit a line on the upper and lower eyelid.

When using all gradient data it is found that the eyelids are aligned horizontally,

and the eyelid edge interacts with the circular iris outer boundary. When using ver-

tical gradients only to detect iris outer boundary decrease the impact of the eyelids

http://dx.doi.org/10.1007/978-3-319-63754-9_5
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Fig. 8 Iris segmentation. a original image. b edge map. c vertical edge map. d segmented iris and

pupil boundaries

when performing Hough transform technique, and some edge pixels of the iris circle

can be neglected. Using this technique make iris circle localization more accurate

and more efficient as it decreases the edge points tested in Hough space.

13 Normalization

The normalization is applied on the segmented iris region to have fixed dimensions of

different iris images. The normalization is based on Daugman’s rubber sheet model

[19]. The iris region I(x; y) is transformed into the strip. The mapping is done by

transforming the Cartesian coordinates (x; y) into its polar coordinates (r; 𝜃) equiv-

alent using

I(x(r, 𝜃), y(r, 𝜃)) ⟶ I(r, 𝜃) (6)

with x(r; 𝜃) = (1 − r)xp(𝜃) + rxi(𝜃) and y(r; 𝜃) = (1 − r)yp(𝜃) + ryi(𝜃). Where xp; yp
and xi; yi are the pupil and iris boundaries coordinates along the 𝜃 direction. The

value of 𝜃 and r belongs to [0; 2𝜋], and [0; 1] respectively. The center of the coor-

dinate system is at the pupil center. The reflections, eyelashes, and eyelids removed

from the normalized image. Here, the polar transformed image has 20 × 240 dimen-

sion represents the radial and angular resolutions as shown in Fig. 9a.

Fig. 9 Iris normalization and feature coding; a normalized image. b feature codes. c mask image



Multimodal Biometric Personal Identification and Verification 265

13.1 Extracting Feature

In this stage, the most discriminative characteristics of the iris region are only

extracted and encoded in a compact form to improve the accuracy recognition rate.

Log-Gabor filter is used to extract iris features. The log-Gabor filter works as a band-

pass filter to analysis the texture of the image. The encoding process [33] generates

a bitwise template of the iris region by analysis phase information. The filter’s phase

is categorized into one of four quadrants where each quadrant is represented by two

bits.

Here, the total number of bits in the template is 9600. A noise mask is also gen-

erated to highlight areas such as eyelids, eyelashes, and reflections identified in the

segmentation stage. Figure 9b, c shows the encoding features and the mask region.

The result vector is used to make the comparison between the stored iris database

and query iris image.

13.2 Comparison and Matching

The matching is accomplished between iris codes Ic generated from iris database

images and iris query image using Hamming distance technique. The Hamming dis-

tance measures the difference between two bit iris codes using the following equa-

tion:

SIris =
‖IcA

⨁
IcB

⋂
ImA

⋂
ImB‖

‖ImA
⋂

ImB‖
(7)

where IcA, IcB are the iris codes for stored database image and query image, and

ImA, ImB denotes the noise masks.
⨁

,

⋂
are the Boolean operators XOR and AND.

This matching score SIris is used as input to the decision level. so that if the SIris is

smaller than or equal to the decision threshold then the user is identified/verified and

the system ends, otherwise the system rejects the user.

14 Experimental Results

MATLAB 7.8.0.347(R2009a) is the programming language used to implement this

system. The testing of the performance of the proposed system is applied using the

following two databases: 1—CASIA-Iris V1 [34]; It contains 756 images acquired

from 108 individuals. 7 images for each eye are captured with an advanced home-

made camera for iris. All stored images are formated as BMP with resolution 320

× 280. 2—FVC 2000 (DB4B) and 2002 (DB1B,DB2B,DB3B) [35]. Each databases

contain 80 fingerprints (80) acquired from ten persons; eight impressions from each

person. The FVC database is free downloaded. In this proposed system, the first
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Table 1 Confusion matrix

Predicted template

Actual Yes No

Yes TP FN

Template No FP TN

40 individuals are selected from CASIA Iris V1 and FVC 2000 and 2002 for the

experiment; 35 individuals enrolled into system database (4 images for each), and

3 images for each individual is used for testing. Images of individuals from 36 to

40 are not registered in the system but used for testing only. The experiment went

through four levels; Fingerprint recognition Level, Iris recognition Level, cascaded

multimodal biometric level based on fingerprint and iris recognition, and multimodal

biometric level based on Fingerprint and Iris recognition using AND rule at decision

level fusion. Biometric applications have a number of performance measures used to

characterize the performance of biometric systems. False Acceptance Rate (FAR),

False Reject Rate (FRR), system accuracy, and Receiver Operating Characteristics

curves (ROC) are the most important performance measures in biometric systems.

False Acceptance Rate (FAR) is the percentage of imposters that were incorrectly

recognized over the total number of imposters tested. False Reject Rate (FRR) is the

percentage of clients that are not recognized falsely to the total number of clients

tested. Receiver Operating Characteristics curves (ROC) used for visual compari-

son of classification models FAR, FRR and Accuracy can be calculated using the

confusion matrix shown in Table 1.

True positives (TP): refers to the number of users correctly identified by the sys-

tem. True negatives (TN): refers to the number of non-users correctly not identified

by the system. False positives (FP): refers to the number of non-users were iden-

tified by the system. False negatives (FN): the number of users not identified by

the system. FAR, FRR, and Accuracy can be calculated according to the following

equations using Sensitivity which is true positive rate and specificity which is true

negative rate:

FAR = FP
TN + FP

. (8)

FRR = FN
TP + FN

. (9)

Acc. = TP + TN
TP + TN + FP + FN

. (10)
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14.1 Lever 1: Fingerprint Recognition Results

In this level, fingerprint Image is captured by a fingerprint scanner device, the cap-

tured image is usually corrupted because of some noises like holes, creases, and

smudges, so the image needed to be enhanced to improve the quality of finger-

print image using Gabor Filter algorithm and this is the second step. In step 3; the

enhanced image is binarized and passed to a thinning algorithm to increase ridge

thickness to be one single pixel. The last step is matching in which the input minutiae

is compared with stored minutiae templates in database, if matching score is smaller

than the given threshold, identification is complete else identification is rejected. In

this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05. When

using small thresholds the False Accept Rate is increased and False Reject Rate

and Accuracy is decreased. With increasing the threshold to 0.6 False Reject Rate

is increased slightly, Accuracy also is increased obviously, and False Accept Rate

is decreased obviously too. When increasing threshold than 0.6 Accuracy starts to

decrease again, and False Reject Rate extremely increased. The experiment results

are represented in Table 2.

Figure 10 represents the performance measures; FAR, and FRR curves for the

fingerprint recognition system using minutiae extraction, and Fig. 11 represents the

accuracy curve.

14.2 Level 2: Iris Recognition Results

In this level Iris Image is captured by a suitable device, then automatic segmenta-

tion is applied using Hough transform to generate edge map circles and detect iris

Table 2 Finger print recognition results using minutiae extraction

Finger Threshold FAR FRR Accuracy

0.25 0.8838 0 0.1383

0.3 0.5289 0.0095 0.484

0.35 0.1998 0.0381 0.8043

0.4 0.0488 0.1048 0.9498

0.45 0.012 0.1524 0.9845

0.48 0.0034 0.1714 0.9924

0.5 0.002 0.2095 0.9929

0.55 0 0.2571 0.9936

0.6 0 0.4286 0.9893

0.65 0 0.5143 0.9871

0.7 0 0.6667 0.9833
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Fig. 10 FAR and FRR

curves for fingerprint

recognition using minutiae

extraction

Fig. 11 The accuracy curve

for fingerprint recognition

using minutiae extraction

boundaries and eyelids, this step is preprocessing. Next step is normalization; in

which Iris image is transformed into a strip which involves of points acquired from

the outer boundary of iris to the outer boundary of the pupil and normalized to make

the strip size constant for different iris images. Features are extracted using Haar

wavelet in which Iris image is fragmented into four factors i.e., diagonal, vertical,

horizontal, and approximation. The approximation factors are fragmented into four

factors. The series of steps are reiterated for five levels and the last level arguments

are collected to create a vector. The collected vector is binarized to compare eas-

ily between the query image and iris codes stored in the database. The last step is

matching in which comparison between query images and iris codes from the stored

database is done using hamming distance algorithm. The experiment results are rep-

resented in Table 3.

Figure 12 represents the performance measures; FAR, and FRR curves for the Iris

recognition system using minutiae extraction, and Fig. 13 represents the accuracy

curve.
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Table 3 Iris recognition results using Hamming distance

IRIS threshold FAR FRR acc

0.1500 0.000000 1.000000 0.975000

0.1600 0.000000 0.990500 0.975200

0.1700 0.000000 0.990500 0.975200

0.1800 0.000000 0.981000 0.975500

0.1900 0.000000 0.981000 0.975500

0.2000 0.000000 0.961900 0.976000

0.2100 0.000000 0.952400 0.976200

0.2200 0.000000 0.895200 0.977600

0.2300 0.000000 0.847600 0.978800

0.2400 0.000000 0.742900 0.981400

0.2500 0.000000 0.628600 0.984300

0.2600 0.000000 0.466700 0.988300

0.2700 0.000000 0.381000 0.990500

0.2800 0.000000 0.314300 0.992100

Fig. 12 FAR and FRR

curves for Iris recognition

using Hamming Distance

Fig. 13 the accuracy curve

for Iris recognition using

Hamming Distance
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14.3 Level 3: Multimodal Biometric System Results Using
Fingerprint and Iris

In this level, the fingerprint image is captured for an individual, enhanced using

Gabor Filter algorithm, binarized and passed to thinning algorithm, extract minu-

tiae points, matching with stored templates. If the matching score between the input

pattern and the stored template is greater than the given finger threshold then identi-

fication/verification is complete else Iris Image is captured for the same individual,

automatic segmentation is applied using Hough transform, preprocessing, normal-

ization, features extraction using Haar wavelet, binariztion, matching using hamming

distance algorithm.

If the matching score is smaller than the given iris threshold the identifica-

tion/verification is complete else system stops with no identification/verification. In

this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05 for fin-

gerprint and one threshold for Iris 0.28; this threshold is chosen as it is the smallest

one achieving the highest accuracy of the tested thresholds with fingerprint thresh-

olds and to reduce the computational complexity. When using small thresholds for

fingerprint the False Accept Rate is increased and False Reject Rate and Accuracy

are decreased. With increasing the threshold to 0.5 False Reject Rate is increased

slightly, Accuracy also is increased obviously, and False Accept Rate is decreased

obviously too. When increasing threshold than 0.6 Accuracy starts to decrease again,

and False Reject Rate extremely increased. The experiment results are represented

in Table 4.

Figure 14 represents the performance measures; FAR, and FRR curves for the

Cascaded multimodal biometric system using finger print recognition and Iris recog-

nition, and Fig. 15 represents the accuracy curve.

Table 4 Cascaded multimodal biometric system results using finger print recognition and Iris

recognition

Finger threshold FAR FRR Accuracy

0.3 0.5289 0.0095 0.484

0.35 0.1998 0.019 0.8048

0.4 0.0488 0.0286 0.9517

0.45 0.012 0.0381 0.9874

0.48 0.0034 0.0381 0.9957

0.5 0.002 0.0571 0.9967

0.55 0 0.0571 0.9986

0.6 0 0.1619 0.996

0.65 0 0.181 0.9955

0.7 0 0.219 0.9945



Multimodal Biometric Personal Identification and Verification 271

Fig. 14 FAR and FRR

curves for the cascaded

multimodal biometric system

Fig. 15 The accuracy curve

for the cascaded multimodal

biometric system

The next curve Fig. 16 represents the Receiver Operating Characteristics (ROC)

to compare the results of single biometric system using fingerprint and the cascaded

multimodal biometric system using fingerprint and Iris recognition. In this curve,

the sensitivity (true positive rate) of the multimodal system is farther from the diag-

onal than the sensitivity of single modal. This means that the multimodal biometric

system is more accurate than the single biometric system.

14.4 Level 4: Multimodal Biometric System Results Using
Fingerprint and Iris at Decision Level Fusion Using
and Rule

In this level, fingerprint and iris images are captured in parallel for the same indi-

vidual. Each image is processed using the same steps in the previous level. As for

fingerprint, the image is enhanced using Gabor Filter algorithm, binarized and passed
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Fig. 16 The ROC curve for

fingerprint recognition and

cascaded multimodal

biometric system using

fingerprint and iris

to thinning algorithm, minutiae points extracted, and finally matched with the stored

templates. For the iris image, automatic segmentation is applied using Hough trans-

form, preprocessing normalization, Features extraction using Haar wavelet, binariz-

tion, finally using hamming distance algorithm for matching.

If the matching score for both fingerprint and iris are greater than or equal to the

pre-specified threshold for both finger and iris the individual is accepted to access

the system otherwise the individual is not accepted and have no wright to access the

system. In this experiment the system increase the overall security and false accept

rate is totally decreased; however, the accuracy is decreased and false reject rate is

increased. Also, in this experiment, the time needed for identification or verification

is increased as it requires to work on both fingerprint and iris for each user even if

one of them is sufficient for identification or verification.

In this experiment, different thresholds are chosen from 0.3 to 0.7 step 0.05 for

fingerprint and one threshold for Iris 0.28; this threshold is chosen as it is the one

achieving the highest accuracy of the tested thresholds and to reduce the computa-

tional complexity.

The experiment results are represented in Table 5.

Figure 17 represents the performance measures; FRR curve for the multimodal

biometric system using fingerprint and iris recognition at decision level fusion using

the AND rule, and Fig. 18 represents the accuracy curve.

However, using AND rule increase system security as it requires the user to enrol

both fingerprint and iris together to the system, but the cascaded system achieved

more accuracy than using the AND rule.
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Table 5 Multimodal biometric system results using AND rule

Finger Threshold FAR FRR Accuracy

0.3 0 0.314286 0.992143

0.35 0 0.333333 0.991667

0.4 0 0.390476 0.990238

0.45 0 0.428571 0.989286

0.48 0 0.447619 0.98881

0.5 0 0.466667 0.988333

0.55 0 0.514286 0.987143

0.6 0 0.590476 0.985238

0.65 0 0.67619 0.983095

0.7 0 0.790476 0.980238

Fig. 17 FAR and FRR

curves for the multimodal

biometric system using

fingerprint and iris at

decision level fusion using

AND rule

Fig. 18 The accuracy curve

for the multimodal biometric

system using fingerprint and

iris at decision level fusion

using AND rule
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14.5 Conclusion

Most Security systems can be considered as one of these three types; knowledge

based; “What you know” like PIN, passwords, or ID however it may be guessed,

forgotten, or shared. Another type is token “What you have” like cards, or key; it

may be lost or duplicated and it can be stolen. Last type is the use of biometrics;

“What you are” like fingerprint, IRIS, face …, etc.

Biometric identification systems have the ability to recognize individuals by mea-

suring and analyzing physiological or behavioral characteristics and comparing them

against template set stored in the database. Unimodal biometric systems suffer from

some problems like noise in sensed data, non-universality, spoof attacks, intra-class

variations, and inter-class similarities.

Multimodal biometric system is the use of a combination of two or more biometric

types to increase the security of a system (like: Fingerprint and Iris) to increase

security for user identification or verification.

Five levels of fusion in multimodal biometric systems: sensor level; in which

raw data captured by the sensor are combined, feature level; in this level, features

created from each user biometric process are combined to make a single feature

set, score level; in which match scores provided by different matchers representing

degree of similarity between the input and stored templates, are fused to reach the

final decision, rank level; each biometric subsystem assigns a rank to each enrolled

identity and the ranks from the subsystems are combined to obtain a new rank for

each identity, and decision level; the final result for every biometric subsystem are

combined to obtain final recognition decision.

Multibiometric systems categorized into six different types: multi sensor; uses

more than one sensor to capture biometric trait to extract various data, multi algo-

rithm; in which more than one algorithm applied to the same biometric data, multi

instance; use more than one instance of the same biometric (for example, left and

right index fingers or left and right irises), multi sample; more than one sample of

the same biometric are captured using the same sensor to acquire a more complete

representation of the underlying biometric, multimodal; combine evidence of two or

more biometric traits, and hybrid; refers to systems using two or more of the other

five mentioned categories.

In this chapter a proposed system using Fingerprint and Iris recognition is pre-

sented based on minutiae extraction for fingerprint recognition and hamming dis-

tance for IRIS Recognition. The proposed system is implemented with MATLAB

7.8.0.347(R2009a) using dataset from CASIA Iris V1 for Iris recognition and FVC

2000 and 2002 DB1 A for fingerprint recognition.

The experiment results carried on datasets from CASIA Iris V1 for Iris recogni-

tion and FVC 2000 and 2002 DB1 A for fingerprint recognition. It compares FAR,

FRR, and accuracy metrics for Fingerprint standalone recognition system and the

multimodal biometric system based on Fingerprint and Iris and shows that the mul-

timodal system results of FAR and FRR are decreased and accuracy is increased

compared to the fingerprint standalone system.
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