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Abstract The current trend of computer vision and image processing systems in

biomedical field is the application of the Computational Intelligence (CI) approaches,

which include the use of tools as machine learning and soft computing. The CI

approaches bring a new solution to automatic feature extraction for a particular task.

Based on that techniques, we have proposed in this work a semi-automated method

for the glaucoma monitoring through retinal images. Glaucoma is a disease caused

by neuro-degeneration of the optic nerve leading to blindness. It can be assessed

by monitoring Intraocular Pressure (IOP), by the visual field and the aspect of the

optic disc (ratio cup/disc). Glaucoma increases the rate of cup/disc (CDR), which

affects the loss of peripheral vision. In this work, a segmentation method of cups and

discs regions is proposed in a semi-supervised pixel-based classification paradigm

to automate the cup/disc ratio calculation for the concrete medical supervision of the

glaucoma disease. The idea is to canvas the medical expert for labeling the regions

of interest (ROI) (three retinal images) and automate the segmentation by intelligent

region growing based on machine learning. A comparative study of semi-supervised

and supervised methods is carried out in this proposal, by mono approaches (deci-

sion tree and SETRED) and multi-classifiers (Random Forest and co-Forest). Our

proposition is evaluated on real images of normal and glaucoma cases. The obtained

results are very promising and demonstrate the efficacy and potency of segmentation

by the multi-classifier systems in semi-automatic segmentation.
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1 Introduction

The majority of applications in the field of medical diagnostic aid require the acqui-

sition of imaging data of various natures: radiologies, scanner or MRI examinations,

ultrasound imaging, video, etc. A fundamental task in the processing of this data is

segmentation, i.e., the extraction of structures of interest in images, in 2D or 3D for-

mat. This information serves, in particular, as a basis for the visualization of organs,

the classification of objects, the generation of simulation models, or surface or vol-

umetric measurements. In this work, we are interested in the annotation of images

at the pixel level by a semi-automatic segmentation approach. This method requires

more or less important interaction of the expert. This type of tool is useful either to

process the data directly or to define a reference result that can be applied for the

evaluation of automatic segmentation methods.

Automatic image segmentation aims at the automated extraction of objects char-

acterized by a border (contour). Its purpose is to cluster pixels according to prede-

fined criteria, usually the gray levels or the texture. The pixels are thus grouped into

regions, which constitute a partition of the image. Nevertheless, this task remains

difficult to achieve especially in the cases where the edges of an object are miss-

ing and/or there is a low contrast between the regions of interest (ROI) and the

background.

Segmentation of retinal images, mainly the fundus images, is an important step

in the medical monitoring of glaucoma. Indeed, the diagnosis of glaucoma is deter-

mined by doctors in studying many factors: family history, the intraocular pressure,

the thickness of the central cornea, the appearance of the anterior chamber angle, the

optic nerve configuration including nerve fiber layer, and the optic nerve function.

For now, the diagnosis cannot be based on a single analysis. For example, looking for

a high intraocular pressure is the first step to detect glaucoma. However, one-third

of patients with glaucoma have normal intraocular pressure. Most glaucoma screen-

ing tests are time consuming and require the intervention of glaucoma specialists

and the use of diagnostic equipment. Consequently, new automated techniques for

diagnosing glaucoma at an early stage, combining precision and speed, are required.

Many approaches have been proposed in the literature for the segmentation of the

fundus of the eye images in order to extract the region of the optical disc. These works

can be distributed within the families of approaches such as segmentation methods,

feature extraction techniques, and classification methods that include supervised and

unsupervised algorithms.

Supervised segmentation using methods such as neural networks and support vec-

tor machines (SVMs) lead to high precision, but generally, these techniques require a

large amount of labeled data for their learning, and the unavailability of labeled data

due to the boring task of labeling pixels and images, or the unavailability of experts
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(e.g., medical imaging), make the task particularly difficult, expensive, and slow to

acquire in real applications. On the other hand, unsupervised learning methods such

as K-Means and C-Fuzzy Means (FCM) suppress labeling costs but perform less

than supervised methods. To solve these problems, we propose a semi-supervised

learning (SSL) approach for the segmentation of the cup and disc regions in the

objective of medical monitoring by the calculation of the CDR ratio.

The availability of unlabeled data and the difficulty of obtaining labels, make the

semi-supervised learning methods gain great importance. With the goal of reducing

the amount of supervision required compared to supervised learning, and at the same

time improving the results of unsupervised clustering to the expectations of the user.

The question that arises is whether the knowledge of points with labels is sufficient to

construct a decision function that can correctly predict the labels of unlabeled points.

Different approaches propose to deduct unlabeled points of additional information

and include them in the learning problem. Several semi-supervised algorithms such

as self-training [36], Co-training [6], Expectation Maximization (EM) [27], and in

the last few years, the ensemble method co-forest [12, 25] have been developed, but

none of them were used for semi-supervised segmentation.

A method of segmentation and automatic recognition of regions cups and discs

for measuring the CDR report in a semi-supervised context is proposed here. The

intervention of an ophthalmologist expert is important in identifying cups and discs

areas in retinal image. For this, the expert will realize a windowing of 5% of the

image data set (3 retinal images). This approach helps to automate the segmentation

of glaucoma’s parts using intelligent techniques.

Thus, a comparative study of several techniques is proposed. The principle is

based on a region growing by classifying the neighboring pixels from the pixels

of interest of the image using semi-supervised learning. The points of interest are

detected by the Fuzzy C-Means (FCM) algorithm. Four classifiers with different

principle are applied in this work: Decision Tree (mono-supervised classifier), Ran-
dom Forest (supervised ensemble method) SETRED (method of self-learning in

SSL), and the algorithm co-Forest (Ensemble method in SSL). This study will adapt

the best approach to the segmentation of retinal images with minimal intervention

of the medical expert.

This work is organized as follows: in Sect. 2, a review of some segmentation and

pixel-based classification methods of the retinal images is performed. We explain

then in Sect. 3, the general process of our proposed approach and its different steps

(characterization, pretreatment and SSL classification methods). After that, we vali-

date our approach and the choices we have made in an experimental phase. Moreover,

we show the capacity of our approach to automatic segmentation by applying several

methods. Finally, we come to an end with a conclusion that summarizes the contri-

butions made and the tracks defining possible opportunities for future work as well

as the difficulties faced with the realization of this work.
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2 State of the Art

Glaucoma is an eye disease associated with abnormal increase in the pressure of

the ocular fluid. This abnormal pressure leads gradually and most often painless to

irreversible visual impairment. It can be evaluated by monitoring the appearance of

the optic disc (CDR Disc Cup Report).

The CDR value increases with the increase of neuro-degeneration and retinal

vision is lost completely in the CDR value = 0.8. Several methods for extracting

features from images of the eye funds are reported in the literature [1, 7, 17, 19,

23, 28]. The techniques described in the literature for the location of the optical disc

are generally intended to identify either the approximate center of the optical disc or

to place it in a specific region, such as a circle or a square. Lalonde et al., used the

Canny detector [23] Ghafar et al. [17], the Hough transform to detect the optical disc

(OD). Bock et al. [7], called for the concept of principal component analysis (PCA),

bitsplines and Fourier analysis for feature extraction and Support Vector Machines

(SVM) as classifier for predicting glaucoma.

The retinal image automatic analysis is becoming an important screening tool for

the early detection of eye diseases. The manual review of the Optical Disc (OD) is a

standard procedure used to detect glaucoma. The best way to control the glaucoma

disease is by using the digital retinal camera. These images are stored in RGB format,

which is divided into three channels: red, green, and blue. Other studies have focused

on image processing techniques to diagnose glaucoma based on the CDR evaluation

of retinal color images.

Madhusudhan et al. [26] have developed a system for processing and auto-

matic image classification based on the usual practice in clinical routine. Therefore,

three different image processing techniques namely multi-thresholding segmentation

methods based on active contours region are proposed for the detection of glaucoma.

Mohammad et al. [29] have presented an approach which includes two main steps.

First, a pixel-based classification method for identifying pixels which may belong to

the boundary of the optic disc. Second, a match-up of the circular template to esti-

mate the approximation of the circular edge of the optical disc. The characteristics

of the used pixels are based on the texture which is calculated from the local picture

intensity differences. The Fuzzy C-Means (FCM) and Naive Bayes are used to group

and classify image pixels.

Chandrika et al. [11] adopted an automatic identification technique of optical disc

retinal images by calculating the ratio CDR. In the first place, a threshold is applied

and then the image segmentation is performed using k-means and the Gabor wavelet

transform. Second, the contour smoothing of the disc and the optical cup is per-

formed using different morphological characteristics.

More conventionally, Hatanaka et al. [18] proposed a method to measure the ratio

cup/disc with a vertical profile on the optical disc. The edge of the optical disc is then

detected by using a Canny edge detection filter. The resulting profile is made around

the center of the optical disc in the vertical direction. Thereafter, the edge of the

vertical area on the cup profile is determined by a thresholding technique.
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Joshi et al. [20] implement an automatic technique for the parameterization of

the optical disc (OD) according to the segmented cup and disc regions obtained

from the monocular retinal images. A new OD segmentation method is proposed,

integrating the information of the local image around each point of interest in the

multidimensional function space. This is in order to provide robustness against the

variations found in and around the OD region. A method of segmentation of the cup

is also proposed, it is based on anatomical evidence such as vessel bends at the border

of the cup, deemed relevant by experts in glaucoma. A multi-step strategy is used to

obtain a reliable subset of vessel bends called r-bends followed by a fitting to derive

the desired cup boundary.

Burana-Anusorn et al. [10] have developed an automatic approach for the calcu-

lation of CDR ratio from images of the eye funds. The idea is to extract the optical

disc by using a contour detection approach and the level set approach by individ-

ual variation. The optical cup is then segmented using a color component analysis

method and method of thresholding level set. After obtaining the contour, a step of

adjusting by ellipse is introduced to smooth the obtained results. The performance

of this approach is assessed by comparing the automatically calculated CDR with

that calculated manually. The results indicate that the approach of Burana-Anusorn

et al., reached a precision of 89% for the analysis of glaucoma. As a consequence,

this study has a good potential in automated screening systems for early detection of

glaucoma.

Recently, Khalid et al. [22] have proposed the deployment of dilation and ero-

sion with fuzzy c-means (FCM) as an effective technique for segmentation cup and

optical disc color images of the eye funds. Previous works have identified the green

channel as the most suitable because of its contrast. Hence, at first, the extracted

green channel is segmented with FCM. In another test, all the images are pretreated

with dilation and erosion to remove the vascular network. Segmentation is assessed

on the basis of the labels described by ophthalmologists. The CDR measures are

calculated from the diameter ratio of the cup and segmented disc. The assessment

shows that the omission of the vernacular area improves the sensitivity, specificity,

and accuracy of the segmented result.

Sivaswamy et al. [35] were interested in the problem of segmentation of the optic

nerve head (ONH) which is of crucial importance for the assessment of automated

glaucoma. The problem of segmentation involves segmenting the optical disc and the

cup of ONH region. The authors highlighted the difficulty to evaluate and compare

the performances of existing methods due to the lack of a reference data set. On that

account, a complete set of retinal image data which include normal and glaucoma

eyes by manual segmentations of several experts was implemented. Both evalua-

tion measures based on size and contour are shown to evaluate a method on various

aspects of the problem of the evaluation of glaucoma.

From the literature study, several approaches are carried out to determine mostly

the cup and have focused on image processing techniques to diagnose glaucoma

based on the CDR evaluation of retinal color images. Computational Intelligence

(CI) approaches are alternative solutions for traditional automatic computer vision

and image processing methods; they include the use of tools as machine learning
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and soft computing. In this study, we have proposed a new CI approach for the seg-

mentation process by an iterative learning algorithm to achieve a semi-automatic

classification procedure that promises to be more accurate than traditional super-

vised pixel-based methods. A comparative study will be conducted between mono

and ensemble classifier to analyze their impact on the accuracy of prediction in pixel

classification task.

3 The Proposed Approach

The aim is to automatically recognize cups and discs regions (Fig. 1) that are essential

for measuring the progression of glaucoma. To do this, we propose an approach

based primarily on a semi-supervised pixel-based classification.

The intervention of an ophthalmologist expert is important in identifying the disc

and cup retinal image. We were inspired by the principle proposed by Reza et al.

[4] in the step where the expert is appealing to windowing the region of interest on

a minimum of images. In our application, we randomly select three images (5% of

the image data set), the labeling step is made by tagging three windows (disc, cup,

and background). Thereafter, a characterization phase takes part, where each pixel

is represented by a color features.

Our contribution is the application of semi-supervised classification techniques

on pixels appraised by the doctor to form a robust and reliable hypotheses that allows

pixel-based classification. The proposed algorithm is illustrated in Fig. 2. The idea is

to realize at first a preprocessing that allows us to score some pixel in cups and discs

regions using the fuzzy c-means method. For a better learning, a classification will

be applied to the vicinity of each region of interest that was marked in the preprocess-

ing phase. This phase will be conducted by four different classification approaches

(Decision trees [9], Random Forests [8], SETRED self-training algorithm [24], and

Random Forests in semi-supervised learning co-Forest [25]).

Fig. 1 Glaucomatous

papillary excavation

(increasing the ratio

cup/disc)
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Fig. 2 The proposed approach to semi-automatic segmentation process

3.1 Feature Extraction Methods

Color Spaces

Different color spaces have been used in pixel-based classification for segmentation

purposes, but many of them share similar characteristics. Therefore, in this work,

we are interested in five more representative color spaces that are commonly used in

image processing [16]: RGB, LUV, HSV, HSL, YUV.

RGB Color Space

The RGB space is a fundamental and commonly used color space in various com-

puter vision application, it is about describing color by three components: red, green,

and blue. Components are combined in various ways to reproduce different colors in

the additive model.

HSV Color Space

In the work of [21], they define the Hue as the property of a color that varies in pass-

ing from red to green, the Saturation as the property of a color that varies in passing

from red to pink, the Value (also called Intensity or Lightness or Brightness) as the

property that varies in passing from black to white. The HSV is a linear transforma-

tion of RGB to high intensity at white lights, ambient light, and surface orientations

relative to the light source.
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Table 1 Characterization

parameters table
Features Formulas

RGB R(i, j)
G(i, j)
B(i, j)

LUV L = 116( Y
Yn
)1∕3 − 16 Si

Y
Yn

> 0.008856

= 903.3( Y
Yn
) Si

Y
Yn

≤ 0.008856

U = 13L(U′ − U′
n)

V = 13L(V − V ′
n)

HSV H =
G−B

(Max−Min)
Si R = Max

=
B−R

(Max−Min)
+ 2 Si G = Max

=
R−G

(Max−Min)
+ 4 Si B = Max

S =
Max(R,G,B)−Min(R,G,B)

Max(R,G,B)

V = Max(R,G,B)
YUV Y = 0.2989R + 0.5866G + 0.1145B

U = 0.5647(B − Y) = −0.1687R
− 0.3312G + 0.5B
V = 0.7132(R − Y) = 0.5R
− 0.4183G − 0.0817B

LUV Color Space

The aim of LUV color space is to produce a more linear color space. Perceptual

linear means a variation of the same quantity of color has to produce a variation of

which the same visual importance.

YUV Color Space

The YUV space is mainly used for analog video, this representation model is used

in the PAL and NTSC video standards. The luminance is represented by Y, whereas

the chrominances U and V are derived from the transformation of the RGB space.

Table 1 summarize the characterization parameters of each color space.

3.2 Points of Interest Detection

Considering the time computing, especially in a semi-supervised context, has led us

to propose a phase detection process known as points of interest. The objective of

this phase is to minimize the computation time and the other to start learning semi-

supervised via voltage pixels belonging to our target. We propose the implementation

of cluster centers by fuzzy C-means method “FCM”.
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Fuzzy C-means method (FCM) is an unsupervised fuzzy clustering algorithm.

From the C-Means algorithm (C-means), it introduced the concept of fuzzy set in

the definition of classes: each point in the data set for each cluster with a certain

degree, and all clusters are characterized by their center of gravity. Like any other

clustering algorithms, it uses a criterion of minimizing the intra-class distance and

maximizing the inter-class distances, but giving a degree of membership in each class

for each point. This algorithm requires prior knowledge of the number of clusters and

generates classes through an iterative process by minimizing an objective function.

The whole FCM process [5, 14] can be described in the following steps:

Algorithm 1 Fuzzy C-Means Pseudocode

1: for t = 1, 2, do
2: 𝐒𝐭𝐞𝐩𝟏 Calculate the cluster center c(t)i =

∑N
j=1(𝜇

(t−1)
ij )mxj

∑N
j=1(𝜇

(t−1)
ij )m

3: 𝐒𝐭𝐞𝐩𝟐 Calculate the distances D2
ijA avec:

D2
ijA = (xjci)TA(xjci), 1 ≤ i ≤ nc, 1 ≤ j ≤ N.

4: 𝐒𝐭𝐞𝐩𝟑 Update the Fuzzy partition matrix: 𝜇
(t−1)
ij = 1

∑nc
k−1(DijA∕DkjA)2∕(m−1)

5: end for
6: return ||U(t) − U(t−1)|| < 𝜖

3.3 Classification Methods

With the availability of unlabeled data and the difficulty of obtaining labels, semi-

supervised learning methods have gained great importance. Unlike supervised learn-

ing, the semi-supervised learning is the problems with relatively few tagged data and

a large amount of unlabeled data. The question is then whether the mere knowledge

of the items with labels is sufficient to construct a decision function that can cor-

rectly predict the labels of unlabeled points. Different approaches propose to deduct

untagged items, additional information and include them in the learning problem.

In this classification part, we focus on improving the performance of supervised

classification using unlabeled data (SSL). We set up the first semi-supervised clas-

sification under the classification problems, limited to the use of methods of sets

in semi-supervised classification. Therefore, we propose in this work to apply the

method set type of multi-classifier systems compared to single-supervised learn-

ing classifiers methods and semi-supervised: Decision tree [9], Random Forests
[8], SETRED auto-learning algorithm [24], and Forests in semi-supervised learning

co-Forest [25].

Decision Trees

Decision trees (DT) represent a very effective method of supervised learning. The

goal of DT is to partition a set of data into the most homogeneous groups possible

from the point of view of the variable to be predicted. As input, we use a set of data

to classify and get a tree, which resembles very much to an orientation diagram, as
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output. A decision tree consists of a root that is the starting point of the tree, nodes,

and branches that connect the root with the nodes, the nodes between them and the

nodes with the leaves. There are several algorithms present in the literature, such as:

CART [9], ID3 Quinlan86 And C4.5 [32]. In this work, we limit ourselves to the

application of the CART algorithm (Classification and Regression Tree).

Self-Training Paradigm

SETRED (self-training with data editing) is the most popular algorithm proposed by

Li et al. [24]. Here, the authors studied the potential of data editing techniques as a

confidence measure which allows it to reduce the risk of adding mislabeled data to

the training set. This paradigm is an iterative mechanism. Its principle is to train a

supervised classifier on labeled pixels to predict the labels of unlabeled pixels. After-

ward, it iteratively enriches the labeled set by adding newly labeled examples with

high confident predictions from the unlabeled data (confidence data). In SETRED,

the CEWS (Cut Edge Weight Statistic) [30] rule is applied to measure the confidence

level on unlabeled examples. The main steps to calculate the confidence measure are

as follows:

The Nearest Neighbor Rule

The nearest neighbor rule (NNR) was proposed by Fix and Hodges [15], it is a non-

parametric method where the classification is obtained for an unlabeled data taking

into account the class of its nearest neighbor in the learning samples. The calculation

of the similarity between data is based on distance measurements. Afterward, this

rule was developed to k − NNR, k represents the size of the neighborhood. The label

of a non-classified data is that of the majority class among the labels of its k nearest

neighbors.

The Relative Neighborhood Graph

The neighborhood graph is a computational geometry tool that has been exploited

in many machine learning applications. By definition, a neighborhood graph G =
(V ,E) [13] associated with a set of labeled pixel whose vertices S compose the set

of edges E. Each pixel in a neighborhood graph is represented by a vertex, existing

in the edge between two vertices xi and xj if Eq. 1 is verified.

(xi, xj) ∈ E ⇔ dist(xi, xj) ≤ max (dist(xi, xk), dist(xj, xk)),∀ xk ∈ TR, k ≠ i, j (1)

With: dist(xi, xj): the distance between xi et xj.

The Cut Edge Weight Statistic

Using the previous definition to construct a relative neighborhood graph, Muhlen-

bach et al. [30] exploited the edge information to calculate a statistical weight in order

to cut edges of different classes. The SETRED [24] algorithm follows this principle

for the confidence measure.

In the first step, a supervised hypothesis is learned using the labeled pixels. Sec-

ond, the application of the cut edge weight statistic [30] algorithm, to calculate the
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ratio Ri by the Eqs. (2, 3, 4, 5). To judge whether the data is well ranked, the ratio

Ri must be greater than a threshold that is set by the user. For more information, one

may consult [24, 30].

Ri =
Ji
Ii

(2)

With:

Ii =
∑

( j∈Neighborhood(xi))
wij (3)

Ji =
∑

( j∈Neighborhood(xi),yj≠yi)
wij (4)

wij =
1

((1 + dist(xi, xj)))
(5)

Ensemble Method: Random Forests

Random Forest (RF) is a predictor that combines a set of decision trees. In the spe-

cific case of CART models (binary tree), Breiman [8] proposes an improvement of

bagging with a random forest induction algorithm Forest-RI (Random Input) which

uses the “Random Feature Selection” method proposed by Amit and Geman [3]. The

induction of the trees is done without pruning and according to the CART algorithm

[9], however, at each node, the selection of the best partition based on the Gini index

is done only on a subset of attributes (usually equal to the square root of the total

number of attributes) selected randomly from the original space of features [34]. The

global prediction of the random forest is calculated by taking the majority of votes

of each of its trees. This algorithm is defined by Breiman as follows (Algorithm 1)

[8]:

Algorithm 2 Pseudocode of the Random Forest algorithm

Input: The Training set T , Number of Random Trees L.

Output: TreesEnsemble E
Process: E = ∅
for i = 1 → L do

Ti ← BootstrapSample(T)
Ci ← ConstructTree(Ti) where at each node:

∙ Random selection of K =
√
M Variables from the whole attribute space of dimension M

∙ Select the most informative variable from K using Gini index

∙ Create children nodes using this variable

E ← E ∪ {Ci}
end for
Return E
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The Random Forest in Semi-supervised Learning “co-Forest” Algorithm
co-Forest is an algorithm that extends the paradigm of co-Training [6] using Random
Forest [8]. It was introduced by Li and Zhou [25] in the application to the detection

of micro-calcifications in the diagnosis of breast cancer. This ensemble method uses

N ≥ 3 classifiers instead of 3 by Tri-training [37]. The N − 1 classifiers are used to

determine confidence examples, called concomitant ensemble = hi = HN−1. Confi-

dence of an unlabeled pixels can be simply estimated by the degree of agreement

on the labeling, i.e., the number of classifiers which are agreements assigned by hi
label.

The functioning of co-Forest can be summarized in the following steps

(Algorithm 2):

Algorithm 3 co-Forest Pseudocode

1: for each iteration do
2: 𝐒𝐭𝐞𝐩𝟏 co-Forest starts learning H∗

on bootstrap of L (labeled pixels).

3: 𝐒𝐭𝐞𝐩𝟐 all concomitant set examines each sample from U (unlabeled pixels images).

If the number of voters agree on the label of xu > 𝜃,

Then xu is labeled and copied into a new set L′.
4: 𝐒𝐭𝐞𝐩𝟑 Introduces a weight of the predictive confidence by the concomitant set, due to the

situation where L ≥ U which will affects the performance of hi
5: 𝐒𝐭𝐞𝐩𝟒 Each random tree is refined with newly marked L ∪ L′ selected by his concomitant

set under the following condition examples:

ei,t.Wi,t < ei,t−1.Wi,t−1

where W =
∑

wij et wij: predictive confidence of Hi on xi in L′
6: end for
7: return

To insure the success of this ensemble method, two conditions must be satisfied:

∙ Each individual predictor should be relatively good,

∙ Each individual predictor should be different from each other.

Even more simple, it is necessary for the individual predictors to be good classifiers,

and where a predictor is wrong, the other must take over without making mistakes.

For maintaining the diversity in co-Forest, the application of Random Forest can

inject random learning. To affirm this condition, the authors of co-Forest have set a

threshold for the labeling of U, where the only U pixels whose total weight is smaller

than ei,t−1.Wi,t−1∕ei,t will be selected.

In summary, the principle of co-Forest (Fig. 3) consists of N random trees that

are first learned on bootstrap set of L to create a random forest. Then, at each itera-

tion, each random tree will be refined with the newly labeled samples selected by its

concomitant set, only when the confidence of the labeled examples exceeds a certain

threshold 𝜃. This method will reduce the chances of used biased tree in a Random
Forest when we use unlabeled data. More details on the co-Forest algorithm are in

the papers [12, 25, 33].
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Fig. 3 Schematic diagram of co-Forest algorithm

4 Results and Experiments

The retinal image database was constructed from local real images acquired within

the eye clinic (clinic LAZOUNI Tlemcen). Eye Backgrounds RTVue XR 100 Avanti

Edition of Optovue company provides RGB color images of size 1609 × 1054 pix-

els. One hundred and three retinal images of the eye funds have been used to test the

proposed segmentation algorithm. The ground truth is achieved by using the average

segmentation provided by two manual different experts in ophthalmology. We built

a learning base, where the expert selects three regions: cup, disc (ROI: regions of

interest) and bottom (stopping criterion) (Fig. 4).

In our experiments, we have selected 5% of the database (3 images) to achieve

learning. The expert ophthalmologist intervenes in the labeling of these three images

by size windowing [576–50466 pixels], allowing a better understanding of areas of

interest. In the semi-supervised learning portion, a classification is applied to the

vicinity of a degree equals to 50. The application of all methods (Random Forest and

co-Forest) with a number of trees equal to 100 being was chosen. The evaluation
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Fig. 4 a Cup, b Disc and c background

Table 2 Classification

parameters
Labeled set 3 images

Learning set 33 images

Test set 20 images

Number of clusters 3

Neighborhood of the pixel 50

Confidence level 75%

Number of trees 100

Cross validation 5

is carried out with a cross-validation equals to 5. The details of the experimental

parameters are summarized in Table 2.

Table 3 summarizes the classification performance by the four approaches super-

vised and semi-supervised on 20 test images for the recognition of regions cup and

disc. The results achieved by the overall approaches Random Forest and co-Forest
guarantee greater precision of segmentation of the two target regions. However, poor

Table 3 Classification performance by the supervised and semi-supervised techniques with 5% of

labeled pictures

Learning type Techniques Accuracy performance (%) on 20 images

Cup Disc

Supervised learning CART tree 53.50 72.97

Random forest 75.60 92.28

Semi-supervised

learning

SETRED–CART 75.56 60.74

co-Forest 89.00 93.50
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results were obtained by the decision tree CART but the semi-supervised mode has

improved the performance for the method SETRED-CART . Our approach by the

algorithm co-Forest realizes the best segmentation performance for both regions and

especially the cup area that is most difficult to extract. These results allow us to con-

solidate our proposal and affirm its rigor and robustness for-pixel-based classification

by region growing task by semi-supervised learning.

4.1 Discussion

For completeness, and to establish a visual assessment of the performance of our

approach, we have randomly selected six images of the test basis (Fig. 5) to dis-

cuss the performance and quality of segmentation by four single and multi-classifier

Images CART Random Forests SETRED co-Forest

Fig. 5 Examples of automatic segmentation image by the various techniques
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approaches supervised mode and semi-supervised namely, respectively, the decision

tree and Random Forest and the method SETRED and co-Forest.
Thus, a comparative study of several techniques is proposed. The principle is

based on a region growing classifying the neighboring pixels from the pixels of inter-

est of the image semi-supervised learning. In our process, we have used the Fuzzy

C-Means (FCM) algorithm to detect the pixels of interest, in order to achieve the seg-

mentation of target regions. The pixels of interest generate by FCM in the pictures

N
◦

2, 3, and 4 (Fig. 5) leads to poor segmentation by the use of mono-classifiers

(CART and SETRED); unlike the multi-classifiers (Random Forest and co-Forest)
was able to successfully separate the cup region.

Another advantage of using the methods together is the network power separation

vessel and the bottom region as clearly shown in pictures 2, 3 and 4 (Fig. 5). However,

as we can also see in the image 3 (Fig. 5), the contribution of non-labeled pixels to the

overall method co-Forest has allowed proper identification disc unlike the Random
Forest. We also notice in the image 1 (Fig. 5) misclassification of pixels of the whole

cup approaches except the algorithm co-Forest.
As a whole, this work has allowed us to see a multitude of research avenues

that are available for automatic segmentation of images. The idea to extrapolate the

region segmentation by pixel-based classification semi-supervised learning context

by the approach co-Forest allowed us to exploit the non-labeled data in the estab-

lishment of the set-prediction model. In this sense, non-labeled data has reinforced

the recognition of regions of interest for a report cup/disc calculated approximating

that of the ophthalmologist.

A comparison of the cup/disc reports performed by an ophthalmologist and the

proposed methods on fifteen random images is shown in Fig. 6. Differences in the

ophthalmologist’s CDR ratios compared to the proposed supervised methods (CART

Fig. 6 The cup/disc ratio comparison between the expert and proposed methods calculation. From

1–8 normal, from 9–15 glaucoma
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and Random Forest) are widely discarded in cases of glaucoma and normal cases.

Even though the CDR ratios calculated by the ensemble approach are closer to the

optimal (expert measure).

However, our results for the semi-supervised algorithms co-Forest and SETRED
were slightly different in the value of the ophthalmologist, but our method co-Forest
tended to show smaller variations in normal cases and glaucoma cases, with almost

similar extent to that of the expert.

5 Conclusion

Machine learning (ML) can be used in both image processing and computer vision

but it has found more use in computer vision than in image processing. The goal of

machine learning is to optimize differentiable parameters so that a certain loss/cost

function is minimized. The loss function in ML can have a physical meaning in

which case the features learned can be quite informative but this is not necessarily

the case for all situations. Computational Intelligence (CI) approaches are alterna-

tive solutions for automatic computer vision and image processing systems; they

include the use of tools as machine learning and soft computing. The aim is to have

an complete autonomy of the computer, but this might not be easily achievable. In

this work, we have demonstrated that the semi-supervised learning might be the best

solution. Indeed, we have proposed a method of automatic segmentation of disc

and cup regions in retinal images by pixel-based classification in semi-supervised

learning.

The objective is to involve the expert learning of our model for a better discrimina-

tion of regions of interest. Evaluation and segmentation of images tests are performed

using the algorithm Fuzzy C-Means. A growth of region is developed by classifying

the neighboring pixels by applying four classifiers: Decision Tree, Random Forest,
the method SETRED and co-Forest.

The results are very convincing and encouraging, showing a great capacity for

recognition and segmentation of target regions, this being clearer by applying the

Random Forest in semi-supervised learning co-Forest , heuristics of these ensemble

methods allows, using multiple classifiers, to greatly explore the solution space, and

by aggregating all predictions, we will take a classifier that considers all this explo-

ration. The contribution of non-labeled data in the establishment of the prediction

model can reinforce learning and recognition of relationships between pixels and

region.

However, there are some points that deserve some discussion and further devel-

opment in future works. One must say that the main limitation of our method is the

long time processing. Further work to reducing the constraints over time achieving

is currently underway to an complete autonomy. One of the proposed solutions to

deal with this problem is the parallel programming. Indeed, our algorithm allows

us to use a master/slave architecture. In another way, we are currently developing

a new semi-automatic segmentation approach based on superpixel-by-superpixel
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classification [2], where superpixels should both increase the speed and improve

the quality of the results.
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