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Preface

This book includes extended and revised versions of a set of selected papers from
SMARTGREENS 2016 (5th International Conference on Smart Cities and Green ICT
Systems) and VEHITS 2016 (Second International Conference on Vehicle Technology
and Intelligent Transport Systems), held in Rome, Italy, during April 23–25, 2016.
SMARTGREENS 2016 received 72 paper submissions from 34 countries, of which
11% are included in this book. VEHITS 2016 received 49 paper submissions from
23 countries, of which 12% are included in this book.

The papers were selected by the event chairs of both events and their selection is
based on a number of criteria that include the classifications and comments provided by
the Program Committee members, the session chairs’ assessment, and also the program
chairs’ global view of all papers included in the technical program. The authors of
selected papers were then invited to submit a revised and extended version of their
papers having at least 30% innovative material.

The purpose of the 5th International Conference on Smart Cities and Green ICT
Systems (SMARTGREENS) was to bring together researchers, designers, developers,
and practitioners interested in the advances and applications in the field of smart cities,
green information and communication technologies, sustainability, and energy-aware
systems and technologies.

The purpose of the Second International Conference on Vehicle Technology and
Intelligent Transport Systems (VEHITS) was to bring together engineers, researchers,
and practitioners interested in the advances and applications in the field of vehicle
technology and intelligent transport systems. This conference focuses on innovative
applications, tools, and platforms in all technology areas such as signal processing,
wireless communications, informatics, and electronics, related to different kinds of
vehicles, including cars, off-road vehicles, trains, ships, underwater vehicles, or flying
machines, and the intelligent transportation systems that connect and manage large
numbers of vehicles, not only in the context of smart cities but in many other appli-
cation domains.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on smart cities, green ICT systems, vehicle tech-
nology and intelligent transport systems including: smart grids, monitoring data,
Internet of Things, electric vehicles, intelligent transportation systems, transportation
planning, and traffic operation.

With the advances of new and innovative technologies, the field of smart and
connected cities is expected to grow even further. Topics such as data privacy, Internet
of Things, and architecture or business models for smart cities are becoming increas-
ingly important for both researchers and practitioners. At the same time sustainability
and energy are two crucial aspects to consider for the advances and applications in the
field of vehicle technology and intelligent transport systems as well as smart cities. In
the next few years we can expect a range of innovative technologies and research



results for these topics in smart cities and intelligent transportation systems such as
energy and vehicle analytics and autonomous and connected vehicles.

We would like to thank all the authors for their contributions and also the reviewers,
who helped ensure the quality of this publication.

February 2017 Markus Helfert
Cornel Klein

Brian Donnellan
Oleg Gusikhin
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About Monitoring in a Service World

Barbara Pernici(B), Pierluigi Plebani, and Monica Vitali

Politecnico di Milano, piazza Leonardo da Vinci 32, 20133 Milano, Italy
{barbara.pernici,pierluigi.plebani,monica.vitali}@polimi.it

Abstract. Monitoring of services is becoming more and more common
to ensure the quality of applications and to provide the required level
of service. Nowadays, the technology needed for supporting monitoring
and, as a consequence, also monitoring data are widely available. On
the other hand, new challenges and research issues arise concerning the
design of the monitoring infrastructure, to provide the relevant informa-
tion both to users and service providers, and their use, and in particular
the analysis of monitored data. This paper discusses the main aspects of
monitoring, and the use of monitoring data, focusing on event identifica-
tion and the evaluation of the actions and resources needed to maintain
the required level of quality of service. Research challenges related to
modeling and using monitoring data are discussed.

Keywords: Quality of service · Monitoring · Event identification ·
Quality requirements

1 Introduction

Services based on information technology are becoming more and more wide-
spread to support different types of applications. The cloud computing paradigm
has introduced different levels of services, introducing the concept of Infrastruc-
ture as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service
(SaaS) [15], and additional layers and service-based approaches are being pro-
posed, such as for instance Business Process as a Service (BPaaS) [5] and many
more. Intrinsic to the use of a service-based paradigm, there is the need of reg-
ulating the interaction between the service provider and the service consumer.
Such interaction requires that a service is provided according the functionality
and quality of service levels agreed between the two parties. Such an agreement
can be either explicitly or implicitly defined, in terms of expectation from the
users of a given service, and it can make the difference between similar alterna-
tive services in terms of user acceptance and therefore concerning the success of
the service itself.

As a consequence, there is an increasing need of data about the actual con-
ditions is which a service is provided, i.e., Quality of Service (QoS). These data

B. Pernici—The present paper presents an extended view from the keynote presen-
tation of the author at SmartGreens 2016.

c© Springer International Publishing AG 2017
M. Helfert et al. (Eds.): SMARTGREENS 2016 and VEHITS 2016, CCIS 738, pp. 3–23, 2017.
DOI: 10.1007/978-3-319-63712-9 1



4 B. Pernici et al.

are needed both on the provider and on the consumer side. On the consumer
side, data about the functioning conditions of a service are needed to verify
if a service is working and if its expected quality properties are the expected
ones. This information can be used to select the best available services first, and
to verify their functioning conditions during use, and be the basis for formal
contractual agreements between service consumers and providers (Service Level
Agreements - SLA). On the providers side, in addition to establishing contrac-
tual conditions, the data about provided services can be useful to take corrective
measures in case the level of quality varies or could be improved.

This aspect is particularly important if the number of consumers for a given
service is variable over time, in particular when services are on demand, scala-
bility and elasticity are expected, and therefore the service requires a variable
number of resources to satisfy consumers requests.

As discussed in [1], monitoring is needed at different abstraction levels: high-
level monitoring provides information about the status of the virtual platform,
collected by providers or consumers at the level of middleware, application or
users, by the parties themselves or by third parties; low-level monitoring is per-
formed at the providers side to collect specific information at the hardware level,
operating system, middleware, network infrastructure and the facility supporting
the IT infrastructure. As a consequence, probes needed to collect the information
can be located in connection of the different layers of the service infrastructure.

Once the monitoring data are collected and analyzed, the information deriving
from the monitoring activity can be used to perform three main types of actions:

– Adaptation actions: the system can be adapted, reconfigured, using resources
in different quantities and in different ways, in order to provide the requested
service and at the requested level.

– Flexibility support : the system is capable, possibly also with the support of
human intervention facilitated by the monitoring infrastructure, of coping
with changing requirements and modes of operation, allowing variable loads
and variable levels of service according to different contexts of execution.

– Awareness support : the system is capable of analyzing data and of presenting
the information to customers and providers in a synthetic way, in the form
of dashboards that provide an overview of the status of the system, possibly
also associated with alarms and specific warning actions.

The use of monitoring data is becoming more and more widespread in a
variety of systems in which adaptivity, flexibility, and awareness support are
foreseen.

In the following, we give an overview of some relevant scenarios illustrating
them with some examples:

– Adaptive processes : since the early days of web service technology, context
awareness has been the basis for adapting process-based service compositions:
in the PAWS system [3], context is specified on the basis of quality of service
parameters, used to evaluate the global quality of the service composition, in
Process-Aware Information Systems (PAIS) the execution of flexible processes
is designed to be variable in different situations [19].
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Fig. 1. QoS in services example.

– User awareness: several awareness systems, such as, for instance, for utility
systems, such as in the case of energy consumption, monitored data are used
to inform consumers about their behaviour patterns and to create situations
in which consumers are prompted to change their previous behaviour. Tools
for facilitation behaviour changes in consumers may be based on serious games
and social interaction [4].

– Cloud service provisioning infrastructures: as it will be discussed in Sect. 3,
monitoring infrastructures are always provided in cloud computing environ-
ments, in which QoS is one of the essential elements. In such environments
monitoring can present different characteristics in terms of frequency and cost,
and it can be used for regulating not only the interactions between providers
and consumers, but also the internal use of resources by providers; in Fig. 1,
the high-level monitoring and low-level monitoring needs for consumers and
providers respectively are shown. Specific uses of monitoring data can be
found in methods for improving energy efficiency [10,22] or for reducing the
environmental impact of cloud computing [9].

– Internet of Things: the availability of monitoring data from sensors is one of
the characteristics of the Internet of Things (IoT). Several applications are
being developed and others are envisioned for the future. For instance, one
application domain can be found in home care, as illustrated in Fig. 2, which
shows the architecture for home care developed in the Attiv@bili project [23].
In this case the monitoring data are captured by sensors in smart watches
and the infrastructure must guarantee the correct delivery of the monitoring
data to all interested applications and interconnected systems.
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Fig. 2. Smart monitoring devices architecture in Attiv@bili.
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Fig. 3. QoS in a Service Oriented Architecture.

As shown in the previous paragraphs, monitoring can be performed on dif-
ferent types of observed components and for several purposes. In this paper, we
discuss some critical aspects of service monitoring and present some research
challenges. First of all, Sect. 2 introduces the concept of monitoring as a sys-
tem that needs to be designed according to the goals to be achieved with the
monitoring activity. In Sect. 3, we introduce the main elements at the basis of
a monitoring system, including the need of specifying the quality dimensions
and measures, and evaluating the quality of the monitoring data. In Sect. 4, we
analyze more in detail the different techniques to use the monitoring data and
their potential and implications. Finally, in Sect. 5, we present and discuss some
research challenges concerning monitoring requirements and analysis and use of
monitoring data.

2 Designing Monitoring Systems

As introduced in the previous section, QoS is an important aspect in Service-
Oriented Architectures (SOA). Referring to the traditional SOA, quality is
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relevant in all phases, as illustrated in Fig. 3. The provider of the service has
to declare the quality level which can be provided for the service, stored in
a QoS-aware service registry [7]. QoS properties can be evaluated during the
service selection phase, to determine which is the best service according to the
consumer’s goals, and Service Level Agreements (SLA) are defined in the binding
phase, specifying the conditions for service provisioning that have to be satisfied
during service execution.

Once the provider and the consumer agreed on what to monitor, the design
of a monitoring system requires to focus on how to monitor. Without entering
into the details of a monitoring infrastructure, as discussed in [21] a monitoring
system has to provide two main modules: the interceptor and the logger. While
the former is in charge of transparently capture the information exchanged by
the service provider and consumer, the latter is responsible for storing such
messages. As also proposed in [8], depending on where the interceptor and the
logger are deployed, several configurations are possible (see Fig. 4):

– Monitor in the middle: the monitoring system is provided by a third party
which is in charge of intercepting and storing information about the execution
of the service. An API is provided to allow both consumers and providers
to access to the information stored. This configuration is mainly focused on
monitoring the information exchanged from which some of the QoS attributes
can be inferred. For this reason, information about the status of the provider
infrastructure on which the service is running are not available.

– Monitor at the consumer side: the monitoring system is under the control of
the consumer. In this way, it is possible to collect all the information about the
QoS that is considered relevant for the consumer. Similarly to the previous
configuration, QoS attributes that can be monitored or inferred must be based
on the information exchanged. As the data collected by the consumer can be
considered private, no API is usually provided.

– Monitor at the provider side: the monitoring system is under the control of the
provider. In this case, the provider can collect information about the status
of the modules and devices on which the execution of the service is based
on. Moreover, monitoring information can be customized for the different
customers of the same service. This improves the knowledge that a provider
can obtain from the service execution but, at the same time, also increases the
effort required to store and manage the ever increasing amount of monitoring
information. An API is made available to allow the customers to access to
the monitoring information of their interest.

For the sake of simplicity, we do not consider additional configurations where
the interceptor and the logger are deployed on different sites. Moreover, where
not explicitly defined, hereafter the monitor at the consumer side configuration
is assumed to be adopted.

As a consequence, monitoring is to be considered in the design of applications,
since it is essential for the correct functioning of service-based applications, to
ensure that service provisioning satisfies the conditions defined in the agreement
between providers and consumers.
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Fig. 4. Monitoring systems configuration deployments.

For instance, in the S-Cube project [2,20], a life cycle for service-based appli-
cations has been defined including two main iteration cycles, as illustrated in
Fig. 5: the evolution and the adaptation cycles. In the evolution cycle, service-
based applications are designed/re-designed according to requirements, both in
terms of functionalities to be provided and in terms of possible adaptation actions
to be used at run time in the adaptation cycle during the execution of the adap-
tive application. Monitoring is an essential component during the execution of
applications, as it provides the information needed to identify adaptation needs
and eventually the requirements for system evolution. In order to provide the
needed information to identify adaptation needs and to select the adaptation
strategies, also monitoring becomes an element of the design/evolution cycle,
since it is necessary to specify the elements to be monitored in order to have the
required monitoring information to take appropriate decisions. Such a service life
cycle allows the service provider to maintain the agreed conditions for service,
continuously adapting service executions depending on the variable context of
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Fig. 5. S-Cube life cycle [2,20].

execution, and evolving the system when adaptation is not sufficient any more
to guarantee the required QoS.

Considering monitoring as an element of design implies that the elements to
be monitored must be specified and their relevant QoS characteristics defined.
In addition, monitoring must support the evaluation of conditions, to be able to
identify adaptation needs in a timely and accurate way.

As a consequence, there is a need for a a systematic approach to monitoring,
and in particular in the following of the paper we focus on two main issues to
be considered during the development of a monitored service:

– What : models to specify monitoring elements, their characteristics, assessing
the implications of monitoring choices (Sect. 3).

– Usage: how monitoring data can be used to identify adaptation needs, crit-
ical situations, considering that the monitoring actions are also an overhead
during the execution of the system, and therefore a balance must be found
between the need to collect and analyze monitoring data and the amount of
resources needed for these activities (Sect. 4).

3 Elements of Monitoring

Service monitoring requires to take into account two main aspects: monitoring
the efficiency and monitoring the effectiveness of the service. In the former case,
the goal is to focus on the non-functional aspects of a service, especially focusing
on how well a service is providing its functions to the consumer. Performance,
security issues, and privacy are typical examples of aspects to be considered.
In the latter case, the goal is to focus on the functional aspects of a service
checking if the exchanged data are correct; this requires the adoption of data
quality (a.k.a. information quality) techniques to realize if, when invoking the
operations exposed by a service, the results are not as expected or the service
is not able to recognize non-valid input data. Efficiency and effectiveness of
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monitored service usually go under the umbrella of the QoS, with the modeling
techniques discussed in Sect. 3.1.

In addition to the QoS, another perspective needs to be taken into account:
the quality of monitoring. As mentioned in Sect. 2, the monitoring activity is
performed by a service, thus being a service, it is important to evaluate its qual-
ity, i.e., the quality of the data collected through the monitoring. In fact, the
monitoring system produces streams of data from diverse, and often heteroge-
neous sources. These data are fundamental for figuring out possible misbehavior
of the service while it is running. In addition, data could be subject to further
analysis to identify patterns and trends that are important to improve the ser-
vice. Section 3.2 focuses on this aspect discussing which are the attributes that
characterize the quality of the monitoring.

3.1 Modeling the QoS

Modeling QoS means providing a tool for the consumer of the monitored service
to realize if the service is running as expected. For this reason, we need to specify
two aspects: how the service is behaving, i.e., the status of the service, and what
the consumer is expecting from the service. In other words, on the one side
the consumer specifies the monitoring requirements, i.e., the information about
the status of the monitored service that he/she is expecting to obtain from the
monitoring system. On the other side, the monitoring service is defined in terms
of monitoring capabilities, i.e., the information that the monitoring service is able
to provide. Aligning these two perspectives is often a cumbersome task due to the
intrinsic characteristics of the QoS. Indeed, as also stated in the ISO 9216 [13],
QoS is a subjective, domain-dependent, and multi-dimensional concept.

Starting from the subjectivity, each consumer of the monitored service could
be interested on different aspects about the functioning of the service to evaluate
its quality. Some consumer might be more focused on performance, some other
on cost. As a consequence, the QoS model needs to be flexible enough to make a
custom definition of QoS possible. Moving to domain-dependency, the monitor-
ing requirements for two services living in two different domains, even if they are
specified by the same consumer, may result on different definitions of service. For
this reason, the QoS model should not include a pre-defined set of dimensions
to be used in the QoS definition. On the contrary, the QoS model needs to be
extensible, i.e., it should be able to consider additional quality aspects that could
be relevant only for a specific domain (e.g., refresh rate for a shared storage ser-
vice). Finally, QoS is multi-dimensional: it cannot be defined by a single aspect,
but it requires the modeling of different perspectives, each of them related to the
others. Thus, the QoS model must permit the definition of relationships among
the dimensions used to specify the different quality aspects.

To capture all these requirements a QoS model should be compliant to the
QoS metamodel proposed in [14] and also reported in Fig. 6. Focusing only on the
most relevant elements, the Service Quality Offer and the Service Quality
Request express the monitoring capabilities and requirements, respectively. As
they need to be compared to realize if a monitoring system can satisfy the
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Fig. 6. Service quality meta-model [14].

consumer expectation, they must be based on the same model, i.e., the QoS
Definition (QSD), although it is used in a different way. The consumer expresses
requests listing and ranking the QoS Objects, where the ranking is obtained
using weights expressing the order of importance among the QoS objects. On
the other side, the monitoring service lists the QoS objects that is possible to
measure making their values available to the consumer. Based on this structure,
the QoS object represents a central point in QoS modeling as the requirements
and capabilities base their definition on this element. Being a placeholder for the
real QoS aspect to be considered, the resulting QoS model ensures the expected
flexibility. Indeed, the QoS Attribute and the QoS Metric that could specialize
a QoS Objects represent what is really asked/offered by the consumer/provider.
More in detail, as shown in Fig. 7, a QoS Attribute defines an aspect that can
be relevant for the monitored service (e.g., response time, availability). These
attributes can be logically grouped in QoS Categories (e.g., security, perfor-
mance) that give a high-level representation of how the quality of a service can
be defined to also increase the readability of the model. Finally, each attribute
needs to be measured and one or more QoS Metrics can be defined. For instance,
the availability of a service can be computed using the classical metric that com-
putes the ratio between the amount of time in which the service is available and
the total amount of time.

As an attribute is related to one of the aspects defining the behavior of a
service, to have a complete view about a service not only many attributes can be
requested by a consumer and many could be offered by the monitoring service
provider, but also relationships among the attributes may exist. For this reason,
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Fig. 7. Monitoring elements [14].

as reported in Fig. 7, dependency relations among attributes must be considered.
In some cases, the dependency is clear and exists according to the definition of
the attribute itself. For instance, the energy consumed by a service while running
depends, among the others, on the amount of CPU and memory used [9]. In some
other cases, hidden relationships may exist and, as discussed in Sect. 4.2, some
approaches are required to discover them.

3.2 Modeling the Quality of the Monitoring

Data collected by the monitoring system are a valuable source of information for
both the provider and the consumer. The former can realize if there are problems
while running the service and, in case, space for improvement can be sought. The
latter can figure out if the service is working as expected or, comparing the mon-
itoring data, coming from equivalent services, can decide which is the best one.

In any case, it is important that data collected by the monitoring system
have a good quality. Indeed, poor data quality may cause false positives and
false negatives in detecting anomalous behaviors. Moreover, especially when very
little variations for some attributes have significant impact on the evaluation of
the service, the accuracy of the data is fundamental.

As any type of quality, also data quality definition – similarly to QoS as dis-
cussed before – is multi-dimensional, subjective, and domain dependent. In par-
ticular, four main attributes are really important: timeliness, accuracy, complete-
ness, and availability. These attributes are defined in [25] and reported in [6] as:

– Timeliness refers to “the delay between a change of the real-world state and
the resulting modification of the information system state.”

– Accuracy : “inaccuracy implies that the information system represents a real-
world state different from the one that should have been represented.” Inac-
curacy refers to a garbled mapping into a wrong state of the system, where it
is possible to infer a valid state of the real world though the not correct one.

– Completeness is “the ability of an information system to represent every
meaningful state of the represented real-world system.” Of course, complete-
ness is tied to incomplete representations.
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– Availability of data is the extent to which data (or some portion of it) is
present, obtainable, and ready for use.

Obtaining a good level of quality for the monitoring data according to these
attributes depends on many factors. Monitoring QoS attributes requires the
installation of probes that are in charge of reading the status of a phenomenon
related to the attribute and to convert it into a value. Probes can be imple-
mented as hardware or software. For instance, in a data center the monitoring
of the power consumption of a machine requires the installation of PDU (Power
Distribution Units) able to detect the amount of power and to send this infor-
mation to a monitoring system. In this case, possible errors can come from a not
proper calibration of the instruments.

Moving to another example, if the attribute to be monitored is the power
consumption of a service installed on such a machine, then the data obtained
through the PDU is only one of the composing elements [9]. Indeed, as discussed
above, the power of a software process (associated to the service) depends on
the amount of power consumed by the machine, the fraction of CPU used by the
process, the amount of memory and the I/O bandwidth. For this reason, this
attribute requires the presence of a software probe that collects all the required
information and calculates the final value. Here errors depend on factors like
the precision of the probes, the approximations done during the computation,
and the reliability of the formulas adopted. Given this complexity, monitoring
data are thus prone to systematic errors which affect the quality of the data
returned by the monitoring system and the minimization of these errors requires
higher costs. High quality probes are more expensive, as well as more precise
computations could increase the resource demanding for the monitoring system
and thus the cost.

A proper balance between the cost of designing and running the monitor-
ing system and the quality of the monitoring data is crucial. In addition to the
aspects introduced above, particular emphasis can be reserved to the cost of stor-
ing the monitoring data. Especially when the monitoring system is installed at the
provider side, the amount of monitoring data depends on the number of services,
the number of attributes for each service, and how frequently these attributes are
measured. As an example, Cloudera1 offers more than one hundred categories of
metrics, with a one minute sampling rate, with the possibility to define aggrega-
tion functions. Indeed, more attributes and more frequent sampling time result in
higher quality of monitoring data and higher costs for storing all these data. For
this reason, especially for cloud providers, different monitoring services are pro-
posed with different costs. For instance, Amazon CloudWatch2 offers both a basic
monitoring service where pre-selected metrics are made available at five-minute
frequency with no additional cost, and a detailed monitoring where the set of met-
rics is the same but at one-minute frequency and with an additional cost. Also

1 http://www.cloudera.com/documentation/enterprise/5-6-x/topics/cm metrics.
html.

2 https://aws.amazon.com/it/cloudwatch/.

http://www.cloudera.com/documentation/enterprise/5-6-x/topics/cm_metrics.html
http://www.cloudera.com/documentation/enterprise/5-6-x/topics/cm_metrics.html
https://aws.amazon.com/it/cloudwatch/
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Paraleap CloudMonix (formerly known as AzureWatch)3 offers both the possibil-
ity to monitor an unlimited set of metrics but at ten-minutes frequency with no
additional cost, and at one-minute frequency with a fee.

Based on this scenarios, taking into account the quality of monitoring data
introduces also a new dimension for the service provider selection. Indeed, when
the same service is offered by several service providers, the selection is usually
based on the QoS. Introducing also a proper evaluation of the quality of moni-
toring data allows the service consumer to select the service provider that also
provides the most reliable and accurate monitoring data that can be useful for
ex-post analysis. About this scenario, [12] proposes an approach that optimizes
the quality of monitoring considering the accuracy of the quality attributes, the
coverage and the extensibility of the monitoring system, while respecting budget
constraints of the consumer.

4 Use of Monitoring Data

As mentioned in Sect. 3, the data collected by the monitoring system can be
relevant to ensure the quality of the service provided, to identify issues about
the service behavior, and to react to undesired situations in order to restore an
effective behavior for the monitored service. In a SOA, an agreement is negotiated
between the service provider and the consumer, the SLA in which metrics are
identified together with their acceptable and undesired values, referred as Service
Level Objectives (SLO) or quality objectives as shown in Fig. 6. The monitoring
system is the source from which SLOs can be computed and the satisfaction of
the SLA can be evaluated. Two phases of the SLA life-cycle are involved in this
activity: the SLA assessment and the SLA settlement [14]. In the assessment
SLOs are evaluated and compared with reference values and constraints. The
assessment has to be executed regularly and has a period of validity. When a
SLO is violated, some repair actions can be taken. This operation is part of
the settlement phase in which penalties and rewards are assigned according to
satisfactions and violations of the SLA, and actions affecting the SLA evaluation
outcome are prescribed.

The main issues related to the exploitation of the monitoring data for assess-
ment and settlements are:

– Events identification: not all the collected information is relevant, techniques
are needed for isolating relevant events that should be considered for enacting
repair strategies (Sect. 4.1).

– Condition evaluation: identified events have to be compared with reference
values in order to determine if an undesired behavior is occurring, and strate-
gies for bringing the service back to a normal behavior need to be selected
(Sect. 4.2).

– Resources and cost : monitoring has a cost in terms of computational resources
and storage space, but also an economic cost changing with the number of
collected metrics, their quality and precision (Sect. 4.3).

3 http://cloudmonix.com.

http://cloudmonix.com
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In the following of this section, these three issues will be discussed in more
detail.

4.1 Identifying Events

The analysis of the satisfaction of SLOs is usually performed through the evalu-
ation of indicators, usually related to the quality perspective (Key Performance
Indicators - KPI), but also to other perspectives (e.g., energy efficiency through
Green Performance Indicators - GPI). Indicators are assessed through the com-
putation of one or more metrics, associated to them, starting from the data
collected by the monitoring system. A set of thresholds can be associated to
each indicator, defining which are the desired and undesired values [11]. When
an indicator is outside the desired range of values, something should be done
to correct this misbehavior. The approach towards the assessment of indicators
can be either proactive or reactive. A reactive approach considers as an issue
only violation of the desired values range. In the proactive approach, violations
should be avoided by preventing them observing the trends of the indicators
values. In order to do that, an alarm set of values is considered between the
violation and the satisfaction zone. An indicator whose value is in the alarm
zone is not violated, but it is likely to be violated soon. Figure 8 shows the inter-
vals of satisfaction, violation, and alarm of a generic indicator. Each of these
regions is defined by two thresholds. Defining which are the best values for these
thresholds is not an easy task. In order to define the set of undesired values, it
is possible to use as a reference best practices (e.g., the Green Grid Data Center
Maturity Model4) and consumer requests through the Service Level Agreement
(SLA). Also, changing the size of the alarm zone, the approach to violations
can change from a more reactive to a more proactive approach, thus making this
decision flexible. The threshold definition issue has been discussed in more detail
in previous work (e.g., [18]).

Fig. 8. Identifying satisfaction, alarm, and warning zones for indicators.

Classifying the indicators value in one of the zones described before is not
enough, since it is also important to understand the severity of the violation.
This can be evaluated performing a normalization of the indicators values [17]
where each value is transformed into a value in the interval [0, 1]. Thanks to
this normalization it is possible to compute a complex metric obtained from

4 http://www.slideshare.net/martinciupa/data-center-maturity-model-white-paper
finalv2.

http://www.slideshare.net/martinciupa/data-center-maturity-model-white-paperfinalv2
http://www.slideshare.net/martinciupa/data-center-maturity-model-white-paperfinalv2
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Fig. 9. Indicators aggregation organized in a hierarchical way [17].

the aggregation of several indicators concurring to the satisfaction of a com-
mon goal, considering what in Sect. 3.1 was referred to as a QoS category. The
aggregation can be performed as a weighted sum function of the selected metrics
values, referred as Green Index Function (GIF). Indicators can be hierarchically
organized as shown in Fig. 9, in which categories (e.g., IT resource usage, Appli-
cation lifecycle, Energy impact, and Organizational factors) aggregate indicators
through a GIF, and are used to define complex goals.

As shown in Fig. 9, indicators or their aggregation can be considered as goals
and can be represented in a goal-oriented model in which goals are indicators sat-
isfaction. An event should be raised when a violation is observed, implementing
the adaptation cycle presented in Fig. 5. The adaptation process is composed of
two phases: the event creation and the adaptation strategy selection. An event is
raised when a significant violation of an indicator threshold has been observed.
Not every violation generates an event. In fact, temporary violations can be
ignored since they can automatically recover or they can be due to noise. The
approach proposed in [16] addresses the identification of significant violations
in order to generate events. Through the Integrated Energy-aware Framework
(IEF), violations are identified considering their duration over time and their
severity, thus generating an event only if the indicator is in the alarm or warning
zone for a time exceeding the accepted duration for a violation. An event is thus
described by the timestamp in which it has been generated, the value associated
to the violated indicator, a direction stating if this value is increasing or decreas-
ing (trend), a significance defining which event occurrences have priority, and a
severity computed considering the quantitative importance of the violation.
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Fig. 10. Modeling adaptation through a goal-based model.

4.2 Condition Evaluation and Selection of Actions

Events are symptoms of misbehavior in the monitored environment and can be
used as drivers for adaptation. Evaluation of the conditions over indicators for
the generation of events is a complex task. In fact, the evaluation of violations
is sensitive to several factors. As discussed before, aggregated indicators can
be obtained from the weighted sum of a set of other indicators. In this case
we deal with a multi-attribute metric, in which weights can change over time,
affecting the evaluation of the aggregated metric. Another factor to be considered
is the consumer: different consumers can have different preferences, different
stakeholders of the same service can have a different perception of what should
be considered as a violation of the constraints. Finally, evaluation can be context-
dependent, and some constraints could get relaxed under some circumstances.

Adaptation can be performed by enacting an adaptation strategy, consisting
in one or more treatments (or actions), affecting the state of the system. In a
goal-oriented approach, it is important to model:

– Which goals are affected by the enactment of an action.
– Which kind of outcome (positive or negative) the action has over the affected

goals.

A representation of this action-to-goal model is represented in Fig. 10, where
two layers are depicted: a goal layer and a treatment layer.

The goal layer contains the identified goals, modeled as the satisfaction of
constraints over indicators. As discussed in Sect. 3 and shown in Fig. 7, direct
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and indirect dependencies among metrics may exist. In the goal layer of the
model, these relations between indicators are also modeled as shown in the left
part of Fig. 10. These relations are important for predicting the outcome of
a modification and for conducting what-if analysis. Modeling relations between
metrics can be a trivial activity if performed manually by expert. As discussed in
Sect. 3.1, dependencies can be directly extracted from the definition of the metric,
or can be hidden. For discovering hidden relations, automatic approaches can be
employed. In [24], a representation of relations between goals of a goal-oriented
model is provided using a Bayesian Network expressing causal dependencies
among goal states. The network is automatically computed from the analysis
of the information collected through the monitoring system using a three steps
approach:

– Learning the structure of the Bayesian Network (which goals have a relation).
– Learning the direction of edges in the Bayesian Network (cause vs effect).
– Learning the parameters of the Bayesian Network (conditional probability

tables for each node).

The treatment layer contains all the actions that can be used to affect the
system state and it models their effects over the goals. The model can be used to
decide which is the best strategy to enact when a violation occurs. Since an action
can have both a positive and a negative effect over the indicators, it is important
to take into account both direct and indirect effects when taking a decision on
which action to enact. This decision is strictly dependent on the context, which
is the state of all the goals in the considered system. Since services are executed
in a complex and dynamic environment, discovering and modeling action-to-goal
relations is a complex task. In [16], the selection of an action is always followed by
a history-based analysis addressed to recognize patterns and used to validate the
current model and to eventually modify or create new relationships. In [24], the
action-to-goal relations are acquired through a continuous refinement algorithm
(the Adaptation Action Selection - AAS), which starting from scratch observes
the outcomes of action enactments and updates the model considering both the
current observation and past observations. The action effect over indicators is
associated with an impact value, assessing the probability that applying the
action the value of the indicator will change. The selected adaptation strategy
should maximize positive effects over violated indicators, while minimizing side
effects over the satisfied ones. This algorithm enables self-adaptation when an
action modifies its outcome over indicators due to some external noise and is
not sensitive to the noise caused by other events affecting the environment of
execution during the observation.

When evaluating the effectiveness of an adaptation approach several criteria
should be considered:

– Stability : the decision taken by the algorithm should bring to a stable system
for a sufficient amount of time if no external factors occur. Stability avoids
that the algorithm keeps prescribing modifications, that in some cases could
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contradict themselves, in search for an optimal solution that may not exist.
An example can be migration: if the performance of a service is not satisfying,
it is possible to migrate the service in a host with a better nominative QoS. If
after migration a significant improvement is not observed, it is not desirable
that the algorithm enacts another migration, since migration is costly and
introduces a temporary performance degradation itself.

– Flexibility : the solution should be responsive to modifications to the service,
to the set of selected indicators, and to the constraints above these indicators
without requiring a heavy reconfiguration of the adaptation algorithm.

– Scalability : the solution should scale linearly with the increasing number of
goals and constraints and with the introduction of new adaptation strate-
gies, keeping the computational time for evaluating the system limited and
providing a solution in a reasonable time.

These criteria can be used to compare several approaches and to select the
one that fits better in the considered context.

4.3 Resources and Cost

Monitoring is an important step for guaranteeing the quality of the provided
service and for assessing the SLA satisfaction. However, collecting monitoring
data comes at a cost. The trade-off between the advantage of monitoring and its
cost should be considered.

In a cloud oriented environment, the monitoring system is managed by the
cloud provider who hosts the service. As discussed in Sect. 3.2, different providers
can offer a different quality of service according to their resources, but also a
different set of monitored information, at a different quality with a different
cost. Also, customization of the monitoring service is important for getting full
advantage of the monitoring system. Choosing which is the best cloud provider
can be difficult. Several aspects have to be considered:

– Quality of the service: different cloud providers can offer a different quality
for hosting the service in terms of KPIs such as response time and availability.

– Monitoring offer : the amount of available metrics can change, also their gran-
ularity can be different. Some providers offer only metrics at the physical level,
others collect also Virtual Machine level metrics and application level metrics.

– Monitoring quality : quality of the monitoring system depends on the precision
of the collected information which depends mainly on the sampling time and
on the ability to store old data to perform analysis [12].

– Monitoring extensibility : some cloud providers offer the possibility of extend-
ing the monitoring system with custom metrics both at the hardware level
(through the installation of new probes) and at the software level (through
the execution of scripts).

According to their characteristics, the monitoring services offered by the dif-
ferent cloud providers have different costs. It is important that this cost does not



20 B. Pernici et al.

overcome the advantage obtained from the monitoring data. Also, the analysis
of the monitoring data requires a computational effort which can be directly
proportional to the amount of these data. Computational resources have to be
employed for this analysis, thus increasing the total cost of hosting the service.

In order to avoid useless costs, the proper set of metrics, together with the
correct sampling time, should be selected. How to select which are the metrics
that actually depict the state of a service and provide value to the analysis is
still an open issue.

5 Challenges and Future Research Work

In this section, we comment about the open issues and discuss challenges and
future research work. As mentioned at the end of Sect. 2, the paper has examined
two main issues in a systematic approach to monitoring: the “What”, i.e., the
specification of monitoring elements, and the “Usage”, i.e., how monitoring data
can be used.

The main question about the What issue concerns which monitoring data
should be collected. The interesting data depend on the service being provided,
for each situation not only the elements to be monitored should be specified, but
also which are the available sources of monitoring information, possibly more
than one; another issue concerns the definition of the granularity of monitoring
data, and the possibility of viewing the data and analyzing it at different gran-
ularities; a third issue concerns the quality of the monitored data, which should
be assessed to provide a complete information about the available information.

Concerning sources, it should be possible to dynamically create or use new
monitoring sources, in particular in services being provided in very variable situ-
ations, such as, for instance, in emergency situations. The impact of context for
evaluating which monitoring data are necessary, the needed granularity, and the
need for further analysis are the elements which need further investigation. In
fact, monitoring should not be homogeneous, considering always the same ele-
ments, but a focus on situations which need attention should be supported. It is
also interesting to provide methods to combine different monitoring sources, to
better assess and improve their quality, in particular consistency and complete-
ness. The selection of sources should not consider only data provided by the
system being monitored, but also consider information originating from other
potentially useful sources. For instance, a process being executed is regularly
monitored, but some problems occurring during the process execution may be
originated by external causes [23], e.g., bad weather conditions in a delivery
service or changed health conditions in a regular home care service. The quest
for information from unrelated available sources for additional monitoring data
should therefore be further investigated. As a conclusion, we can state that while
monitoring systems are a rather mature field, there is still need for research in
the field of selection of monitoring variables, both in defining their requirements
in a precise way, and with the possibility of coping which changing situations,
and also providing support for the identification of external monitoring systems
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which can provide additional information to the system being developed for
providing service. The problem of finding the right sources of data becomes a
relevant issue, including the retrieval of sources, associating meta-data to them
to be able to correctly interpret the monitoring data, and considering a value-
driven source selection. Once monitoring variables are identified in the different
sources, it is also important to understand the relationships between variables, as
this information can be useful both for filtering data and for relating information
from different sources to get additional insight.

When addressing the Usage issue, several aspects still require further inves-
tigation. First of all, there is a need to coordinate monitoring activities. In fact,
monitoring can have phases, and monitoring activities might have to be dynami-
cally selected. There is an intrinsic variability in systems being monitored, which
requires a corresponding variability in the monitoring system behavior. In some
situations, monitoring is not always necessary or only a light observation is
needed, and there is a strong variability of needs between starting up phases
(or when adaptation actions are performed [16]), during regular execution, and
during exceptional or crisis situations. In general, there is the need to design
the monitoring process(es), not only the monitoring system. The monitoring
requirements must be specified, defining the monitoring requirements for differ-
ent goals, the requirements related to different types of events and risks, defining
monitoring actions such as the selection of variables, sampling rates, granular-
ity, sources, and so on, in the different situations. It is also necessary to include
in the requirements the specification of the quality parameters for monitored
variables, such as, accuracy, completeness, and timeliness.

During the adaptation loop, it is necessary to apply the control policies
defined at design time. It must be possible to verify if requirements are sat-
isfied in the given context and to be able to identify the best adaptation strate-
gies if adaptation is needed. Therefore, the design of assessment conditions and
of adaptation rules are closely associated to the design of the monitoring sys-
tem. As a concluding remark, we emphasize the need of coordinating monitoring
activities, to investigate monitoring as a process, and to study design criteria for
monitoring; in addition, for the specification of monitoring requirements research
is needed on informal, semi-formal, and formal models and methods.
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Abstract. We present an analysis on the application of load shifting and
storage to enhance the use and penetration of green energy while decreas-
ing grey (non-environmentally friendly) energy demand. We use multi-
agent-based simulations that are fed with real data to analyse the impact
of load shifting and storage on energy consumption as well as energy prices.
We show results for scenarios in which storage is placed at different loca-
tions. In this way, results suggest that up to 15% reduction in grey energy
consumption is feasible during peak times. Nonetheless, if the percentage
of distributed renewable resources grows to 50%, higher reductions can be
achieved, i.e. up to 50%. Finally, an important finding suggests that dis-
tributed storage helps to keep prices for green energy low.

Keywords: Smart grid · Multi-agent systems · Load shifting · Storage

1 Introduction

Engineering smart grids is a challenging task that must deal with new emerging
actors, e.g. prosumers (energy consumers that can produce their own power), as
well as with complex interactions between people, technology and natural sys-
tems [19,23]. Among those interactions, economic and power flows are of utmost
importance [23,29]. Although novel mechanisms have been already proposed
to not only optimise those flows but also improve the integration of renewable
resources [4,7,8,12], they have not analysed the use of load shifting and storage
to reduce grey energy demand and improve the integration of renewable sources.

As a way to analyse such potential use, we take NRG-X-Change as an exam-
ple of a novel mechanism that can benefit from load shifting and storage. NRG-
X-Change aims to promote the trade and flow of locally produced green energy
within dwellings [12]. It offers to prosumers the possibility to trade their excess
of green energy by using NRGcoins, which are virtual coins inspired by the Bit-
coin protocol [13]. Unlike Bitcoins, NRGcoins are generated by injecting green
energy into the grid rather than using computational power [12].

Although NRG-X-Change promotes the local trade and consumption of green
energy between residential consumers and prosumers, it does not guarantee that
c© Springer International Publishing AG 2017
M. Helfert et al. (Eds.): SMARTGREENS 2016 and VEHITS 2016, CCIS 738, pp. 27–48, 2017.
DOI: 10.1007/978-3-319-63712-9 2
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green energy production fully matches consumption. In fact, when green energy
is not enough to cover demand, consumers and prosumers will consume grey
(non-environmentally friendly) energy to satisfy theirs needs and maintain a
given level of comfort. To soften the dependency on grey energy, i.e. reducing
its consumption, load shifting and storage capabilities can be integrated into
NRG-X-Change. In this way, “original grey consumption” can be covered using
stored green energy or delayed until green energy becomes available. Nonetheless,
this integration is far from trivial, since it has been already shown that such
capabilities impact energy demand and price [18], which may potentially inhibit
trade and/or increase consumption.

This chapter extends previous work on the integration of load shifting and
storage to reduce grey energy demand [20]. Compared to our previous work, the
main contributions are the inclusion and analysis of scenarios in which storage
is placed at different locations. In this vein, we perform numerical simulations
using a multi-agent system that replicates the behaviour of main stakeholders,
i.e. energy retailers, consumers and prosumers. Moreover, our simulations are
fed with real energy consumption and production data provided by a Belgian
distribution system operator (DSO).

The results suggest that load shifting and storage can reduce energy demand
during peak hours. In this way, a 15% reduction can be achieved within a typical
Belgian district that is on average composed of 60 households in which 10% are
prosumers. Nonetheless, as our results indicate, 50% reduction can be achieved
during peak hours if the number of prosumers reaches 50% and retailers as well
as prosumers are equipped with storage, which is a plausible scenario for the
coming years [21]. Furthermore, an important finding suggests that the use of
storage influences energy prices.

The results of our research may help policy makers design appropriate incen-
tives to boost energy storage and reduce consumption of grey energy. In addi-
tion, our results can help DSOs decide on the need for investment in storage.
Likewise, they can also see the impact of load shifting in different scenarios
and therefore allocate the necessary resources into the development of demand
response programs.

The next sections are organised as follows. Section 2 presents related work
covering aspects such as load shifting, demand response and negotiation strate-
gies for energy markets. Later on, Sect. 3 describes the overall energy market
as well as the physical setting. Finally, Sect. 4 shows results, whereas general
conclusions and future work are presented in Sect. 5.

2 Related Work

2.1 Modifying Energy Consumption

Different strategies can be applied to modify the consumption of energy. On
the one hand, storage capabilities can reduce demand for energy during critical
periods by using green energy that has been previously stored when green energy
was abundant [18]. On the other hand, demand response (DR) capabilities can be
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used to reduce customers’ normal consumption pattern by shifting a percentage
of their demand to off-peak hours [1,5]. Different techniques have been applied
to support DR capabilities, which can be roughly classified into three schemes:
(1) Price based: in this scheme the price of energy changes over time, which
may motivate customers to also change their consumption profile. (2) Incentive
or event-based: customers are rewarded for changing their energy demand upon
retailer’s requests. (3) Demand reduction bids: customers send demand reduction
bids to energy retailers [25].

Although several DR techniques and programs have been proposed in lit-
erature [1,25] and implemented in pilots [14] respectively, they all agree on an
important issue: residential customers offer a lower potential for demand reduc-
tion compared to commercial and industrial consumers [1,5]. Likewise, in [5,17],
it is also reported that the economic benefits are moderate for residential con-
sumers compared to the required investment. Consequently, as an attempt to
better reduce residential demand for grey energy, we aim at enhancing DR tech-
niques by using storage capabilities. This combination will allow not only to shift
energy demand to time slots in which green energy is produced but also to slots
in which storage devices discharge green energy to be consumed.

2.2 Negotiation Strategies

Several mechanisms have been also proposed to trade energy within smart grids.
Nobel [7] applies a market mechanism in which prosumers offer their excess
of energy by submitting asks (sell orders) while consumers submit bids (buy
orders). They, both prosumers and consumers, submit asks and bids based on
predictions about their expected production and consumption respectively. Later
on, asks and bids are matched based on price, i.e. a scalar value. Likewise,
PowerMatcher [8] uses a market mechanism for matching supply to demand.
Nonetheless, bids and asks are not scalar values but price curves. An aggregator
is in charge of grouping individual curves so that more supply and demand can be
matched. The orderbook then computes price equilibrium to match aggregated
asks and bids.

In [4], the authors propose a mechanism in which energy is contracted by indi-
vidual consumers and prosumers via negotiations. Although no central mechanism
rules the price of energy, the energy retailer is in charge of assigning prosumer-
consumer pairs for negotiation. In a similar vein, Wang and Wang have proposed
adaptive negotiation strategies to trade energy between smart buildings and grid
operators [32]. The trade takes the form of a bi-directional process in which a seller,
e.g. grid operator, continuously adapts (submits) prices for energy (asks), whereas
a buyer replies with counter offers (bids). Bids and asks can be adapted using the
Adaptive Attitude Bidding Strategy (AABS) or an improved version that applies
particle swarm optimisation techniques (PSO-AABS).

Similar to Nobel and PowerMatcher, NRG-X-Change presents a market
mechanism to locally trade energy between consumers and prosumers [12]. It
relies on prosumers injecting their excess of green energy into the grid and trading
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NRGcoins, which are used to pay for green energy. In this way, prosumers inject-
ing green energy are rewarded with NRGcoins, whereas consumers must pay for
the usage with NRGcoins [12]. To trade NRGcoins, consumers and prosumers
participate in a continuous double auction (CDA) [24], where buyers and sellers
apply bidding strategies to submit bids and asks respectively. NRG-X-Change
originally uses the so-called adaptive attitude (AA) strategy, which relies on
short-term and long-term attitudes for adapting to market changes [9,11].

In this work, we use the NRG-X-Change to trade green energy as it offers a
novel mechanism that incentives prosumers to inject their excess of green energy
while promoting a transparent economic exchange via NRGcoins. To trade grey
energy, however, we apply a negotiation approach based on AABS as this type
of negotiation mimics retailer’s control on grey energy prices, i.e. they establish
prices based on their private reservation price. The next section elaborates on
these issues as well as on the overall architecture to support load shifting and
storage.

3 Energy Trade

Briefly, the electricity system (ES) is composed of all systems and actors involved
in production, transportation, distribution and trade of electricity. This ES can
be divided into a commodity subsystem and a physical subsystem [29]. The
former covers all economic flows resulting from electricity trade, whereas the
physical subsystem consists of all equipment that produces, transports and uses
the electricity.

Fig. 1. High level description of our simulated electricity system (ES), elements and
relationships are adapted from [29].

In our case, as seen in Fig. 1, we assume that the commodity subsystem
is composed of green and grey energy markets, which operate in parallel but
use different mechanisms. Moreover, the physical subsystem specifies the overall
smart grid architecture as well as the way storage and load shifting operate. The
next paragraphs elaborate on each subsystem.
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3.1 Commodity Subsystem

Green Energy Market. We use the NRG-X-Change mechanism to allow the
flow and trade of green (solar) energy between prosumers [12]. We assume con-
sumers and prosumers are connected to the electricity grid via a substation (see
also Sect. 3.2). Excess of locally produced green energy is fed into the grid and
is withdrawn mostly by consumers. The billing is performed in real-time by the
substation using NRGcoins, which are independently traded on an open currency
exchange market for their monetary equivalent.

NRGcoin is a virtual coin inspired by Bitcoin whose main advantage is that it
can be exchanged for a specific quantity of green energy at any time. For instance,
if a prosumer injects 10 kWh right now, she will earn NRGcoins accounting for
that amount of energy, based on the local supply and demand measured by the
substation [12]. Later on, e.g. after few years, regardless of the NRGcoin market
value, the prosumer can use the same NRGcoins to pay 10 kWh of green energy
under similar energy supply and demand conditions as during injection [12].

Unlike the original NRG-X-Change, to trade NRGcoins, we use the Adaptive-
Aggressiveness (AAggressive) bidding strategy as it applies a learning approach,
which has been shown to be very robust in dynamic markets [31]. AAggressive is
composed of four basic blocks: equilibrium estimator, aggressiveness model, adap-
tive layer and bidding layer [31]. Based on historical record of prices, the equi-
librium estimator computes the target price for the trader, whereas the aggres-
siveness model determines the trader’s risky behaviour to submit high (low)
bids (asks). The adaptive layer implements short-term and long-term learning
to adapt the behaviour of the trader. While the short-term learning updates
the agent’s aggressiveness, the long-term learning modifies the agent’s bidding
behaviour. Finally, the bidding layer implements a set of rules to determine
whether the trader must submit bids (asks) or not.

Parameter tuning for AAggressive is done as suggested in [31]. Nonetheless,
we specified constraints for bids and limit prices. On the one hand, minimum
and maximum allowed bids in the market are as follows. The minimum bid is
0.01 Euro and the maximum bid is 0.215 Euro, which is the estimated average
price for residential customers in Belgium during 2014 [30]. On the other hand,
limit prices for buyers and sellers were randomly defined in the range 0.01 and
0.215 Euro.

Grey Energy Market. In [12], the authors allow prosumers trading green
and grey energy with NRGcoins. In this work, however, to trade grey energy
prosumers must pay in Euro. The main motivation is that NRGcoins should be
perceived as assets that guarantee provision of green energy only. Similar ideas
have been previously explored. For instance, ecolabels that inform customers on
whether some products and services are green or eco-friendly [22].

Since prosumers and consumers must consume grey energy whenever there
is a lack of green energy, prosumers and consumers use the AABS strategy
to negotiate prices for grey energy with the substation [32]. As described in
Sect. 2.2, the AABS strategy relies on a bi-directional negotiation in which a
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buyer (prosumer/consumer) submits bids (price willing to pay for energy) to
a seller (substation) that responds with asks (desired selling prices). Once the
buyer’s bid is equal to or greater than the seller’s ask, an agreement has been
reached to trade energy among the two of them. The final price for energy is the
average between the bid and the ask.

Substation decreases or increases their asks depending on AABS selling strat-
egy and the availability of green energy. If green energy supply is bigger than
demand, the price for grey energy goes down, otherwise it goes up. The idea is
to discourage consumers and prosumers of using grey energy. This way, if grey
energy price is higher than their reservation price, they will try to shift loads.
Nonetheless, even if the price is high and green energy is not available, they will
have to use grey energy anyway.

To decrease or increase grey energy prices, the AABS’ L2 parameter [32],
which is used to modify the substation’s reservation price, is continuously
adapted using Eq. 1.

L2 =

{
L2 − α × (GS/PwD) if GS > PwD

L2 + α × (GS/PwD) otherwise
(1)

where GS is the supply of green energy, PwD is the power demand and α is a
random value between 0.001 and 0.005. The reservation price of the substation
is initially fixed at 0.2 Euro, which changes depending on L2 and is a bit lower
than the maximum price for green energy (see Sect. 3.1). Reservation prices for
consumers and prosumers are randomly determined between 0.15 and 0.30 Euro.
The rest of AABS parameters are tuned as suggested in [32].

3.2 Physical Subsystem

Overall Architecture. In this work we use real-world data that has been
provided by a Belgian DSO. The physical setting contains prosumers that are
equipped with solar panels, which allows them to generate their own power.
Both, consumers and prosumers have smart meters that report to the substation
the amount of energy being absorbed from and injected to the grid. As meters
only report the injected energy after prosumers satisfied their own demand,
we do not have a full picture of the actual energy being produced. The same
applies for the absorbed energy that is reported to the substation, i.e. we do
not have information about the overall energy being consumed by prosumers
as part of it is satisfied with their solar panels. Consequently, we do not have
information about prosumers’ internal energy consumption and production but
only about energy flows between the meters and the substation. Furthermore,
the measurements take place every 15 min, which are standard time slots in the
electricity system [3].

Storage. In our setting we assume substation and prosumers are the only ones
using batteries. The former can store the excess of green energy production in
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the grid, whereas the latter can generate their own energy and store their excess
after satisfying own consumption.

Prosumers. Although commercial batteries offer storage capabilities in the range
of 4 to 13 kWh, we randomly assign prosumers storage in the range of 4 to 7 kWh.
E.g. Tesla’s Powerwall offers storage of 7 and 10 kWh [28], whereas Bosch’s offers
storage of 4.4 and 13.2 kWh [2] respectively. Moreover, to the best of our knowl-
edge, only small capacities per prosumer have been properly tested and installed
within current pilots. E.g. within the project Grid4EU, home batteries with
4 kWh capacity have been already installed in the French region of Carros [6].
Regardless of the capacity of the battery, we assume they have an efficiency of
90%, for both charge and discharge, which is a lower bound to the efficiency
already provided by commercial batteries. E.g. Tesla and Bosch respectively
report 93% and 97.7% efficiency for storage solutions that also include power
inverters [2,28].

Substation. By the same token, although we are aware of commercial batteries
offering different storage capacities [26,27], we define a lower boundary of 50 kWh
for the substation’s capacity. Tesla’s Powerpack offers 100 kWh and Socomec’s
storage solutions (which were installed within the NiceGrid project [6]) offer
capacities from 33 kWh to 100 kWh. Finally, we also assume an efficiency of
90%, for both charge and discharge [26,27].

Load Shifting. As previously reported in [10], loads associated to devices such
as washing machines, dish washers, tumble dryers and air conditioners might
be “easily” shifted since they not only account for 20% to 30% of the overall
consumption [16] but also presented the highest willingness to postpone start
according to residential customers [10]. In this way, when green energy is not
available, we assume 20% to 30% of consumers’ and prosumers’ loads can be
shifted to reduce consumption of grey energy. Although loads can be shifted to
time slots in which green energy is abundant, loads cannot be shifted for an
unlimited amount of time. Realistic times to postpone the start of loads are
between 30 min to 3 h, i.e. 2 to 12 slots, as reported in [10].

Likewise, we also assume a waiting time before a consumer/prosumer can
delay another load again. We randomly assign waiting times to consumers and
prosumers in the range of 48 and 96 slots, which means that they will have to
wait at least half day before delaying another load. Furthermore, since consumers
and prosumers could all try to shift loads at the same time, we need to avoid
such case too as it may generate demand peaks at a further stage, e.g. when
their time slots expire and they need to re-start loads. To this aim, whenever a
consumer or prosumer wants to start the shift of a load, she can only do it with
a probability of 0.5. If probability is in her favour at that time slot, she can start
shifting the load, otherwise she will have to try again in the next time slot. In
this way, we aim at constraining the start of load shifting as well as at spreading
controllable devices’ loads through a full day.
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Finally, to allow load shifting, consumers and prosumers use a “set and for-
get” approach in which they pre-set the loads that can be shifted (e.g. washing
machines, dish washers or tumble dryers) as well as the time they can be delayed,
i.e. a number between 2 and 12 slots. In addition, as load shifting depends on
whether green energy is available or not, we assume that information about
availability could be potentially delivered via internet, sms, or display directly
on the appliance [10].

4 Preliminary Results

4.1 Simulation Settings

To understand the impact of load shifting and storage for grey energy demand
reduction and energy trade, we use a multi-agent system that is implemented in
Repast simphony [15]. The multi-agent system is fed with real consumption and
production data provided by a Belgian DSO. In our simulations, consequently,
we use a week of real consumption and production of electricity within a typical
Belgian district, which is composed of 54 consumers and six prosumers equipped
with solar panels and batteries. First, regarding storage, we study three scenarios
in which storage capabilities are located at different points.

Scenario 1: Includes storage for all prosumers only. The storage capacities are
randomly assigned between 4 and 7 kWh.

Scenario 2: Includes storage being located only at the substation, i.e. prosumers
cannot store their excess of energy. The power stored by the substation comes
from prosumers’ excess of energy, which can be used by both prosumers and
consumers to match their energy demand. In other words, the substation battery
is not charged with energy coming from outside the district, nor discharged to
other districts. Moreover, as explained in Sect. 3.2, the capacity of the substation
is set to 50 kWh.

Scenario 3: This scenario represents a combination of the former two scenarios
as it includes storage for both substation and prosumers.

Second, regarding load shifting, for all the scenarios load shifting is always
applied in both consumers and prosumers. Finally, due to the plausible increase
of prosumers within the electricity system, and as an attempt to understand
future conditions, we present results for settings containing higher percentage of
prosumers for all scenarios [21].

4.2 Energy Consumption

In this section we present plots of the average amount of grey and green energy
being consumed by both prosumers and consumers. We show values for a typical
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Belgian district, i.e. prosumers account for 10% of households, as well as for
futuristic settings in which the percentage of prosumers are respectively 30%
and 50%. To achieve these percentages, we fed real consumption and production
data of 18 and 30 prosumers respectively in our simulations. These numbers
represent the 30% and 50% of households in a typical Belgian district (usually
composed of 60 households).

Figure 2(a) shows the average consumption of green energy for different per-
centage of prosumers for a whole week. As one can see, the more prosumers, the
more green energy being consumed. Although main consumption occurs at day-
time hours, when prosumers inject their excess of production after covering their
own demand, consumption of green energy can also be observed at night time
thanks to storage. For instance, as seen in Fig. 2(a), green energy consumption
is observed during night hours between the first and second day.

In the same vein, Fig. 2(b) depicts the average consumption of grey energy,
which shows that the more prosumers, the less grey energy is demanded dur-
ing daytime hours. Unlike, green energy consumption, grey energy consumption
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Fig. 2. Average consumption of green and grey energy per household for different
percentage of prosumers in a district. Note that green energy can also be consumed
at night time thanks to storage and load shifting. Note that when the percentage
of prosumers is above 30%, consumption of grey energy reduces considerably during
daylight hours.
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occurs mostly at late afternoon and early morning, when green energy is not gen-
erated. Consequently, it is important to reduce the energy consumption during
those periods as prosumers and consumers will mostly use grey energy.

4.3 Consumption Reduction

In order to determine whether reduction in consumption can be achieved using
load shifting and storage, we have analysed the overall consumption, i.e. green
and grey consumption, of a typical Belgian district for a whole week. We mea-
sured the average energy consumption when neither load shifting nor storage
are available (original consumption) as well as the case when both are available
(adapted consumption). Figure 3 shows both measures, original (dashed line)
and adapted (solid line) consumption, which represent the average demand the
substation is expected to face. Moreover, it also shows the average reduction
being achieved (dotted line).
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Fig. 3. Average values for original and adapted consumption (storage and load shifting
capabilities) per household in a typical Belgian district with 10% prosumers. The dotted
line represents the average reduction in consumption per household.

Although peak reduction can be achieved for some days, such reduction is
moderate as the highest reduction is around 0.05 kWh, which is approximately a
15% reduction compared to the original consumption. Nonetheless, most of the
peak reduction takes place at night time, when green energy is not generated,
which implies that demand for grey energy will most likely decrease.

As explained in Sect. 4.1, we have also analysed three different scenarios to
determine whether a higher reduction can be achieved in the near future. The
results are presented in the following paragraphs.

Scenario 1: Figure 4(a) shows the average reduction when storage is only avail-
able for prosumers and the districts contain 10%, 30% and 50% of prosumers.
The highest peak reduction is achieved by the district with 50% prosumers and
is above 0.12 kWh, which represents a reduction of at least 30% compared to the
original consumption.
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(c) Reduction when storage is available for both prosumers and substation.

Fig. 4. Average reduction in consumption per household using storage and load shifting
capabilities for different percentage of prosumers.

Scenario 2: Figure 4(b) shows the average reduction when storage is only
located at the substation. This time the highest peak reduction is around
0.17 kWh, which is about 50% of the original consumption. This reduction is
achieved again in the district with the highest percentage of prosumers, i.e. 50%
prosumers. Unlike the first scenario, however, the reduction achieved by the
district with 10% prosumers is very low.
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Scenario 3: Figure 4(c) shows the average reduction for the case in which both
substation and prosumers are equipped with storage. Like in the previous two
scenarios, the highest peak reduction is achieved by the district containing 50%
prosumers. Such reduction is also around 0.17 kWh and is approximately equiv-
alent to 50% of the original consumption. The reduction achieved by the district
with 10% prosumers is again moderate compared to the first scenario but slightly
higher than in the second scenario. This result may suggest that placing storage
at both substation’s and prosumers’ facilities can lead to better reduction in
grey energy consumption.

To achieve the reductions presented in the previous scenarios, nonetheless,
one must be aware of not only using load shifting for consumers and prosumers
but also providing storage capabilities to (either) substation and (or) prosumers.
The performance of both load shifting and storage is presented in the following
sections, i.e. Sects. 4.4 and 4.5 respectively.

4.4 Storage

To determine how much green energy can be stored after prosumers cover their
own needs, we measure the average state of charge (SOC) for both prosumers and
substation. The SOC value indicates the percentage of charge of substation’s and
prosumers’ batteries, i.e. how full batteries are, where 0% = empty and 100% =
full. Similar to the previous section, we present results for the three described
scenarios.

Scenario 1: Figure 5(a) shows the average SOC per prosumer when the sub-
station is not equipped with storage, i.e. prosumers are the only ones capable of
storing excess of energy. The figure depicts three lines, one per each setting, i.e.
districts containing 10%, 30% and 50% of prosumers. As previously described,
the capacity of the batteries can be from 4 kWh to 7 kWh.

As it can be observed, batteries constantly charge and discharge their energy
to meet energy demand. Discharge usually starts around late afternoon (the
hours when green energy production decreases), whereas charge starts before
noon. Furthermore, discharge provides green energy to be consumed at night
time as observed in Fig. 2(a). Batteries, in this scenario, only reach full charge
during the first day. This aspect should be considered before installing batteries
with big capacity as they may not always be filled, which means a waste of
storage capacity.

Scenario 2: Figure 5(b) shows the SOC of the battery located at the substation
when prosumers are not equipped with storage. As can be seen, when the per-
centage of prosumers is 10% the battery cannot be charged as all the excess of
energy is used by consumers and prosumers. Combined with the low reduction in
consumption (see Fig. 4(b)), this may indicate that retailers should only consider
adding storage to substations for districts with more than 10% prosumers. In
this way, although moderate, the SOC increases as the percentage of prosumers
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(a) Average SOC per prosumer when storage is only available for pro-
sumers.
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(b) Substation’s SOC when storage is only available for substation.

Fig. 5. Average state of charge (SOC) per prosumer for different percentage of pro-
sumers. 0% = empty and 100% = full.

also increases since there is more excess of green energy during daytime hours,
which helps to reduce energy consumption as seen in the previous section.

Scenario 3: Figure 6 shows the SOC for both prosumers’ batteries as well as
substation’s battery. Figure 6(a) shows the average SOC per prosumer, which
increases during daytime hours and decreases during the evening due to dis-
charges to satisfy energy demand. Unlike in Fig. 5(a), batteries reach higher SOC
as storage is also available at the substation. In this way, when green energy is
not available, prosumers can withdraw energy from substation’s storage without
discharging their own batteries.

Figure 6(b) shows the substation’s SOC, which is similar to Fig. 5(b) since
the substation’s battery can only be charge when the percentage of prosumers is
above 10%. The overall SOC for the districts containing 30% and 50% prosumers,
however, are slightly lower than in Fig. 5(b).

Based on these results, we can discuss two relevant findings. First of all, drops
in production (as during the second day) will not allow batteries to be completely
filled as they will have to provide green energy at night time. Moreover, since
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(a) Average SOC per prosumer when storage is available for both pro-
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(b) Substation’s SOC when storage is available for both prosumers and
substation.

Fig. 6. Average state of charge (SOC) per prosumer for different percentage of pro-
sumers. 0% = empty and 100% = full.

green energy is also scarce due to production drops, more loads would be shifted,
which forces batteries to provide energy when the associated time slots expire.

Second, load shifting could help to fill batteries as initial consumption can
be delayed, which may give time to store green energy. For instance, contrasting
scenario 1 and scenario 3, the average SOC during the first day in Fig. 5(a) is
higher than during the first day in Fig. 6(a) since there are loads being shifted
in scenario 1 as seen in Fig. 7(a). Therefore, it is important to note that since
load shifting directly impacts on the charge and discharge of batteries, an opti-
mal planning of storage capacity that takes into account load shifting is also
required. Such planning will allow to efficiently use storage (i.e. no waste of
capacity) and provide more flexibility for load shifting. Nonetheless, it is clear
that storage helps to meet both original and shifted demands. The performance
of load shifting is presented in the next section.
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4.5 Load Shiftting

Although load shifting aims to curtail energy demand by delaying the start of
controllable devices (e.g. washing machines, dish washers and tumble dryers),
the delay cannot last for more than three hours, i.e. up to 12 time slots [10].
In this way, our mechanism allows to shift chunks of energy consumption whose
dimensions are time and power (watts). Shifted chunks have a time length of 2
to 12 time slots and a power given by the amount of demand being curtailed
(i.e. 20% to 30% of the overall consumption). Moreover, regardless of the amount
of demand being delayed, a shifted load is always re-started either when green
energy becomes available or before the end of its time slot, so they are never
delayed more than three hours (12 time slots). In this way, when the chunks of
all consumers and prosumers are aggregated, they can provide a considerable
amount of curtailment per slot as depicted in Fig. 7. The following paragraphs
present and describe the results per each scenario.

Scenario 1: Figure 7(a) shows the total demand being curtailed per time slot
for three districts composed of 10%, 30% and 50% prosumers respectively. The
highest amount of curtailment is observed in districts with low percentage of
prosumers, i.e. 10% and 30%. The reason is that since green energy is scarce, i.e.
prices for green energy go up (see also Sect. 4.6), consumers and prosumers try
to shift more loads. Furthermore, as can be seen, it is possible to curtail up to
2 kWh within a single time slot, e.g. before third day’s noon.

Scenario 2: Figure 7(b) shows the the total demand being curtailed when stor-
age is located only at the substation. Unlike in the previous scenario, the highest
amount of curtailment is lower than 2 kWh. Prosumers and consumers, as in
the previous scenario, start delaying loads once the price for green energy also
increases (e.g. see Fig. 8(b)).

Scenario 3: Figure 7(c) shows the total demand being curtailed when both sub-
station and prosumers have storage. Unlike the previous two scenarios, there are
not loads being shifted during the first day since green energy can be obtained
from either the prosumers’s batteries or the substation’s battery. Moreover,
because of the same reason (storage available for prosumers and substation),
the highest amount of curtailment is also lower than in the previous scenarios.
Similar to the previous scenarios, however, the districts with lower percentage
of prosumers tend to delay more loads as green energy is scarce.

4.6 Energy Prices

As not only energy-related measures are important to understand smart grids,
but also economic aspects, we have also analysed the price behaviour of both
green and grey energy. As explained in Sect. 3.1, grey energy prices are negoti-
ated between the substation and both consumers and prosumers, whereas green
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(a) Total demand being curtailed when storage is only available for pro-
sumers.
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Fig. 7. Total demand being curtailed per slot over seven days.
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energy prices come from a continuous double auction in which the participants
are prosumers and consumers (see Sect. 3.1). The analysis of energy prices pro-
vides an idea about the expected profits or losses in a given energy market.
Besides presenting results for the three described scenarios, we present results
for an extra scenario in which storage is not available at all. The main motivation
is to show the economic effect of adding storage capacity to the grid.
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Fig. 8. Grey and green energy prices during a whole week for different percentage of
prosumers.

Scenario 1: Figure 8(a) shows the behaviour of grey and green energy prices
when prosumers are the only ones with storage capabilities. On the one hand, the
price for green energy shows a clear pattern, the more prosumers in a district,
the cheaper the price. For instance, the price for green energy when the dis-
trict contains 50% of prosumers is almost 0.12 Euro after the first day, whereas
the price when the district has 10% prosumers is around 0.16 Euro. Moreover,
regardless of the percentage of prosumers, green prices start relatively high and
fall as green energy becomes abundant.

On the other hand, as an attempt to discourage the use of grey energy, the
substation increases and decreases the price of grey energy based on whether
green energy is abundant or not (see also Sect. 3.1). When abundant, the price
for grey energy goes down. Otherwise, the price goes up. Consequently, as seen
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in Fig. 8(a), the grey energy price follows the overall behaviour of green energy
prices. It drops when green energy prices drop and increases otherwise, which is
the kind of behaviour we want to promote as consumers may be less willing to
withdraw energy during those periods.

Scenario 2: Figure 8(b) shows the energy prices when only the substation is
equipped with storage. Although the overall behaviour is similar to previous
scenarios (the more prosumers, the lower the price for green energy), the price
for green energy reaches its lowest point when the percentage of prosumers is
50%, i.e. the price for green energy after the fifth day is lower than 0.12 Euro.
The overall prices when there are 10% prosumers are, however, slightly higher
than in the previous scenario.

Scenario 3: Figure 9(a) shows the prices for energy when both prosumers and
substation are equipped with storage. Like in the previous scenarios, the prices
for green energy are lower in districts with higher percentages of prosumers.
Moreover, once again, the price for green energy after the fifth day is lower than
0.12 Euro.
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Fig. 9. Grey and green energy prices during a whole week for different percentage of
prosumers.
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Scenario 4: Finally, we have also analysed the behaviour of green and grey
energy prices when no storage capabilities are used. Figure 9(b) shows the behav-
iour of both prices. Although the overall behaviour is similar to the previous
scenarios, there is an interesting phenomenon since the prices for green energy
are slightly higher, which may suggest that storage helps to keep the price of
green energy low.

Even though this phenomenon requires a more elaborate analysis, retailers
as well as prosumers should acknowledge this when investing in storage since
they could directly influence energy prices, which may potentially offer a good
return on investment. In this way, retailers could try to keep profitable prices,
whereas prosumers may try to ensure low prices when buying and high prices
when selling energy. Moreover, the impact of storage on energy prices has been
observed before [18].

5 Conclusions and Future Work

We use a multi-agent system to analyse the impact of load shifting and stor-
age to reduce grey energy demand. Likewise, we describe an electricity system
composed of a physical subsystem that provides the overall smart grid infrastruc-
ture (e.g. energy consumption and production, storage, and load shifting) and
a commodity subsystem that support markets for green and grey energy. Green
energy is traded using NRGcoins under the NRG-X-Change mechanism, whereas
grey energy is traded in Euro via a bi-directional negotiation between an energy
retailer and users of energy, i.e. consumers and prosumers.

We present results for three main scenarios in which there are different per-
centages of prosumers and storage is placed at different locations. Within the
first two scenarios, storage is only available for either prosumers (scenario 1)
or substation (scenario 2), whereas in the last scenario we allow storage to be
allocated at both prosumers’ and substation’s facilities. The results show that
reductions in grey energy consumption are possible not only for current renew-
ables penetration rates (i.e. up to 15% reduction when prosumers are 10% in
a district) but also for future scenarios in which the penetration of renewables
will increase (i.e. up to 50% reduction when prosumers are 50% in a district).
Furthermore, such reductions are mainly possible by combining load shifting an
storage.

Regarding economic issues, prosumers, DSOs and retailers must be aware
of the impact of storage and load shifting. DSOs and retailers must carefully
consider investments in batteries at their facilities since when a considerable
amount of prosumers is equipped with batteries, such investment may not be
beneficial. In contrast, prosumers and consumers benefit from installing storage
capacity as it will ultimately lower their electricity bill. Lastly, both DSOs and
retailers should develop suitable demand response programs to incentivise load
shifting, which may help them to better balance their customer portfolio and
save in operational costs.
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In this vein, our future work will focus on applying better strategies to opti-
mise the use of load shifting and storage. We envision, for instance, the use
of cooperative and coordinated ways to charge and discharge batteries, which
can be applied to not only cope with demand but also influence energy prices.
Likewise, load shifting can be coordinated among prosumers and consumers. In
addition, we also want to improve the NRGcoin and NRG-X-Change concepts
since they could potentially offer better economic incentives to stakeholders while
promoting energy balancing within microgrids.

To conclude, our main message is that to reduce grey energy consumption
while improving the integration of renewables, combination of storage and load
shifting programs is worth exploring for economic and environmental reasons [14].
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20. Razo-Zapata, I.S., Mihaylov, M., Nowé, A.: Integration of load shifting and storage
to reduce gray energy demand. In: Proceedings of the 5th International Conference
on Smart Cities and Green ICT Systems, pp. 154–165 (2016)

21. Rickerson, W., Couture, T., Barbose, G.L., Jacobs, D., Parkinson, G., Chessin,
E., Belden, A., Wilson, H., Barrett, H.: Residential prosumers: drivers and pol-
icy options (re-prosumers). Technical report, International Energy Agency (IEA),
06/2014 (2014)

22. Big Room and World Resources Institute: Global ecolabel monitor 2010: towards
transparency (2010). http://www.ecolabelindex.com/downloads/Global Ecolabel
Monitor2010.pdf. Accessed 23 Sept 2015

23. Schuler, R.: The smart grid: a bridge between emerging technologies society and
the environment. Bridge 40(1), 42–49 (2010)

24. Shoham, Y., Leyton-Brown, K.: Multiagent Systems: Algorithmic, Game-
Theoretic, and Logical Foundations. Cambridge University Press, Cambridge
(2008)

25. Siano, P.: Demand response and smart grids–a survey. Renew. Sustain. Energy
Rev. 30, 461–478 (2014)

26. Socomec: Socomec energy storage (2016). http://www.socomec.com/energy-
storage en.html. Accessed 11 July 2016

27. Tesla: Powerpack (2016). https://www.teslamotors.com/powerpack. Accessed 11
July 2016

28. Tesla: Powerwall (2016). https://www.teslamotors.com/powerwall. Accessed 11
July 2016

http://www.ecolabelindex.com/downloads/Global_Ecolabel_Monitor2010.pdf
http://www.ecolabelindex.com/downloads/Global_Ecolabel_Monitor2010.pdf
http://www.socomec.com/energy-storage_en.html
http://www.socomec.com/energy-storage_en.html
https://www.teslamotors.com/powerpack
https://www.teslamotors.com/powerwall


48 I.S. Razo-Zapata et al.

29. van Werven, M.J.N., Scheepers, M.J.J.: The changing role of energy suppliers and
distribution system operators in the deployment of distributed generation in liber-
alised electricity markets. Technical report, ECN-C-05-048, ECN (2005)

30. VEA: Vlaams energieagentschap - rapport 2013/2 (2014). http://www2.
vlaanderen.be/economie/energiesparen/milieuvriendelijkemonitoring evaluatie/
2013/20130628Rapport2013 2-Deel2Actualisatie-OT Bf.pdf. Accessed 23 Sept
2015

31. Vytelingum, P., Cliff, D., Jennings, N.R.: Strategic bidding in continuous double
auctions. Artif. Intell. 172(14), 1700–1729 (2008)

32. Wang, Z., Wang, L.: Adaptive negotiation agent for facilitating bi-directional
energy trading between smart building and utility grid. IEEE Trans. Smart Grid
4(2), 702–710 (2013)

http://www2.vlaanderen.be/economie/energiesparen/milieuvriendelijkemonitoring_evaluatie/2013/20130628Rapport2013_2-Deel2Actualisatie-OT_Bf.pdf
http://www2.vlaanderen.be/economie/energiesparen/milieuvriendelijkemonitoring_evaluatie/2013/20130628Rapport2013_2-Deel2Actualisatie-OT_Bf.pdf
http://www2.vlaanderen.be/economie/energiesparen/milieuvriendelijkemonitoring_evaluatie/2013/20130628Rapport2013_2-Deel2Actualisatie-OT_Bf.pdf


Enhancing User Comfort in Demand Response
Solutions for Water Heaters:

User-Centric Hot Water Management

Alexander Belov(B), Alexandr Vasenev,
Nirvana Meratnia, and Paul J.M. Havinga

University of Twente, Enschede, The Netherlands
{a.belov,a.vasenev,n.meratnia,p.j.m.havinga}@utwente.nl

Abstract. Demand Response (DR) solutions for tank electric water
heaters (WHs) let residential consumers benefit financially, however, a
negative impact of DR on personal comfort may force users to reject
them. To facilitate DR implementation in practice, there is a need to con-
sider the end-user’s comfort. Typically, DR for WHs concerns only the
user satisfaction with a variable water temperature. This paper extends
the conventional control by considering the tap water flow as a variable
during water activities. The main contributions of this paper are (i) a
model to relate user comfort with the tap water flow rate, (ii) the control
mechanism consisting of the pre-heating control and the flow control to
maintain the user comfort. Simulations demonstrate that the proposed
control coupled with the suggested user interface can inform about avail-
able trade-offs between energy consumption and comfort, and thus can
help the user to rationally save energy for water heating.

Keywords: Demand side management · Demand response · Comfort
modeling · Tank water heaters · User interface

1 Introduction

Demand Response (DR) as an integral part of Demand Side Management can be
identified as a set of initiatives “designed to induce lower electricity use at times
of high wholesale market prices or when system reliability is jeopardized” [9].
DR is recognized by the European Commission as an important instrument to
enhance energy efficiency and stability of the electrical grid [13].

Improving energy efficiency is impossible without considering residential
users involved in the demand response. Final consumption in the residential sec-
tor accounted for 26.65% of the total energy consumption in the EU-27 in the
year 2010 and continued growing as reported by Eurostat [34]. Therefore, reduc-
tion of energy consumption in the residential sector can significantly contribute
to decrease of the Union’s energy dependency and carbon-dioxide emissions [12].

The adoption of DR programs balances how users perceive possible benefits
and shortcomings. By implementing DR, small residential consumers can gain
c© Springer International Publishing AG 2017
M. Helfert et al. (Eds.): SMARTGREENS 2016 and VEHITS 2016, CCIS 738, pp. 49–74, 2017.
DOI: 10.1007/978-3-319-63712-9 3
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numerous benefits such as reduction of outages, more transparent and frequent
billing information, participation in the electricity market via aggregators, as well
as energy and financial savings [20]. Notwithstanding, there is still a significant
level of consumer resistance to participating in DR projects, mainly because
consumers are afraid of losing control of devices in their own household and are
sceptical about new electricity rates [32]. Consumers’ concerns and uncertainties
create a barrier for the wide-scale uptake of DR solutions, which in turn decreases
the overall profitability of DR measures [41].

The need for involving consumers in sustainable consumption has been high-
lighted by the EC Task Force for Smart Grids by stating that “the engagement
and education of the consumer is a key task in the process as there will be
fundamental changes to the energy retail market” [19]. The European Com-
munication on smart grids underlines the importance of consumer awareness
by stating that “developing smart grids in a competitive retail market should
encourage consumers to change behavior, become more active and adapt to new
‘smart’ energy consumption patterns” [8].

Consumers can modify their energy consumption habits based on direct feed-
back about their energy usage and based on estimates for energy costs [11]. To
be of use, this information should be provided in a timely manner and in an
easily understandable format [13]. Typically, the task of informing users is han-
dled by means of various user interfaces (UIs) integrated into automated home
DR solutions for, among others, room heating, air-conditioning, water heating
systems, and other electric loads [21,28,31]. Several off-the-shelf solutions for
UIs are available in the market today [23,33].

A number of projects [22,25,37,39] are now focusing on consumer engage-
ment in DR. For example in the EcoGrid EU project, consumers armed with
demand response-equipped devices and intelligent controllers can react to real-
time price signals [25]. The Ewz-Studie Smart Metering project aims to assess
consumer response to different DRs through use of tools such as in-home dis-
plays, expert advice, social competition and social comparison [1]. Other projects
like Consumer to Grid project intend to measure the behavioral change induced
by various feedback mechanisms such as monthly bills, website, smart phone
APPs and ad-hoc feedback gadget [22].

Despite all these tools, ready-to-deploy products, and projects, the expressed
European view on energy saving schemes indicates the need for further in-depth
consideration of improving energy utilization in individual households. Essen-
tially, this concerns how to improve the efficiency of energy usage and how to
communicate the related information with the consumer.

1.1 Modeling User Comfort for Domestic Water Heaters

This paper concentrates on the specific problem of “how to improve the effi-
ciency of energy consumption of a domestic electric storage-tank water heater
(WH) with respect to user comfort and how to enhance consumers’ awareness
about their electricity expenses for water heating?”. The case of domestic water
heaters is particularly relevant to the residential energy consumption because
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they make up more than two thirds of the total household consumption together
with room heaters and air conditioners in European countries [7]. Furthermore,
since tank water heating units are still present in a prevailing number of
European households and because of their capability to store thermal energy,
they serve as a good example of a household loads with flexibility to shift their
energy consumption to the off-peak energy demand hours or to periods when
electricity prices are low.

Previously, a number of approaches (e.g. [4,14,17,35,40]) have been sug-
gested to account for user comfort with respect to WHs in order to minimize
comfort disruptions and hence to increase attractivness of these DR solutions to
the customers. Majority of these works deal with the thermal discomfort caused
by uncomfortable tap water temperature. They assume that the tap flow rate is
fixed during the entire water usage and is pre-determined by the user.

However, additional savings can be achieved by investigating opportunities
to reduce the tap flow rate. Modern water efficient faucets can save water during
tasks performed in running water by limiting the flow rate [2] or by interrupting
the water flow when it is not needed [10,42], which in turn reduce the water
heater’s demand and lead to energy savings.

This paper argues in favor of relaxing the assumption about the fixed tap
flow that can open up opportunities for additional electricity savings. A loosely-
defined flow rate, suggested by the user and related to the user comfort model,
can be subject of sophisticated control. Additionally, by carefully examining the
amount of tap hot water withdrawn, the intentions to save energy and water
usage can be united. As these objectives are highly relevant for the green energy
paradigm, this approach can support smoother transition towards green energy
solutions.

In our view, three aspects should be considered to enable efficient utilization
of both water and energy for water heating. Firstly, a model should be developed
to accurately account for relations between tap water flow rate and user comfort.
Secondly, a mechanism to control the WH for this model should be developed.
Finally, information about the control possibilities and their impact on energy
consumption for water heating and user satisfaction with the tap flow rate should
be represented to a user by means of a clear and understandable user interface.
Together, these topics highlight multiple intricate interrelations between energy
and water savings, user comfort, and possibilities for user control of water events.

Previously, we suggested a system built around the water activity (WA) con-
cept where a WA performed by a user has parameters such as a start-up time,
duration, the tap water temperature and tap water flow rate [3]. In this paper
we extend the user comfort model, that has previously accounted only for a user
satisfaction with water temperature [4], and introduce a new flow-based discom-
fort metric. This paper also suggests the way to organize an interface to visualize
interrelations between energy, tap flow rate, and user comfort to the end-user.

Therefore, this paper presents four main contributions: (1) a simple approach
to obtain estimates of the day-ahead WAs based on the water temperature inside
the tank; (2) a comfort model that can link energy consumption for water heating
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to personal tap flow rate comfort and show their effect on one another, (3) a
control mechanism that incorporates the comfort model and consists of two
elements significant for provision of the desired tap flow rate and temperature,
and (4) an interface via wich the user can interact with the proposed control.

The rest of the paper is organized as follows. Section 2 discusses the existing
connection between the tank water temperature and hot water usage as well as
our initial considerations on two types of control to support the scenario in which
an end-user requests the fixed tap water temperature. The modeling of different
components of a domestic hot water system together with the existing model
of the user flow comfort are presented in Sect. 3. Section 4 outlines introductory
steps to design of an interface with the user. In Sect. 5 we present the possibility
for a day-ahead forecast based on the statistical estimations of the tank water
temperature and apply a multi-objective optimization to unfold an explicit rela-
tion between electricity expenses for water heating and user flow comfort. Role
of the user interface and suggestions for its implementation are presented in
Sect. 6. Section 7 evaluates a naive approach to estimate day-ahead hot water
usage activities, exhibits and discusses the simulation results for the selected
water activities. In Sect. 8 we present the potential direction for improvement of
statistical estimates of day-ahead WAs. Some directions for the future work are
outlined in Sect. 9 and our conclusions are summarized in Sect. 10.

2 Preliminary Discussion

The main focus of this paper is on improvement of energy utilization in a domes-
tic WH by means of a control mechanism that treats the tap flow rate as a
controllable parameter.

We first discuss in-brief the specifics of domestic hot water consumption
concentrating on the scenario of a single-person apartment. Further we highlight
the possibilities to enable better energy utilization for water heating.

2.1 Domestic Hot Water Usage

Let us consider a simplified, yet realistic, scenario of a single-person apartment
wherein WAs can take place without overlapping in time. The graphs shown in
Fig. 1 represent daily hot water usage profiles, retrieved by means of the Load
Profile Generator (LPG) software [36] and mapped against the WH’s tank water
temperature curve.

As it can be seen from the graphs, intra-day water events have a random
and sporadic character. In working days, the person tends to consume hot water
preferably in the morning and evening. Weekends demonstrate a peculiar over-
day hot water usage. Even though water consumption patterns have, in general,
very distinctive signatures in the above two plots, the both typical days exhibit
some similarities, as for instance the night periods without hot water demand.
These night periods are well aligned to each other with some degree of toler-
ance and followed by a morning hot water usage. One can notice that the WA
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Fig. 1. Hot water usage under considered scenario (a) Typical working day, (b) Typical
weekend day.

performed by the user the first in the morning causes a rapid drop of the temper-
ature inside the hot water tank. Noteworthy is that the drop of thermal energy
inside the tank can be caused by the heat losses to the environment and by
the hot water demand, however, the latter factor has much stronger impact on
the heat discharge. Hereby, we can conclude that heat losses to the ambient are
neglectfully small compared with the heat discharge due to WAs that causes an
intense decrease of the tank water temperature [17].

Another important point to mention is the dynamic nature of domestic hot
water consumption. From the daily life experience one can note that the tap
is frequently opened and closed on demand. Intensive water demand can follow
short water events and vice versa, making the tank hot water temperature drop
down to uncomfortable levels. Consider the intensive hot water usage that took
place in the morning period in Fig. 1(b). Multiple consecutive WAs causes the
tank temperature decrease to around 35 ◦C which signifies that any subsequent
user’s request for the hot water temperature beyond this level cannot be handled
by the WH, and the user will naturally experience uncomfortable temperature.

In view of the properties of the daily hot water consumption patterns, we
argue the necessity of analyzing the daily hot water consumption patterns and
providing the measures to alleviate the impact on the user, on the one hand, and
to moderate electric consumption for water heating accordingly, on the other.

2.2 WH Pre-heating Procedure

To maintain the tap water temperature at the requested level, there might be a
need to pre-store additional heat in the WH during the night period, taking into
account the constraint for the maximum tank water temperature [24] dictated by
safety reasons and the hot water demand in the upcoming morning period. The
pre-preheating procedure for household WHs in deregulated energy markets has
been proposed by [30]. In contrary to [30], we concentrate on the user comfort
issues that might arise due to the regular operation of conventional WHs and
specifics of hot water consumption patterns, rather than aiming at purely mone-
tary gains that can deliver such pre-heating. In other words, we speculate about
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the applicability of this generic approach to ensure the sufficient amount of heat
in the WH to undo the potential negative impact on user comfort. Moreover,
we impose even stricter requirements for user comfort asking for the fixed tap
water temperature during a single WA. In other words, this paper focuses on
the scenario where a user desires the stable temperature out of the tap during
the entire WA.

2.3 Flow Rate Control

As mentioned earlier, this paper concentrates on the scenario of hot water usage
where tap water is supplied at the fixed temperature. Significantly, during WAs
the water temperature naturally goes down in WHs, leading to a decrease of the
tap water temperature. It happens because of (i) the cold water inflow in the
tank that creates the pressure in a hot water system to deliver hot water to the
tap and (ii) the insufficient power of electric heating elements that cannot cope
with the rapid temperature drop of the mixed cold and hot water in the tank.

Normally, the preferred tap water temperature and tap flow rate are manually
set by a user, operating the tap mixer. Unlike the common practice, in this paper
we consider that only the tap water temperature is manually set by the user,
while the outflow from the tap is treated as a control variable to fulfill the
user request for the fixed temperature. More precisely, the fixed temperature
can be ensured by controlling the proportion of hot and cold water flows in the
mixing device that can be simply expressed as hot water inflow

cold water inflow . The analysis of this
ratio done in our previous studies [5] highlights the possibility to maintain the
user request for the fixed temperature by progressively increasing the hot water
inflow, while gradually lowering the cold water inflow in the mixer throughout
the WA.

Figure 2(a) shows a case when a user is willing to get tap water at 45 ◦C.
To keep the tap water temperature at the desired level, the flow controller can
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Fig. 2. (a) Flow control, (b) Considered hot water system.
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adjust hot and cold water flows in a step-wise manner. From mathematical point
of view, the flow control represents the dynamic programming (DP) optimization
problem where at every step the solver attempts to find the best combination
of the blending hot and cold water flows to minimize the difference between the
user desired fixed tap water temperature and the one that is actually provided
from the tap.

3 Modeling Hot Water Supply

This section introduces important concepts for modeling the WH operation and
end-user comfort to be used in subsequent sections of the paper.

3.1 Water Heater Operation

Most of household electric storage-tank water heaters (WHs) operate in a cyclic
manner. This means that the heating elements of a WH are continuously turned
on and off to maintain the temperature inside the tank within some tempera-
ture deadband. More specifically, the WH remains on, if its internal temper-
ature is below the upper setpoint temperature. When the upper setpoint is
reached, the heating elements are shut down till the temperature in the tank
drops below the lower setpoint. There is extensive literature on modeling WHs,
see for instance [16,27,29]. Contrary to those, in this paper we consider a small-
sized WH assuming that entire water in the tank is at the same temperature,
i.e. non-stratified. In this regard, we adopt the following thermodynamic model
of the well-mixed WH described in [15]:

MC
dT

dt
= Pe + Pcw − Phw − Ploss, (1)

where M is the water mass in the tank, C is specific temperature of water, Pe

is the thermal power supplied by the heating elements, Pcw and Phw are cold
water inflow and hot water outflow of the tank, and Ploss is the heat losses to
the ambient.

The mentioned components of the model are indicated in Fig. 2(b).
Energy and mass balance in the mixing device can be expressed as:{

Pd = Phw + Pcw2;
ṁd = ṁ + ṁcw;

(2)

where Pd is the tap water thermal power demanded by the user, Phw is the power
flow from the tank, Pcw2 is cold water from the main controller, and ṁd, ṁ, ṁcw

are the demanded, hot and cold water mass flow rates, respectively.
As discussed in Sect. 2.3, the proportion of the hot and cold water inflows can

be tuned in the tap mixer to establish the user-desired water temperature. This
proportion determines how fast the temperature in the tank T (t) will fall during
the water activity (WA). (2) expresses that the ratio between the hot water and
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cold water flow rates in the mixer bind together the temperature inside the tank
T (t), the demanded temperature Td(t), and the cold water temperature Tcw at
every moment of time:

k(t) =
ṁ(t)

ṁcw(t)
=

Td(t) − Tcw

T (t) − Td(t)
. (3)

3.2 Comfortable Tap Flow Rate

It follows from the governing equation of the flow control (3) that the flows ṁ(t)
and ṁcw(t) are altered over time. Noticing that ṁ(t) + ṁcw(t) = ṁd(t), one can
conclude that the tap flow rate can change too and thus can possibly reach the
values inconvenient for the user. Therefore, the idea of the flow-adjustable hot
water supply with the fixed tap water temperature calls for a careful considera-
tion of impacts on user comfort.

The concept of the flow rate comfort introduced previously in [5] can be
illustrated by the following example. Let us consider a person who wants to take
a 7-minute shower at the fixed water temperature of 45 ◦C. The flow control
algorithm can return multiple solutions to this control problem, each of which
resulting in a different water flow from the shower head. Two of these solutions
are shown in Fig. 3(a).
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Fig. 3. Flow rate discomfort.

As it can be seen from Fig. 3(a), both control solutions lead to the tap water
flows uncomfortable for the user. In fact, the user can experience distinct dissat-
isfaction at every step of control which is caused by the mismatch between the
currently provided flow and the flow rate desired by the user (10 [L/min]). To
quantify the user inconvenience of having unsatisfactory flow rate for the entire
WA, we take instantaneous flow deflections over time as illustrated in Fig. 3(b).
Furthermore, we suppose that the time during which the user experiences the
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undesirable flow is significant for the WA accomplishment. This means that if
the duration of discomfort is short enough, the user might still proceed with the
WA. Otherwise the user might refuse to continue. Noteworthy, such flow varia-
tion considered over time can also indicate the amount of overused/undelivered
liters of water. This can be crucial in some scenarios, for example, in filling a
bath. To this end, we accumulate all instantaneous deviations of the supplied
water flow over the entire duration of a WA. The resulting flow rate discomfort
can be then described by the following metric:

Aṁd
=

N∑
i=1

|ṁexp, i − ṁd, i|Δt, (4)

where N is the number of control steps, ṁexp, i is the desired flow rate at i-th
step, ṁd, i is the tap water flow provided at step i, and Δt is the size of the
control step.

To handle the fixed Td(t) and Aṁd
at levels acceptable to the user the flow

control at every step seeks optimal combinations of {Ti, ṁi, ṁcw,i},∀i ∈ N , where
Ti is the tank temperature at the beginning of step i and N is the total number
of control steps.

3.3 Effect on Thermal Comfort

Apart from the uncomfortable flow rate, the user can also experience a drop
of tap water temperature within every step of the flow control as illustrated
for a single step in Fig. 4(a). Noticeably, different people typically have different
tolerance to cold and hot water due to individual skin sensitivity [38]. To estimate
the levels of thermal discomfort the user can experience during the flow control,
we employ the thermal comfort model presented earlier in [4].

(a) (b)

Fig. 4. (a) Effect on thermal comfort during flow control, (b) HWMS components (no
arrow shows bi-directional links).
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4 Hot Water Management System (HWMS)

Pre-storing of heat in the tank can be initiated by means of the HWMS that has
an appropriate knowledge about the expected WAs, i.e. user comfort requests
and their timing, and is able to inform the user about the options corresponding
to different levels of comfort to provide hot water service for the following day.

More specifically, based on a day-ahead forecast of WAs with the calibrated
granularity (small hot water events might be aggregated in bigger groups) the
system can trace the future temperature inside the WH, i.e. its state of charge
(SoC). If the SoC of the WH at the beginning of predicted water usage is insuf-
ficient to suit the known user comfort request, the system will compute the need
to pre-store some heat in order to maintain user comfort at the desired level that
is known in advance either through user input or via machine learning.

Since in reality the user might wish to change his comfort preferences (for
instance, a user may want to sacrifice some comfort in favor of lowered elec-
tricity bill) the acknowledgement from the user is of utmost necessity. Thus,
HWMS should be capable to notify the user about the predicted WAs through
the user interface. Such message can contain different options to provide the
hot water service to the user mapped against the corresponding levels of energy
consumption.

Figure 4(b) that illustrates the main components of the proposed HWMS such
as the main controller includes component ‘GUI’, database controller ‘Ctrlr. DB’
that stores all user preferences and optimization results, prediction module that
builds a day-ahead forecast of WAs and the ‘Scheduler’ that based on the forecast
computes the outcomes of the pre-heating control and the flow control and sends
the solutions to the ‘Setpoint Manager’ and the ‘Smart Tap’ nodes. While the
‘Setpoint Manager’ is responsible for tracking the tank water temperature on the
intra-day time scale and executing the pre-heating control solutions, the ‘Smart
Tap’ module performs the flow control during the actual water usage to maintain
the fixed tap water temperature. The ‘Setpoint Manager’, which has an interface
with the thermostat, plays a central role in balancing user comfort with electric
consumption for water heating.

The user can communicate with the HWMS through the ‘GUI’ component
that can be realized on diverse user gadgets and digital display. The ‘GUI’
serves three main purposes (a) to collect the needed for the ‘Scheduler’ com-
fort related information from the user, (b) to represent control options (energy-
comfort trade-offs) found by the Scheduler, and (c) to obtain the user feedback
about the offered options. Once the user has acknowledged one of the offered
options, the HWMS tracks the real tank water temperature on the intra-day
timescale, then based on the new observations the system re-forecasts future
WAs and corrects the estimates for the required SoCs at the beginning of each
WA as well as the optimal start-up times for the pre-heating procedures. The
steering signals from the ‘Scheduler’ are fed to the setpoint control manager to
change the thermostat current setpoint temperature setting to start/stop heating
as well as to the ‘Smart Tap’ to adjust the flow ratio specified in (3).
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At every step of the flow control during WAs the HWMS withdraws a small
portion of hot water from the tank and mixes it with cold water to achieve the
wanted fixed tap water temperature. Obviously the stronger is the hot flow rate
at every step, the (potentially) higher is the tap water temperature. However, a
strong step-increase of the hot flow can lead to a rapid WH discharge and thereby
to violation of the user-desired fixed tap water temperature requirement. There-
fore, additional heat should be pre-stored by means of the pre-heating control.
Having a relationship between the flow rate comfort and electric consumption for
pre-heating the user can estimate the consequences of current comfort settings
on energy consumption, i.e. the user can perform energy-comfort balancing.

5 Uniting Water Pre-heating and Flow Rate Control

Let us elaborate on how the water pre-heating procedure outlined in Sect. 2.2 and
the flow rate control discussed in Sect. 2.3 can communicate to enable balancing
of energy consumption of the WH with diverse comfort requests of an end-
user, i.e. energy-comfort balancing. First and foremost, in order to make the
pre-heating procedure possible we put attention onto the ways to attain the
information about the day-ahead hot water usage.

5.1 Estimation of Day-ahead Hot Water Usage

As it follows from Sect. 2.1, daily hot water usage charts mapped onto the tank
water temperature graphs can give meaningful information about the time inter-
vals characterized by a rapid drop of the tank water temperature and times of
stand-by heat losses where the temperature fall is less intensive. By analyzing
the daily tank temperature fluctuations across the sufficient number of days,
one can retrieve the daily hot water usage patterns, i.e. the typical start and
end times of daily hot water demand, which, in turn, delivers an essential input
for forecasting the daily WAs. WAs can be thought of as instances of hot water
events, i.e. tap is open, water usage and tap is closed, (possibly) aggregated into
bigger entities over time to reach the stationarity of such random time-series.

In this connection, consider the statistics of the tank water temperature from
the 19 working days shown in Fig. 5 under the specified scenario of a single-person
apartment.

As it can be seen from Fig. 5 the standard deviations (STDs) for tank water
temperature during the night period are represented by relatively short intervals,
whereas the morning and evening periods of hot water usage are highly scattered
around their mean values. A higher variation of the tank water temperature
during the mentioned periods is caused by a random nature of WAs happened.
Nonetheless, the first occurrence of hot water usage in the morning and evening
periods followed by periods without WAs, i.e. night time and when a person was
absent (working hours), demonstrate relatively short dispersion of STDs which
points out the possibility to make a prediction of the first WA.
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Fig. 5. Statistics for 19 working days.

One can think of a computer program that based on the statistics of the past
observations of the tank water temperature tracks short STDs, which during the
working days may coincide with the night and working hours as in our data-set,
and returns the time of a day once a sudden increase in STDs is captured. That
program can be executed the by the ‘Predictor’ module of the HWMS shown
Fig. 4(b).

5.2 Water Heater Pre-heating Control

Armed with the day-ahead WA estimates the HWMS can initiate the pre-heating
in advance before a WA will actually take place as illustrated in Fig. 6(a). As it
can be seen in Fig. 6(a), the user might end up with a higher energy consumption
than usual, if the requested comfort level was relatively high.
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Possibilities to pre-heat the WH.

The information about the retrieved statistics and, in particular, about the
first hot water usage that occurs after periods of no-water-usage can be used
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to draw a conclusion with some degree of confidence about the beginning of
the pre-heating procedure. More precisely, it makes it possible to identify the
intervals without hot water usage long enough to fit there the duration of the
pre-heating procedure.

Suppose the first estimated WA would take place at 8:30 AM, then there
might be varied alternatives to heat-up the water to satisfy the user comfort
request, depending on the SoC of the WH at 12:00 AM as illustrated in Fig. 6(b).

In the worst-case scenario, where the WH has been initially filled with cold
water at T (0) = 15 ◦C and the user request corresponds to the WH maximum
allowed temperature equal to 90 ◦C, the pre-heating procedure will take 2.4 h.
However, if the initial SoC of the WH has been the same as the maximum
thermostat set-point temperature, assuming that in the preceding days the WH
had operated regularly, i.e. without the pre-heating control, then the HWMS
will compute another start time for the pre-heating. Importantly, the user might
have a desire to lower the wanted tap water temperature, which, for example, can
comply with the optimal tank water temperature decrease from 90 ◦C to 65 ◦C.
In that case, the HWMS will decide that there is no need for pre-heating, so no
extra electric energy will be wasted. The system should account for that option
and should notify the user about all possible solutions in the range from the
minimum comfort (cold tap water) to the maximum safety allowed temperature
(skin scalding for adults occurs at 60 ◦C after 5 s [43]), whereas the learning
mechanism of the HWMS can shorten this range based on the past user choices.
The tap temperatures inside this range are in conformity with different levels of
electric consumption for water pre-heating.

That is to say, the WH’s tank can be initially at any allowed temperature
depending on the previous history of water usage T (0) ∈ [Tcw, Twh,max]. By solving
the differential equation (1) electric consumption for pre-heating Ee for a single
WA can be expressed as:

Ee = PeΔtpre = αPelog[βf(T (tpre. str), T (tWA))], (5)

where Δtpre is the pre-heating duration; α and β are the coefficients dependent
on engineering parameters of the WH; T (tpre, str) and T (tWA) are the SoCs of
the WH in the beginning of the preheating period and at the start-up of the
estimated WA respectively.

We assume hereinafter that T (tWA) is in the range [Tcw, Twh,max] and no WA
can occur in the period [0, tWA]. To calculate the best time for pre-heating, the
HWMS solves the following system of equations:{

Δtpre = Ee/Pe,

T (tpre, str) = (γ + T (0))eσ(tWA−Δtpre) − γ,
(6)

where Ee is the expression for electric energy from (5); γ and σ are the coefficients
dictated by the engineering parameters of the WH.
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5.3 Comfort-Efficient Flow Rate Control and Updated Flow
Comfort Model

A comfort-efficient flow control should ensure a user preferred fixed tap water
temperature and flow rate comfort. The latter requirement calls for the need to
couple the flow control algorithm with the user flow comfort model. However,
the flow comfort model Aṁd

(t) previously employed by the algorithm and repre-
sented earlier in Sect. 3.2 simply represents the area bounded by the user-desired
tap flow and the actually supplied flow, and thus can result in the same comfort
level for different realizations of the tap flow.

To overcome the above flaw of the model, we update it to account for varia-
tions in user perceptions of the water flow by incorporating the tolerance function
Fṁd

. The tolerance function Fṁd
reflects how deviations of the tap water flow

are important to a person in a specific scenario of water usage. Thus this exten-
sion adds flexibility to the original comfort model and enables to differentiate
between comfort levels of multiple users. We assume that the flow tolerance func-
tion establishes a linear relationship between user dissatisfaction and tap water
flow deflections at any time step i:

Fṁd,i =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 , if ṁd, i ∈ Δṁd, comf;
α1ṁd, i + β1 , if ṁd, i ∈ Δ−

tol;
α2ṁd, i + β2 , if ṁd, i ∈ Δ+

tol;
1 , otherwise;

(7)

where ṁd, i is the tap water flow rate at step i; Δṁd, comf is the range of flows
comfortable for the user; α1 < 0, α2 > 0, β1, β2 are some coefficients; Δ−

tol and
Δ+

tol are lower and upper flow tolerance zones as illustrated in Fig. 7:

Fig. 7. Tolerance function in the form of user discontent.

Then the updated user flow comfort model can be formalized as:

Dṁd
=

N∑
i=1

Fṁd,iAṁd,i, (8)
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where Fṁd,i is the user tolerance level at step i of the flow control; Aṁd,i specifies
the area resulted from the flow ṁd, i deviation from the comfort zone Δṁd, comf

during step i.
An efficient flow control should take care that only the needed amount of

the heat is withdrawn from the WH on the one side, and ensure the user flow
comfort on the other side. The latter requirement calls for need to incorporate
the user flow comfort model into the flow control algorithm. In order to explicitly
incorporate the comfort model into the flow control the relationship between the
user flow comfort and electricity expenses should be found.

5.4 Multi-objective Optimization and Pareto Front

Since our final goal is to unite the pre-heating control with the flow control
to enable user-driven balancing of electricity expenses for water pre-heating and
user comfort, we suggest the following two steps: (i) based on WAs’ estimates for
the day ahead and information about user-wanted fixed tap water temperatures
find SoCs of the WH at the beginning of every WA in the whole range of possible
flow comfort outcomes, (ii) compute start times of the pre-heating control and
electric energy spent for each of the SoCs from step (i).

We apply a multi-objective optimization approach to resolve step (i) of the
above scheme. In general, multi-objective optimization allows to manage multiple
goals to be achieved simultaneously subject to a set of constraints. If achievement
of one goal has a negative impact on attaining another goal, two goals are said to
be conflicting. From mathematical perspective, minimization (or maximization)
of conflicting objective functions leads to a number of optimal solutions that
make up Pareto front [6]. Pareto front is characterized in the way that switch-
ing from one solution to another on the front improves one of the conflicting
objectives and degrades the value of another.

In our case, we consider minimizing energy consumption and maximizing user
flow comfort as two conflicting objectives. Then the problem can be formalized
as follows: ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min[F1] = min
[ NWA∑

j=1

Nj∑
i=1

Ee(ΔT )j,i

]
, (9)

min[F2] = min
[ NWA∑

j=1

Nj∑
i=1

Dṁd
(T, ṁ, ṁcw)j,i

]
, (10)

subject to:

Tcw ≤ Tj,i ≤ Twh, max, (11)
0 ≤ ṁj,i ≤ ṁd, exp,j , (12)

0 ≤ ṁcw, j,i ≤ ṁd, exp,j , (13)

where j is the index of an estimated WA; NWA is the total number of estimated
WAs; i is the index of the flow control step; Nj is the number of the flow control
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steps for the j-th WA; ΔT in (9) refers to temperature increase from Tpre. str, j to
TWA, j as in (5), while in (10) T stays for the tank water temperatures throughout
the j-th WA; ṁd, exp,j is the tap flow rate desired by the user for the j-th WA.

The above problem can be solved by using the SoCs before each j-th WA
Tpre. str, j = Tcw as a reference for Ee(ΔT ) along Nj-steps. Therefore, the term
Ee(ΔT ) in (9) is not a real electric consumption, but rather its maximum esti-
mated value. Actual electricity expenses might be smaller depending on the SoCs
preceding the WAs. The solution is then represented by

∑NWA
j=1 Nj-number of

triples {T ∗
WA, j,i

, ṁ∗
j,i, ṁ

∗
cw, j,i}, where T ∗

WA, j,1
is nothing but the optimal minimum

SoC of the WH before the j-th WA capable to maintain the user-desired fixed
tap water temperature and current value of Dṁd

. A set T ∗
WA, j,1

,∀j ∈ [1, NWA]
for every comfort request in the range [F2,min, F2,max] is in essence the solution
for step (i) of the proposed scheme.

After resolving step (i) one can address step (ii) by pluging the obtained
values of T ∗

WA, j,1
into (6) and (5) to find the start times and actual values of

electric consumption for pre-heating.

6 Interacting with a User

The necessity of attaining Pareto fronts in our case is mainly dictated by two
reasons: (a) its convenience of representing an extensive information about multi-
objective optimization results in a compact form that is abstract enough to hide
unnecessary details from the user; (b) its capability to plainly illustrate a wide
range (possibly infinite) of alternative solutions that the user can accept while
pursuing either of the above goals. This means that the user can observe not only
a single solution that satisfies his current choice but also a variety of other options
that might also influence his actual decision. All in all, it can be assumed that
when the user is provided with multiple trade-offs he can make more conscious
and justified balancing between energy consumption/costs and personal comfort.

In principal, the system starts operating with checking the available comfort
models for the planned activities. If the system starts up freshly or if some of the
user comfort parameters from the previous runs are missing, the HWMS is in the
calibration phase as shown in Fig. 8. In this phase, the Scheduler requests ‘Ctrlr.
DB’ to derive the needed inputs from the user via ‘GUI’ component. The needed
input parameters consist of (a) user comfort preferences for the planned WAs,
and (b) updated WAs schedules. The former inputs can be entered in the form
of user comfort model parameters, though some of them can be automatically
set within the system calibration phase.

As it can be seen in Fig. 8, the important role of the ‘GUI’ is to check the
user feedback about the quality of hot water service provided. The user feedback
feature of the ‘GUI’ is essential for correct provision of hot service with respect
to the user’s comfort choice and the amount of money (s)he is ready to pay for
it. As such in the calibration phase, the ‘GUI’ can initiate a test program that
tends to automatically tune the tap flow rate during the selected WAs, check
the user response, and re-adjust some of the comfort model parameters.
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Fig. 8. System calibration phase.

The HWMS and the flow rate control that it implements delegate to the user
the responsibility for making a decision concerning how realistic and comfortable
the current user flow comfort model is and how much money to pay. Therefore,
at this stage the system is fully user-centric and governed by the user’s choice.
It does not take decisions about how much comfort to provide and at what
expense instead of the user, but it rather works out control actions based on the
information from the user and offers different control alternatives to the user,
assisting him in making a rational comfort-energy choice.

In the system calibration phase the controller utilizes the available user com-
fort model and information about estimated day-ahead WAs’ to provide the
user with a clear energy-comfort balancing mechanism, i.e. Pareto front. Pareto
front is derived by the ‘Scheduler’ component of the HWMS by simultaneously
resolving the objectives min[F1] and min[F2].

7 Performance Evaluation and Validation

Because the designed hot water management system (HWMS) highly relies on
the information about the day-ahead hot water usage, we first of all evaluate
how well are WAs’ estimates extracted from the past observations of the tank
water temperature.

Second, we validate how the multi-objective optimization problem repre-
sented in Eqs. (9)–(13) could attain the connection between the electricity con-
sumption for pre-heating and flow comfort, retrieving Pareto fronts for several
WAs regularly performed at home. The chosen WAs are listed together with
their estimated flow rates and volume values [18,26,44] in Table 1.

We build Pareto fronts for the selected WAs with varied duration aiming to
estimate the maximum and minimum values of the electric consumption and the
resulting flow rate discomfort. The values used in these simulations are listed in
Table 2.
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Table 1. WAs selected for simulations.

WA Volume, [L] Estimated

flow rate,

[L/min]

Flow

range,

[L/min]

Wash Handsa 0.7 . . . 7.5 6 2 . . . 9

Dishwashingb 38 . . . 75 9 6 . . . 25

Showerc 32 . . . 225 15 8 . . . 25
aBath tap, running water.
bKitchen tap, running water.
cMains fed.

Note: There is little statistical data on hot

water usage per activity available. Some of

the missing data per activity is replaced by

data per water source location.

Table 2. Simulations of WAs with dif-
ferent duration

Duration,

[min]

Comf.

flow

range,

[L/min,

L/min]

Flow

tolerance,

[L/min,

L/min]

Temp.

tolerance,

[◦C, ◦C]

0.5 [10,12] [8,12] [40,45]

7

15

We further carry out simulations for 7-minute WAs in distinct ranges of tap
water temperatures and flow rates desired by the user while setting the fixed
lower boundaries for the flow tolerance zones Δ−

tol and Δ+
tol shown in Fig. 9(a).
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Fig. 9. (a) WAs & parameters used for simulations, (b) Estimated day-ahead tank
water temperature.

Since the flow rate discomfort Dṁd
depends on the size of the control step

(term Aṁd,i in Eq. (8)), we also estimate the effect of altering the step size on
Ee(Δtpre) and Dṁd

. In addition, we show how Dṁd
affects the thermal discomfort

DT following the discussion in Sect. 3.3.

7.1 Estimation of Day-Ahead Hot Water Usage

Using the solution of (1), we obtained the tank water temperature time-series
based on the 1-minute hot water consumption profiles generated by the LPG
software [36] for 20 working days. The time-series were downsampled to 20-
minute time intervals to lower down the variability of the mean and variance.
The statistics for 19 sequential days was derived and the last day was used as a
reference for estimation as shown in Fig. 9(b).
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The maximum estimated temperature in Fig. 9(b) was built based on the
maximum positive STDs at time 00:20 and at 06:00. After 06:00 the slope coin-
cides with the mean-slope obtained statistically from the previous 19 days. The
minimum estimated temperature, on the other hand, was plotted based on max-
imum negative STDs at time 00:30, 06:00 and 07:00. The medium estimated
temperature was constructed via the mean value at 00:20 and at 06:00, after
06:00 this temperature was a line through the difference between min and max
temperature estimates at 06:20. The start-ups of the pre-heating procedures were
calculated on the basis of (6).

7.2 Simulation Results

Pareto optimal solutions for WAs with different duration can be found in
Fig. 10. The graphs represent the electric energy consumed for water preheat-
ing Ee(Δtpre) as a function of the flow rate discomfort Dṁd

. The discomfort
is shown in percentage as a share of the maximum Dṁd

for the current para-
meters of water usage. The color of each solution on Pareto front refers to the
certain range of tap water flows and the time during which the user experi-
ences flow discomfort Dṁd

. The bar exhibits these values in the following format
[ṁd, min, ṁd, max],ΔtD, which is the minimum and the maximum flows reached
during the WA and the duration of Dṁd

. The two sequential solutions from
Fig. 10(b) that have different Dṁd

and equal Ee(Δtpre) are plotted in Fig. 11.

(a) (b)

Fig. 10. Varied duration (a) 7-minute WA, (b) 15-minute WA.

The influence of the control step size on the flow discomfort Dṁd
is demon-

strated in Fig. 12. The thermal discomfort DT has been calculated for every
solution on Pareto front of the considered WAs. The connection between the
thermal discomfort DT and the flow rate discomfort Dṁd

, is represented for the
7-minute WA in Fig. 13(a). Colorful curve illustrates a number of Pareto opti-
mal solutions where each color refers to a certain tap water temperature range
[Tmax, Tmin] and discomfort duration ΔTDISC specified in the bar. Figure 13(b)
shows how the relation between DT and Dṁd

depends on the control step size.
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Fig. 11. 15-minute WA & fully charged tank (a) Dṁd = 10%, (b) Dṁd = 3%.
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Fig. 12. Varied size of timesteps (a) 7-minute WA, (b) 15-minute WA.
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Fig. 13. Effect on thermal discomfort for 7-minute WA.
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7.3 Discussion of Results

One can see from Fig. 9(b) that the estimated WA for the 20-th day would occur
1.67 h earlier than the actual WA, meaning that the pre-heating procedure would
start also earlier. This early pre-heating does not directly impact the user thermal
comfort during the WA, because the water can be still heated up to the maximum
temperature of 90 ◦C prior to the hot water usage. However, such operation will
cause extra heat losses to the ambient which in our case can account for up to
0.1 kWh with the maximum temperature drop in the tank of 1.1 ◦C. As a result,
the user thermal comfort might be indirectly deteriorated. The temperature
estimation errors within this interval are calculated as the difference between
the medium estimated temperature and the actual tank water temperature and
vary from 0.19 ◦C to 9.76 ◦C.

According to the set of Pareto optimal solutions shown in Fig. 10, the user can
reduce Dṁd

at the cost of the increased Ee(Δtpre) and vice versa. This indicates
a non-linear negative correlation between these functions.

It is noteworthy that in case of intensive water usage, the flow controller
cannot handle the user request for the fixed temperature during the entire WA.
For example, the tap water temperature inevitably drops within the last 2 min
of the 15-minute WA as represented in Fig. 11(a). It can be explained by the
limited capacity of the tank. Although the WH is pre-heated to the maximum
temperature defined by safety reasons (90 ◦C in our case), the thermal energy
accumulated in the tank is insufficient to provide the user with tap water of the
preferred 45 ◦C along the whole WA.

As it can be seen from Fig. 10(b) minimization of Dṁd
for long lasting WAs

can be achieved without maximizing electric consumption. This situation takes
place because the WH is fully charged and cannot be further heated. More
rigorous examining of the neighbor solutions on Pareto front points out that
such decrease of Dṁd

results in a steep jump of the resulting tap water flow
rate ṁd as can be seen from Fig. 11. Such sudden increase of the water flow can
bring extra inconvenience to the user and thus should be also taken into account
during the flow control.

As it follows from the simulation results illustrated in Fig. 12, long time lags
between the flow control actions allow to minimize Dṁd

spending less electricity
than in the case of the frequent flow regulation. While the extension of control
steps has a positive effect on Dṁd

and Ee(Δtpre), it has a negative effect on the
thermal discomfort DT as shown in Fig. 13(b). The longer steps permit the water
in the tank cool down to the lower temperature which results in the increase of
DT. Considering the contrary effects of the step size on the two types of dis-
comfort and Ee(Δtpre) a compromise between Dṁd

and DT can be achieved by
incorporating DT as the third objective function for the multi-objective opti-
mization problem and finding the optimal timing for the flow control actions.

The obtained Pareto fronts in Fig. 10 represent a simple, yet efficient way to
visualize the detailed information about multiple solutions for flow rate control
and their effect on energy consumption and user comfort. By picking any of the
suggested solutions on Pareto front via the GUI the user can further demand
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the indeep information about the expected water usage such as the resulting
tap and tank water temperature values, water flow rates in the whole hot water
supply system and duration of Dṁd

at every moment of the expected WA, for
example, as shown in Fig. 11.

8 Further Improvement of Day-Ahead WA Estimates

The forecasting of the tank water temperature can yield the information about
the start times and duration of the upcoming WAs. Whereas the incline of the
tank water temperature curve can serve as a good indicator of the intensity of
hot water demand. Hence it can contribute to differentiation between intensive
and non-intensive WAs. For example, the WA ‘taking shower’ creates a steep
slope because it intensively withdraws the hot water from the tank. In complex
scenarios of the flow control, where the variation of the hot water outflow from
the WH is high, a daily tank water temperature curve might represent a more
sophisticated tracery. Classification of these temperature patterns during WAs
might be a step towards the WA identification.

The resulting time error in our naive WA estimation based on the day-ahead
tank water temperature is relatively high and might negatively impact the end-
user’s thermal comfort maintained by the flow control. Furthermore, the high
variation of the temperature errors in our naive WAs estimation can hinder
differentiation of intense and non-intense WAs. To mitigate these errors, it is
worthwhile to consider the autocorrelation of the tank water temperature at dif-
ferent points in time. Thus, autocorrelations for the considered training dataset
of 19 working days looks like shown in Fig. 14(a).
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Fig. 14. (a) Autocorrelations, (b) ARIMA model output.

The meaningful autocorrelation lags in Fig. 14(a) signify the influence of the
past data on future samples and can serve as an input for an autoregressive
integrated moving average (ARIMA) model. The example of the ARIMA model
is illustrated in Fig. 14(b). As it can be seen from Fig. 14(b), while the time
estimation error has decreased from 1.67 h to 1.20 h, the mean square error of
the ARIMA forecast is significantly high (8.95 ◦C). The potential of the ARIMA
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model to forecast the day-ahead WAs’ timing seems persuasive and needs further
investigation.

9 Future Work

The normal operation of the WH implies that the hot water outflow from the
tank induces the equal inflow of cold water, which creates the needed pressure
to deliver hot water to the tap and causes the insider WH temperature to drop.
One might think of the ways to cut the cold water inflow in the WH so that the
insider temperature remains fixed during WAs and there is sufficient pressure in
the hot water pipe.

In our studies we applied a linear relationship to model how the user tolerates
the aberrant tap water flow. The further research can concentrate on obtaining
the realistic shapes of individual tolerance functions, which implies the involve-
ment of external users in experiments. Once derived, these functions can be
organized in a library that associates personal flow comfort of each inhabitant
with a particular type of WAs performed in a house.

Some extra work on UI improvement and real-world testing can be also sug-
gested. Learning Pareto ‘curves’ in a broad range of scenarios of water usage and
organizing them in a knowledge base by different users’ preferences and diverse
water usage scenarios could make it possible to forsee water individual usage
habits over a day and in the future to set the right trade-offs in an automated
way without interrogating the user and only based on the obtained knowledge.

The scenario considered in this paper can be also adapted to double-rate
tariffs in the future. For example, if the night price is lower than the day time
electricity rate (e.g., Economy 7 in UK), then controller can preheat all the water
in the period of lower energy cost.

10 Conclusion

In this paper we present a new possibility to balance electricity consumption
for domestic water heating and user comfort represented by the personal satis-
faction with the tap flow rate. Unlike conventional approaches that commonly
treat comfort as a user content with only the tap water temperature, we regard
comfort in light of both comfortable tap flow rate and temperature. Based on
the scenario wherein the user desires the fixed water temperature, this paper
specifically underscores how the flow rate comfort can influence electric energy
consumption of a tank electric water heater and views the outflow from the tap
as a controllable parameter.

In this light, we propose the control mechanism that consists of the pre-
heating control and the flow control communicated to each other in a single
scheme. While the pre-heating control ensures sufficient heat in the tank to
enable the fixed tap water temperature requirement, the flow control is respon-
sible for the fulfilment of such requirement during the hot water usage, managing
the flows in the tap mixer and the user flow comfort at the appropriate level.
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The suggested computational scheme links two controls together using the
day-ahead forecast of hot water usage. The paper considers a naive approach to
derive the estimates of start-times of the upcoming hot water activities based
on the STDs and means of the past observations of the tank water temperature.
Although the applied simple statistics has shown to be insufficient to accurately
forecast the occurrence of the future hot water events, it has a clear potential
for improvement in the form of autoregression models.

We capture the user discontent with the tap water flow through the metric
that quantifies end-user dissatisfaction. This metric extends the comfort model
presented previously in our works by considering the flow rate tolerance variable
amongst different users.

The outcomes of the proposed control scheme represent a set of trade-offs
between the electricity consumption and the corresponding levels of the flow
rate comfort. It can be expected that based on this information the end-user can
consciously limit the tap flow rate in certain scenarios of the hot water usage
and thereby can gain energy/money savings. The paper has a special focus on
how the available trade-off can be presented to the user. By simulating several
home WAs we illustrate a powerful potential of Pareto fronts to meaningfully
group and cross-relate multiplicity of different individual solutions.

In addition, the analysis of simulation results reveals that the flow control
not only affects the flow rate comfort, but also it influences the thermal comfort
at every control step. To reconcile two different by nature types of comfort, the
size of the flow control steps should be optimally chosen.

Acknowledgment. We would like to express our gratitude to the Go-Green and JPI
IRENE projects.
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Abstract. Phasor Measurement Units (PMUs) are widely used in smart
grid to provide high-frequency, real-time measurements of the electrical
waves, enabling wide-area monitoring and control. These devices gener-
ate a significant amount of data on a daily basis, which presents chal-
lenges for grid operators to leverage the useful information contained
in this data. In this paper, we present an empirical study of applying
unsupervised clustering on PMU data for event characterization on the
smart grid. We show that although the PMU data are time series in
nature, it is more efficient and robust to apply clustering methods on
carefully selected features from the data collected at certain instanta-
neous moments in time. Experiments have been carried out on real PMU
data collected by Bonneville Power Administration in their wide-area
monitoring system in the pacific northwest, and the results show that our
instantaneous clustering method achieves high homogeneity, which pro-
vides great potentials for identifying unknown events in the grid without
substantial training data. In addition, we also present our initial effort
in cluster-specific classification, which incorporates supervised learning
in the process to classify event types within individual clusters.

Keywords: Smart grid · Phasor Measurement Unit (PMU) ·
Synchrophasors · Machine learning · Clustering · Event characterization

1 Introduction

The emerging smart grid technology provides opportunities to implement a more
reliable, intelligent, and highly automated energy delivery network, harnessing the
advances in communication and information technologies. A key component in
the smart grid is the Phasor Measurement Unit (PMU), or synchrophasor, which
measures phase angles and magnitudes of the electrical waves in real time, at a
high frequency, ranging from 30 measurements per second to hundreds of mea-
surements per second. Data generated by these devices contain valuable informa-
tion about the operation status of the power grid. A significant amount of work
has been done to detect or monitor certain conditions of a power grid by lever-
aging information extracted from PMU data. Potential applications include fault
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detection [12], localization [10], tracking [4], and oscillation detection [14]. A com-
prehensive survey on various applications using PMU data can be found in [21].

Over the last 5 years, the PMU deployment has been significantly increased
in the U.S., from 200 PMUs in 2009 [16] to approximately 1700 in 2014 [1].
However, with the number of PMUs rapidly increasing, the volume of the data
generated by those PMUs presents challenges for efficient processing. An instal-
lation of 100 PMUs produces data in the scale of 3–4 TB per month, which will
quickly become inaccessible for traditional workflow. A more automated and
efficient approach for data processing is essential, in order to take advantage of
the valuable information in PMU data. The efficiency of the data processing is
even more critical for real-time monitoring of the power grid.

Machine learning techniques provide potentials for automated information
extraction from large data sources, and therefore become the most widely used
approach for address the big data challenge. Among machine learning techniques,
clustering [3] is an exploratory approach which can potentially identify unknown
signatures by grouping data objects based on their similarities. In this paper, we
apply various clustering methods on PMU data streams collected from a large
power grid in the pacific northwest. The goal is to explore the applicability of
different clustering techniques in identifying known or unknown events which
occur in the power grid.

The remainder of the paper is organized as follows. Section 2 reviews related
work in applying machine learning techniques on PMU data. Section 3 intro-
duces the dataset we use in this research, as well as the feature selection for the
clustering methods. Section 4 presents our work in applying hierarchical clus-
tering on PMU time series, and the experimental results. Section 5 presents a
different approach for clustering instantaneous data, as well as experimental
results. In Sect. 6, we present our initial efforts in implementing and evaluating
cluster-specific classifiers, which incorporates supervised learning for classifica-
tion purposes. Section 7 concludes the paper and proposes future directions for
this research.

2 Related Work

PMUs are widely used to monitor the operational status of a power grid with
the aim of enhancing the situation awareness for power system operators. A
significant amount of work has been done to detect or monitor certain conditions
of a power grid by leveraging information extracted from PMU data. Jiang et
al. propose an online approach for fault detection and localization using SDFT
(smart DFT) [10]. Liu et al. use Frequency Domain Decomposition for detecting
oscillations [14]. Kazami et al. propose a multivariable regression model to track
fault locations [4]. Besides voltage and current magnitudes, which are the most
commonly used features in detecting faults, phase angle measurements can also
be used in detecting outages [22].

Most recently, with the emergence of big data analytics, new technologies are
introduced to PMU data storage and processing. Most importantly, a variety of
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machine learning techniques have been applied to analyze PMU data for the
purpose of recognizing patterns or signatures of events. Two widely adopted
techniques are classification and clustering.

Classification methods employ supervised learning and therefore, after train-
ing, can identify known signatures or patterns. In [15], Nguyen et al. develop
a decision tree based on the J48 algorithm, for the purpose of detecting line
events on the power grid using PMU data streams. Zhang et al. propose a clas-
sification method for finding fault locations based on pattern recognition [24].
The key idea is to distinguish a class from irrelevant data elements using lin-
ear discriminant analysis. The classification is carried out based on two types
of features: nodal voltage, and negative sequence voltage. Similar classification
techniques are used to detect voltage collapse [7] and disturbances [17] in power
systems. Specifically, Diao et al. develop and train a decision tree using PMU
data to assess voltage security [7]. Ray et al. build Support Vector Machines
and decision tree classifiers based on a set of optimal features selected using a
genetic algorithm [17]. Support Vector Machine-based classifiers can also be used
to identify fault locations [20], and predict post-fault transient stability [9].

Although classification methods usually can provide high accuracy, they
require a substantial amount of labeled data for training. Unlike classification,
clustering methods with unsupervised learning do not require labeled training
data. Antoine et al. propose to identify causes for inter-area oscillations by clus-
tering a number of parameters provided by PMUs, including mode frequency,
the voltage angle differences between areas and the mode shapes [2]. It has been
shown that by clustering these parameters, changes in inter-area oscillations
can be explained. Clustering methods have also been proven to be effective in
identifying different types of disturbances [6].

In this paper, we investigate PMU data collected from a wide-area monitoring
system, extract useful features, and evaluate different unsupervised clustering
methods on PMU data for the purpose of events characterization. To the best
of our knowledge, this is the first work which applies unsupervised clustering
methods to real PMU data for this characterizing line events.

3 Datasets and Feature Selection

Our datasets were obtained from Bonneville Power Administration (BPA), one
of the first transmission operators to adopt synchrophasor technology. In this
section, we describe the datasets we use in this research, as well as the features
we extracted for the clustering methods.

3.1 Datasets

BPA has provided two separate datasets to use. The first contains 31 locations
from across the pacific northwest. These PMUs measure line and/or bus voltage
across all three phases (A, B, and C). They also record positive sequence voltage
and current phasors, frequency and rate-of-change of frequency. At each PMU,
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the data is recorded at 60 Hz. Measurements from this dataset are primarily from
500 KV and 230 KV buses, although a small number of lower voltage transmission
lines are also covered. This dataset was collected from the period October 17,
2012 to September 16, 2013 and contains 114 documented faults that occur at
a bus or on a transmission line instrumented with at least one PMU. The faults
include instances of single-line-to-ground faults, line-to-line faults, three-phase
faults, in that order of relative frequency, and no-fault data. The data set used
for clustering contains 100 of the 114 documented fault events and 19 no fault
events, i.e., 119 events in total. Since not all events or locations on the electrical
grid have all the required data for calculating of the features required for our
clustering, those events and locations were dropped. On average we gathered
data at 56 different locations on the electrical grid for each of the 119 events,
resulting in 6676 data points in total. Of the 6676 data points 4935 are Line to
Ground faults, 331 are Line to Line, 196 are Three Phase, and 1214 are marked
as No Fault.

The second dataset contains 41 locations also within the pacific northwest.
They record the same data as the first at the same 60 Hz rate. Measurements are
still primarily from 500 KV and 230 KV buses. Data was collected for the entire
month of October 2014. Other than the date range in which it was collected
the main difference between this dataset and the first one is that all electrical
faults on the grid were included, not just the ones that occurred at a bus or on
a transmission line instrumented with at least one PMU. Note that this dataset
is only used in Case Study 3, i.e., Sect. 6, which requires substantial amounts of
data for training purposes. A comparison of the two datasets is shown in Table 1.

Table 1. Overview of PMU datasets.

Dataset # Locations Data collection period # Faults Size

1 31 10-17-2012 to 09-16-2013 114 34 GB

2 41 10-01-2014 to 10-31-2014 26 1,271 GB

3.2 Feature Selection

In our datasets, the measurements recorded by the PMUs are voltage magnitude
and phase angle (positive sequence and A, B, C phases), current magnitude and
phase angle (positive sequence only), and frequency (60 Hz). It has been shown in
previous work that the per-phase voltage magnitude is an effective measurement
to identify different types of line events [12].

Figure 1 shows the per-phase voltage magnitude over time for two typical line
events, single-line-to-ground fault, and line-to-line fault. Note that the voltage
magnitude values are normalized based on the steady state voltage. As shown
in Fig. 1, the voltage sags behave differently in different types of events, which
provides potentials for separating events into different groups via clustering. This
observation serves as the guideline for developing features for our the clustering
method.
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(a) A Typical Single-Line-to-Ground Fault

(b) A Typical Line-to-Line Fault

Fig. 1. Typical line events on a smart grid.

To enable efficient clustering in a two dimension space while retaining all the
information contained in the three phase voltage magnitudes, we developed two
new features, RelativePhase2over1, and RelativePhase3over1, by synthesizing
the three per-phase voltage values. These two features are calculated in 3 steps.
First, we calculate the relative phase deviations (RP) from steady state for three
phases, as shown in Eqs. 1, 2 and 3.

RPa = |1.0 − va
ssa

| (1)

RPb = |1.0 − vb
ssb

| (2)

RPc = |1.0 − vc
ssc

| (3)

In the above equations, v values are per-phase voltage magnitudes, ss values
are steady state voltages on the corresponding phases, and the values are nor-
malized based on the steady state voltages. We then sort these relative phase
deviations in ascending order, resulting in a tuple, as shown in Eq. 4.

[RP3, RP2, RP1] = sort([RPa, RPb, RPc]) (4)
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Note that sorting the relative phase deviations simplifies the complexity of
our feature space. Although by doing that we lose the information about devia-
tions on specific phases, the relative deviation magnitudes among three phases
are captured, which still enable us to differentiate fault types.

In the last step, we use the values in the relative phase deviation tuple to
calculate the two new features, as shown in Eqs. 5 and 6.

RelativePhase2over1 =
RP2

RP1
(5)

RelativePhase3over1 =
RP3

RP1
(6)

These two features retain the information contained in the three per-phase
voltage values, yet provide a simplified two dimensional space for the clustering
methods. In addition, by normalizing the magnitudes based on the steady state
voltages, we eliminate the bias introduced by the absolute magnitude deviations,
so that the characteristics, or patterns of different events can be better captured
by the clustering methods.

4 Case Study 1: Time Series Clustering

Given the fact that PMU data are time series data in nature, we have applied
the time series clustering method [13] to our dataset. The technical details and
experimental results are described in this section.

4.1 Data Processing and Distance Metric

Time series clustering takes data on a window of time as one data entry. For
our case, one data entry is a time window of data collected by one PMU. This
approach provides an opportunity for clustering based on the shape of the event
over time, instead of a single data point. However, events with longer duration
present challenges in data handling. To simplify the data processing without
losing the advantages of time series clustering, we have applied the widely used
Piecewise Aggregate Approximation (PAA) [11] to reduce the number of points
in each time window. Specifically, each data window is divided into n time slices.
Then, the mean of each time slice is calculated. These mean values are used to
replace of the actual data collected during the corresponding time slices.

Another challenge in time series clustering is to define a meaningful similar-
ity metric of two data entries. One basic method is to calculate the euclidean
distance between the two time series. However, this method can be inaccurate,
as the same event can appear at different sites where one site sees the fault a few
cycles after the other, which results in the time series of the two sites to be out
of sync. Therefore, it is critical to use a method that can take slight offsets in
time into account. To this end, we utilize Dynamic Time Warping (DTW) [11],
a well researched solution to this problem. DTW aligns the sequences by locally
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stretching and shrinking one sequence to obtain the optimal fit to the other
sequence and then calculates their relative distance given the optimal align-
ment. This causes the time series to be compared in a non-linear fashion instead
of in lock-step.

4.2 Clustering Results

For clustering, we chose the hierarchical clustering algorithm [18], because it is
the most suitable method for the time series model, and it allows customized
distance metric, for which we used the DTW distance metric described above.

In order to apply the hierarchical clustering method to our data, we need
to transform each event into time series data with a fixed window size. Since
most of the line events in our dataset last approximately 6 cycles (1/10th of a
second), we choose a window size of 10, which gives us extra space to capture
steady state data before and after the event. Specifically, we process each event
as follows. First, for each event which lasts less than 8 cycles, we add steady
state data to both sides until the duration is greater or equal to 8. Second, we
perform PAA [11] with a window size of 8 to each event, so that the data is
divided into 8 slices, or time steps. Third, we add a steady state data point to
each side of the event, forming a time series data with a fixed size 10.

After obtaining the 10 time steps for each event, we calculate the features
described in Sect. 3.2 for each time step. Finally we apply the hierarchical clus-
tering method on these data points. Due to the limited space of the paper, we
only present the result time step 5. We chose time step 5 because it is located
in the middle of the event window, and carries the most representative features
of the event. The clustering result for this time step is shown in Fig. 2. Different
colors represent different groups of data entries. To associate the groups gen-
erated by the clustering method with the event types in our dataset, we have
calculated the percentage breakdown of each event type in the 4 groups, and the
results are shown in Table 2.

Fig. 2. Hierarchical clustering at time step 5.
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Table 2. Time series hierarchical clustering % breakdown.

LG LL TP NF

0 14.08% 9.37% 44.39% 28.25%

1 14.23% 29.00% 11.23% 29.41%

2 18.70% 38.37% 35.71% 40.94%

3 52.99% 23.26% 8.67% 1.40%

As shown in the results, half of the single-line-to-ground (LG) events are
clustered in group 3 while the rest are split among the other three groups.
Majority of the Line-to-line (LL) events are split among three groups 1, 2, and
3. Majority of the three-phase (TP) events are split among groups 0 and 2.
Finally, most of the no-fault (NF) data entries are split between groups 0, 1,
and 2. Overall, hierarchical clustering on PMU time series data does not work
well, which can be reflected by the low homogeneity score of 0.156. Note that the
homogeneity score [19] is a metric indicating how well data points which belong
to the same class are assigned to the same cluster. A perfectly homogeneous
solution has a homogeneity score of 1.

Since it has been shown that the combined voltage deviations, as illustrated
in Eq. 7, is an effective metric for representing the impact of the event on the
PMU site [12]. A greater value of ΔV represents higher impact of an event on
a PMU. In order to remove the events which occur at locations that are far
away from the PMUs, we filtered our dataset by removing all the data entries
with ΔV values less than 0.018, a threshold suggested in [12]. After this filtering
process, our dataset contains 2211 data points. That is to say, 4462 data points
are filtered out. These data points are signals captured by PMUs which are far
away from the location where the event occurred.

ΔV =

√
(va − ssa)2 + (vb − ssb)2 + (vc − ssc)2

3
(7)

Fig. 3. Hierarchical clustering on filtered data at time step 5.
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Table 3. Time series with ΔV filter hierarchical clustering % breakdown.

LG LL TP NF

0 15.24% 44.36% 0.00% 0.00%

1 19.52% 21.77% 31.43% 0.00%

2 27.80% 15.32% 58.10% 33.33%

3 37.44% 18.55% 10.47% 66.67%

We then carried out the hierarchical clustering on the filtered dataset, and
the results are shown in Fig. 3 and Table 3.

The results of the hierarchical clustering on filtered dataset are similar to
those on the original dataset, with an even lower homogeneity score of 0.027.
This indicates that although PMU data are time series, it is challenging to apply
clustering methods on these time series.

5 Case Study 2: Instantaneous Clustering

Besides time series clustering, an alternative solution is to represent each event
using one single data point at an instantaneous moment in time, and apply
clustering methods on these data points. In this section, we describe our work
in this direction.

5.1 Data Processing

In order to apply instantaneous clustering methods to our data, we first need
to choose a data point to represent each event. As shown in the typical line
events in Fig. 1, the best candidate is the moment when the maximum voltage
deviation is reached. However, even though a given site may have a minimum at
a given cycle, that does not guarantee that another site’s minimum is located at
the same cycle. Instead of choosing one site to represent all sites we developed
a better method that takes all sites into account. In our method all sites vote
on what cycle they say is the minimum cycle of a given fault. The cycle with
the most votes from the sites is the one that is chosen. This method allows us
to get the point in time where we see the largest deviation for the most sites.
Note that in order to take into consideration all three phases, we use the metric
ΔV shown in Eq. 7 in the voting process. In other words, for each event, the
cycle during which the largest number of sites observe their greatest ΔV value
is chosen to represent that event across the grid. We then apply instantaneous
clustering methods on these data points.

5.2 Clustering Results

For instantaneous clustering, we choose two widely used methods, k-means [23]
and DBSCAN (Density Based Spatial Clustering of Applications with Noise) [8]



84 E. Klinginsmith et al.

to perform the clustering on our data points described above, based on the two
features presented in Sect. 3.2.

The results of the k-means clustering are shown in Fig. 4. The data points
are divided into 4 different groups, each of which is represented by a different
color. The percentage breakdown for different even types are shown in Table 4.

Fig. 4. K-means clustering on instantaneous data.

Table 4. K-means clustering % breakdown.

LG LL TP NF

Blue 1.72% 0.60% 98.98% 74.79%

Gray 64.84% 7.86% 0.00% 4.53%

Orange 3.49% 91.54% 1.02% 20.02%

Brown 29.95% 0.00% 0.00% 0.66%

In general, k-means clustering performs well in separating different events
into groups. Particularly, three-phase (TP) events are well isolated from the rest
event types. However, some single-line-to-ground (LG) events are mixed with
line-to-line (LL) events, and the no-fault (NF) data points are separated into
two main groups. Note that the over all homogeneity score of k-means clustering
on the instantaneous PMU data is 0.60, showing a major improvement over the
hierarchical clustering on time series data.

We then applied the density-based DBSCAN clustering method on the same
dataset, and the results are shown in Fig. 5 and Table 5.

When using DBSCAN the user does not provide the number of clusters.
Instead the algorithm breaks down the data into as many clusters as it sees
fit. On top of this it also adds an additional cluster for what DBSCAN has
determined to be noise in the data. In this case DBSCAN divided the data
into 16 groups. Despite the large number of groups, DBSCAN performs well
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Fig. 5. Relative phase features.

Table 5. DBSCAN clustering % breakdown.

LG LL TP NF

1 95.16% 8.16% 0.00% 5.93%

2 1.62% 0.60% 98.98% 69.44%

3 0.55% 3.32% 0.00% 0.66%

4 0.00% 4.23% 0.00% 0.08%

5 0.04% 15.11% 0.00% 0.41%

6 0.10% 0.00% 0.00% 1.40%

7 0.16% 8.46% 0.00% 0.66%

8 0.04% 6.65% 0.00% 0.00%

9 0.00% 0.00% 0.00% 0.74%

10 0.04% 0.00% 0.00% 1.32%

11 0.00% 9.67% 0.00% 0.16%

12 0.63% 0.00% 0.00% 1.48%

13 0.00% 5.74% 0.00% 0.00%

14 0.06% 0.00% 0.00% 0.91%

15 0.02% 0.00% 0.00% 0.91%

16 0.10% 0.00% 0.00% 0.33%

Noise 1.48% 38.07% 1.02% 15.57%

in dividing LG and TP from the other two type of events. However, instead of
grouping LL into a single cluster, DBSCAN has divided it into 7 groups. Also,
most of the LL data are identified as noise. Most of the No Fault data points
are grouped in the same cluster as TP, but a good portion of it is also marked
as noise. This clustering has a homogeneity of 0.628.
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We observed that there is quite a bit of data being labeled as noise. If we
could reduce the amount of noise, then that could help DBSCAN preform better.
In addition, reducing the amount of noise could help separate no fault data from
TP. With most faults a higher ΔV signifies that signal is closer to the location
of the fault.

Therefore, we execute the two instantaneous clustering method on the filtered
dataset which contains only data points with ΔV values greater than 0.018. The
clustering results of k-means are shown in Fig. 6 and Table 6.

Fig. 6. K-means clustering on filtered instantaneous data. (Color figure online)

Table 6. Filtered K-means clustering % breakdown.

LG LL TP NF

Blue 37.18% 0.00% 0.00% 0.00%

Gray 0.56% 0.81% 100% 100%

Orange 62.21% 0.00% 0.00% 0.00%

Brown 0.05% 99.19% 0.00% 0.00%

The results here show some improvements over those on the non-filtered
data, although LG is still split between two clusters. LL is predominately in one
cluster. Interestingly, all of TP is in a single cluster with all NF data points.
This is because that after the ΔV filtering, only a small number of NF data
points are left in the dataset. The homogeneity score of this method is 0.932,
much higher than the results on the non-filtered dataset.

On the same filtered dataset, we have also applied the DBSCAN clustering
method, and the results are shown in Fig. 7 and Table 7.

Comparing to the results on the original dataset, this set of results show sig-
nificant improvement, because the filtering help remove most of the noise. With
the filter DBSCAN preformed excellently well, illustrated by its homogeneity
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Fig. 7. Relative phase features.

Table 7. Filtered DBSCAN clustering % breakdown.

LG LL TP NF

1 99.34% 0.00% 0.00% 0.00%

2 0.56% 0.81% 100% 100%

3 0.00% 84.68% 0.00% 0.00%

4 0.00% 6.45% 0.00% 0.00%

Noise 0.10% 8.06% 0.00% 0.00%

score of 0.933. It was able to cluster most of LG in cluster 1, LL in cluster 3 and
4, and all of TP in cluster 2. Similar to the k-means method, No Fault data are
mixed with TP in cluster 2, because of the limited number of data samples after
the filtering.

6 Case Study 3: Cluster-Specific Classification

The case studies presented in Sects. 4 and 5 demonstrate the effectiveness of clus-
tering methods to categorize PMU data on the smart gird into groups based on a
known taxonomy. In this section, we present our effort in applying a supervised
learning method on the clustering results for classifying event types within indi-
vidual clusters. Specifically, we use clustering as a prepossessing step to generate
training data for a set of cluster-specific Support Vector Machines (SVMs) [5] to
perform the classification task. SVM is a supervised machine learning model that
learns a set of vectors within the feature space that separate different class of
data. We believe that by doing this we can achieve similar accuracy to that of a
single SVM trained on the entire dataset as opposed to cluster-specific classifiers
trained on a portion of the dataset. This would demonstrate the clustering’s abil-
ity to select good subsets for training and ultimately lead to a higher accuracy
relative to the training sample size.
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6.1 Training and Testing Datasets

In the case studies of time series clustering and instantaneous clustering, we
presented experimental results on both non-filtered and filtered data. This case
study uses each of these four results to train and test cluster-specific SVMs in
four experiments. Specifically, experiment 1 and experiment 2 use the non filtered
and filtered results respectively, from the instantaneous clustering; experiment
3 and experiment 4 use the non filtered and filtered results respectively from
time series clustering. For each experiment we created a number of SVMs (one
per cluster), and trained each SVM using the data residing in its corresponding
cluster. Note that in order to obtain sufficient new testing data, in this case
study, we used dataset 2 described in Sect. 3.1 as the testing dataset. Within
this testing set there are 26 line events. Some signals are not available for every
event. On average each event is recorded at about 217 different PMUs on the
power grid. In total this test set has 5631 data points, in which 3243 are LG
faults, 1956 are LL faults, and 432 are TP faults. There are 0 NF data points
in this dataset. For each experiment we collected data from this dataset using
the same methods as the training set. For experiments 2 and 4 we also applied
the same filter to the test dataset that was applied to the training set prior to
clustering. This filtered testing dataset contains 888 data points. 762 are LG
faults, 51 are LL, 75 are TP, and 0 are NF. In order for us to test the SVMs,
we must split the test set into clusters, so that each SVM could be tested on
data that belongs to the same cluster it was trained on. To this end, a nearest
neighbor approach is used to determine which cluster a given point belongs to.
This is a reasonable approach, because each datapoint in the testing set is very
likely to be clustered with the datapoint in the training set that it is closest to.
Note that in all four of these experiments a linear kernel was used for all SVMs.
We chose not to use parameter fitting methods to avoid potential bias on our
results.

6.2 Experiment 1: Classification on Instantaneous Clusters (Non
Filtered)

This experiment trained 17 SVMs on the non-filtered dataset from case study
2 and then tested those SVMs on the second dataset detailed in Sect. 3 and
further broken down in Sect. 6.1. The non-filtered dataset from case study 2 is
made up of 17 clusters, however, 3 clusters could not be used for testing because
the testing set does not contain data that belongs to those clusters. Specifically,
we are not able to test clusters 12, 14, and 16. The accuracy of all 14 SVMs are
given in Table 8. We also created a 15th SVM that was trained and tested on
the entire training and testing sets respectively. This SVM’s is listed as “All” in
Table 8.

As shown in Table 8, most SVMs do not perform well in terms of accuracy.
There are a few that do well, resulting in a total accuracy of 69%. The All SVM
also gets an accuracy of 69%. However, the All SVM is trained on all the data,
while the cluster-specific SVMs are only trained on a fraction of the dataset
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Table 8. Experiment 1 SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.88 4795 2928

2 0.67 45 36

3 0.00 1119 531

4 0.96 57 585

5 1.00 24 90

6 0.80 49 15

7 0.03 46 264

8 0.00 34 15

9 0.00 14 12

10 1.00 14 6

11 0.00 22 3

13 0.78 19 54

15 0.00 12 6

17 0.50 390 1086

Total 0.69 6640 5631

All 0.69 6676 5631

(one cluster). It should be noted that some of the most accurate SVMs, specif-
ically 4, 5, and 10, where trained on a relatively small portion of the dataset.
This shows that in some cases clustering does provide latent information that
may be useful to training SVMs on smaller datasets.

For comparison purposes we also used a pseudo random number generator
to randomly split our training and testing data into 17 clusters. We then trained
and tested 17 new SVMs on these randomly clustered datapoints. The accu-
racy breakdown is also given in Table 9. Overall, the accuracy of these SVMs
trained and tested on randomly clustered datapoints is 56%, 13% less than the
clustered dataset. In addition, the randomly clustered data was much better dis-
tributed and some SVMs in this method were given more datapoints to train on,
yet cluster-specific classifiers achieved similar accuracy. This shows that cluster-
specific classifiers can perform better with less training data. However, there
are still quite a few clusters that do poorly under similar, more in some cases,
amounts of training data. We believe that this demonstrates that the clustering
itself is doing most of the work and that the SVMs in most cases are just classify-
ing test points as the same class as the majority class of the training data. This
is interesting, because it informs us that the SVMs that do well demonstrate
that data within these clusters in our feature space are very good indicators of
a particular class.
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Table 9. Experiment 1 random cluster SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.58 393 332

2 0.57 393 332

3 0.56 393 332

4 0.51 393 332

5 0.56 393 331

6 0.58 393 331

7 0.67 393 331

8 0.62 393 331

9 0.57 393 331

10 0.49 393 331

11 0.59 393 331

12 0.54 393 331

13 0.54 392 331

14 0.59 392 331

15 0.57 392 331

16 0.54 392 331

17 0.45 392 331

Total 0.56 6676 5631

6.3 Experiment 2: Classification on Instantaneous Clusters
(Filtered)

Experiment 2 uses filtered data from case study 2 to train 3 SVMs. The accuracy
for all three SVMs is shown in Table 10. As in the previous experiment, an
additional SVM was trained and tested on the entire filtered dataset. This result
is also listed in Table 10 under “All”.

Table 10. Experiment 2 SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.40 123 129

2 1.00 1971 678

3 0.93 120 81

Total 0.91 2214 888

All 0.91 2214 888

This experiment is much more successful at classification than experiment 1,
however, this is due to the fact that SVM 2 was trained on a cluster containing
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a single classification. Therefore, all testing data that belongs to cluster 2 are
classified as that class. The high accuracy shows that cluster 2 is very good in
identifying that classes, however SVM 1 does very poorly with an accuracy of
40%. While this method gets a generally high accuracy of 91% it may not do
well under different circumstances. Again the accuracy of the single SVM over
all the data gets exactly the same accuracy of 91%, similar to experiment 1. In
addition, SVM1 has a similar amount of training data to that of SVM 3, and
yet there is a 53% difference in accuracy. Therefore, we can conclude that the
clustering is able to identify good points for training and testing for SVM 3 while
it is not optimal for SVM1.

Again, we have also trained and tested an additional 3 SVMs for this exper-
iment on data that has been randomly clustered. A summary of the accuracies
is shown in Table 11. These SVMs overall perform similarly to cluster-specific
SVMs. Under this method SVM 1’s accuracy is improved from 40% to 91% while
the cluster-specific method has better accuracy for SVM’s 2 and 3. This shows
that cluster 1 requires more divers training data in order for an SVM to be an
effective classifier while in the case of clusters 2 and 3 clustering can be used to
increase classification accuracy, even under fewer training samples which is the
case with SVM 3. However again, when we further investigated the testing we
found that all three SVMs classify the entire testing set as a given class. This
continues to support the idea that the SVMs are not doing any actual work and
instead the clustering is achieving a high accuracy.

Table 11. Experiment 2 random cluster SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.91 738 296

2 0.90 738 296

3 0.91 738 296

Total 0.91 2214 888

6.4 Experiment 3: Classification on Time Series Clusters
(Non Filtered)

The previous two experiments, while vaguely promising, do not perform well. We
speculate that the major issue is a lack of diversity in the training sets. DBSCAN
does well to split the data into homogeneous clusters, but because the clusters are
so homogeneous there is a lack of data from other classes for the SVMs to train
on. Therefore, when testing data is introduced that contains data that a given
SVM has trained very little on it is not surprising to see those data points being
misclassified. In contrast, the time-series clusters are not very homogeneous, this
implies that they may make better training sets because of the diversity of classes
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within the clusters. In addition, the clustering while not homogeneous may have
discovered a relationship in the similarity of the data it clustered. Therefore, in
the next two experiments we explore if training on time-series data clusters can
improve classification. This third experiment specifically trains on the results
from the non-filtered clustering of case study 1. These SVMs are then tested on
the same testing dataset as the first experiment only this time the entire 10-cycle
window is used to determine what cluster the data point is closest to. We used
DTW as our similarity metric when categorizing which cluster each testing data
point belongs to. SVMs expect data to be organized as a single vector of scalar
values. To accommodate this trait we used cycle 5 of the 10-cycle window for
training and testing because cycle 5 represents the middle of the window which
is the point at which the deviations should be at their maximum. The accuracy
breakdown is shown in Table 12.

Table 12. Experiment 3 SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.48 1156 777

2 0.56 1177 1293

3 0.58 1617 1371

4 0.72 2726 2190

Total 0.62 6676 5631

All 0.63 6676 5631

Although the clustering for this experiment has a low homogeneous score,
SVMs ultimately perform much better with a total accuracy of 62%. This shows
that while the clustering, from a homogeneous stand point, is not optimal, the
performance can be greatly improved using a cluster-specific classifier. However,
this result is very similar to the single SVM with an accuracy of 63%. Cluster 4
performs well with an accuracy of 72% even though it was trained on a fraction
of the data.

In addition, four SVMs were trained and tested on randomly clustered data.
The accuracy summaries are given in Table 13. Overall, cluster-specific classifiers
are more accurate by 4%. The amount of training data is also very similar. This is
due to time series clustering behaving more randomly and therefore performing
similarly to that of random clustering. Unlike the previous two experiments the
confusion matrices of this experiment do classify testing data as multiple classes.
This shows that the SVMs are doing some additional work. This is expected as
the training data provided to these SVMs are not dominated by a single class.
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Table 13. Experiment 3 random cluster SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.60 1669 1408

2 0.57 1669 1408

3 0.65 1669 1408

4 0.50 1669 1407

Total 0.58 6676 5631

6.5 Experiment 4: Classification on Time Series Clusters (Filtered)

In this last experiment we used the filtered clustering results from case study
1 to train five SVMs. These SVMs were tested by filtering the test set from
experiment 3. The overview table is given in Table 14.

Table 14. Experiment 4 SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.72 357 129

2 0.85 447 237

3 0.88 632 207

4 0.97 778 315

Total 0.88 2214 888

All 0.88 2214 888

This result is actually the most promising one as it has a total accuracy of
88%. This is lower than that of experiment 2, however, overall it is superior
because it does not rely on SVMs trained exclusively on data from one class,
therefore, we believe that it can be applied to a broader range of data. The
other promising result is that there is no single cluster with a low accuracy,
unlike experiment 2 which had a SVM with 40% accuracy. The SVM trained
over all the data has exactly the same accuracy of 88%.

Finally, just as in previous experiments, we explore training on random clus-
ter SVMs. The summary breakdown is shown in Table 15. The randomized clus-
tering method was very similar to the non-random approach. Overall it is only
a 1% improvement making it practically the same. This result is very similar to
experiment 2 in which the total accuracy of both the random clustering and non
random clustering methods resulted in nearly the same accuracy. Again, time
series clustering results in a similar amount of training data in comparison to
random clustering. In addition, a majority of the SVMs do classify test data
into multiple classes. Therefore, the SVMs do additional work in classifying the
testing dataset, yet they perform no better than random clustering, especially
when considering the amount of data used in training.
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Table 15. Experiment 4 random cluster SVM summary.

SVM number Accuracy # Training points # Testing points

1 0.86 554 222

2 0.86 554 222

3 0.89 553 222

4 0.94 553 222

Total 0.89 2214 888

6.6 Summary

In all cases the single SVM performed just as well if not better than the cluster-
specific classifiers. In experiments 1 and 2 clustering performs just as well as
the total accuracy of all SVMs including the single SVM. However, most SVMs
classify the testing data into a single class showing that the clustering itself is
doing most of the work to classify the data. In some cases these SVMs achieve
a very high accuracy. This demonstrates that these regions of the feature space
are very good at identifying a given classification. On the other hand, experi-
ments 3 and 4 outperform time series clustering. In both experiment 1 and 3,
cluster-specific classification outperformed random cluster classification, while
experiments 2 and 4 performed similarly to random clustering. Instantaneous
clustering is more adapt at discovering specific clusters that provide high accu-
racy based on the clustering alone while other SVMs score poorly due to a lack
of diversity in the data. On the other hand, time series clustering does provide
a more diverse dataset for training, but it does not perform much better overall
than the random clustering method. This leads us to conclude that cluster-
specific classifiers are not an improvement over a single SVM trained on the
entire dataset, in terms of accuracy, although some cluster-based SVMs require
significantly less training data to achieve similar results and filtered data does
not perform any better than random clustering. In addition, we conclude that,
in the case of instantaneous clustering, SVMs trained on the clusters, in general,
do not classify data into more than one class, leading us to believe that the
clustering itself is achieving the accuracy of the classification.

7 Conclusion

Synchrophasor technology is widely used in modern power systems, resulting
in increasing amounts of data being generated on a daily basis. Machine learn-
ing methods represent the future directions in processing these data. Although
supervised learning methods have been applied for this purpose, in order to pre-
pare the training datasets for those methods, labeling data requires a significant
amount of effort.

In this paper, we present our experience in applying unsupervised clustering
methods on PMU data collected on a smart grid. We have evaluated multiple
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clustering methods on two distinct representations of PMU data: time series and
instantaneous data points. Specifically, hierarchical clustering method is used to
cluster time series data, and both k-means and DBSCAN are used to cluster
instantaneous data points. Interestingly, although PMU data are time series
data in nature, our results show that clustering on instantaneous data points
with carefully selected features performs much better in terms of homogeneity
score. Among all the clustering methods we have evaluated, DBSCAN achieves
the highest homogeneity score. This work demonstrates potentials of identifying
unknown events on a smart grid without substantial training data. In addition,
we also present our initial efforts in event classification using cluster-specific
SVMs which are trained on individual clusters. For future work, we will apply
the clustering methods on a dataset which contains unknown events, namely
generator faults, for the purpose of characterizing new events.
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Abstract. The spreading presence of the industrial robots in environmental
friendly manufacturing systems requires developing of a robots’ database. The
aim of this material is to present a fundamental model of the mechanism acted
with wires. This fact is needed because the literature data from the field of the
robotic mechanisms operated through wires is relatively, poor. The paper pre-
sents the fundamental model of this type of robots and one of its applications.
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1 Introduction

A documented and thorough analysis evidenced that there are few data in the specific
literature on structural, kinematical and dynamic study regarding the wires - pulley
mechanisms. This is the reason why specific methodologies for studying these types of
mechanisms, from structural, kinematical and static point of views, have to be assessed
and implemented. These methodologies can be obtained by “extrapolation” of the study
methodologies specific to mechanisms with circular gears.

Mechanisms with pulleys and wires are considered to be analogues, from kine-
matical and static point of views, to the circular gears mechanisms, gear wheel - rack,
or gear wheel – gear wheel type mechanisms.

The mechanism studied in the paper is derived from a robotic mechanism with
gears and represents one important component of a (data) base of mechanisms with
wires and pulley wheels, used in designing robotic mechanisms.

The solution of replacing the serrated wheels with equivalent mechanisms with
pulley wheels and wires is rational and economical – with the assumptions of dealing
with small and medium loads.

These mechanisms are used particularly in the nuclear industry, medicine, etc. [1, 2]
when low, or non-pollution manufacturing systems are involved.
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2 Notation and Symbols

The notation and symbols used in this paper are mentioned next

• M - represents the mobility grade of the mechanisms;
• MI, MII, … - mobility grade of each of the component mechanisms;
• LC - number of couplings between the mechanisms;
• xa - angular velocity of the “a” element relative to the base;
• C- coupling grade of the motions;
• Ma - the moment of the element “a”;

• xðaÞ
a ¼ xaðxa 6¼ 0; xb ¼ 0Þ;

• icab - transmission ratio from the element “a” to the element “b”, when the angular
velocity xc = 0;[3].

3 Fundamental Model of Wire Mechanisms; Methods
of Kinematical and Static Study for Simple
Mechanisms with One Pulley

By mechanisms specific terminology and methodology, there are studied relevant
aspects of the structure and kinematics of wire mechanisms, under the assumptions of a
set of premises that define the fundamental model of these wires – pulleys mechanisms.

These premises defining the fundamental model are stated below:

• there is neglected the friction loss in bearings;
• there is neglected the mass of wires;
• there is neglected the elongation of wires, considering them not extensible;
• there is neglected the rigidity of wires, considering them of perfect flexibility;
• there is neglected the wire – pulley slip.

Under the assumption of neglecting friction loss, for each of the studied mechanical
systems, there is the equation of energetic equilibrium (“power equilibrium”), as fol-
lows – according to [4]:

F0 � _S0 þ Pn � _Sn ¼ 0
M0 � _h0 þMn � hn _¼ 0

�
ð1Þ

where: F, P, S, h, M stand for vector notation of (F, P), linear speeds (S), angular
speeds (h) and, respectively, moment (M).

The indexes are for input coupling (0 index) and for output coupling (n index) in
the polinar system.
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3.1 Kinematical and Static Model of the Mono-mobile Mechanisms
with One Fixed Axis Pulley

For the system with fixed axis (see Fig. 1.a), made of two racks and one double gear
wheel, there can be attributed the equivalent mechanism with double pulley with fixed
axis and a not extensible wire (see Fig. 1.b).

Both mechanisms have the same block scheme (see Fig. 1.c) obtained from the
structural scheme.

The mechanisms in Fig. 1.a and b are structural characterized by the measures
mentioned next:

• L = 2 - inputs and outputs specific for exterior motion and forces: ( _SA, FA), ( _SB, FB),
given by (SA; _SA; €SA) and (SB; _SB; €SB), respectively, FA and FB.

• M = 1: - from the kinematical point of view is an independent motion, SA, and from
the static point of view there is a function for force transmission: FA = f( _SA, FB)

• L-M = 1: - function of motion transmission SB = f( _SA) and an exterior independent
force: FB

Due to the fact that L = 2 > M = 1 > 0 => the systems shown in Fig. 1.a and b
can structurally function as mechanisms [5].

The motion transmission function can be reduced to that of determining a trans-
mission ratio [4, 6].

_SB ¼ iHBA � _SA ð2Þ

Where:

iHBA ¼
_SB
_SA

¼
_SBH
_SAH

is the transmission ratio of speeds from B to A, when H is fixed

a) b) c)

Fig. 1. Mobile mechanism with fixed axis.
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In order to determine the transmission ratio “i” there should be used the sign
convention proposed in [3, 4, 6], according to Fig. 1.a and b:

iHBA ¼
_SB
_SA

¼ �x � R
x � r ¼ �R

r
ð3Þ

By replacing (3) in (2), it results:

_SB ¼ �R
r
� _SA ð4Þ

The transmission functions for forces are obtained from the equation of energetic
equilibrium with no friction:

_SA �FA þ _SB �FB ¼ 0 ¼ [FA ¼ R
r
� FB ð5Þ

If the mechanism presented in Fig. 1 has equal values for the two gear wheels radii,
than there is obtained an equivalent mechanism made of one simple pulley with fixed
axis and not extensible wire – see Fig. 2.

The transmission functions for speeds and forces, obtained from relations (4) and
(5) turn into:

Fig. 2. The equivalent mechanism.
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_SB ¼ � _SA ð6Þ
FA ¼ FB ð7Þ

4 Structure and Kinematical Analyses of the Robotic
Mechanism

4.1 Structural Analysis of the Robotic Mechanism

The authors present a version of decoupling the movements by couplings, for a
robotic-mechanism whose movement transmission is provided by wires.

There have been done, both, structural and kinematic analyses for the orientation
mechanism I and the decoupling movements of mechanism II. Consequently, there
were determined the overall functions of transmission gears and moments, as well as
the conditions of release movements (see Fig. 3).

Fig. 3. The robotic mechanism acted by wires.
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In terms of kinematic and structural analysis, the proper guidance of mechanism,
driven by wires through single or double pulley wheels, it has been extensively ana-
lyzed by the analytical method [7].

The robotic-mechanism of orientation I, is formed by combining the cinematic
chain bi-mobile open A = (0-H1-H2) with three mono-mobile mechanisms with wires
B = (1-3-H2), C = (2-8-H2) and D = (4-5 = 6-7-H1). The mobility grade of the ori-
entation mechanism is given by relation (8):

MI ¼ MA þ . . .þMD � LC ¼ 2þ 1þ 1þ 1� 2 ¼ 3 ð8Þ

Where LC = 2 represents the component between the composing mechanisms
(3 = 4) and (8 = 7).

The innovative orientation mechanism I, has LI = 6 external connections, three
inputs (0-2-H2) and three outputs (a, b, c).

Because the mechanism is three-mobile, it results that M1 = 3, as there are inde-
pendent motions (xa, xb, xc) and LI – MI = 6 – 3 = 3, as there are dependent motions
(x1, x2, xH2).

The mechanism has LI – MI = 3 independent exterior moments (M1, M2, MH2) and
MI = 3 dependent exterior moments (Ma, Mb, Mc)

The coupling grade of the proposed orientation mechanism is:

C ¼ Ca þCb þCc ¼ 3� 1ð Þþ 2� 1ð Þþ 2� 1ð Þ ¼ 4 ð9Þ

This means that the a - motion is coupled with the motions b and c, the b motion is
coupled with the motion c, and the c motion is coupled to the b motion.

4.2 Kinematical Analysis of the Robotic Mechanism

In order to establish the transmission functions for speeds and moments, the authors
apply the principle of superposition of the effects, so that functions (10) are obtained:

x1 ¼ xa � R3
R1
� xb � R3�R5

R1�R4
� xc

x2 ¼ xa þ R8
R2
� xb � R6�R8

R2�R7
� xc

xH2 ¼ xa

8<
: ð10Þ

Written in matrix form, they turn into next functions, given by (11):

x1

x2

x3

2
4

3
5 ¼

1 � R3
R1

� R3R5
R1R4

1 R8
R2

� R6R8
R2R7

1 0 0

2
4

3
5 �

xa

xb

xc

2
4

3
5 ¼ A �

xa

xb

xc

2
4

3
5 ð11Þ
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Where

A ¼
1 � R3

R1
� R3R5

R1R4

1 R8
R2

� R6R8
R2R7

1 0 0

2
4

3
5

With the assumptions of neglecting the abrasion and the inertia forces, the trans-
mission function of the moments can be determined using the principle of the virtual
mechanical power, as presented by Eq. (12):

Ma

Mb

Mc

2
4

3
5 ¼ �AT �

M1

M2

M3

2
4

3
5 ð12Þ

A particular case, with practical application, is that when the radii of the wheels are
equal. So, the Eqs. (11) and (12) turn into Eq. (13):

x1

x2

xH2

2
4

3
5 ¼ A1 �

xa

xb

xc

2
4

3
5;

Ma

Mb

Mc

2
4

3
5 ¼ �AT

1 �
M1

M2

MH2

2
4

3
5 ð13Þ

Where

AT ¼
1 �1 �1
1 1 �1
1 0 0

2
4

3
5

For the decoupling study, it is most convenient when the transmission functions of
the velocity are expressed by relationship (14):

xa

xb

xc

2
4

3
5 ¼ A�1

1 �
x1

x2

xH2

2
4

3
5 ¼

0 0 1
� 1

2
1
2 0

� 1
2 � 1

2 1

2
4

3
5 �

x1

x2

xH2

2
4

3
5 ð14Þ

Kinematics and structural analysis will be done in particular for the decoupling
mechanism II, when for the simplified calculation is being used general analytical
method.

The decoupling mechanism II is a tri-mobile mechanism composed from six
mono-mobile mechanisms acted by wires E = (11 19), F = (10 16), G = (9 12),
H = (13 17), I = (14 18) and J = (15 20) together with five couplings, (C’a, C’b, C’c,
C”ac and C”b). The mechanism is driven by three stepping motors (Ma, Mb, Mc) [8–10].

The coupling degree of the guidance mechanism is calculated as expressed by
Eq. (9):
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To achieve a movement, the Ma motor in running and will be locked by the stepper
motor Mb and Mc (see Fig. 4). Under these conditions, the couplings C’a and C”a are
coupled and the others are decoupled.

To achieve the b movement, the Mb motor in running and will be locked by the
stepper motor Ma and Mc (see Fig. 5). Under these conditions, the couplings C’b and
C”b are coupled and the others are decoupled.

Fig. 4. The a movement conditions.

Fig. 5. The conditions of b movement.
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To achieve the c movement, the Mc motor in running and will be locked by the
stepper motor Ma and Mb (see Fig. 6). Under these conditions, the couplings C’c and
C”c are coupled and the others are decoupled.

To determine the decoupling conditions of the oriented movements, there arepro-
ceeding like in previous cases, so that there are obtained the following transmission
ratios equals:

• for decoupling movements c – b:

i9�c ¼ i10�c

where

i9�c ¼ i9�12 � i14�18 ¼ R12R18

R9R14

i10�c ¼ R16

R10

ð15Þ

• for decoupling movements b – c:

i9�b ¼ �i10�b

Fig. 6. The c movement conditions.
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Where

i9�b ¼ i9�12 ¼ R12
R9

i10�b ¼ i10�16 � i17�13 ¼ R16R13

R10R17

ð16Þ

• for decoupling movements a – (b and c) (see Eq. 17)

i11�a ¼ i10�a ¼ i9�a

Where

i9�a ¼ i9�12 � i15�22 ¼ R12�R20
R9�R15

i10�a ¼ i10�16 � i18�14 � i15�30 ¼ R16�R14�R20
R10�R18�R15

i11�a ¼ i11�19 ¼ R19
R11

ð17Þ

From relationships (15), (16) and (17) we obtain the conditions for decoupling,
given by Eq. (18).

R16
R10

¼ R12R18
R9R14

R12
R9

¼ R16R13
R10R17

R19
R11

¼ R14R16R20
R10R18R15

8><
>: ð18Þ

These relationships are fulfilled in the particular case of equal radii: R9 = … = R20.
For the robotic mechanism with decoupled movements (see Fig. 3), we obtain the

functions of velocity transmission, as follows:
10 for xb = 0 and xc = 0 => xb = 0 and xc = 0

xa ¼ xa � ia�a;

Where

ia�a ¼ i11�19 ¼ R19

R11
) xa ¼ xa � R19

R11
ð19Þ

20 for xa = 0 and xc = 0 => xa = 0 and xc = 0

xb ¼ xb � ib�b
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Where

ib�b ¼ i8�2 � i10�16 � i17�13 ¼ � R2�R16�R13
R8�R10�R17

� )
xb ¼ �xb � R2�R16�R13

R8�R10�R17

ð20Þ

30 for xa = 0 and xb = 0 => xa = 0 and xb = 0

xc ¼ xc � ic�c

Where

ic�c ¼ i6�7 � i8�2 � i10�16 ¼ � R7�R2�R16
R6�R8�R10

)
xc ¼ �xc � R2�R16�R7

R8�R10�R6

ð21Þ

The velocities functions of overall transmission for the robotic mechanism with
decoupled movements are expressed by the matrix form presented in Eq. (22):

xa

xb

xc

2
4

3
5 ¼

R19
R11

0 0
0 � R2R13R16

R6R10R17
0

0 0 � R7R2R16
R8R6R10

2
64

3
75 �

xa

xb

xc

2
4

3
5 ð22Þ

In the case of equal values for radii, the relationship (22) turns into (23):

xa

xb

xc

2
4

3
5 ¼

1 0 0
0 �1 0
0 0 �1

2
4

3
5 �

xa

xb

xc

2
4

3
5 ð23Þ

Under the assumptions of neglecting the abrasion and the inertia forces, the
transmission function of the moments can be expressed by Eq. (24).

Ma

Mb

Mc

2
4

3
5 ¼

�1 0 0
0 1 0
0 0 1

2
4

3
5 �

Ma

Mb

Mc

2
4

3
5 ð24Þ

5 Conclusions

There was formulated the concept of fundamental model for wires mechanisms defined
by the next set of premises:

• there is neglected bearing’s friction loss;
• there is neglected the mass of wires;
• there is neglected the elongation of wires;
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• there is neglected the rigidity of wires;
• there is neglected the wire – pulley slip.

The research presented in this paper resulted in specific methodologies for struc-
tural, kinematical and static study of wire - pulleys mechanisms, methodologies
obtained by “extrapolation” of the study methodologies specific to mechanisms with
circular gears.

Mechanisms with pulleys and wires are considered to be analogues, from kine-
matical and static point of views, to the circular gears mechanisms, gear wheel - rack,
or gear wheel – gear wheel type mechanisms.

The presented methods, apart from the already existing ones, enable extension of
the study to the mechanisms with high complexity schemes. As example, there is the
structural, kinematical and static study for a series of relevant mechanism acted by
wires [11].

This solution is also relevant for industrial robots in low and non-pollution man-
ufacturing systems [12].
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Abstract. Aspects of electric vehicles specific infrastructure in Romania are evidenced by
this paper. The focus is on charging station and fast charging stations designed and installed
by the first Romanian company dedicated 100% to e-mobility, E-Motion Electric. Research
on machining processes, milling and drilling, of the mechanical components of these stations
is also presented. A system for measuring the values of machining forces, data acquisition and
processing, as well as real time control scheme does also represent innovation in this paper.
The regression models, determined by statistical data processing, should be applied in opti‐
mization of machining process.

Keywords: Charging station · Drilling · Milling · Regression model · Control
system

1 Introduction

Eco-Technologies include the technologies which does not harm the environment so
hard, when compared to traditional similar technologies applied to obtain the products
required by the same human need [1].

Energy efficiency is “using less energy to provide the same service” and it is not
energy conservation [2]. Most of the times, the energy efficiency can be quantified by
comparing the specific energy consumption for obtaining, in the same condition, the
product, service or, process required. By reducing these consumptions, without affecting
their quality, represents the increase on energy efficiency [3].

The concept of energy efficiency, or optimization of electric energy consumption
has become an essential challenge worldwide, nowadays. In fact, saving energy does
represent the cheapest energy resource, easy to produce and environmental friendly.

One solution, with highly positive impact on the environment, is represented by the
focus on electric vehicles (EV). These vehicles have to be charged and, further, driven,
so that to use their required energy in an efficient way, as well as an environmental
friendly one.
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The chargeable electric vehicles, hybrid ones included, have become more and more
popular, for person transportation (electric train, electric bus, electric car, electric bike).
There are obvious advantages, such as: no CO2 emission, travel comfort, technology
friendly over the environment, low expenses [4].

Based on the aspects mentioned above, it is estimated a, relatively, high need for
good charging infrastructure for electric vehicles in Romania.

2 Notation and Symbols

In the past 50 years, Europe has changed a lot - just like the rest of the world. Nowadays,
more than ever, in a constantly evolving world, Europe must face new challenges.
Economy globalisation, demographic evolution, climate changes, the need for long-
lasting energy sources and modern security threats are the main challenges of the XXIst

century.

2.1 Context

National and international relationship of Romania, member of European Union and the
focus on sustainable development, including friendly environmental technologies, lead
to the increasing importance of ecological technologies with high energy efficiency for
new generation of vehicles, specially envisaging electric vehicles, more specifically,
electric cars.

Environment degradation because of industrial development which has mostly been
accomplished in a chaotic way, as well as the consequent hunger of resources, exhaustion

Fig. 1. The highest energy efficiency is that of electric vehicle [6].
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of fossil fuels: oil, gas, coal are the reason for efficient use of natural resources and for
integrated solution of protection and preservation of the environment [5].

Electric vehicles are sometimes “accused” that they do pollute “somewhere else”,
because their required energy for battery charging is obtained using industrial proce‐
dures that pollute. But, if there were considered all the emissions, from oil extraction,
it would result that the electric vehicle is significantly more efficient and pollutes less
than any other options – see Fig. 1.

One relevant situation is that where the charging stations (E-Motion Street Box) are
situated in isolated areas, with no plugin sources to the electricity distribution network.
These stations will be connected to renewable energy sources so that, the electric vehicle
charging is 100% green, non-polluting – see Fig. 2.

Fig. 2. Eco-technology for charging the electric vehicle [7].

In the context of climate changes and of cities that turn into sustainable smart cities,
high attention is given to the systems for monitor, analysis and adjustment to environ‐
mental changes, energetic management, etc. The electric transportation and its charging
infrastructure represents components of the smart grid of the future, so that further
development of the electric vehicles charging stations smart grid is really important –
see Fig. 3.

This smart grid enables route optimization depending on the emplacement and
performances of existing charging stations, correlated to roads status and traffic situa‐
tions/ emergencies.

2.2 Overview

e-Motion Electric is the first Romanian company dedicated 100% to e-mobility, as
producer for electric vehicle charging stations. It also offers the knowledge in developing
the best solutions for charging infrastructure in Romania and e-mobility solutions in,
general. In 2011 it was installed the first public charging station in Romania. It has 1
plug 230 V and 16A; controlled access with RFID; energy meter and is designed for
semi-public use.

All the EV charging stations meet the IEC standards and charge the vehicles in
mode1, 2 and 3, on Schuko type 1 or, type 2 plugs. There are also implemented payment
systems with both credit card or prepaid.

112 M. Iliescu et al.



One of the exterior semi-public charging station designed and installed in Romania
is presented in Fig. 4. It is type 1, with 1 plug 230 V and 32 A; controlled access with
RFID; energy meter and designed for semi-public use.

Fig. 4. Exterior semi-public charging station [7].

One of the interior private charging stations designed and installed by the company
in Romania is shown in Fig. 5. It has 1 plug 230 V and 16 A and energy meter.

The first fast charging station designed and installed in Romania in 2014, for exterior
semi-public use, is evidenced in Fig. 6. It has 1 plug 230 V and 16 A, 3,6 kW; Type 2
plug 400 V and 32 A, 22 kW.

In 2013, in Romania, it was installed only 1 (one) public charging station. In 2014,
in Bucharest (capital of Romania) there were 9 (nine) public charging stations – see
Fig. 7.

Fig. 3. Urban transportation and its infrastructure – components of the smart city [7].
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Fig. 5. Interior public charging station [7]. Fig. 6. Exterior semi-public fast charging
station [7].

Fig. 7. Public charging stations location in Bucharest district, 2014.

The European Commission announced that soon, there will be rules regarding the
development of public charging station infrastructure for electric vehicles. For Romania,
the Commission estimated an amount of 10,000 charging stations to be installed by the
year 2020.
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3 Research on Machining Processes

All the aspects presented above do evidence the importance of developing the infra‐
structure of charging stations for electric vehicles in Romania. Each of these stations
has mechanical components, as for example, the “frame” sustaining all the components
for automation.

In Fig. 6, one can notice the support – front case of the fast charging station. It is
made of composite material, machined by milling and drilling processes. So, the
prescribed geometrical precision parameters: dimensions, tolerances, surface roughness
values are be obtained.

In the machining processes, milling and drilling, of the mechanical components, their
parameters values required to generate shape and accuracy are estimated not to be
optimum ones, as both milling and drilling tools have severe wear and, relatively, low
durability. In fact, many times, the milling tool breaks while machining the contour and
the drilling tool prove cutting edge severe wear.

That is why, it has been considered of benefit do research on, both, milling and
drilling machining process, so that to improve cutting tools durability and, finally, to
have an efficient machining process.

3.1 Research Method

The research on studied machining processes, milling and drilling, is done so that to
finally obtain a regression models of machining process parameters interdependence,
models that enable to determine their optimum values for the process.

There are some specific steps for this research, as mentioned next.

Step 1 – is on the “definition” of material to be machined. In fact, it is a 3 mm thick
sheet made of composite polymer, PLEXIGLASS (polymethyl methacrylate,
PMMA).
Step 2 – is on the “definition” of the machining equipment. The vertical CNC
machining center is an Isel CNC Router [8]. The milling tool is flat end mill, Sandvik
Coromant (producer) and the drilling tool is carbide standard spiral, Whiteside
(producer).
Step 3 – is on the variables studied, inputs and outputs, as well as to the desired type
of mathematical relationship – regression model. The regression analysis is based on
design of experiments statistical method and, further, on computer data processing.
So, the experiments design is Central Composite Design (CCD) type [9] and the
applied software is DOE KISS that enable polynomial regression analysis, optimiza‐
tion, plotting 2D and 3D, Pareto diagram, Means Plot etc.

Based on preliminary research and previous work [10–12], as well as on the expe‐
rience and results obtained in practice, the authors have considered fit the choice of the
machining processes parameters mentioned next.
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Milling process:

– two independent variables (inputs): cutting speed, v (peripheral speed of the cutting
tool) and radial depth (of the cut), ar; speed values were measured in [m/min] and the
depth values were measured in [mm].

– one dependent variable considered, due to the interest of this study, the tangential
cutting force component, Fy [daN];

– other milling process parameters were set to: 1200 [mm/min] for the feed speed, vf;
3 [mm] for axial the depth, aa and cutting fluid (coolant and lubricant).

Drilling process:

– three independent variables (inputs): tool diameter D measured in [mm], feed rate f
measured in [mm/rot] and drilling speed vc measured in [m/min];

– one dependent variable considered, due to the interest of this research, the vertical
cutting force component, Fz [N].

3.2 Experiments and Data Processing

Experiments were done at the Production Department of E-Motion Electric Company
– see Fig. 8.

Fig. 8. Cylindrical face milling experiments.
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In order to measure the machining forces’ components, along each of the OX, OY
and Oz axes, there was used specific equipment made of:

– dynamometric system with 6 resistive transducers positioned along each axis and
connected in a complete Wheatstone electronic bridge;

– 6 channels tension bridge and data acquisition system, with DAQPad-6020E type
data acquisition component.

For accurate experimental data, there was used a CCD experimental program
(Central Composite Design), each experience repeated 5 times and the processed
values being those of average - arithmetic mean, for each set of experiments.

The independent variables are conventionally named zj. Their coded values, are xj.
while relationship between real and code values is expressed in Eq. (1).

xj =

zj −
zmin + zmax

2
zmax − zmin

2

(1)

where: zmin is the minimum value of the variable;
zmax - the maximum value of the variable.
For this research, the inputs values are the ones mentioned in relation (2) to relation

(6), as mentioned next:

– for the milling process:

z1 = v; vmin = 150 m∕min; vmax = 450 m∕min (2)

z2 = ar; armin = 4 mm; armax = 8 mm (3)

– for the drilling process:

z1 = D; Dmin = 3 mm; Dmax = 7 mm (4)

z2 = f; frmin = 0.08 mm∕rev; frmax = 0.16 mm∕rev (5)

z3 = vc; vcmin = 14 m∕min; vcmax = 40 m∕min (6)

Modeling and simulation of the machining process, for one mechanical component
of the charging station was done with VisualMILL software. There were considered,
both milling and drilling machining procedures and so, the trajectories of cutting tools
are to be noticed in Fig. 9.
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Fig. 9. Simulation of cutting tools trajectories.

More of it, an example of the drilling process simulation, for generating one whole
of the front case component is shown in Fig. 10.

Fig. 10. Simulation of drilling process.

Sequence of the CNC program associated to this drilling process and used with isel
CNC Router for machining is shown in Fig. 11.
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Fig. 11. CNC sequence program.

The obtained results for the tangential cutting force, Fy, are presented in Table 1 and
the results for the cutting force’s main component, Fz, are presented in Table 2. Each of
these results represents the as arithmetic mean values of the 5 experiences repeated in
each experiment.

Table 1. Experimental results for milling.

v [m/min] ar [mm] Fy [daN]
Real value Coded

value
Real value Coded

value
1 150 −1 4 −1 26.16
2 150 −1 8 +1 33.85
3 450 +1 4 −1 23.60
4 450 +1 8 +1 28.36
5 300 0 6 0 26.50
6 300 0 6 0 26.42
7 150 −1 6 0 26.58
8 450 +1 6 0 25.82
9 300 0 4 −1 23.28

10 300 0 8 +1 28.80
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Table 2. Experimental results for drilling.

D [mm] f [mm/rot] vc [m/min] Fy [N]
Real
value

Coded
value

Real
value

Coded
value

Real
value

Coded
value

1 3 −1 0.08 −1 14 −1 48.8
2 3 −1 0.08 −1 40 +1 47.6
3 3 −1 0.16 +1 14 −1 72.8
4 3 −1 0.16 +1 40 +1 71.1
5 7 +1 0.08 −1 14 −1 92.8
6 7 +1 0.08 −1 40 +1 90.5
7 7 +1 0.16 +1 14 −1 138.6
8 7 +1 0.16 +1 40 +1 135.2

Results of the DOE KISS regression analysis are shown in Figs. 12 and 13 for the
milling process and, respectively, the drilling process studied.

Based on regression analysis results, and further processing data – by neglecting the
factors that do not have significant influence on the output values, there was obtained
the regression model for milling process parameters interaction.

The regression model for coded variables, xj, is given by Eqs. (7) and (8), for each
of the studied machining processes, milling and, respectively drilling:

y = 24.826 − 11.373 ⋅ x1 + 13.567 ⋅ x2 − 16.190 ⋅ x1 ⋅ x2 (7)

y = 86.275 + 26.2 ⋅ x1 + 17.025 ⋅ x2 − 1.975 ⋅ x3 + 5.15 ⋅ x1 ⋅ x2 − 1.25 ⋅ x1 ⋅ x3 (8)

Fig. 12. DOE KISS regression analysis results for milling.
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Considering the real variables in this research, relation (1) turns into relation (9), for
milling, and relation (10), for drilling.

x1 =
v − 300

150
; x2 =

ar − 6
2

(9)

x1 =
D − 5

2
; x2 =

f − 0.12
0.04

; x3 =
vc − 27

13
(10)

Finally, based on all the above, there are obtained the regression models for the studied
machining processes, as evidenced by equations below:

– for the milling process:

Fy = −90.269 + 0.248 ⋅ v + 22.974 ⋅ ar − 0.054 ⋅ v ⋅ ar [daN] (11)

– for the drilling process

Fz = 5.936 + 6.673 ⋅ D + 103.75 ⋅ f + 0.088 ⋅ vc + 64.375 ⋅ D ⋅ f − 0.048 ⋅ D ⋅ vc (12)

For validation of the obtained results, has been designed a measuring error real time
control scheme – see Fig. 14, thus being possible to compare experimental values to the
ones generated by the regression models.

Fig. 13. DOE KISS regression analysis results for drilling.
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Fig. 14. Pareto chart of coefficients – for
milling process

Fig. 15. Pareto chart of coefficients – for
drilling process.

DOE KISS software enables the plot of Pareto charts of coefficients – see Figs. 14
and 15. This charts points out how strong the influence of each input, as well as of inputs
interactions, is on the output values.

Also, the software enables the use of Expert optimizer, so that to optimize (minimize
for this study) the values of the output, in fact the machining force value – see Figs. 16
and 17.

Fig. 16. Expert optimizer – for milling
process.

Fig. 17. Expert optimizer – for drilling
process.

3.3 Real Time Control System

In order to have real time control of the machining processes, a system for measuring
the forces, data acquisition and processing has been designed [13, 14]. Its schematic
representation is to be noticed in Fig. 18.
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Fig. 18. Measuring error real time control scheme.

One measuring channel is assigned to the classic method, where deformations gener‐
ated by machining forces are measured, through the experimental module, ME (dyna‐
mometric system with 6 resistive transducers). These forces are determined by correc‐
tion of the deformation values received from the Wheastone electronic bridge, through
the reading-modeling module, MCD. So, it is possible to generate, in real time, the values
of machining forces along each of the axes, X, Y and Z, meaning Fx, Fy and, respectively,
Fz, as Ci (δi).

A second channel is used for signals’ acquisition – specific parameters of the
machining process, from a PLC system (Programmable Logical Controller) at high
sampling rate and processing speed, by rejecting noise signals. The accuracy of meas‐
urements is, at least, 11 bits. These signals are numerically processed, according to
regression models obtained – see Eqs. (11) and (12), by the machining process modeling
module, MPP. This is how machining force’s values are real time generated as function
of the each machining process parameters values Fx,y,z.

Comparing the two channels generated signals, through data comparing task, TCD,
of the PC, results in the modeling errors generated by real time control system.

The measuring errors values less than 1%, obtained by real time data acquisition
point out the fact that both experimental results as well as regression models obtained
results are correlated. This suggests that there are real possibilities of implementing the
described method in order to determine forces values for different machining processes.

4 Conclusions

The research resulted presented in are focused on main aspects of the development of
electric vehicles specific infrastructure in Romania, specially the one developed by the
first Romanian company dedicated 100% to e-mobility, E-Motion Electric.
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Research on machining processes, milling and drilling, of the mechanical compo‐
nents of these stations is also presented. Regression models of machining forces, as
function of process input parameters have been obtained and should be further applied
in optimization of these machining processes.

A system for measuring the values of machining forces, data acquisition and
processing, as well as real time control scheme does also represent innovation in this
paper. The development of these system would be adequate for validating analytical
models of outputs variables (force, torque, surface roughness, surface hardness, etc.) in
different type of machining processes (milling, drilling, turning, grinding). Machining
processes type.
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Abstract. We consider necessary to discuss on a scientific article about the
diagnosis of Internet of Things (IoT) for industry applications, e.g. controlled
flexible manufacturing systems (FMS). In order to analyse and diagnose the
main characteristics of these systems we focus on models realized with Markov
chains of FMS with stochastic and not equal throughput rates. Discrete-event
models assume that FMS is decomposed, and we study the following events: an
Internet server fails, an Internet server is repaired, an Internet server memory
buffer fills up, an Internet server memory buffer empties. The IoT diagnosis is
performed with by calculating the time to absorption in Markov model of the
IoT controlled FMS. Future developments of IoT diagnosis of FMS are also
discussed in this work.

Keywords: Discrete event models � Markov chains � Internet of Things �
Flexible manufacturing systems � Memory buffers

1 Introduction

EU Projects Research Cluster in the Internet of Things (IERC) defines IoT as follows:
“A dynamic global network infrastructure with self-configuring capabilities based on
standard and interoperable communication protocols where physical and virtual
“things” have identities, physical attributes, and virtual personalities and use intelligent
interfaces, and are seamlessly integrated into the information network”.

In this work, we assume that a flexible manufacturing system controlled and
monitored by Internet of Things (IoT) is similar to a discrete event system (DES) and
we model it in a discrete stochastic space. Absorbing states of Markov chain models
display a steady-state i.e., the absorbing state attended after time T; therefore, only
transient analysis displays the system performance. Our approach deals with an IoT
controlled system which displays in time a trajectory modelled with a Markov chain
x(t); t � 0f g with state space S ¼ 0; 1;. . .f g and space generator W. Let i, j 2 S and,

we have [1, 2]:

PijðtÞ ¼ P x tð Þ ¼ j=x 0ð Þ ¼ if g ð1Þ

A(t) ¼ [pij (t)] ð2Þ
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The following equations describe the behavior of the above mentioned Markov
chain [1, 3, 5]:

d
dt
½A(t)] ¼ A(t) �W ð3Þ

d
dt
½A(t)]* ¼ W � A(t) ð4Þ

Where A(0) = I. For matrix components we have:

d
dt
½pijðt)] ¼ wij : pij (t)þ

X
k¼j

wkj �pikðtÞ ð5Þ

d
dt
½pijðt)] ¼ wii : pij (t)þ

X
k¼i

wik � pkjðtÞ ð6Þ

The solution is:

A(t) ¼ e W�t ð7Þ

eW�t ¼
X1
k¼0

W � tð Þk
k!

ð8Þ

The state probabilities Y(t) ¼ [p0ðt), p1ðt),. . .� where pjðt) = P x(t) = jf g; j 2 S,
are given by the following equation:

d
dt
½Y(t)] ¼ Y(t) : W ð9Þ

The solution is:

Y(t) ¼ Y(0) : eW�t ð10Þ

pijðt) ¼ P X(t) ¼ j/ X(0) ¼ if g ð11Þ

For t > 0, and T the time to reach the absorbing state, we obtain:

P T [ tf g = P X(t) 62 (m + 1, . . . , m + n)f g ð12Þ

Where m� 0, n > 0, we have (m + 1) states, and the next states are absorbing ones.

P T [ tf g ¼ 1�
Xn
j¼1

p
0;mþ j

tð Þ ð13Þ
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Then time interval T may be displayed by:

FTðt) ¼
Xn
j¼1

p0;mþ j tð Þ ð14Þ

Where P0;mþ j tð Þ is given by Eq. (3) [5–7].

2 The Model for IoT Diagnosis of FMS

The basic cell of the IoT system diagnosis of a FMS consists of a computer e.g. server
connected to Internet, Si, with memory buffer and its downstream machine from the
FMS. In Fig. 1 we depicted the Markov chain model of the one of the n identical cells
of our model for IoT control and diagnosis of a FMS, where n represents the number of
servers necessary to control the FMS [4, 5].

The meaning of the cell depicted in Fig. 1 is that the server Si is in state 0 when
there is no information to process, and there is the transfer of the information to/from
machines of FMS. In state 1, we process information, and a deadlock occurs in state 2.
Information bits transfer rate is ki and the servers processing rate of information bits is
li. The Markov chain model for IoT diagnosis of FMS is depicted in Fig. 2.

Here T is the time elapses until deadlock occurs, and deadlock is a probability
DaTðt) ¼ p02ðt): In order to determine p02ðt) we will use the generator W of the
above depicted Markov chain:

Fig. 1. The basic model of Markov chain for IoT diagnosis.

Fig. 2. Markov chain model for IoT diagnosis of FMS.
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W ¼
�ki ki 0
li � ki þ lið Þ ki
0 0 0

2
4

3
5 ð15Þ

From Eq. (6) we have the probability p02ðt):

d
dt
p02ðtÞ ¼ w00 : p02ðt) þ w01 : p12ðt) þ w02 : p22ðt) ð16Þ

But we also have w02 = 0, and therefore:

d
dt
p02ðtÞ ¼ �ki � p02ðtÞþ ki � p12ðtÞ ð17Þ

Similar, for p12ðt) we have:

d
dt
p12ðtÞ ¼ w10 : p02ðt) þ w11 : p12ðt) þ w12 : p22ðt) ð18Þ

And p22ðt) ¼ 1, and therefore:

d
dt
p12ðtÞ ¼ �li � p02ðtÞ � ðki þ liÞ � p12ðtÞþ ki ð19Þ

Where pijðs) is the Laplace transform of pijðt):

sp02ðs) ¼ �kip02 sð Þþ kip12 sð Þ ð20Þ

sp12ðs) ¼ lip02 sð Þ � ki þ lið Þ � p12 sð Þþ ki
s

ð21Þ

Equations (20) and (21) determine:

p02ðs) ¼ k2i
s s2 þ s 2ki þ lið Þþ k2i
� � ð22Þ

And Eq. (22) have as solution the probability p02ðt) :

p02ðt) ¼ A þ B � e�at þ C � e�bt ð23Þ

Where, a, b, A, B, C are [2, 3]:

a ¼ 2ki þ li þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2i þ 4kili

p
2

ð24Þ
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b ¼ 2ki þ li �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2i þ 4kili

p
2

ð25Þ

A ¼ ki
ab

; B ¼ ki b� 2að Þ
ab b� að Þ ; C ¼ ki

b b� að Þ ð26Þ

3 The Events of Memory Buffers

For components manufactured in FMS, the transition from one event to next event
depends on current state and on the generator W of the FMS. So, we may say that in a
FMS controlled by IoT deadlocks have mainly two possibilities of diagnosis: a blocked
server empties its memory or information less (e.g. empty server) commands its
downstream machine. Therefore the events dynamic is determined by information
which flow both way from Si to the downstream machine. We consider a FMS con-
trolled by servers Si-1, Si and Si+1, and the memory buffers Bi-1 and Bi. We assume that
an event occurs at time t and let TA be the estimated time of the next event. We have:

li is the information processing speed (bits-unit/time-unit) of server Si, i = 1,…, n.

S(i,t) ¼ 1; if server Si is functional
0; if Si is under repair

�

B(j,t) ¼
0; if buffer Bj is empty
2; if buffer Bj is full
1; otherwise state

8<
:

BEj(t) ¼ 1; if Bj empties at time t
0; otherwise

�

T1j(t) Time necessary to store information in Bj

T2j(t) Time necessary to deliver information from Bj

We have the following scenarios:
First scenario: server Si+1 is faster than Si-1. This is modeled in Fig. 3 and we have

[6–8]:

ðT21 [ T1;i�1 þ 1
li
Þ \ ðliþ 1 [ li�1Þ ð27Þ

In Figs. 3 and 4 we depicted with continuous line server data processing and with
arrows we depicted data flow [5–7]. Intervals blank mark the idle processing time due
to blockage/repair of servers. Memory buffer Bi empties from full memory. The end of
processing time of the (Ni + 1) bits on server Si is greater than the time when memory
Bi empties. The dual case is for the first Ni bits. Therefore we have [8]:
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t þ T2i þ Ni

liþ 1
\ t þ T1;i�1 þ Ni

li�1
þ 1

li
ð28Þ

and

TA ¼ t þ T2i þ Ni � 1
liþ 1

� t þ T1;i�1 þ Ni � 1
li�1

þ 1
li

ð29Þ

For Bi Eqs. (27) and (28) estimate the bits to next event:

Ni ¼ 1þ Int
T2i � T1;i�1 � 1

li
1

li�1
� 1

liþ 1

( )
ð30Þ

Another scenario studied here is dual to first discuss: server Mi-1 process data faster
than server Si+1 and the empty server Si fills its memory buffer Bi [9–12]. After that,
server Si-1 processes Ni-1 bits, and blockage is modeled in Fig. 4.

T2i [ T1;i�1 þ 1
li

� �
\ li�1 [ liþ 1

� 	 ð31Þ

Fig. 3. Dynamic of servers when Si+1 is faster than Si-1.

Fig. 4. Dynamic of servers when Si-1 is faster than Si+1.
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Figure 4 shows that arrival time of Ni�1 þ 1ð Þ bits at buffer Bi-1 is less than the
processing time of server Si. The dual case holds for the first Ni-1 bits [13–16].
Therefore we have:

t þ T2i þ Ni�1 � 1
liþ 1

[ t þ T1;i�1 þ Ni�1

li�1
ð32Þ

and

TA ¼ t þ T2i þ Ni�1 � 1
liþ 1

� t þ T1;i�1 þ Ni�1 � 1
li�1

ð33Þ

Similar with the first scenario, for Bi-1 we estimate the next event:

Ni�1 ¼ 1þ Int
T1;i�1 � T2i � 1

liþ 1

1
liþ 1

� 1
li�1

( )
ð34Þ

Equations (29) and (33) allow us to avoid the above mentioned scenarios of
deadlocks by fairly dimensioning the buffers, and taking into consideration flow rate of
bits until next event: T21 = p02 in relation (29) and, respectively,

T1,i-1 = p02 in relation (33); where p02 is given by relation (23) [16, 17]. As we
proved in this paper the failure/blocking of servers can be avoided, if the buffer size is
larger than the critical size determined with Eqs. (30), (33) and (34). The necessary and
sufficient condition is to have an average time to repair a server smaller than the
average time to fill the memory of server.

4 Estimating the Main Characteristics of Industry IoT

For determining the performance of IoT systems, we consider the model described in
previous sections and we also consider that our system consists of n servers which
receive data according to a Poisson process with rate ki, and process workflow data is
given by rate µi (e.g. each computer receives data with rate ki, and processes data with
rate µi, where i = 1, …, n; with n the total set of computers in our system). Let W(t) be
the number of servers which process data at time t and let Q(t) be the number of servers
needed to process data at time t. We will determine the performance parameters for the
system described in chapter 2 using the bi-variant system (W(t), Q(t)). As we described
earlier our IoT system we can model it as a Markov process with state space S = {1, 2,
…, w} X {1, 2, …, q}, (where w and q belong to N, the set of natural numbers, and
w � n; q � n), with transitions rates defined as for a classic M/G/1/∞. We discuss
two possible cases [18]:

1. The number of servers, wi, which process data is: 0�wi � n� 1, and
0� qi � n� 1, and for this scenario we have an average number of blocked servers
given by the following relations:
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b wj;qjð Þ ¼

k; wj; qj

 �

¼ wi þ 1; qið Þ
wi; wj; qj


 �
¼ wi � 1; qið Þ

qil; wj; qj

 �

¼ wi þ 1; qi � 1ð Þ
� kþwi þ qilð Þ; wj; qj


 �
¼ wi; qið Þ

0; else

8>>>>>>>><
>>>>>>>>:

ð35Þ

Where wjxqj

 �

2 S;wi �wj; qi � qj.

2. The number of servers, wi, which process data is:wi ¼ n� k, with k\n; k 2 N, and
0� qi � n� 1, and for this scenario we have an average number of blocked servers
given by the following relations:

bðwj; qjÞ ¼

k; wj; qj

 �

¼ n; qi þ 1ð Þ
n; wj; qj


 �
¼ n� 1; qið Þ

� kþ nð Þ; wj; qj

 �

¼ n; qið Þ
0; else

8>>>>><
>>>>>:

ð36Þ

Where wjxqj

 �

2 S;wi � wj; qi � qj.

The main characteristics of an industrial IoT are obtained considering the transition
probabilities pij ¼ PfW tð Þ ¼ wi;Q tð Þ ¼ qig associated to bi-variant system (W(t),
Q(t)), by solving the Kolmogorov attached Eq.º[19]:

k þ wi þ qilð Þpij ¼ kpi�1;j þ qi þ 1ð Þlpi�1; jþ 1 þ wi þ 1ð Þpiþ 1;j; 0�wi � n
� 1

ð37Þ

k þ nð Þpnj ¼ kpn�1;j þ qi þ 1ð Þlpn�1;jþ 1 þ kpn;j�1;wi ¼ n ð38Þ

Using the system associated to our model, we obtain:
The loss formula [20]:

B nð Þ ¼ lim
t!s

PfW tð Þ ¼ ng ð39Þ

Where s is the observation time, e.g. the work flow time, which is a multiple of
working shift, or theoretically is ∞.

Relation (39) becomes for our system:

B nð Þ ¼
Xn
j¼0

pnj ð40Þ
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The formula for finding the number of servers needed for optimum data processing
[21]:

Dq ¼ lim
t!s

EfQ tð Þg ð41Þ

Where E{A(t)} represents the mean value of variable A(t).
Relation (41) becomes for our system:

Dq ¼
1þ lð Þ kþ k2 � E W tð Þ½ �2

n o
lðn� kÞ ð42Þ

The formula for determining the optimum number of servers processing data at
time t [21]:

SPD ¼ lim
t!s

E½WðtÞ� ð43Þ

Relation (43) becomes for our system:

SPD ¼ k ð44Þ

5 Conclusions

A model for IoT diagnosis of a FMS diagnosis has been proposed in this paper. The
model may be obtained with our discrete-event approach or using heuristic models.
A discrete-event system formulation and FMS controlled by IoT connected by pro-
cessing cells and fast determines an accurate diagnosis at an increased speed and
costless. We observe that if the deadlock/repair time is known and the duration of
diagnosis estimation is less than it, then transient analysis is more appropriate than the
steady state analysis. The main characteristics of an IoT were estimated by modelling it
with a Markov chain and applying Kolmogorov equations. The results obtained con-
firm the model we proposed. As far as we know this is a first exercise for its kind and
we strongly believe that explosive development of IoT will enrich the literature with
more developed models and deepest analysis concerning the future capabilities of
Internet. Further development of this approach should focus on intelligent flexible
manufacturing systems modelled with Markov chains which have self-recovery algo-
rithms from deadlock situations.
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Abstract. Monitoring data are collected and stored in a wide range
of domains, especially in data centers, which integrate myriads of ser-
vices and massive data. To handle the inevitable challenges brought by
increasing volume of monitoring data, this paper proposes a correlation-
based reduction method for streaming data that derives quantitative
formulas between correlated indicators, and reduces the sampling rate of
some indicators by replacing them with formulas predictions. This app-
roach also revises formulas through iterations of the reduction process to
find an adaptive solution in dynamic environments of data centers. One
highlight of this work is the ability to work on upstream side, i.e., it can
reduce volume requirements for data collection of monitoring systems.
This work also tests the approach with both simulated and real data,
showing that our approach is capable of data reduction in complex data
centers.

Keywords: Monitoring data · Data reduction · Time-series prediction ·
Data center

1 Introduction

As data centers need to handle large amounts of service requests, in order to
optimize efficiency of resource usage, energy consumption and CO2 emissions,
data centers exploit various monitoring systems currently available in industry
and as open-source components to understand the dynamic operating conditions.
These monitoring systems provide sensing services both on the physical environ-
ment and on computing resources, monitoring variables like CPU usage, memory
usage, and power consumption as indicators to measure working conditions of
virtual machines and host servers.

Even though monitoring systems aim to improve efficiency, the workload for
data collection and data utilization can become a heavy burden because the
number of virtual machines and hosts in a data center is always large and values
of indicators are continuously changing. Furthermore, in the era of Big Data,
the size and energy consumption of data centers are also increasing owing to
expansion of the Internet. Future growth of data centers will doubtlessly raise
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several challenges to the monitoring systems, such as efficiency and cost of data
acquisition, data transmission, data storage and so on. In short, the increasing
size of data is becoming a key problem.

As a proposal in the direction of reducing this problem, we explore data
reduction technologies to reduce data quantity and also keep informative val-
ues. This work focuses on monitoring data of data centers, and most data are
numerical time-series data, namely, the representation of a collection of values
obtained from sequential measurements over time [4]. While other reduction
techniques try to bring down costs of data storage or data transmission, this
paper looks at the data reduction problem from a different point of view: indica-
tors of data center are not standalone, their correlations reflect characteristics of
system behaviors somehow. We consider the common data correlations between
indicators as important clues to large amount of data redundancy, which can be
reduced at low cost, so reducing only correlated data could avoid much aimless
computation and achieve reduction result at a good level. Thus, we introduce a
novel approach to exploit correlations between indicators and predict values of
some indicators with regression formulas, aiming to decreasing workloads of data
collection in monitoring systems. Compared to other reduction techniques, this
prediction method could work on the upstream side (namely, data collection) of
data streams. Furthermore, for monitoring systems and other information sys-
tems driven by massive data, reducing the upstream means reducing workloads,
including data acquisition, data transmission, data storage and so on. Extended
from its previous conference version [10], which only reports the experimental
results in the simulation tool, this book version includes experiment discussion
on a real dataset.

The paper is organized as follows. In Sect. 2, we introduce related work of
time series data reduction. In Sect. 3, we introduce the concept of correlation
model and structure of our framework, and details on the predictor and regres-
sion models. We analyze the prediction power of regression formulas in simple
controlled conditions in Sect. 4, involving several typical workload patterns. In
Sect. 5, we study the predictor performance on simulated data and real data.

2 Related Work

Time series data are collected in various domains, and how to reduce the massive
data size has become a main line of research. Dimension reduction techniques
have been proposed in past few decades, such as PCA (Principal Component
Analysis) [6], PAA (Piecewise Aggregate Approximation) [7], and many projects
also used signal transformations like DFT (Discrete Fourier Transform), DWT
(Discrete Wavelet Transform), and so on.

Some projects also used common statistical methods. In [3], a clustering
method for large-scale time series data called YADING exploits random sampling
and PAA to simultaneously reduce multivariate data in both time and dimension
directions. The Cypress framework [11] substitutes the single raw data stream
with several sub-streams which can support for archival and simple statistical
query of massive time series data.
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Even though those techniques give solutions to the reduction problem of
time series data in information theory, they still have very limited usage in
real projects of many domains, because their lack of semantic information cause
much aimless computation. Furthermore, in the WSN (Wireless Sensor Network)
domain, some projects exploit correlation-based methods to reduce data traffic
in networks, the work of [2] improves prediction accuracy of sensing data based
on multivariate spatial and temporal correlation, and [16] presents an adaptation
scheme using sensors of different types to enhance the system fault tolerance.
However, those two methods assume that the correlations between variables are
static, while the reality is not.

CloudSense [8] proposes a switch design on the data center network topol-
ogy, which exploits compressive sensing to lower monitoring data transmission.
CloudSense aggregates status information in each switch level and finally pro-
vides a general status report of the whole data center, allowing early detection
of relative anomalies. However, this work is not able to reduce data collection
volume, and only the applications of anomaly detection can use the compressed
outputs, ruling out other possibilities.

An initial version of the Correlation-Model Based Data Reduction (CMBDR)
framework was proposed in [9], to reduce data by building piecewise regression
models for correlated data on the basis of priori knowledge. Based on that pro-
posal, this work elaborates CMBDR further and develops techniques to enable
the application of this approach to data centers. Aimed to reduce upcoming data
streams, we exploit indicators relation networks of data center to adapt to the
specific scenario, and design an online predictor based on CMBDR for dynamic
streams.

3 Data Reduction Method

This section illustrates the correlation-based approach of data reduction, which
uses regression formulas between correlated indicators, to reduce sampling rate
of some indicators, and to reconstruct monitoring data stream with formulas
and other indicators. Section 3.1 introduces the data center indicator network
proposed in the literature [14], based on which we build our initial correlation
model to provide guidance to the reduction process. In Sect. 3.2, the correlation
model based data reduction method is presented. Then Sects. 3.3 and 3.4 give
details on the stream predictor design and regression techniques respectively.

3.1 Data Center Indicators Relation Network

In [14], an indicator network is proposed to understand the behavior of moni-
toring variables in data centers. The indicator network model aims to illustrate
relations among indicators and provide adaptation actions that lead data center
to a better state. The model consists of two layers: goal layer and treatment layer,
but this paper only introduces the goal layer as depicted in Fig. 1, because it
indicates the knowledge of data correlations. Instead of using a human expertise,
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Fig. 1. The indicators relation network [14].

the indicators network automatically learns from historical data. First, possible
relations between indicators are learned by putting a threshold over their Pear-
son correlation coefficients; then a MMHC-like algorithm [12] is applied to orient
all network edges; finally a Bayesian Network is derived from monitored data,
depicting relations among indicators. Thus, as the starting point of this paper,
this Bayesian Network model (a DAG) provides correlations between indicators
learned from historical data and it gives an initial input to the data reduction.
This paper only takes advantage of the DAG to serve as a model illustrating
correlations, called correlation model, and a directed edge from indicator A to
indicator B in the model implies that values of B are conditionally dependent
on A, thus we could make predictions of B based on the value of A.

3.2 CMBDR Framework

Data centers monitor a variety of variables continuously, so values of each vari-
able are in time-series, among which most are numerical values. In this paper,
we refer to those numerical variables as indicators, and we consider the reduc-
tion problem of multiple indicators streams. Denoting the set of all indicators
as S, this reduction method proposes to use a subset of S, referred as Regressor
Indicators Set (RS), to predict values of other indicators, denoted as Depen-
dent Indicators Set (DS). We try to find a function F to quantify the relation
between DS and RS as Eqs. 1 and 2 show, so that data of dependent indicators
can be reduced. Namely, on the micro level, each dependent indicator dim ∈ DS
requires a formula f to reproduce dim based on values of several regressor indi-
cators rin ∈ RS, called Correlated Regressor Set (CRS), as Eqs. 3 and 4 show.
This work achieves two goals:

– To identify appropriate RS/DS and CRS, derive accurate prediction formulas
for dependent indicators;

– To reduce data volume of dependent indicators in data collection.

DS = S − RS (1)

DS = F (RS) (2)

dim = f(ri1, ri2, · · · , ril) (3)
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Fig. 2. CMBDR prediction framework.

CRS[dim] = {ri1, ri2, · · · , ril} (4)

With known correlations provided by the correlation model and RS/DS con-
figuration, CMBDR recurses correlations in the DAG to identify CRS, and per-
forms regression analyses on values of correlated indicators in a short period
(called training window), to find a formula fitting the quantitative relations of
these variables. Thus values of the dependent indicator dim can be reproduced by
the formula and correlated indicators CRS[dim], achieving data reduction. This
framework conducts model-based reduction online, adjusting the CRS and the
reduction process based on performance feedback. Depicted in Fig. 2, CMBDR
separates the reduction process into several iterations of the following four main
steps.

– correlation model deduction: It derives the indicators correlation model for the
data center as Sect. 3.1 illustrating, assigns RS/DS and selects the correlated
regressor indicators CRS[dim] for each dependent indicator dim;

– regression formula learning : To train a formula for each dependent indicator
and quantify their relations with regressor indicators.

– dependent indicators reduction: To reduce sampling rate of dependent indi-
cators, and adopt predictions of the formulas to replace lost samples.

– feedback analysis: To evaluate the performance of the reduction process, and
try to find possible problems and solutions to improve it.

The correlation model deduction is based on the indicator relation network
illustrated in Sect. 3.1, which specifies highly-correlated indicators. We gener-
ate this indicators network under a variable workload, in order to find work-
load independent correlations. We consider the correlations as a consequence of
interconnections of data center modules, for instance, the CPU usage of a virtual



140 X. Peng and B. Pernici

Algorithm 1. Select regressor set for each dependent indicator dim.
Require: RS, DS, DAG(V,E)
Ensure: CRS {the set of correlated regressor indicators of each dim}

Function SelectCRS
Stack stack := ∅
for ri in RS do

stack.push( neighbors(ri) ) {find neighbors that are linked by an edge from current
node v}
while stack �= ∅ do

v := stack.pop;
if v is in DS then

CRS[v].add(ri)
stack.push( neighbors(v) )

else
continue

end if
end while

end for
return CRS
End Function

machine is always correlated to the CPU usage of its host. So we extract the DAG
of the relation network as correlation model, and with help of this model, we can
identify several indicators capable of predicting dependent indicators. Then we
assign the nodes of DAG to RS/DS, and select correlated regressor indicators
CRS[dim] of dim by Algorithm 1. This algorithm selects regressor indicators
ri ∈ RS to predict the dependent indicator di ∈ DS if ri has a directed path
p to di in the DAG, and no other regressor indicators exist on the path p. The
selection of RS/DS and CRS has obvious impacts on reduction performance, so
in order to minimize the size of RS, we select root nodes of the DAG as regressor
indicators of the first loop, and select other nodes as dependent indicators. In
case the reduction performance is poor under current RS/DS configuration, we
update the RS/DS in the following loops according to feedback analysis results.
In addition, the correlation model is not static in the framework, we need to
recompute it if some indicators are added or removed in the monitoring system.

In the regression formula learning step, in order to quantify relations between
indicators, we exploit regression techniques on correlated indicators. A training
window of streaming data is fetched for each group of indicators as selected in
the first step, then linear regression analysis is carried out, deriving a prediction
formula f that can reproduce values of the dependent indicator.

Then in the dependent indicators reduction step, formulas make predictions
to replace raw samples of the dependent indicators partially. As Fig. 2 depicts,
sampling rates of dependent indicators are reduced to a lower level, and the lost
samples are replaced by the formula predictions, which are derived out of the val-
ues of regressor indicators. Furthermore, we compare samples of the dependent
indicators to prediction results, providing a glimpse of accuracy performance.
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Therefore, the final reduced data is composed of several parts, namely, all raw
samples of regressor indicators, training samples and checking samples of depen-
dent indicators, and formulas parameters.

Finally, the framework performs feedback analyses, in which reduction per-
formance and the event log of the data center are analyzed to generate feedbacks,
helping to improve the next loop. Reduction performance is evaluated with com-
bined criteria, covering compression ratio, execution time and informative value.
By spotting the indicators and formulas with poor performance, we identify
problems in each iteration, so we can update the corresponding regression for-
mulas and CRS to improve performance. In addition, events in the log can also
guide the reduction process to adapt to the changes of the data center environ-
ment. For instance, in the feedback analysis, if we found a virtual machine is
added to or removed from a host server in feedback analysis, then we need to
recompute the correlation model before running the next loop. Details will be
discussed in Sect. 5.

3.3 Indicators Stream Predictor

This section illustates the design of the indicators stream predictor, which is a
first implementation of the CMBDR framework. Based on the correlation model,
the predictor tries to figure out formulas of indicators by regression analysis on
the training dataset, and reduces their sampling rate to a low level to serve as
check items. Its working procedures mainly include two phases: training phase
and prediction phase, the predictor always trains the formulas in training phase,
and then verifies the formulas in prediction phase. If a prediction result does
not match the sample result, then a prediction failure is generated as feedback
and the corresponding formula needs to be recomputed in the next training
phase. The predictor workflow is depicted in Fig. 3. Before predictor running,
the correlation model is initialized and some parameters are configured. After
the training phase starts, the predictor carries out regression analysis for each
formula which involves a dependent indicator dim and also correlated regres-
sor indicators ri ∈ CRS[dim]. Subsequently, we cut down the sampling rate of
dependent indicators in the prediction phase. Then we compare each sample
with prediction results, and if their difference (residual) exceeds predefined tol-
erance, the prediction will be considered as a failure and the prediction phase of
this formula will be terminated by a new training phase.

In order to control efficiency and accuracy of the reduction process, we intro-
duce three important parameters to the predictor:

– Length of training data set : the number of samples required to train a formula,
denoted as LT ;

– Prediction tolerance: the range for prediction errors (or residuals) within
which the prediction will not be considered as a failure, denoted as PT ;

– Prediction sampling rate: sampling rate for dependent indicators in prediction
phase, denoted as SR, which should be generally smaller than the original
sampling rate.
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Fig. 3. Predictor workflow.

3.4 Linear Regression Method

To achieve our goal, the adopted reduction methods should have the ability to
derive quickly the quantitative relationship between indicators in a time slot,
and to predict future values of some indicators. In this approach, we explore
methods of regression analysis to discover formulas quantifying the relationships
and predicting values of dependent indicators based on regressor indicators. Con-
sidering the time to find fitting regression models of streaming indicators, the
computation complexity of regression analysis must be limited. Thus, CMBDR
should give preference to the regression model with the least time complexity,
namely, the linear regression model.

Generally, linear regression is an approach modeling linear formulas between
scalar dependent variables and independent variables. While multiple linear
regression attempts to model the relationship between two or more independent
variables and a response variable by fitting a linear equation to observed data
(see Eq. 5), simple linear regression is a special case of multiple linear regression
having only one independent variable (see Eq. 6). In the two equations, suppose
data consists of n observations {yi, xi1, · · · , xip}ni=1, then xij means the jth

independent variable measured for the ith observation, yi means the response
variable measured for the ith observation, α is called intercept, βj are called
slopes or coefficients, εi are an unobserved random variable that adds noise to
the linear relationship.

yi = α + β1xi1 + · · · + βpxip + εi (5)

yi = α + β1xi + εi (6)

If X (the matrix of xij) is full column rank, CMBDR uses OLS (Ordinary
Least Squares) regression method to estimate parameters of the formula mini-
mizing SSR (sum of squared residuals) over all possible values of the intercept
and slopes, as shown in Eq. 7. Details of OLS method can be found in [5]. If X
is not full column rank, then some column vectors must be linearly dependent,
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thus CMBDR applies Gaussian Elimination to get the full column rank matrix
and then applies the OLS method.

SSR =
∑

i

(yi − α − β1xi1 − · · · − βpxip)2 (7)

4 Prediction Formula Validation

Regression analysis derives the prediction formula that best fits training datasets.
Therefore, this formula could maintain a high prediction rate on following testing
data until the quantitative relation changes and prediction rate dramatically
decreases. So understanding when the relation will change is quite important for
predictor performance. In this section, in order to get insights into the behaviors
of the predictor, we study prediction failures of the regression formulas under
certain controlled conditions, by designing several particular patterns to model
typical situations in data centers and validating prediction formulas in each
situation.

Experiments are conducted in MATLAB with a data center simulation frame-
work [13]. With proper settings of the simulated data center, we are able to con-
trol the framework to generate monitoring data under specific workload, thus
we can evaluate performance of the predictor on various conditions.

Fig. 4. CPU ratios in four patterns (VM1 - dotted lines, VM2 - dashed lines, S - solid
lines, Prediction of S - dash-dot lines.)
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Fig. 5. Prediction results in four patterns.

We prepare a simple data center environment with 2 virtual machines (VM)
deployed on 1 host server (S), and CPU usages of VMs are and S are all 3
indicators, in which CPU(V M1) and CPU(V M2) are regressor indicators and
CPU(S) is dependent indicator. Furthermore, 4 slots of monitoring data are
generated under different workload patterns of VMs, as Fig. 4 illustrates, to sim-
ulate possible workload conditions of the data center. In the first slot, workload
of V M1 increases while V M2 remains the same, but due to the resource lim-
its, the indicators CPU(V M1) and CPU(S) stop increasing when CPU ratios
reach 100%, which means the workload requests have exceeded the processing
power. In the second slot, two VMs workloads remain unchanged, so all indica-
tors remain stable. In the third slot, both VMs increase their workloads at almost
same speed; in the last slot, V M1 increases workload while V M2 decreases, and
the CPU usage of the host CPU(S) grows slowly.

Each slot consists of 100 samples, and the starting 20 samples are used to
train a prediction formula, which will be tested by all samples left. Applying the
threshold (Prediction Tolerance) to the residual between sample and prediction,
a Boolean result is generated, as Fig. 5 depicts. In the beginning, all prediction
formulas perform well since most predictions are accurate. Nevertheless, in pat-
terns 1, 3, 4, the prediction accuracy decreases suddenly afterwards and it reveals
a significant change of indicators relation. This happens when CPU ratio of a
VM reach 100% so it has to stop the previous trend.
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These sudden relation changes can be explained by overload conditions of
VMs and the server. In a cloud, when a VM get overloaded, the real CPU
consumption of the VM is still increasing even if monitored indicator CPU(V M)
remains at 100%, because VM can acquire additional resources from the host
server. Thus, the previous prediction formula cannot explain current overload
situations, for instance, from the middle part of the first slot, the prediction
remains stable since CPU(V M1) and CPU(V M2) remain unchanged, but the
indicator CPU(S) is still increasing because the real workload request of V M1

does not stop increasing.
This experiment demonstrates two outcomes. First and most importantly, the

regression formula of correlated indicators is capable of making accurate predic-
tions in certain conditions. Secondly, the quantitative relations between indicators
are not static, and they evolve with the dynamic data center environment. Con-
sidering these two outcomes, in CMBDR framework, we exploit regression formu-
las to capture temporary quantitative relation between correlated indicators, and
with feedback loops we adapt to dynamic changes of formulas and correlations.

5 Experimental Study

In this section, we assess CMBDR performance in data centers based on exper-
imental results. First we conduct experiments in the simulation tool, then we
test the framework on a real dataset of a data center.

5.1 Evaluation Criteria

Monitoring data (systems) usually are not targeted to a specific application,
therefore, we need to maintain a good quality of monitoring data in general.
In order to evaluate the indicator stream predictor comprehensively, this work
proposes combined evaluation criteria covering operation speed, reduction vol-
ume, and informative values of reduced data. Information value is a general
term describing the ability of reduced data for supporting target applications;
it could be distinct for wide varieties of applications. Thus, we exploit multiple
metrics instead of a single criterion to measure informative values. Details of the
combined evaluation metrics are as follows.

– Execution time: processing time for the predictor to reduce prepared data
stream.

– Reduction volume: the difference between raw data size and reduced data size.
– Hit rate: Consider the prediction within the error range of raw data as a

hit, thus the hit rate is the percentage of accurate predictions, which reflects
informative values of reduced data.

– Relative error : this metric measures information loss of data reduction
process, as shown in Eq. 8, for each indicator, η is relative error, ε is absolute
error and v is the interval of the values in the test dataset.

η =
ε

v
(8)
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– Weighted mean of R2: R2 is often used to measure total goodness of fit of
linear regression models, as Eq. 9 depicts, yi is raw value and fi is prediction
value. and R2 = 1 indicates that the regression line perfectly fits raw data.
In this work, R2 is used to measure accuracy in each prediction phase, and
length-based weighted average of those R2 on data stream will be used as a
metric to evaluate how well predictions fit raw data.

R2 = 1 −
∑n

i=1(yi − fi)2∑n
i=1(yi − y)2

(9)

5.2 Experiments in Simulatied Data Center

Experimental Settings. The data center simulation tool [13] creates a virtu-
alized data center environment and allows the collection of monitoring data at
different workload. This tool emulates VMs resource allocation on servers and
generates monitoring data such as resource usage and power consumption under
certain workload rates. It also estimate power consumption of a VM based on
the amount of CPU it consumes.

To reveal the performance of CMBDR predictor, we test it in a larger data
center. This data center consists of 100 servers with 6 VMs deployed on each
server. Monitoring data stream includes 2000 indicators that cover CPU usage,
response time and power consumption of both VMs and servers. As Table 1
depicts, in the initial reduction loop of CMBDR framework, we select root nodes
(namely, CPU(V Mij)) of the correlation model as regressor indicators, and take
other nodes as dependent indicators. Testing data are generated by the simula-
tion tool under simulated daily workloads, with sampling rate of 1 per minute
(1440 samples in one day).

As an important parameter of the predictor, prediction tolerance PT defines
the threshold for prediction errors and has a great influence on reduction results.
In this work, the value of PT is directly based on the measurement error of raw
monitoring data. We first put the data center in a stable workload conditions,
and collect values of indicators for a period. Therefore, the multiple samples are
repeated measurements on the same state of the data center, they should follow
normal distribution around the true value μ and variance is σ2, as Eq. 10 depicts.
Therefore, we exploit the 95% confidence interval (approximately 1.96 × σ) as a
criteria for error behavior of raw samples, and assign it to PT as Eq. 11 shows. We
consider the raw sample and the corresponding prediction as two observations
on the same indicator, and if the difference between these two observations is
within the 95% confidence interval, this prediction could be viewed as an accurate
measurement, namely, a true prediction.

measurement ∼ N(μ, σ2) (10)

PT = 1.96 × σ (11)
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Table 1. Indicators configurations in the first loop.

Indicator Description Unit Indicator
set

Regressor Indicators

CPU(VMij) CPU ratio of jth
VM deployed on Si

RS

R(VMij) Response time of
jth VM deployed
on Si

ms DS CPU(VMij)

P (VMij) Instant power
consumption of jth
VM deployed on Si

Watt DS CPU(VMij)

CPU(Si) CPU ratio of Si DS CPU(VMi1) · · · CPU(VMi6)

P (Si) Instant power
consumption of Si

Watt DS CPU(VMi1) · · · CPU(VMi6)

Formulas Revisions. In the experiment, we monitor the reduction process,
and measure performance of each formula using the aforementioned criteria. One
interesting point we found is that the variability of prediction ability is significant
between formulas. Some formulas can make very accurate predictions in a short
execution time while some formulas fail frequently and cost more time to train
new formulas. The reason for this discrepancy lies in the correlation model. In the
reduction process, if a prediction formula does not meet accuracy requirements,
then the predictor needs to learn a new regression formula to replace it, thus
the formula could be always up-to-date. However, some dependent indicators
may be hard to predict by selected regressor indicators, if their correlations are
not high enough. Thus, the framework would take much time to update those
formulas frequently, even though the general performance increases very little.

Therefore, in order to solve the problem, the predictor need to revise those
inefficient formulas in the next reduction loop. We denote dependent indicators
of those inefficient formulas as slowDS, and we need to expand RS to include a
subset of slowDS to enhance prediction ability, since results have proved current
RS is not capable of making accurate predictions on those indicators. Among
all possible solutions, adding the complete set of slowDS to RS can solve the
issue all at once, but obviously it can only achieve minimal data reduction. This
work reconsiders correlations between indicators of slowDS in the correlation
model, it obtains several disconnected subgraphs of the DAG containing only
the slowDS nodes, and add the root nodes of subgraphs to RS. For instance, if
any indicators of slowDS are correlated, they must exist in the same subgraph,
thus the corresponding root node would serve as the regressor indicator for other
nodes in the next loop; otherwise all slowDS will serve as regressor indicators.
By this gradual means of expanding RS, appropriate RS/DS could be identified
in iterations of reduction loops.
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Table 2. Prediction performance of formulas in the same category.

R(VM) P (VM) CPU(S) P (S) P (S)revision

Relative error 3.45E-03 1.97E-03 4.82E-02 4.86E-02 1.19E-04

Average R2 0.889 0.917 0.220 0.208 1.000

Hit rate 95.96% 98.57% 82.01% 81.85% 100.00%

Reduction volume 1241.46 1304.32 900.37 893.20 1339.25

Execution time sec 0.144 s 0.070 s 0.680 s 0.690 s 0.029 s

In this experiment, CMBDR framework selects the root nodes of correlation
model as RS in the first loop. Individual performance of indicators in the first
loop are evaluated in the first 4 columns of Table 2, each column representing
the average performance of indicators in the same category. Under initial RS/DS
configuration, the indicators of R(V Mij) and P (V Mij) outperform evidently
CPU(Si) and P (Si), with higher reduction volume, better prediction accuracy
and much less execution time. To acquire better performance in the second loop
iteration, we need to update RS/DS. By querying in the correlation model, we
find CPU(Si) and P (Si) are highly correlated. Then we just move one indicator
CPU(Si) from DS to RS, and then call Algorithm 1 to update regressor set
CRS for P (Si), thus CPU(Si) would be used to predict P (Si) in the second
loop. The performance are also measured, as the fifth column in Table 2 shows,
both accuracy and execution speed are improved dramatically and the relative
error is at the same level with P (V Mij).

Fig. 6. Data volume before and after reduction.

Fig. 7. Execution time of CMBDR loops.
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We also measure overall reduction performance of monitoring data in reduc-
tion process, to verify the validity of this predictor and to assess the improvement
offered by RS/DS updates. As Fig. 6 depicts, in both first and second loops, the
predictor reduces the raw monitoring data to slightly above one-third of origi-
nal volume, and reduction of 2 loops are nearly the same although the predictor
involves more regressor indicators in the second loop. However, these new regres-
sor indicators improve processing speed and accuracy performance of the predic-
tor dramatically. As Figs. 7 and 8 show, the second loop doubles processing speed
of the first loop, and increases average prediction accuracy by almost an order of
magnitude. Results of the second loop in Figs. 7 and 8 also illustrate that, for a
data center of 2000 indicators, this predictor is able to reduce daily monitoring
data within 100 s, ensuring the average relative error at 10−3.

Fig. 8. Average relative error of the predictor.

Above all, this predictor could cut down the volume of data collection in
monitoring systems, while still maintaining fast speed and a good quality of
informative values.

5.3 Experiments on Real Data

Dataset Descriptions. The dataset is provided by Eco4Cloud in [1,15], which
includes monitoring data of 15 days. All indicators were sampled simultaneously
with a sampling interval of 5 min. We select one server with 4 virtual machines
as the testing environment, and the 20 indicators for data reduction include:

– CPU(S): CPU ratio of the server.
– MEM(S): Memory usage of the server.
– P (S): Instant power consumption of the server.
– BW (S): Bandwidth of the server.
– CPU(V Mi): CPU ratio of the ith VM.
– MEM(V Mi): Memory usage of the ith VM.
– BW (V Mi): Bandwidth of the ith VM.
– IO(V Mi): I/O of the ith VM.
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Experimental Settings. Generally, we should first build a reliable correlation
model based on a part of the dataset, and test the predictor with the data left.
However, considering the length of this dataset, we do not have enough data to
get both reliable correlation model and stable performances. Since the iterative
loops can adjust the behavior in the reduction process, therefore we decided to
use few data (1 day) to derive correlation matrix, and test the predictor with
the data of the following 2 weeks.

To lower the possible impact of the imprecise correlation matrix, we select
only one indicator as regressor indicator in the initial loop, and extend RS
in the following loops. This indicator should be correlated to most indicators,
namely, have high values in the correlation matrix. In this experiment, CPU(S)
is selected as the initial regressor indicator, which shares strong correlations
(pearsoncorrelation > 0.5) with 11 indicators.

As discussed in Sect. 5.2, the value of prediction tolerance PT has a great
effect on prediction performances, and a recognized PT can make experiment
results convincing. In this experiment, we cannot control VM workloads and
measure standard deviation of the same state as in the simulation tool. How-
ever, we develop an alternative way to get approximate measurements of the
same state. Considering the remarkable daily periodicity of all indicators, we
assume that the system would be in the same state at the same time of the day.
Furthermore, to avoid IO and bandwidth peaks that occur from time to time,
we filter those peaks to get a reliable standard deviation and then set PT as
Eq. 11 shows.

Data Reduction on a Typical Server. In the initial loop, all other indicators
are predicted by CPU(S) alone, so we expected that the reduction performance
would be low. However, the overall result turns out to be very good, as Table 3
demonstrates, 87.9% percents of predictions based on CPU(S) are accurate,
with a low level of relative error and a high processing speed. Raw data contains
86880 samples in total, and the predictor achieves a reduction volume of 75872,
which is very high because 19 indicators are reduced. On the other hand, the
average value of R2 is low because R2 of some stable indicators are almost 0, such
as MEM(S) and MEM(V M4). The predictability of CPU(S) can be explained
as following:

1. As the existence of resource management in data center, most resources within
a server follow similar patterns. For instance, applications always try to bal-
ance workloads on every VMs, which makes CPU of VMs share very similar
patterns.

2. In this server, some indicators can be nearly invariable for some periods of
time, such as memory usage, I/O, and this makes prediction very easy. This
stable behavior is generally because the specific application running on the
cloud, but we do not have any information of customer applications.

3. There are some peaks from time to time in indicators BW (V Mi) and
IO(V Mi), which are hard to predict precisely. Therefore, in the first loop,
most inefficient formulas belong to these indicators.
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In the first loop, we select 5 inefficient indicators whose hit rate are
below 85%, namely, BW (V M1), IO(V M2), IO(V M3), CPU(V M4), BW (V M4),
IO(V M4). To improve the performance in the second loop, we need to update
RS as in simulation experiments. By querying the correlation matrix, we update
prediction formulas of the second loop as following:

– IO(V M1) serves as the regressor indicator to predict BW (V M1) and
IO(V M2).

– IO(V M4) serves as the regressor indicator to predict BW (V M4).
– CPU(V M4) serves as a regressor indicator, but do not predict other indica-

tors.
– CPU(S) serves as the regressor indicator to predict all other indicators.

Table 3 shows the performance of the second loop, compared to the first
loop, the overall hit rate and processing speed increases a bit, while reduction
volume drops obviously. In general, the improvement is not evident, we only trade
reduction volume for higher precision. CPU(S) is able to predict most indicators
precisely alone, but adding the new regressor indicators have little effect. This
interesting result demonstrates a possible ceiling for CMBDR framework in real
data centers, where some special properties of data would limit the performance.
For instance, the peaks of BW (V Mi) and IO(V Mi) make their hit rates no more
than 90% in both iterations.

Even though the predictor has a ceiling problem in the experiments, the
performance is still acceptable considering the fast processing speed and the
impressive reduction volume. In the future, in order to solve the ceiling problem
of prediction, we need to analyze the peaks separately and develop a mechanism
to forecast peaks.

Table 3. Prediction performances on real dataset.

Execution
time (sec.)

Hit rate Reduction volume
(of samples)

Average R2 Relative error

1st loop 19.995 87.9% 75872 0.323 0.030

2nd loop 14.246 89.7% 64248 0.328 0.031

6 Conclusions

This paper presents a design of data reduction framework for data center mon-
itoring systems, which can decrease volume of data collection. This approach
exploits regression formulas to quantify the correlations between indicators, and
adjusts its behavior in iterative feedback loops, to optimize the reduction per-
formance and adapt to the dynamic environments. Experiments results demon-
strate that this approach is capable of reduction in both simulated and real data
centers. This approach could provide an extension to other reduction techniques
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in terms of upstream data reduction, and it could serve as a practical solution
for monitoring data streams in which variables are commonly correlated. In our
future work, besides more experiments on real datasets, we would investigate
peak forecasting, and we may also explore to use this approach to implement
fast anomaly detection in data centers.
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Abstract. The rapid growth of technologies in smart grid (SG) enables
reliable data communication. SG involves many sub-domains each of
which involves various types of components and devices which require
significant data communication in an efficient manner. Thus, a key suc-
cess factor for SG lies in reliable data exchange between components
and domains. Data Distribution Service (DDS) is a standard for data-
centric communication based on a publish-subscribe protocol for distrib-
uted applications. DDS enables reliable data communication supported
by various features such as quality-of-service (QoS). In this paper, we
describe the potential of DDS for SG for reliable and efficient data com-
munication. We first give an overview of DDS and discuss its benefits
for SG. We then describe communication requirements and constraints
in SG. Finally, we discuss how DDS can be tailored to SG with respect
to the requirements and constraints.

Keywords: Communication · DDS · Discovery mechanism ·
Publish/Subscribe · QoS · Smart grids · System reliability

1 Introduction

The traditional power grid uses the simple power generation and consumption
paradigm which involves little management for efficiency, and thus has significant
power loss. According to the report by The World Bank [22], the U.S loses 6%
from its total power in transmission and distribution process, the U.K loses 8%,
China loses 12%, some other countries even lose a significant amount, such as Iraq
which loses about 35% of its produced power. Furthermore, traditional power
generation systems create a large amount of carbon dioxide (CO2) contaminating
the environment.

Smart grid (SG) has emerged as the next generation for improved efficiency
of power production and consumption based on data communication. Unlike
the traditional power grid which is not designed for data communication, SG
aims at facilitating data communication between various equipment and devices
across the power domain. It enables bidirectional data exchanges between power
suppliers and consumers for improved power management [8]. As an example,
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smart meters in SG, which measure power consumption at the household level,
sends energy consumption information to utilities which in turn send real-time
pricing back to smart meters.

SG involves significant data exchanges between various types of devices and
components each having different requirements and time constraints, which
makes communication management challenging. Devices and components belong
to different domains of SG such as power transmission and consumption each
having a different nature of communication, which aggravates the difficulty of
communication management. Thus, the communication protocol used in SG
should be scalable and capable of supporting such a variety of devices. Some pro-
tocols such as the Distributed Network Protocol (DNP3) [13] and Modbus [12]
have been tried to address the challenges in SG. However, they introduce sig-
nificant overheads and latency which make them unsuitable for SG (which is
discussed in details in Sect. 2).

DDS has emerged as a potential model to address the communication con-
cerns in SG. Based on a simple publish/subscribe protocol and QoS policies, it is
designed to support high-performance, scalable, dependable, and real-time data
exchange between components with little overheads. In this paper, we describe
how DDS can be tailored to SG. We first identify communication requirements
for different types of devices and components in SG and discuss how DDS should
be tailored to satisfy those requirements in terms of QoS attributes and discovery
mechanisms. In this work, we focus on the Reliability, Deadline, Latency Bud-
get, Transport Priority, and Time Based-Filter QoS attributes which are more
relevant to SG. For each attribute, we discuss how it should be tailored, where
it can be tailored in communication layers, and how the tailored attribute can
be designed for implementation. We also discuss tailoring the discovery services
of DDS with respect to the available resources and capabilities of SG devices.

The remainder of the paper is organized as follows. Section 2 gives an overview
of DDS and describes the advantages of applying it to SG. Section 3 outlines
related research on communication protocol for SG and discuss how this work is
different from the existing work. Section 4 describes communication requirements
for different types of devices and component in SG. Section 5 describes how DDS
should be tailored to SG based on the requirements. Finally, Sect. 6 concludes
the paper with a discussion on the future work.

2 Overview of DDS

Data Distribution Service (DDS) [15] is a data-centric middleware standard for
communication by the Object Management Group (OMG). It was introduced
in 2004 as a Publish/Subscribe protocol to address the data sharing needs for a
wide variety of computing environments, ranging from small networks to large
systems. DDS provides a scalable platform and location-independent infrastruc-
ture to connect publishers and subscribers. DDS also supports a wide variety of
quality-of-service (QoS) properties such as time sensitivity and reliability [3].
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The DDS specification is described in terms of two layers – Data Local Recon-
struction Layer (DLRL) and Data-Centric Publish-Subscribe (DCPS). DLRL is
the upper layer, defining how DDS-enabled applications should interface with
DCPS. Below DLRL, DCPS is defined to allow heterogeneous components to
communicate each other through reading and writing data from/to the global
data space. Components interact by declaring their intent to publish or subscribe
to the data. From an implementation perspective, DCPS is required and the core
of DDS, while DLRL is optional. Figure 1 shows the architecture of DDS. DDS
involves different types of entities as described below:

– Domain. This represents a global data space shared by components (e.g.,
publishers, subscribers) for publishing and subscribing data. There can be
several domains within SG each providing a different type of data (e.g., com-
mand/control, status). Only the components in the same domain can commu-
nicate each other. This allows data isolation and optimized communication.

– Domain Participant. This represents an entity (e.g., publishers, subscribers)
that participates in the domain of the application where the entity is being
used. Each process (e.g., reading process, writing process) has one unique
domain participant in the data domain.

– Data Writer (DW). This entity writes data and is an access point to its
publisher which can be associated with multiple DWs.

– Data Reader (DR). This entity reads received data. It is also used as the
access point to its subscriber handling multiple DRs.

– Publisher. This entity is responsible for data issuance to the domain. It can
be used by an application to group multiple DWs.

– Subscriber. This entity represents a subscriber of data. Similar to Publishers,
a Subscriber can be used as a container to group multiple DRs.

– Topic. This represents a basic data object to be published/received. A given
topic must match in order to establish a connection between a Publisher and
a Subscriber. A topic is defined in terms of name, data type, and QoS.

DW, Publisher, DR, and Subscribers are used in an application which allows
them to participate in the domain of the application. In this paper, we use the
term component interchangeably with device.

DDS has many advantages over other communication protocols (e.g., DNPs,
Modbus) that are used in the power domain. First, DDS is simple and flexible,
yet supports complex messaging scenarios as opposed to Modbus [12]. Second,
unlike DNP3 which induces 50%–80% of processing delay in embedded power
devices [10], DDS does not introduce any overhead to the system because it takes
to account the available resources in the system in behavior. DDS also enables
high-performance data exchange and various QoS attributes on a component
base. In addition, it supports different types of communication such as one-to-
one, one-to-many, many-to-many, and many-to-one [15]. These features allows
DDS as a potential solution to address the communication challenges in the
future grid.
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Fig. 1. DDS architecture.

3 Related Work

Smart grid is still in its infancy stage. Organizations and researchers have been
trying to use and integrate different protocols to improve the communication
system in SG. Some works in the literature [1,2,20] have considered use of mid-
dleware solutions such as DDS or message-oriented middleware to address the
communication needs in SG.

The work by Bakken et al. [2] advocates the use of middleware solutions
to address interoperability and data exchange issues in SG. They justify the
advantages of middleware standards over other protocols on achieving reliable
end-to-end communication. Our work is along the line of their work and we focus
on tailoring DDS to SG to address the communication needs in SG.

In the same light as Bakken et al.’s work, Alkhawaja and Ferreira [1] also
considered integrating DDS with SG. They discuss use of existing middleware
solutions for supporting QoS requirements of large-scale distributed applications
and emphasize the benefits of applying DDS to SG. They show that the light-
weight architecture of DDS ensures high performance and predictability by its
capabilities of reserving resources and enforcing QoS attributes. However, the
scope of their work does not considers the communication requirements of SG
which are perquisite for any communication protocol to be adopted. In our work,
we focus on SG communication requirements for DDS tailoring.

The report by Twin Oak Computing [20] describes the capabilities of DDS
in general. It describes how the DDS infrastructure can improve communication
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in a large-scale system such as power grid systems. The report argues that DDS
can be used for safety critical systems such as renewable energy systems. It also
describes the importance of DDS in achieving communication interoperability in
large-scale systems. However, this report does not address neither the commu-
nication requirements of SG, nor the implementation aspects of DDS in SG.

In summary, while there has been some work discussing the potentials of
DDS in SG. There is little work addressing communication requirements and
how DDS should be tailored to SG to satisfy the requirements, which is the
focus of this work.

4 SG Domains and Communication Requirements

SG involves four main domains [13] – Power Generation for producing power on
high voltage levels, Power Transmission for transmitting the generated power
to substations, Power Distribution for distributing power to end users, and
Power Consumption for consuming power. Each domain has its own compo-
nents and requirements. Figure 2 depicts the communication between different
domains [13]. The power generation domain communicates with the transmis-
sion domain to exchange data about transmitted power and to protect the power
transmission process for safety. The transmission domain communicates with the
distribution domain is for advanced protection (e.g., data about circuit breakers)
and automation to improve the reliability of the power grid. On the other hand,
the communication between the power consumption domain and the distribu-
tion domain is to report on the power demand at the end users (e.g., homes,
businesses) and to optimize the process of power distribution.

Fig. 2. Domains and communication in Smart Grid.

A prerequisite to adopting DDS to SG is a clear understanding of communi-
cation requirements in SG, which forms the basis for implementing DDS. In this
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work, we study different types of devices involved in SG communication. We dis-
cuss the communication in the above four domains and identify communication
requirements and constraints imposed by SG devices. In the rest of this section,
we discuss the four domains in terms of devices and related requirements on
latency, reliability, and dynamism.

4.1 Devices in Power Generation

Power generation consists of large generation plants such as nuclear plants, fossil
fuel plants, and hydroelectric power generators which are capable of generating
high voltage power. Those plants work as systems that involve many devices
such as generators, transformers, compressors, and turbines, which are critical
in power generation and should be continuously monitored and reported on their
status. Beside those physical devices, there are also software components that
are used for remote control such as Remote Management System (RMS). RMS
controls a power grid with time constraints on data communication with moni-
tored devices. For example, data from Breaker shall arrive no later than 2 s after
the event has occurred [7]. In order to secure the power system from critical
consequences, the communication system of the power grid must satisfy such
a requirement. Another important component in power generation is wireless
sensors which are used to monitor the health of generation-related devices. They
communicate with each other to detect a fault in the generation process. There-
fore, reliable communication of wireless sensors is critical for safe power gen-
eration. However, They are vulnerable to harsh environmental conditions such
as wind and rain [21], which increases communication dynamism, an important
attribute to be considered in the design of SG communication.

4.2 Devices in Power Transmission

Supervisory control and data acquisition (SCADA) systems are widely used in
power transmission for remote monitoring and control. A SCADA system con-
sists of various types of devices such as the Intelligent Electronic Devices (IEDs)
which control and monitor different areas of the power grid. An IED inter-
acts with other IEDs and the control center for exchanging data. Certain types
of IEDs have time constraints on communication. For example, IEDs that are
responsible for substation protection and control are required to transmit data
within 12–20 ms [7]. This requires a reliable communication protocol to satisfy
the requirement.

Phasor Measurement Unit (PMU) is a device that measures the health of the
grid, which is important in monitoring the status of power transmission. PMU
is capable of processing and communicating data with other devices and the
control center [5]. In communicating with the control center, PUM is required
to send data at the rate of 6–60 samples/second [17] which is critical for safety
and control.

Protection relay is a device for detecting and overcoming a failure in power
transmission. In general, a protection relay is required to respond within 3 ms
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to avoid a failure which may lead to blackout [9,18]. In a power grid, a substa-
tion is managed by Human Machine Interface (HMI) which is a software system
supervising the devices in the substation and displaying their state to the human
operator. HMI may communicate with the SCADA system supervising the sub-
station to send the status of the devices in the substation. The SCADA system
may also communicate directly with IEDs within the substation through the
gateway. In general, multiple substations are supervised by one SCADA system
and in turn multiple SCADA systems are supervised by Energy Management
System (EMS) which monitor, controls, and optimizes the performance of the
power gird [6]. EMS also uses visualization tools to aid the human operator for
monitoring the status of the grid.

Figure 3 shows an example of communication for data acquisition and analy-
sis in power transmission. In the example, a SCADA system collects data from
IEDs and PMUs and the collected data is sent to the EMS for monitoring and
control. Circuit breakers and protection IEDs (which are responsible for protec-
tion) are required to respond to a fault within 100 ms. Similarly, data delivery
from IEDs to the SCADA system is constrained within 12–20 ms [7] which is crit-
ical especially for protection IEDs. PMU typically measures the waveforms of
voltage and currents at a sampling rate up to 1200 samples per second [6] which
is demanding. The communication protocol in SG should be able to support the
above requirements for the safety of the grid.

Fig. 3. Data communication in power transmission.

4.3 Devices in Power Distribution

Power distribution includes Distributed Energy Resources (DER) (e.g., solar
panels, wind turbines) which are smaller power resources together producing
power for energy demands. They contain components to generate power and com-
municate with other devices (e.g., sensors, actuators). Communication between
DER and other devices is challenging due to unreliable environments. A large
number of DER are envisioned to communicate via wireless connection which is
vulnerable to interference and harsh weather conditions [23].
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DER has a set of communication constraints to be satisfied for the reliability
of the grid. For example, the reading interval of meters measuring generated
power has to be 5–15 min [4]. This requires a DER device to issue its data
within the specified interval and a violation of the constraint might result in
unreliable data.

4.4 Devices in Power Consumption

Power is consumed through various kinds of devices such as smart meters and
wireless energy monitors. Smart meters communicate with power utilities to send
and receive data such as the total cost of electric power and pricing information
in real-time [4]. They can also communicate with each other to optimize the
overall energy consumption via load balancing. Sensors are also widely deployed
in power consumption [13] for collecting and reporting data on events (e.g., power
outage, generator overheating). There are various types of sensors such as light
sensors, motion sensors, and temperature sensors which communicate with each
other and other devices such as IEDs to produce desired results. Sensor data is
sporadic and volatile, which requires reliable communication to ensure delivery.

Advanced Metering Infrastructure (AMI) is responsible for monitoring and
optimizing the power consumption of the entire power grid. AMI can be hier-
archical, involving a structure of different types of metering networks. Figure 4
shows an example. In the example, AMI is structured in terms of neighborhood
area networks (NANs), building area networks (BANs), and home area networks
(HANs) top to bottom. A NAN monitors the energy consumption for a larger
area such as a neighborhood. It covers several BANs which are responsible for
monitoring and optimizing the energy consumption for smaller areas such as
buildings. Similar to BANs, but smaller in size, HANs are responsible for man-
aging the energy use of individual homes. HANs send data on power consumption
and appliance control to their respective BAN which collects the received data
and manages the energy consumption of the HANs under its supervision and for-
wards the collected data to its supervising NAN for global energy management.
AMI consists of intelligent networks of electronics instruments such as sensors
and actuators to facilitate energy management. Significant data communications
are involved between levels [19] where a lower level reports to the upper level for
its energy consumption and usage and the upper level sends back pricing infor-
mation to the lower level and forwards the report to the next upper level, the
utility, or the control center for monitoring and controlling energy consumption.
Such interactions require a reliable and efficient communication protocol.

Data communication also occurs between domains in SG. Many decisions
such as power generation, power reconnection after outages, and connecting/
disconnecting a microgrid are made based on data communication between
domains. The future grid is also projected to include non-traditional commu-
nication such as satellite connection [8], which necessitates a flexible communi-
cation protocol that can accommodate various types (e.g., wired and wireless
communication) of communication.
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Fig. 4. Hierarchical Advanced Metering Infrastructure (AMI).

5 Tailoring DDS

In this section, we describe how the DDS framework can be tailored to satisfy the
communication requirements identified in Sect. 4. We explain how the reliability
and time constraints can be addressed by the QoS attributes in DDS. We also
discuss tailoring the discovery services in DDS to address the dynamism require-
ments in SG communication. We categorize the devices discussed in Sect. 4 based
on their functionalities into publisher-related, subscriber-related, and system-
related. Figure 5 shows the categorized devices. In the figure, the rectangle shape
represents the components that can work as a system (with multiple components
inside) in the domain. The oval shape represents publishers and the dashed rec-
tangle represents the components that can work as both publishers and sub-
scribers. Sensors are categorized as publishers as their major role is sensing
and reporting. Smart meters in power consumption are also categorized as both
publishers and subscribers as they are used to send (publish) usage readings to
utilities and receive (subscribe) the total cost of the readings from utilities. On
the other hand, SCADA systems in power transmission are categorized as sys-
tems because they consist of multiple devices with data sending and receiving
functionalities.

DDS requires its implementation to be capable of scaling to a large number
of subscribers [14]. It also requires the implementation to have a built-in dis-
covery service that allows publishers to dynamically discover the existence of
subscribers and subscribers to identify topic of interest. The DDS specification
also prescribes publishers and subscribers to be able to set up QoS contracts at
the time when their intent to publish/subscribe data is declared [14]. Given that,
we focus on two aspects in tailoring DDS to SG – (1) tailoring QoS attributes
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Fig. 5. Devices in Smart Grid.

to satisfy reliability and time constraints and (2) tailoring discovery services to
improve the dynamism in SG.

5.1 Tailoring QoS Attributes

A significant feature of DDS is the provision of QoS on a per-entity base. That
is important especially in systems whose involved devices have different require-
ments for the same quality concern (e.g., latency). DDS does not only offer a
set of QoS attributes, but also allows system developers to configure them for
different entities (e.g., Topics, DRs, DWs) within the same framework. To sat-
isfy the time constraints and reliability requirements for SG communication, the
QoS attributes in the DDS framework need to be tailored. Different components
(e.g., publishers, subscribers) should be able to set different contracts on QoS
attributes and only those that have an agreement can communicate each other.
We consider the following QoS attributes to be tailored – Reliability, Deadline,
Latency Budget, Transport Priority, and Time Based-Filter which are relevant
to time constraints and reliability requirements discussed in Sect. 4. We describe
how these attributes can be tailored with respect to the communication stack
of DDS.

Figure 6 shows the QoS attributes mapped to the layers of the DDS stack. The
Reliability attribute can be tailored either at the DCPS layer if it is implemented
over UDP since UDP does not guarantee data delivery or at the transport layer
if it is implemented over TCP which ensures reliable data transmission. The
Deadline (Latency) attribute is required to be fully controlled by the concerned
entity which resides in the DCPS layer where all DDS entities are defined. Thus,
the Deadline attribute should be tailored and implemented in the DCPS layer.
Also, this attribute is required to work with listener objects which are responsible
for keeping track of latency contracts between agreed entities defined in the
DCPS layer. The Latency Budget attribute can be tailored and utilized in the
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transport layer because it depends on priorities of data streams which are defined
in the transport layer. Lastly, the Transport Priority attribute can be tailored in
the network layer where priority can be set for received data. This also supports
the Latency Budget attribute specified in the transport layer, which facilitates
the integration of the network layer with the transport layer. In the following,
we describe how the QoS attributes can be tailored.

Reliability: This attribute enables a DR to receive reliably data sent by a DW,
which can be used to address the reliability requirements of SG communica-
tion. In DDS, this attribute can be tailored in the transport layer where reliable
communication is supported by TCP which retransmits data until delivered.
The attribute defines two sub-parameters – Reliable and Best Effort. The Reli-
able parameter enforces persistent data delivery by retransmission. For example,
for the components (e.g., smart meters) that can tolerate a certain latency of
data receiving, it can be set for retransmitting data until its receipt. On the
other hand, the Best Effort parameter enables delivery of up-to-date data. For
instance, it can be set for the components (e.g., data sensors) that periodically
publish data samples where only the latest one matters. Depending on reliability
requirements, these parameters can be configured appropriately. This attribute
can be tailored either in the transport layer or the DCPS layer depending on the
underlying transport protocol as discussed in Fig. 6.

Fig. 6. QoS attributes on DDS communication stack.

Latency (Deadline): This attribute is used to set a deadline in data communica-
tion, which can be used to address the time constraints in SG communication.
For example, publishers and subscribers in SG may have a deadline set for pub-
lishing and receiving data [15]. The maximum time for sending and receiving
data samples of a topic can be specified. Tailoring this attribute depends on the
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time constraints of individual components. For instance, for protection relays
which are mission-critical, it can be tailored to set a rigid deadline for data
transmission. This quality attribute can be tailored in the DCPS layer as dis-
cussed in Fig. 6.

From an implementation perspective, tailoring this attribute requires a lis-
tener object for maintaining the deadline contract between entities. Figure 7
shows a design for implementation of the Latency attribute. In the figure, the
Entity class represents DDS entities such as DW, DR, Publishers, and Sub-
scribers. It defines getter and setter operations for accessing associated QoS
policies and listener implementation. The QosPolicy class defines the policies
for deadline in receiving data. A getter and setter are defined for accessing
deadline policies. The ListenerImpl class maintains and keeps track of dead-
line contracts between entities which establish a communication between agreed
entities. When the contact is violated, the class informs the entity about the
violation, for example the DR about missing the requested deadline through the
on requested deadline missed() method and the DW in contract about missing
the offered deadline through the on offered deadline missed() method. The
informed entities then take a proper action (e.g., retransmitting) to fix the vio-
lation. The ListenerImpl class also allows the system to be aware of changes in
communication status. Each Entity object has a dedicated ListenerImpl object.
A similar design can be envisioned for other QoS attributes.

Fig. 7. Implementation design for tailoring QoS attributes.

Latency Budget: This attribute is used for setting the maximum acceptable
latency on subscribers from the time of data written by publishers to the time
of being inserted into the cache of subscribers, which helps to address the time
constraints in SG communication. The use of Latency Budget depends on the
priority of data streams which is set by the Transport Priority attribute. There-
fore, it can be tailored in the transport layer where the priority of data streams
can be set. This attribute can be tailored to address the time constraints of SG
communication by defining communication rules. One approach is to use it in
conjunction with a priority-based transport protocol to set up higher priority
for data with low Latency Budget. For example, if an application sends two data
samples every given time, Latency Budget can be used to specify that one sample
has higher priority over the other.
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Transport Priority: This attribute is used to set priority on data streams, which
can be used to address the reliability requirements of SG communication. This
allows data streams for a particular Topic or DW to have higher priority over
other types of data. This attribute relies on the underlying transport to set
priorities on data streams, which justifies its tailoring to be conducted in the
network layer. It also enables a smooth integration of the network layer with
the transport layer through mapping the values of of Transport Priority to the
values of Latency Budget in the transport layer during the configuration of the
transport from the transport layer to the network layer.

Priority-based transmission has been proposed in the literature (e.g., [11]).
Maslekar et al. discuss how to specify priority for data transmission on the
publisher side by dividing data samples into data streams to be prioritized.
Figure 8 shows the data flow in the DDS communication stack where data is
divided into streams in the transport layer. A data stream is prioritized based
on the priority of the data samples within the stream. On the publisher side,
the stream with the highest priority is sent first to accommodate the latency on
the subscriber side. A similar process is taken on the subscriber side to prioritize
data streams of received data samples and read them by priority.

Fig. 8. Data flow in DDS communication stack.

Time-Based Filter: This attribute is used for setting a minimum separation
period of data delivery, which can be used to address the time constraints in SG
communication. This attribute enables to improve system efficiency by limiting
data delivery, which is important particularly for the components that have
limited resources (e.g., memory, bandwidth) and computing power (e.g., IEDs).
For example, an IED playing the DR role may use this parameter to specify the
time interval of data samples to be received [16]. It can be tailored in the DCPS
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layer where DR resides because DR is the one that can decide how fast data can
be received. A similar approach to the Latency attribute can be used for tailoring
Time-Based Filter using the ListenerImpl class in Fig. 7 for keeping track of the
specified time. The ListenerImpl object is also responsible for informing involved
entities for any violation of the specified time and the entities take an appropriate
action in response to the violation.

5.2 Tailoring Discovery Mechanism

A key for establishing communication between publishers and subscribers is dis-
covering the existence of participants. In the DDS context, this requires DDS
entities to be informed of each other’s existence for communication. Not only
this, the discovery feature should also provide communication guides between
entities. For example, communication guides can be provided as IP multicast-
ing by devices where the DDS infrastructure manages the group membership.
The DDS specification defines a Real-Time Publish Subscribe (RTPS) proto-
col [14] which provides a discovery functionality. The main purpose of RTPS
is to support the interoperability of applications that are built upon different
implementation platforms of vendors. RTPS defines two discovery protocols –
Participant Discovery Protocol (PDP) and Endpoint Discovery Protocol (EDP).
PDP is used for discovering different domain participants, while EDP is used for
matching data readers and data writers. However, these protocols are defined in a
generic way which may cause some drawbacks with respect to system dynamism.
For example, they require a large amount of periodic data exchanges, which is
intolerable for the components that have limited computing power. In the fol-
lowing, we describe features to be supported by tailoring DDS discovery services
to support the dynamism of SG communication.

Dynamic Accommodation of Various Types of Components. SG requires a
dynamic communication system to cope with frequent addition and removal
of components as discussed in Sect. 4. Thus, DDS discovery services should be
tailored to support the dynamism of SG communication. For example, when a
new component (e.g., publishers, subscribers) is added to the system, the com-
ponent can be reached efficiently by the use of discovery hints such as the group
membership provided by DDS.

Diverse Discovery Strategies for Different Types of Components. The DDS spec-
ification allows the separation of its implementation from the discovery ser-
vice [14]. However, a DDS implementation for SG should have a built-in discovery
service to support the flexible and dynamic discovery of components. However,
this involves a significant amount of interactions which can be overwhelming
for the components with limited resources to handle such heavy interactions. To
address this, an alternative discovery mechanism should be provided by DDS. For
example, Simple Service Discovery Protocol (SSDP) can be used for IEDs and
sensors in SG. On the other hand, static discovery or file-based or server-based
discovery mechanisms can be provided for those components that are capable of
managing heavy interactions.
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Integration of the DDS Discovery Service with the Underlying DDS Infrastruc-
ture. As discussed above, the discovery service of DDS can be separate from
the implementation of the DDS infrastructure. However, this makes it diffi-
cult to manage the communication of components in SG due to its dynamic
nature. This can be effectively addressed by requiring the discovery service to
be integrated with the implementation of the DDS infrastructure, which enables
dynamic reconfiguration of components. Integration can be established by allow-
ing components to use a common discovery service in addition to the discovery
mechanism in individual components. For example, components that use SSDP
as their discovery protocol can be configured to locate the common discovery
service to discover other components.

6 Conclusion

In this work we have identified communication requirements in SG based on the
devices that are involved in four different domains of SG. Given the require-
ments, we described how DDS can be tailored to SG in terms of QoS attributes
and discovery mechanisms. The Reliability, Deadline, Latency Budget, Trans-
port Priority, and Time Based-Filter attributes have been considered. For each
attribute, we discussed tailoring in terms of communication layers and imple-
mentation design. We also discussed how the discovery features of DDS should
be tailored to support the dynamic nature of SG communication.

For the future work, we plan to investigate other QoS attributes such as data
availability and resource limits in the context of SG. We also plan to further
study how the tailoring points identified in this work can be applied to the
design specification of DDS. In particular, we will look into how the two layers
of DLRL and DCPS in DDS can be used to improve data communication in SG.
Based on the design specification of DDS, we also plan to study the data model
that fits both DDS and SG to facilitate interoperability of involved systems.
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Abstract. Currently, surveillance technologies are increasingly used to give
people a sense of safety in medical as well as crime surveillance contexts. On the
one hand, perceived safety can be supported by adequate surveillance tech-
nologies (e.g., cameras), however, the systematic use of surveillance technolo-
gies undermines individual privacy needs on the other hand. In this empirical
study, we explore users’ perceptions on safety and privacy in the context of
surveillance systems. In order to understand if the acceptance of surveillance
depends on usage contexts, surveillance technologies in the urban were com-
pared to the medical context. Using an online survey, 119 users were requested
to indicate their acceptance regarding different types of surveillance contexts and
technologies, differentiating perceived benefits and barriers as well as safety and
privacy needs. We investigate acceptance differences towards surveillance
technologies at various locations (private and public) as well. In this paper, we
especially explore the impact of different surveillance contexts, locations and
individual perceived crime threat on the acceptance of surveillance technologies
and on the needs for privacy and safety.

Keywords: Technology acceptance � Surveillance technologies � Privacy �
Safety � Fear of crime � Medical vs. Crime surveillance � Public vs. Private
environments

1 Introduction

One of the major challenges of modern societies is to meet the complex demands of
urbanization processes, in particular the impact of an aging society and the need to
maintain liveable, sustainable, safe and smart cities. Up to 2030, more people will live
in cities than in other regions and this development is forecasted to increase further. In
line with these fundamental urbanization processes, consecutive challenges arise.
Beyond issues of economy, health care, transportation or governance, nowadays’ major
keystones of urban planning are the broadly accepted implementation of technical
infrastructures and (smart) city concepts [1]. All over the world, an increasing number
of surveillance technologies (especially surveillance cameras) is used to prevent or
time-critically detect crime in order to improve safety in cities and especially at high
frequented public locations [2]. Perceived safety represents an essential prerequisite for
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the participation in social and economic life and is a valuable good for cities. However,
the main drawback of surveillance technologies is the perceived privacy violation by
the public through the recordings and processing of data [3]. Therefore, smart city
concepts must meet a wide range of residents’ needs, including high comfort regarding
safety, sustainability, but also consider different levels of perceived crime threat, and
protection of privacy [4]. Facing the demographic change, smart city concepts should
also address the diversity of urban residents. Although they are essential for all
dwellers, especially different ages of residents should be taken into account. If indi-
vidual needs and wishes of both younger and older people are considered, the fun-
dament for liveable and safe future cities is granted [5]. Thus, surveillance represents a
conflict between two archaic motives: the wish to be safe in urban environments and
the wish to stay private. This conflict is difficult to address for city planners without
understanding the individual tolerance of citizens for surveillance technologies.
Therefore, in this paper, the acceptance of surveillance technologies in urban contexts
is focused. Though, surveillance technologies are not only used in the context of city
security, but are also quite popular in the context of chronic illness and medical
monitoring [6–8]. Even if the medical case is quite different, still, the trade-off between
safety and privacy protection is also crucial here. In the following this critical trade-off
is empirically assessed with a main focus on surveillance in urban environments. It is
scrutinized to what extent users’ evaluation of the trade-off between security and
privacy changes depending on the context and the city location in which surveillance is
applied. Also, the individual responsiveness of persons towards crime threat and their
tolerance towards surveillance technology is analyzed.

2 Acceptance of Surveillance Technologies

For a free, unrestricted and unworried life in urban areas, people need to feel safe. In
this context, crime threat in cities is a central challenge [9, 10]. The consequences of
crime for urban safety and individual risk perception are well described and represent a
serious barrier for many residents [e.g., 11, 12]. While it is undisputed that safety and
crime prevention are major goals for urban development, the realization of effective
safety measures is controversially evaluated [13–15].

Technically, surveillance technologies are at hand and are already widely used in
urban environments to increase safety [16, 17]. Most of all city centers use close-circuit
television in public spaces and in public transport systems. However, the acceptance of
these systems in general and, more specific, the individual perception of safety does not
necessarily rise, when surveillance systems are installed [18]. Instead, perceived fear of
crime in urban environments is rather shaped by physical features, such as visibility or
lighting, prospect such as open spaces, opportunities to escape [19]. But not only
physical characteristics of urban spaces, but also perceived incivilities in surrounding
areas strongly affect fear of crime [18]. Therefore, the installation of technical safety
measure needs to carefully address individual perceptions of safety at different loca-
tions to support safe living in smart cities.

Apart from the goal of enhanced safety, surveillance systems also pose ethical
concerns. In terms of privacy, protection is one of the key human rights. Technical
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monitoring of people in urban environments for safety reasons conflict with individual
rights for privacy [20], which – beyond legal concerns – might lead to a public
rejection of monitoring technologies in city locations [21]. Accordingly, the relation-
ship between individual needs for safety from crime and the individual need for pro-
tecting one’s own privacy is complex and does not follow a simple arithmetic, but
rather varies with usage context, individual characteristics and city needs [22]. The
safety-privacy-relationship for crime surveillance technologies can only be understood
if the trade-off between both basic motives is empirically addressed.

3 Individual Factors for Crime Surveillance Acceptance

The population in cities is characterized by a high heterogeneity. Residents’ needs and
wishes towards quality of city life as well as related experiences and attitudes are affected
by a multitude of individual factors. Though there are individual key characteristics,
which allow defining groups with specific needs regarding safety and privacy. One
important factor is age, which becomes even more relevant with the on-going demo-
graphic change. For instance, age-related changes in health conditions and changed lei-
sure time activities after retirement lead to specific mobility and accessibility needs [23].
Especially for older people, perceived safety in their living environment is essential for
maintaining social contacts [24]. Gender is another factor, which strongly affects needs for
safety and privacy. Elderly women, for example, have higher needs for safety than men,
reducing their willingness to use public transportation or carpooling [22]. Beyond age and
gender, but strongly interrelated, the perceived level of crime fear is another important
factor for the acceptance of surveillance technologies in smart cities. Fear of crime,
defined as the emotional response to possible violent crime and physical harm [25], has
been intensively re-searched in the last decades by various scientific disciplines in the
context of urban development. Two central findings are specifically noteworthy: (a) crime
fear is an individual perception not necessarily associated with objectively measurable
crime statistics. Thus, even when persons live in a comparably safe residence, they might
perceive higher levels of crime fear. (b) individual factors (age, gender, experience with
crime) further affect fear of crime. A well-replicated finding is the inverse relationship of
victimization rate and crime fear: the most fearful individuals (elderly women) have the
lowest victimization rate, the least fearful (young men) have the highest victimization rate
[26]. The strong interrelations of age, gender and crime fear suggest, that age and gender
serve as “carrier variables” for different levels of perceived crime fear. Accordingly, the
present study focuses on the inter-individually different effects of crime fear on surveil-
lance technology acceptance. The usage of crime surveillance technologies in urban
environments is one (technical) approach to enhance perceived safety and to reduce crime
rates. Yet, only sparse knowledge is available about acceptance patterns of residents
towards benefits and barriers of crime surveillance technologies, which are assumed to
increase safety perceptions in the context of smart cities.

The goal of the present study is to understand peoples’ acceptance of crime
surveillance technologies in urban environments, taking needs of safety and privacy
into account. The paper is an extension to previous work [27], in which general
findings on crime surveillance had been reported.

172 J. van Heek et al.



4 Methodology

In the following section, the implemented research model and associated research
questions, the questionnaire, and the sample are detailed.

4.1 Research Model and Research Questions

We applied an online questionnaire to understand which factors form public acceptance
of surveillance technologies. The research approach is outlined in Fig. 1 and was
following three main research questions.

• Is surveillance acceptance context-sensitive?
Results of single case studies hypothesize context-sensitive differences in surveil-
lance acceptance [6–8]. Therefore, we directly compare two important usage con-
texts in this study: crime surveillance and medical surveillance. For each usage
context, different technologies, different locations, perceived benefits and barriers,
and the trade-off between privacy and safety are addressed to answer this research
question.

• Which role do the types of supervised locations play for surveillance acceptance?
In a second step, we focus on crime surveillance acceptance because previous
studies already focused on acceptance of medical surveillance technologies (e.g.,
[21, 29]). A lot of different locations of surveillance are under study in order to be
able to get an exact picture of desired and rejected areas of surveillance. In a third
step, we focus on surveillance cameras as surveillance technology because it is the
most used technology in urban areas [2]. As mentioned in chapter 3, the population
in cities is characterized by a high heterogeneity. Hence, different characteristics of

Fig. 1. Research approach.

The Surveillance Society: Which Factors Form Public Acceptance 173



city residents have to be considered and the residents themselves have to be
focused, because especially their perceived crime threat (-as important user diversity
factor for crime surveillance focused in this study-) could be an influential factor on
the acceptance of surveillance technologies.

• Does the perception of crime threat influence the acceptance of surveillance?
Previous experience with crime threat could considerably impact the acceptance for
surveillance (technologies), especially at specific city locations. On the base of
perceived crime threat rating, the sample was cut into a group with lower and higher
perceived crime threat, and a comparison of acceptance levels for surveillance was
carried out.

4.2 Questionnaire

Questionnaire items were developed based on focus group findings carried out prior to
this study. The questionnaire was arranged in six sections.

The first part addressed demographic characteristics as age, gender, family status,
children status, type and place of residence, housing status (homeowner or tenant),
educational level, (current or last) job sector and current or last occupation.

The second part focused on the individual perception of crime threat (PCT) and
potential experiences with crime. (1) We asked for PCT at different places by day and
by night. For clarity reasons, locations were arranged into four categories (private (e.g.,
garden), rather private (e.g., own street), rather public (e.g., shopping mall), and high
frequented public (e.g., train station) locations). The question “to what extent do you
feel threatened by crime during the day?” were evaluated for different public and
private locations (see Fig. 1). Threat perceptions were rated on a six-point Likert scale
(1 = not at all; 6 = very strong PCT). Based on PCT ratings an between-factor “per-
ceived crime threat” (PCT) was formed and for analyzing reasons PCT ratings were
summed up (max = 156), transformed to a value of 100 and a median split was
conducted (cut-off = 34.62), which separated two groups with low PCT and high PCT.
(2) We asked for individual crime threat concerning different crime offenses, which had
to be evaluated on a six-point Likert scale. (3) The final aspect focused on experiences
with crime: respondents indicated whether they, their family, friends, relatives or
acquaintances had become victims of offenses themselves (e.g., theft or bodily injury).

The third part assessed technologies and traditional measures enhancing perceived
safety in private and public environments. Thus, different technologies (e.g., camera
surveillance, ambient lighting, microphones) but also non-technical measures (e.g.,
police presence) had to be rated on a six-point Likert scale (1 = strongly disagree;
6 = strongly agree) for a private as well as a public context of use.

The fourth part of the questionnaire asked about the acceptance of crime surveil-
lance technologies at different locations. (1) Participants were asked to evaluate to what
extent they would accept technologies like standard cameras, microphones, cameras
with face recognition and location determination in their private living environment.
(2) Participants had to do the same in the case of a public environment. (3) Further, we
asked for acceptance of surveillance cameras at different private and public locations
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(be evaluated on a six-point Likert scale (1 = strongly disagree; 6 = strongly agree).
(4) Then, we asked about perceived benefits and barriers of crime surveillance (6-point
Likert scale, see above). Benefits of crime surveillance were examined in seven items,
which referred to safety aspects (e.g., prevention of crime, sense of safety or the felt
deterrent effect for potential criminals). Barriers referred to eight items relating to
privacy aspects (e.g., protection of civil rights and personal freedom, storage of
recorded data or inference of being under general suspicion).

The fifth part focused on the trade-off between the need for safety vs. the need for
individual privacy. Respondents had to trade-off between individual needs for safety
and privacy when considering the employment of crime surveillance technologies at
different locations (10-point scale; 1 = increase of safety; 10 = protection of privacy).

To compare different usage contexts of surveillance, a medical scenario for health
status surveillance and detection of emergencies (e.g., stroke, heart attack) was intro-
duced in the sixth part. Different types of surveillance technologies, acceptance at
different locations as well as perceived benefits and barriers of surveillance had to be
evaluated. Finally, participants had also to indicate their individual needs for safety and
privacy when considering the employment of medical surveillance technologies at
different locations on a 10-point scale (see above).

Completing the online questionnaire took about 20 min. Overall, the questionnaire
was made available for about 8 weeks in the beginning of 2013 in Germany. In that
time, there was no high impact society events (e.g., terrorist attacks). Participation was
voluntary and was not gratified.

4.3 Sample

Overall, 99 fully completed data sets were analyzed. The mean age of the participants
was 37.8 (SD = 15.5) with 58.6% females and 41.4% males. Asked for having chil-
dren, the majority of 65.7% answered to have no children. Demanded for the number of
persons living in their household, 38.4% reported to live in pairs, 31.3% live alone,
15.2% live in a threesome, 9.1% live with four persons, 3.0% live with five persons and
also 3.0% live with more than five persons in their household. Asked for their resi-
dence, 23.2% reported to live in a detached, 13.1% in a semi-detached and also 13.1%
in a townhouse. The majority of 50.5% reported to live in an apartment building.
45.5% of the sample reported to be the house owner (54.5% live for rent). Regarding
their area of residence, 35.4% live in a city centre, 29.3% in outskirts, 21.2% in
suburban areas and 14.1% live in rural areas.

5 Results

First, to understand whether the surveillance context affects the acceptance of
surveillance technologies, the results of crime and medical surveillance are compared.
In a second step, the influence of different locations on surveillance acceptance is
presented. Finally, the results of the user diversity factor perceived crime threat on
crime surveillance acceptance are shown. Data was analyzed descriptively and, with
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respect to the effects of usage contexts, locations and user diversity, by (one-way
repeated measure) (M)ANOVA procedures (significance level at 5%).

5.1 Usage Context

Following the hypothesis that the acceptance of surveillance is context dependent, we
analyzed two different usage contexts of surveillance. As it is shown in Fig. 2, diverse
types of surveillance technologies are evaluated differently for crime and medical
surveillance contexts. In general, rather low evaluations of all surveillance technologies
are apparent for the medical usage context. While face recognition (MCrim = 4.2;
SDCrim = 1.8; MMed = 3.8; SDMed = 1.6) and location determination (MCrim = 3.6;
SDCrim = 2.0; MMed = 3.1; SDMed = 1.5) are slightly more accepted for crime surveil-
lance, the use of microphone technologies (MCrim = 3.3; SDCrim = 1.7; MMed = 3.8;
SDMed = 1.6) is rather favoured in the context of medical surveillance. The use of
cameras shows the most striking differences: for crime surveillance it is clearly accepted,
however, it is rather rejected for medical surveillance (MCrim = 4.8; SDCrim = 1.4;
MMed = 3.0; SDMed = 1.5; F(1,95) = 45.5; p < 0.01).

The influence of different surveillance contexts revealed even more clearly in the
evaluation of supervised locations (see Fig. 3). For the crime surveillance scenario, a
distinct pattern emerged: the use of surveillance technologies was strongly rejected at
private locations, e.g., living room (MCrim = 1.6; SDCrim = 1.1), while it was rather
accepted at more public locations, e.g., museums (MCrim = 3.9; SDCrim = 1.7) or
schools (MCrim = 3.9; SDCrim = 1.6). Crime surveillance at highly frequented public
locations - where a lot of people passing by, e.g., public transport (MCrim = 4.5;
SDCrim = 1.5) and train stations (MCrim = 4.8; SDCrim = 1.4) received the highest
evaluations and were clearly accepted. In contrast, there is no distinct pattern for the
medical usage scenario: unlike the crime surveillance scenario, private locations, e.g.,
living room (MMed = 4.4; SDMed = 1.6; F(1,93) = 131.7; p < 0.01) and bedroom
(MMed = 4.6; SDMed = 1.5; F(1,94) = 316.2; p < 0.01), received the highest evalua-
tions and surveillance at these locations was clearly accepted for medical surveillance.
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Surveillance at more public locations, e.g., museums, schools, was not evaluated dif-
ferently for both usage contexts. For medical usage, surveillance was clearly more
accepted at locations in a relatively private setting, e.g., church (MCrim = 2.5;
SDCrim = 1.6; MMed = 4.2; SDMed = 1.7; F(1,92) = 28.7; p < 0.01) and pub
(MCrim = 2.7; SDCrim = 1.5; MMed = 4.3; SDMed = 1.5; F(1,93) = 32.6; p < 0.01).
Finally, surveillance at highly frequented public locations, e.g., train stations
(MMed = 3.3; SDMed = 1.7; F(1,92) = 28.9; p < 0.01), was slightly rejected for med-
ical usage, while it was the most favored location for the crime surveillance context.

Regarding the question if needs for safety or privacy depend on different locations
and usage contexts (see Fig. 4), the results show a clearly more desperate decision
pattern for crime surveillance (range: min = 2.7; max = 9.6) than for medical usage
(range: min = 4.7; max = 7.7). For both contexts, privacy was favored over safety at
private locations, whereas this was expressed even more strongly for crime surveil-
lance, e.g., living room (MCrim = 9.0; SDCrim = 1.9; MMed = 7.3; SDMed = 3.0;
F(1,86) = 39.1; p < 0.01) or bedroom (MCrim = 9.6; SDCrim = 1.3; MMed = 7.7;
SDMed = 2.9; F(1,86) = 38.2; p < 0.01). Safety was clearly preferred for crime
surveillance at public locations. For medical surveillance rather neutral evaluations and
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no explicit decision between safety and privacy were found, e.g., market (MCrim = 3.8;
SDCrim = 2.6; MMed = 5.0; SDMed = 3.2; F(1,86) = 18.7; p < 0.01) or train station
(MCrim = 2.7; SDCrim = 2.4; MMed = 4.7; SDMed = 3.2; F(1,86) = 48.9; p < 0.01).
Overall, the results showed that the acceptance of surveillance technologies depends
strongly on the context of surveillance. Hence, it is important to analyze the different
surveillance contexts in detail and in this paper we focus on crime surveillance.

5.2 Locations of Surveillance

First, we analyzed whether the acceptance of different crime surveillance technologies
depends on different types of areas. First, it was roughly distinguished between a
private and public area of surveillance. As it is shown in Fig. 5, all technologies were
evaluated higher for usage at public areas. Especially camera surveillance (Mpub = 4.8;
SDpub = 1.5; Mpriv = 3.2; SDpriv = 1.7; F(1,97) = 107.3; p < 0.01) and face
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recognition (Mpub = 4.2; SDpub = 1.5; Mpriv = 2.8; SDpriv = 1.6; F(1,97) = 87.0;
p < 0.01) were accepted at public areas, while they were rejected at private areas.
Location determination (Mpub = 3.5; SDpub = 2.0; Mpriv = 2.6; SDpriv = 1.5;
F(1,95) = 47.3; p < 0.01) and usage of microphone technologies (Mpub = 3.2;
SDpub = 1.7; Mpriv = 2.1; SDpriv = 1.3; F(1,96) = 64.9; p < 0.01) were rather rejected
at public areas and even more declined at private areas.

In a second step, we analyzed the influence of locations in detail for crime
surveillance purposes (Fig. 6). Surveillance acceptance considerably depended on the
type of supervised location and was accepted at highly frequented public locations and
rejected at rather private locations (e.g., living room (M = 1.6; SD = 1.1) or cellar
(M = 2.8; SD = 1.2)).
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We assumed that one reason for this could be the individual and location-dependent
perception of crime threat. Therefore, we asked for perceived crime threat at various
locations during day- and nighttime (Fig. 7).

During daytime: In total, i.e. summed up for all locations, the PCT during daytime
was rather low (M = 36.3 on a scale with max = 100; SD = 12.9). The majority of
private locations was perceived as only lightly threatening, e.g., own garden (M = 1.3;
SD = 0.6) or own home (M = 1.4; SD = 0.8), while high frequented public locations
were perceived as more threatening, e.g., parks (M = 2.8; SD = 1.3), train stations
(M = 3.0; SD = 1.4) or underground car parks (M = 3.3; SD = 1.6).

During nighttime: In total, PCT nighttime ratings were significantly higher
(M = 43.4; SD = 15.5) compared to daytime ratings (F(1,97) = 15.4; p < 0.01).
However, the PCT at night did not vary strongly across the different locations. Private
and rather private locations were not perceived very differently by day or by night.
Concerning rather public locations a higher PCT was found, e.g., for market
(MNight = 2.9; SD = 1.4; MDay = 2.4; SD = 1.2; F(1,98) = 35.7; p < 0.01) by night.
Regarding high frequented public locations, nearly all locations were perceived sig-
nificantly more threatening by night, e.g., train stations (MNight = 3.9; SD = 1.8;
MDay = 3.0; SD = 1.4; F(1,98) = 102.1; p < 0.01) as well as parks (MNight = 4.0;
SD = 1.5; MDay = 2.8; SD = 1.2; F(1,98) = 175.6; p < 0.01).
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Overall, results show that crime surveillance acceptance depends on locations of
surveillance and on the location-dependent perception of crime threat. Hence, it is of
great importance to analyze individual levels of perceived crime threat.

5.3 Individual Factors: Perceived Crime Threat as User Splitting
Variable

Since we assumed that the perceived necessity and acceptance of crime surveillance
technologies is affected by individual levels of crime fear, we systematically included
“perceived crime threat” as group splitting variable [37].

Segmentation of User Groups. Based on respondents’ ratings of crime threat at
different locations two groups with high and low levels of perceived crime threat (high
and low PCT, cut-off = 34.6 on scale with max = 100) were formed by median split.
Below, groups are described by socio-demographic factors. The group with high PCT
consisted of a higher proportion of women than in the low PCT group (though not
significant). Concerning age there was a similar distribution in groups 1 and 2 without
significant differences. Both groups differed in terms of family status and children
status significantly (p < 0.05). Group 1 (low PCT) consists mainly of singles (60%),
while group 2 (high PCT) mainly consisted of married people or people living with a
partner. Regarding children status there was a higher percentage of people with chil-
dren (44,9%) in the high PCT group than in the low PCT group (24%). In terms of type
and place of residence there were in parts slightly different distributions, which failed to
meet significance level (Table 1).

Table 1. Segmentation of PCT groups.

Group 1 (n = 50) “low PCT” Group 2 (n = 49) “high PCT” p

Gender 52% female 65.3% female n.s.
48% male 34.7% male

Age M = 36.7 M = 38.9 n.s.
SD = 14.4 SD = 16.5

Familiy status Single 60% Single 36.7% <.05
Partner/Married 38% Partner/Married 59.2%
Divorced 2% Divorced 4.1%

Children status Yes 24%; No 76% Yes 44.9%; No 55.1% <.05
Type of residence Detached house 16% Detached house 30.6% n.s.

Semi-detached house 14% Semi-detached house 12.2%
Townhouse 10% Townhouse 16.3%
Apartment building 60% Apartment building 40.8%

Place of residence City centre 46% City centre 24.5% n.s.
Outskirts 22% Outskirts 36.7%
Suburban area 16% Suburban area 26.5%
Rural area 16% Rural area 12.2%
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We also asked for “experience” with crime: participants had to indicate whether
they in person or their close family circle have ever fallen victim to different crime
offenses. The results (Fig. 8) show that both groups differed significantly concerning
their experiences with three crime offenses and each time the high PCT group was
“more experienced”: With regard to theft of the own vehicle a higher proportion of the
high PCT group have been affected (highPCT: 22.4%; n = 11; lowPCT: 6%; n = 3;
p < 0.05). Nearly half of the high PCT group have been fallen victim to fraud, while
this was true for almost a quarter of the low PCT group (highPCT: 49%; n = 24;
lowPCT: 24%; n = 12; p < 0.01). The same pattern appeared for material damage: the
high PCT group has significantly more frequently been affected by it compared with
the low PCT group (highPCT: 69.4%; n = 34; lowPCT: 42%; n = 21; p < 0.01).

All in all, these results showed that both PCT groups differ with regard to their
experience with crime and hence, crime experience could be an explanatory factor for
higher levels of crime fear.

Fear of Crime Offenses. In a first step, we analyzed to what extent people with high
and low PCT differ with regard to fear of several crime offenses (see Fig. 9). People
with high PCT reported to feel significantly more threatened than those with low PCT
(F(1,97) = 48.1; p < 0.01), except for the item “bicycle theft”.

This result pattern applied for “light” offenses, e.g. material damage (MLow = 3.0;
SD = 1.3; MHigh = 4.2; SD = 1.2; F(1,97) = 22.9; p < 0.01) or theft (in/from house)
(MLow = 2.6; SD = 1.4; MHigh = 3.9; SD = 1.3; F(1,97) = 20.9; p < 0.01) as well as
for “serious” offenses, for example sexual crimes (MLow = 1.7; SD = 1.2; MHigh = 3.4;
SD = 1.5; F(1,97) = 40.1; p < 0.01), offenses against life (MLow = 1.5; SD = 1.0;
MHigh = 3.2; SD = 1.5; F(1,97) = 44.4; p < 0.01) and terrorism (MLow = 1.3; SD =
0.8; MHigh = 3.0; SD = 1.4; F(1,97) = 54.5; p < 0.01). All PCT group differences
were highly significant. However, for serious offenses (e.g. offenses against life) the
differences between fear of crime ratings for people with low and high PCT were
stronger pronounced.
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Perceived Benefits of Crime Surveillance Technologies. In a next step we analyzed
to what extent perceived benefits of crime surveillance were influenced by PCT (see
Fig. 10). Nearly all benefits were significantly more accepted by the high PCT group,
except investigation of crimes,which was most accepted, but not evaluated differently by
the two PCT groups. Deterrent effect (MLow = 4.2; SD = 1.6; MHigh = 4.8; SD = 1.1; F
(1,98) = 4.5; p < 0.05), safer feeling in darkness (MLow = 3.6; SD = 1.7; MHigh = 4.8;
SD = 1.3; F(1,98) = 14.7; p < 0.01), sense of safety (MLow = 3.5; SD = 1.5; MHigh =
4.8; SD = 1.2; F(1,98) = 20.0; p < 0.01), safer feeling when traveling alone (MLow =
3.5; SD = 1.6; MHigh = 4.7; SD = 1.3; F(1,98) = 18.8; p < 0.01), and measure against
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safety risks (MLow = 3.6; SD = 1.6; MHigh = 4.7; SD = 1.3; F(1,98) = 15.2; p < 0.01)
were also accepted and favoured by the high PCT group.

Perceived Barriers of Crime Surveillance Technologies. We also examined, how
perceived barriers of crime surveillance technologies were influenced by PCT (see
Fig. 11). The highest concern for both groups was the protection of personal infor-

mation. Interestingly, both PCT groups did not differ significantly in this concern. This
also applied to the barriers reuse of the stored data, implies being under general
suspicion, violation of personal data and protecting civil rights and personal freedom.

In contrast, group differences were found for risk of violating personal rights
(MLow = 4.9; SD = 1.3; MHigh = 4.2; SD = 1.3; F(1,98) = 6.9; p < 0.01), continuous
observation (MLow = 4.9; SD = 1.4; MHigh = 4.3; SD = 1.5; F(1,98) = 4.4; p < 0.05)
and storage of recorded data (MLow = 4.4; SD = 1.4; MHigh = 3.9; SD = 1.3;
F(1,98) = 4.2; p < 0.05). These barriers were rated higher by the low PCT group than
by the high PCT group.

Acceptance of Crime Surveillance Technologies at Different Locations. Further,
we analyzed to what extent PCT influences the acceptance of crime surveillance tech-
nologies at different locations. First of all, the usage of crime surveillance technology
was generally more important for people with a high PCT (see Fig. 12). The high PCT
group evaluated the usage of crime surveillance technologies significantly more posi-
tively independent of different locations. Although crime surveillance was not desired at
private locations, there was a broader acceptance for it in the high PCT group, e.g. for
living room (MLow = 1.3; SD = 0.6; MHigh = 1.9; SD = 1.3; F(1,98) = 10.0; p < 0.01).

At rather private locations crime surveillance technology acceptance was also
rather low, while at this point there were higher ratings of the high PCT group as well,
e.g. favourite pub (MLow = 2.0; SD = 1.2; MHigh = 3.3; SD = 1.4; F(1,98) = 22.1;
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p < 0.01) or own house entry (MLow = 2.7; SD = 1.8; MHigh = 3.7; SD = 1.6;
F(1,98) = 7.9; p < 0.01).

At rather public locations the low PCT group rather rejected crime surveillance,
while it was accepted by the high PCT group, e.g. schools (MLow = 3.3; SD = 1.7;
MHigh = 4.4; SD = 1.5; F(1,98) = 12.2; p < 0.01) or parks (MLow = 3.3; SD = 1.7;
MHigh = 4.7; SD = 1.2; F(1,98) = 22.3; p < 0.01). Finally, at highly frequented public
locations crime surveillance technologies were rather accepted by the low PCT group,
while it was strongly desired by the high PCT group, e.g. public transport (MLow =
3.9; SD = 1.7; MHigh = 4.9; SD = 1.2; F(1,98) = 11.4; p < 0.01) or train station
(MLow = 4.3; SD = 1.6; MHigh = 5.3; SD = 1.0; F(1,98) = 11.4; p < 0.01).

Trade-off between Safety and Privacy. In a last step, we examined the effects of PCT
on the trade-off between looking for safety and protecting one’s own privacy (see
Fig. 13). All in all, there were significant differences in the assessment of the rela-
tionship between safety and privacy concerning both PCT groups.

Concerning private locations there were no differences between both PCT groups,
because both groups desired to protect their own privacy at those locations. Regarding
rather private locations, the low PCT group had a significantly greater need for protecting
own privacy than the high PCT group for nearly all rather private locations, e.g. cellar
(MLow = 7.8; SD = 2.5; MHigh = 5.9; SD = 3.1; F(1,98) = 10.7; p < 0.01), garden
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(MLow = 8.2; SD = 2.3; MHigh = 7.1; SD = 2.9; F(1,98) = 4.7; p < 0.05) or favourite
pub (MLow = 7.4; SD = 2.4; MHigh = 5.6; SD = 2.8; F(1,98) = 11.8; p < 0.01).

At rather public locations there were significant differences for all locations: for the
low PCT group privacy was more important, while the high PCT group preferred
safety, e.g. schools (MLow = 5.4; SD = 3.2; MHigh = 3.5; SD = 2.6; F(1,98) = 10.2;
p < 0.01), main roads (MLow = 4.9; SD = 3.0; MHigh = 2.9; SD = 2.1;
F(1,98) = 15.9; p < 0.01). Concerning public locations, the low PCT group had a
significantly stronger need for privacy, while the high PCT group strongly favoured
safety, e.g. train station (MLow = 3.3; SD = 2.7; MHigh = 1.9; SD = 1.5;
F(1,98) = 10.3; p < 0.01) or public transport (MLow = 4.2; SD = 3.1; MHigh = 2.3;
SD = 1.9; F(1,98) = 13.3; p < 0.01).

6 Discussion

This study revealed insights into acceptance patterns regarding the use of surveillance
technologies in urban environments. In order to understand the specific needs of a
diverse resident population, we examined the tolerance towards such technologies at
various public and private urban locations differentiating between two usage contexts.
The results provide valuable insights for city planners regarding an acceptable
employment of (crime) surveillance technologies at different locations in urban envi-
ronments, which consider individual needs for privacy and safety.
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6.1 Usage Context and Locations as Determinants of Surveillance
Acceptance

Focusing on crime surveillance, surveillance technologies are accepted in those locations
in which crime threat is present. Crime threat reports were higher in public spaces such as
train stations or parks, especially during night time. Accordingly, conventional crime
surveillance technologies (i.e., CCTV systems), but also conventional measures such as
lighting are well accepted - as long as they are visible and installed in public spaces.
Especially in urban transportation hubs such as train stations, stations or main roads,
where a high number of people passes by, surveillance technologies are strongly
accepted. Accordingly, a map or cartography of acceptable locations for the acceptable
installation of surveillance technologies in urban environments can be derived from our
findings. A completely different acceptance picture can be drawn for the acceptance of
surveillance technologies in private spaces. Here, perceived crime threat is comparably
low, and the use of cameras or microphones for the surveillance of private spaces is
distinctly rejected. Instead, lighting and motion detectors are the only accepted measures.

However, this finding does not allow jumping to the conclusion that surveillance
technologies in private space are rejected in general. Combined with different func-
tionalities than crime-stopping functions, surveillance technologies already have entered
private spaces, e.g. webcams for medical monitoring or “nanny- or mummy-cams” [28].
Moreover, the context-specificity of technology-acceptance was already shown for
wireless technologies either used for ICT- or for medical monitoring purposes [29]. This
study’s direct comparison of crime and medical surveillance shows that surveillance
acceptance is greatly context-sensitive and is perceived differently accordingly by city
residents. In contrast to crime surveillance, medical surveillance acceptance is generally
lower and private as well as rather private locations (e.g., own home environment,
church, pub) are preferred. However, medical surveillance at public locations is rather
rejected or merely tolerated. A possible explanation for this might be that the usage
context “medical surveillance” is often associated with monitoring of older people to
prevent or detect falls that mainly happen at private home environments [30, 31].
Furthermore, feedback of our participants showed that public locations are judged to be
inappropriate for medical surveillance because a large number of people has to be
monitored simultaneously. Hence, participants have doubts as to whether an adequate
health care of individual persons can be provided in emergency situations.

The type of accepted surveillance technologies also differed with respect to
surveillance contexts. While the use of cameras is desired for crime surveillance, it is
rejected for medical surveillance. However, for medical surveillance purposes other
technologies, e.g., microphones and face recognition, are more accepted. This may be
due to the fact that a lot of people associate camera surveillance with a feeling of being
watched [32]. For perceived benefits of crime surveillance the participants hazard these
consequences, while they do not accept it for medical surveillance. Future studies will
have to investigate the effects of usage context on the acceptance of surveillance
technologies and their perceived benefits and barriers in more detail and by means of
different methodical approaches (see Sect. 6.4).
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6.2 Privacy and Safety as Determinants of Crime Surveillance
Acceptance

The assessment of individual privacy and safety needs provides an explanation for the
identified acceptance patterns regarding different types of locations. In public spaces,
people have a higher need for safety, i.e. they “sacrifice” their privacy rights for a
higher safety from potential crime assaults. In turn, in private spaces, where perceived
safety is higher, the need for privacy is dominating. However, in the present study,
surveillance technology was operationalized as “presence of a camera”, without giving
information about further processing or usage purposes of recorded data. We assume,
that this operationalization is ecologically valid, since people usually do not know,
which of their actions are monitored and how or for what purpose surveillance data is
further processed and used [33]. Accordingly, we doubt that people are fully aware of
potential privacy violations, which might occur during the following data processing
stages. A next step of our research agenda is, to investigate the effects of information
about potential privacy violations of subsequent processing stages on privacy per-
ceptions and behavior. Research on privacy issues and user behavior in social networks
showed, that people – although claiming to be aware of their privacy rights – show a
completely different behavior pattern, i.e. exposing huge amounts of personal infor-
mation [34]. Looking at perceived barriers and benefits of crime surveillance tech-
nologies, which might serve as explanatory variables for acceptance, we were rather
surprised by the result pattern. Almost all benefit items received comparable levels of
affirmation, which might be explained by a biased response behavior or by an insuf-
ficient item design. For barrier-items we found a slightly more differentiated result
pattern. The barrier “being under general suspicion” received the lowest affirmation in
our study. This is especially noteworthy, since the issue of “general suspicion” is a
widely used counter-argument in research literature ethical implications of surveillance
technologies (e.g., [35]), but is apparently not reflected in individual perceptions. This
result further indicates, that the ethical-normative approach of technology acceptance
research needs to be complemented by a “user-focused” perspective to derive impli-
cations and design guidelines which meet public acceptance.

6.3 Perception of Crime Threat as Influential User Diversity Factor

Besides usage contexts and location of surveillance, user diversity in terms of different
crime threat levels is a crucial factor in the context of crime surveillance acceptance.
The contrast of people with high and low crime fears shows – not surprisingly – that
crime surveillance measures and their related benefits are more accepted by people with
higher fear levels. The question if these different fear groups can be further profiled
alongside of other demographic variables revealed that the two groups with high and
low crime fears did not differ in their age or gender but in family status and experiences
with crime. In this study’s sample, there is not a hypothetically typical and assumed
distribution with mainly women and older people who feel more threatened by crime
than men and younger people [36]. The distribution of segmented PCT groups indi-
cated that nearly each city dweller could be part of the group with a high PCT and that
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perceived PCT should be the starting point for the development of urban surveillance
concepts. Overall, the predominantly technology-centered planning of infrastructural
city concepts, without integrating citizens into the decision-making processes, seems
not sufficient to cover persons’ attitudes regarding safety and privacy concerns in the
context of smart cities.

6.4 Limitations and Future Research

Our empirical research approach was provided valuable insights into the acceptance of
crime surveillance technologies. Some methodological issues should be taken into
account, though. First, some aspects have to be criticized in terms of content. The very
similar evaluation of perceived benefits of crime surveillance showed that the item
content might have been too similar. For further studies it would be desirable to use
more specific and tangible items concerning perceived safety aspects, e.g. a quantifiable
potential decrease in criminality rates. The same applies for perceived barriers of crime
surveillance: participant’s feedback showed that the queried items could be more dif-
ferentiated. In further studies more specifications regarding privacy aspects will be
examined (different handling of recorded data, storage issues or even face recognition).
Concerning crime surveillance technologies this study focuses on the distinction
between visible and invisible technologies. Future studies should differentiate between
specific visible and invisible technology types. Another note refers to the classification
of locations. Here, we assumed the classifications that were made by the participants of
previous focus groups. The distinction between public and private locations is com-
prehensive and uncontroversial, whereas the difference between rather public and rather
private locations is rather small. Therefore, in further studies a more precise definition
of location categories is necessary.

Besides terms of content, for further studies other methodological approaches than
the assessment of single questions that are independently of each other could be useful.
In a real world scenario, we do not evaluate single factors, acceptance for or against a
technology usage is formed by the concurrent evaluation of a complex scenario. Since
four relevant attributes (location types, safety aspects, privacy aspects and technology
type) were identified in this study, the implementation of a conjoint analysis could be
useful to gain a deeper insight into the acceptance of crime surveillance. This way, the
relative importance of different attributes could be determined and the trade-off between
safety and privacy could be characterized precisely. This kind of analysis could also be
used to compare crime and medical surveillance acceptance in detail and to analyze
whether the importance of locations, technologies, and privacy-safety-trade-off is
context-sensitive.

Further, the sample size of this study was rather small, so the findings should be
replicated in larger and more representative. To involve place of residence as a
hypothetically influencing variable, further samples have to contain a higher number of
people living in rural areas. Finally, as this study only focuses German city dwellers,
our approach and findings could be replicated in other countries to compare crime
surveillance needs and desires of city dwellers of different countries and cultures.
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Abstract. In this chapter we describe an approach to integrate GIS
maps (endorsed by discrete features, such as points, lines, polygons),
in order to develop a route planner for wheelchair users. We integrate
public available data and an approach with free software with a novel
model for route planning, based on sidewalks, crosswalks and curb ramps,
as opposed to traditional street-based approaches. We show that our
sidewalk-based model is more suitable than available route planning ser-
vices under mobility constraints, using a case study in Curitiba, Brazil.

Keywords: Route planner · Wheelchair users · GIS · Open data

1 Introduction

In the constructing of a sustainable city, issues like urban mobility must be
featured during the entire urban planning process. The effective interaction with
traffic participants is an open challenge, in order to consider vulnerable road
users like pedestrians.

Increased use of wheelchairs is expected, along with the aging of the populace
within the recent years. In particular, several efforts have been made to develop
route planning services for people with disabilities [9,11,14]. This is a challenging
problem that involves the processing of a huge amount of data, such as maps,
images, detailed public transport information and collaborative user feedback,
to properly define wheelchair accessible paths. Nevertheless, there is a lack of
route planning services (such as the route planner of Google maps1) that take
into consideration wheelchair users needs and preferences, as shown in Fig. 1.

If we consider route planners, the current available solutions for wheelchair
users are street-based. Nevertheless, a myriad of complex spatial factors could
be considered in order to locate the best routes, such as sidewalks, crosswalks
and curb ramps. In many applications, such as geographic information systems
(GIS), data can set the stage by displaying individual maps of decision criteria,
in order to provide the detailed information needed to locate the best route.
1 https://maps.google.com Last visited on 01/07/2015.
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Fig. 1. The standard Google maps engine does not have an option for wheelchair users.

In this chapter we are concerned with the routing problem for wheelchair
users. The input data for this problem is a set of base map layers (streets,
sidewalks and city blocks). The output data is a cost weighted map, which we
also present as a graph. The novelty is, taking advantage of open data, to include
additional factors (such as distinct sidewalks in a street or missing curb ramps),
in order to propose a best route to a wheelchair user. Finally, we present some
preliminary tests, using open data and GIS. The main goal is to discover what
the data and method can tell us about the observed mobility plan with the help
of visualization and display techniques of GIS.

We explore our method using data from Curitiba, a city located in the south
of Brazil, housing 1.8 million people in a total area of 430,9 km2, according to
the Brazilian Institute of Geography and Statistics (IBGE)2. The city belongs
to the C40 cities3, a group which set ambitious targets to improve urban life
quality and protect their environment.

The remainder of this chapter is organized as follows. Section 2 contains
a description of related work. Section 3 presents an overview of our method.
Section 4 presents the experiments and, finally, Sect. 5 state the conclusions and
future work.

2 Related Work

Several online libraries and services are already available for route planning (such
as Google Directions API4, the JavaScript API Yandex.Map5, or other online
services 6). In particular, fewer of them are toward specific functionality, such
2 http://www.ibge.gov.br – Last visited on 14/05/2015.
3 http://www.c40.org Last visited on 30/05/2015.
4 https://developers.google.com/maps/documentation/directions/ Last visited on
23/06/2015.

5 https://tech.yandex.ru/maps/ Last visited on 23/06/2015.
6 http://wiki.openstreetmap.org/wiki/Routing/online routers Last visited on
23/06/2015.

http://www.ibge.gov.br
http://www.c40.org
https://developers.google.com/maps/documentation/directions/
https://tech.yandex.ru/maps/
http://wiki.openstreetmap.org/wiki/Routing/online_routers
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as wheelchairs (as OpenRouteService7, Routino8, Guia de Rodas (portuguese
acronym for Wheel Guide9 and OpenTripPlanner10). Nevertheless, some of the
online libraries also present accessibility problems [10].

There are norms for urban environments that define accessibility specifica-
tions as DIN 18024-1 [7] from Germany and ABNT NBR 9050:2004 [1] from
Brazil. Other studies as Kasemsuppakorn and Karimi [8] investigated the most
relevant aspects regarding wheelchair accessibility, for each segment of the route
network (i.e. length, width, slope, sidewalk surface, steps, sidewalk conditions
and sidewalk traffic). Moreover, some studies consider not only barriers but also
provide information about relevant locations (called Points of Interest - POI) as
restaurants, bus stops, accessible toilets, and police departments (e.g. Menkens
et al. [11], and Wheelmap11).

Sumida et al. [14] argue that barriers information should be collected through
actual measurement data. They adapted an electric wheelchair for collecting data
as the force necessary to move the wheelchair and the passage width. Other stud-
ies use data provided by the routing service users (e.g. OpenRouteService, and
Menkens et al. [11]), volunteers (e.g. OpenRouteService; Menkens et al. [11];
Kulakov et al. [9]), authorities (e.g. Kulakov et al. [9]). Consequently, the col-
lected data is usually limited to a city or a district. An exception is the Wheelmap
project that provides resources for crowd sourcing information based on Open-
StreetMap data. The project already have more than 470.000 data inputs and
an average of 35 thousand users per month.

The lack of public available information regarding accessibility of urban
spaces (e.g., streets, sidewalks, curbs, and type of surface) contribute to the
fact that most of studies on accessible routing are constrained to cities or dis-
tricts. Some initiatives as Wheelmap explore the aspects of crowds for collect-
ing relevant information regarding POI. Currently, to our knowledge, none of
such initiatives are widely adopted in Curitiba (e.g. there are only about 10
POI registered in Wheelmap, most of them are accessible bus stops). Antonio
et al. [2] proposed a crowd-based system for collaboratively filtering bus routes
in Curitiba. The focus of that study was on accessibility for visually impaired
people and the estimation considered the similarity of the current user to those
who generated the accessibility information.

Routing estimation is another challenging task. In order to improve the
results of routing estimation, some services provide additional parameters (e.g.,
maximum inclination, type of surface, maximum curb height, personalized esti-
mation according to the users’ profile (e.g. Menkens et al. [11]). As already noted
by A. M. Bishop within the Routino application, routing planning can use graph
algorithms (e.g. Dijkstra and A*) for calculating the shortest/least-cost path.
Some of those studies adapt these algorithms aiming at improving performance

7 http://www.rollstuhlrouting.de/ Last visited on 23/06/2015.
8 http://www.routino.org/ Last visited on 23/06/2015.
9 http://www.guiaderodas.com/ Last visited on 23/06/2015.

10 http://www.opentripplanner.org/ Last visited on 23/06/2015.
11 http://wheelmap.org/en. Last Visited 24/08/2015.

http://www.rollstuhlrouting.de/
http://www.routino.org/
http://www.guiaderodas.com/
http://www.opentripplanner.org/
http://wheelmap.org/en.
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in terms of execution time (e.g. the concepts of super-segments and super-nodes
from A. M. Bishop).

From the database perspective, spatial analytical queries might be used to
perform hundreds to several millions of shortest distance computations, process-
ing tasks such as region, KNN, distance matrix and trajectory queries [12].
The challenge is how to embed the row representation in a database, such as
pgRouting12 extension within PostGIS database, using original graph repre-
sentation. PgRouting provides libraries for the shortest path (including turn
restriction, driving distance, among others) through various algorithms such as
Bi-directional Dijkstra and All Pairs Short Path. PgRouting can also be effec-
tively used for implementing the real world scenarios [13].

Others claim that there is no clear answer as to shortest path algorithm
which runs fastest on real road networks (due to real time computation, the
large network size, and the resulting intensive computing) [16]. Among other
critical factors for route planning we can mention: (1) types of barriers considered
for collecting and estimating routes, (2) data sources for maps information and
barriers, and (3) approaches for route planning.

The art of the science is in the identification, calibration and weighting of
appropriate routing criteria. That identification is rarely based on only one fac-
tor, such as visual, sufficient to identify an overall preferred route [5].

3 Our Method

Problem Formulation. For GIS applications, the shortest path based on a
road is a basic operation. In practice, however, users are always interested in
several constraints (such as the combination of spatial and textual informa-
tion [15]). From GIS and map analysis perspective, the routing problem can be
described as a three steps process: the calculation of discrete cost, accumulated
cost and steepest path [4]. The idea is, using base maps (such as roads), cre-
ate other derived maps (to calculate information that is too difficult to collect,
such as curb ramps) in order to finally create cost/avoidance maps which trans-
late this information into decision criteria. Within this perspective, map layers
are thematic representations of geographic information, as shown in Fig. 2. In
particular, base maps can be represented by streets, street blocks (Fig. 9) and
sidewalks, among others.

The derived maps, composed by large polygon subdivisions, are often sim-
plified in order to reduce the total number of vertices which defines it (known
as the map simplification problem [6]). The calibration of the individual cost
maps is an important and sensitive step in the siting process. Usually, this step
requires human judgment due to the complexity and subjectivity of such deci-
sion. As an example, you might be interested in identifying the most preferred
route for a wheelchair user that minimizes its visual exposure to huge avenues,
and maximizes the visual exposure to bus stops.

12 http://pgrouting.org/ Last visited on 23/09/2015.

http://pgrouting.org/
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Fig. 2. Map layers (http://webhelp.esri.com/ Last access on 17/09/2015).

Fig. 3. Overview of the proposed system.

From the geometry perspective, streets are one or more single lines (which
can also be represented by one ore more edges in a graph), which thereby are
composed by points (which can also be represented by a vertice in a graph). Side-
walks can be decomposed by the respective lines, and lines can be decomposed
by respective points (Fig. 7).

Formally, a GIS database contains a set of geometries which can be resumed
as a set P of points on a network G = (V,E), where V represents vertices and
E represents edges. The network is a directed connected graph. A point p ∈ P
locates on an edge e ∈ E. The distance between any two points (or vertices) can
be denoted as d(pi, pj), as the length of the shortest path connecting them.

Our Approach. Our method comprised the following steps (shown in Fig. 3)
toward a sidewalk-based model: (1) the base map (streets, sidewalks, blocks,
etc.) characterization; (2) the creation of derived map for sidewalk polygon sim-
plification; (3) the creation of derived map for location of intersection areas; (4)
the creation of derived map for hypothetical crossroads; (5) the establishment of
a weighting criterion to edges (in particular, considering wheelchair users); and
(6) the generation of the graph.

http://webhelp.esri.com/
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For the characterization of the base maps (identified by Figs. 6 and 7), exter-
nal open data were integrated with data from Open Street Map with a spatial
database. The complete data set initially included streets (39.948 rows), side-
walks (9.614 rows) and blocks (13.459 rows) from Curitiba. The complete data
set was inserted in a PostGIS13 database. Later, specific tablespaces and indexes
were created in order to optimize the access. Nevertheless, several semantic errors
were present (such as different street geometries and names - more details in [3]).
The data was visualized with QGIS14.

The second step started with the simplification of sidewalk polygons and their
derived points (performed with a spatial database function named st simplify).

The next derived map comprised the road intersection areas, basically discov-
ering the average distance among streets and sidewalks. Circles in Fig. 8 represent
this phase, performed with spatial functions, such as st buffer.

The last derived map comprised the hypothetical crossroads, identified by
lines, triangles and rectangles inside the road intersection area (circles). Basi-
cally this map was derived using spatial database functions such as st convexhull
(shown in Fig. 4).

The weighting criterion (step 5) was initially set as the distance between
points if the “edge” has no barriers, or infinite if it does. Lately these weights
could be modified to register temporal issues, such as constructions which might
impact the normal flow of pedestrians. In practice, these distances can be
obtained with spatial functions, such as st distance.

Fig. 4. Example of SQL query to compute crosswalks.

From the GIS perspective, the shortest path would not be based on the street
map, but on the composition of the sidewalk map and on the derived map for the
crossroads. Note that: (i) the same sidewalks could have temporally distinct costs
(if for example, one sidewalk is next to a construction during the beginning of
an year) and (ii) the distinct crossroads geometries could help the identification
of most dangerous locations for pedestrians.

4 Experiments

We concentrated our efforts in preliminary experimental results, using an ordi-
nary linux server, and exploring spatial database functions. In order to simplify
our tests, we explored the shortest path as a graph (step 6), but indeed, there

13 http://www.postgis.net Last visited on 15/05/2014.
14 http://www.qgis.org Last visited on 15/05/2015.

http://www.postgis.net
http://www.qgis.org


198 N.P. Kozievitch et al.

Fig. 5. Example of SQL for street block creation.

Fig. 6. The streets and respective lengths.

are already ongoing projects (such as pgRouting) which could be used within
the spatial database.

Datasets. In particular, we are exploring a case study in Curitiba. Curitiba has
1.8 million people inside a total area of 430,9 km2, IDH of 0,823, according to
the Brazilian Institute of Geography and Statistics (IBGE)15. This area encom-
passes 75 neighborhood districts. According to the same census, Curitiba had in
the urban region approximately 95 thousand people with some degree of motor
disability. Among them, more than 31 thousand informed to experience, at least,
great difficulty for locomotion. Despite of not providing more detailed informa-
tion regarding barriers for motor impaired people, the Census revealed that only
12.6% of the urban area of Curitiba presented lowered curbs. Thus, currently,
providing effective and efficient route plannings for people with motor disabili-
ties, especially wheelchair users, is potentially relevant for removing barriers to
people’s daily lives.

15 http://www.ibge.gov.br. Last visited on 14/05/2015.

http://www.ibge.gov.br
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Fig. 7. Example of sidewalks and respective points and lengths.

Fig. 8. Example of sidewalks, streets and road intersection areas.

We used for the acquisition/characterization of the base maps, the dataset
from the Institute of Research and Urban Planning of Curitiba (IPPUC16), along
with data from Open Street Map17. Figure 5 shows the DDL example for the
creation of street block table. The complete data set initially included streets
(39,948 rows), sidewalks (9,614 rows) and blocks (13,459 rows) from Curitiba.

16 http://www.ippuc.com.br. Last visited on 14/05/2015.
17 http://www.openstreetmap.org Last visited on 14/05/2015.

http://www.ippuc.com.br
http://www.openstreetmap.org
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Fig. 9. Hypothetical crossroads, with street lengths (in black) and sidewalk lengths
(gray).

The complete data set was inserted in a PostGIS18 database. Later, specific
tablespaces and indexes were created in order to optimize the access. Neverthe-
less, several semantic errors were present (such as different street geometries and
names - more details in [3]). The data was visualized with QGIS19.

Tests. For our tests, the three base maps toward the selected area of the Batel
district resulted in 51 streets, 94 sidewalks and 71 blocks. The derived maps
resulted in 309 road intersection areas (within a zoom in Fig. 8) and 185 number
of possible crossroads (within a zoom in Fig. 9). Note that crossroads within
Fig. 9 can belong to geometric groups: lines and polygons (with three or four
edges).

Consider the shortest walking path (highlighted in Fig. 10) from point A
on Benjamin Lins Street to point B on Vicente Machado Avenue. The path is
computed by considering the possible combination of streets that can be followed
in order to get from one point to another. A subset of the combinations can be
modeled by a graph as the one in Fig. 10. The vertices are a set of intersections
and the edges are segments of streets defined by two intersections.

The graph reflects the input data used for computing shortest paths on com-
mon route planning. This is a street-based graph which takes into account a
weight factor for each edge according to known properties of street segments,
such as the distance between two intersections, the slope of a street segment and
the condition of a sidewalk. The graph in Fig. 10 considers distances between
intersections.

18 http://www.postgis.net Last visited on 15/05/2014.
19 http://www.qgis.org Last visited on 15/05/2015.

http://www.postgis.net
http://www.qgis.org
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Fig. 10. Shortest walking path between points A and B computed using a street-based
graph.

People with disabilities, such as wheelchair users, may face some problems
due to conditions not captured in route planners considering such a model. As
highlighted in Fig. 11, there is a crossing without curb ramps that would make
it difficult to proceed along the route. The model must be able to encode that
kind of constraints perhaps by using a weight on the vertices of the graph or by
making it reflect on the weight of the streets. Anyway, those can also be flawed
solutions: it is possible one street has sidewalks on both sides and one side has
problems while the second one is in perfect conditions to go along.

The sidewalk-based model proposed in this chapter allows to make all of
these conditions explicitly available for a route planner, making it more suitable
for searching paths that meet the needs of people with disabilities. The model
for the same region of the previous discussion is summarized by the graph in
Fig. 12. The hypothetical curb ramps are vertices of the graph and its edges
are sidewalks or adjoining curb ramps on streets. Thereafter, every sidewalk can
have its own weight and the lack of curb ramps between adjoining streets also be
encoded on the edges connecting them. It is possible, therefore, to avoid streets
without curb ramps and sidewalks on poor conditions. The shortest path in our
model is highlighted in Fig. 12, depicting not only which sidewalk to follow along
a street but also which curb ramps to use.
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Fig. 11. Ordinary route planners do not consider accessibility constraints.

125

218
8484

87

46

46

193193

67

65
6765

2828

85

184

99

283

51

172

170

173

105

173

181

181

177
129

177

129

224

128

96

199 199

119

119

244
125

170 170

66

6 6
B

A

Fig. 12. A sidewalk-based model and a route considering accessibility.
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Fig. 13. Modified sidewalk-based model: a sidewalk was given a bigger weight (see
region A) and a curb ramp, along with a crosswalk, was added (see region B).

The model may have its attributes modified by users: (i) an edge (segment of
a sidewalk) of the graph could have its weigh increased if the condition of the side-
walk is degraded due to holes in the pavement, narrow width, obstruction, among
others; and (ii) previously nonexistent curb ramps and their related crosswalks
could be added to improve the route planning. The two types of modifications are
illustrated in Fig. 13. The weight of one edge was modified due to a possible poor
condition of the sidewalk. In the second modification a vertex and an edge were
added to the model to illustrate that a new curb ramp has been built.

PgRouting Preliminar Tests. For the preliminary tests with pgRouting, the
streets table with used along with Dijkstra algorithm, as indicated in Fig. 14.
Basically, the algorithm uses an identification of a source, a destiny, and the
edges cost (within the table, the street length) to calculate the shortest path
between two points. Considering the same origin and destination from Fig. 10,
the Dijkstra algorithm returned a slight different street-based path, as indicated
in Fig. 15.

Since sidewalks and crossroads were already listed in Fig. 9, the Dijkstra com-
putation on a sidewalk-based path could be applied, after a correct calibration
of path costs, along with the algorithm. Note also that Fig. 9 uses the city open
data, while Fig. 13 is using an online search service, and some street names (along
with street lengths) might present differences.
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Fig. 14. Example of query for running Dijkstra algorithm in pgRouting.

Fig. 15. Visualization of Dijkstra algorithm from pgRouting.

Discussion. Among the parameters which impact the planning of a route for
wheelchair users, we can mention: Database issues: lack of standard within the
data sources (the different data semantics, geometries, etc.), the domain under-
standing of how GIS geometries might be mapped and how they can be explored
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in other domains (such as graphs), the theoretic abstraction of how different
layers of points, lines, geometries can be mapped to multigraphs, among oth-
ers; Domain issues: how to manage different areas (such as databases, human
computer interaction, theory of computation, urbanism, etc.) toward working in
an unified solution, regarding terms and technologies; Theory: how to theoret-
ically add temporal events which might change in a graph (such as edge weights
which change along the interactions); how to develop a mathematical approach
and elaborate algorithms of route building on the graph on condition of various
types of obstacles; how to better calculate the edge weight estimation. Although
being preliminary, the tests state that the implementation of the method is suit-
able for wheelchair users. In summary, we understand that better approaches
to the routing problem depends on a sinergic combination of data, knowledge
domain, and user feedback.

5 Conclusions

Research in urban mobility, and in particular, accessibility and GIS is not recent,
but the exploration through different domains is still an ongoing effort.

We described in this chapter an alternative wheelchair route planning model,
along with the concepts, application, and their challenges. Later the definitions
were explored in a case study, within the Curitiba region, Brazil. Finally, we
presented preliminary tests using open data, Postgis and pgRouting.

Future work includes the inclusion of topography, public transportation
maps, along with the bus accessibility routes. We also pretend to test KNN
and distance matrix under pgRouting.

Acknowledgments. We would like to thank the Curitiba City Municipality, IPPUC,
and EU-BR EUBra-BigSea project (MCTI/RNP 3rd Coordinated Call).
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Abstract. Zero energy conceptual framework is attracting increasing interest in
European target policies aiming at more sustainable and liveable urban and built
environments. Despite its compelling context in scientific literature and practical
applications, the commonly used approach is principally adopted on the aspect
of an individual building. Cases with zero energy concept are few in literature.
The aim of this paper is the development of a methodological approach to extend
the ‘zero energy building’ to the ‘zero energy district’ by taking into account two
challenges: (1) the impact of urban structure (typo-morphology) on the actual
energy needs and (2) the location. It proposes a simplified methodology within
three strategic axes through the systemic approach of the district and thereby
opens and addresses future research perspective to be widely investigated to
develop ‘smart’ districts with operational and long-term context by introducing
the notion of ‘smart ground’.
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1 Introduction

The future of the majority of citizens’ is undeniably urban. Contemporary cities aim at
upgrading and enhancing their attractiveness [1]. In this current context of urbanisation
and the overall growth phenomenon (projected to reach 60% of the global population
by 2030), managing to strategic planning with ‘sustainable’ terms appears as a policy
target. Controversial aspects of the cities’ future debate exist in the literature and the
term ‘smart’ (‘intelligent’) but actually, there is no agreed definition of its context [2].
What is certain, though, is that it represents a multi-disciplinary rising field of the 21st

century.
Cities are undoubtedly the core of economic activities, the sustainable development

and the key for the ‘smart growth’ [3] and are by definition a focal point of energy
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consumption and production, while buildings are a major consumer of energy worldwide
– considered to be responsible for more than 20% of the greenhouse emissions in Europe
[4, 5]. To respond to these phenomena, energy-oriented techniques, incentives, and
regulative instruments are held towards the achievement of low carbon (or energy)
districts, such as the European and National Directive on Energy Performance of Build‐
ings (EPBD) on nearly Zero Energy Buildings1 proposing that by 31.12.2020 all newly
constructed buildings shall produce as much energy as they consume on-site [5]. Today,
the problematic of ‘zero energy’ concept is arising an increasing interest as shown in a
scientific literature review [4] to alleviate issues regarding the depletion of energy
resources and the requirement to minimise the energy needs and use alternative sources
along with the track of environmental protection [6].

The purpose of this paper is, therefore, to identify the ‘Net-Zero Energy’ conception
in a district scale and, by doing so, it introduces a simplified methodological framework
by identifying the drivers of this discourse and reaching to preliminary conclusions
regarding its future strategic urban planning. The paper is structured accordingly.
Section 2 presents the description of the methodological framework recommended for
NZED, Sect. 3 identifies the correlation between the urban structure, the building sector,
and the transport with energy consumption, Sect. 4 illustrates the state-of-the-art of ten
case-studies under a multi-thematic approach, the evaluation and the preliminary results,
Sect. 5 discusses the results emerged from the research, while Sect. 6 highlights the
future research work.

2 A Net-Zero Energy District (NZED) Framework: Method and
Assumptions

2.1 Net-Zero Energy Concept

The concept of ‘Zero Energy Buildings’ (ZEB) is proved to act as a key factor in the
development of the ‘smart city’ with the perspective (and at the same time the challenge)
to contribute significantly on the energy aspect. It is considered as a progressive evolu‐
tion of low-energy and passive building designs including - apart from minimising the
required energy demand (heating, cooling, etc.) by adopting well-balanced operations
between consumption and production coupled with successful grid integration [7].

Many developed and developing countries have already introduced their own
building energy standards and guidelines specifically to suit, among other things, the
local climates as well as the prevailing architectural designs and construction practices
(i.e. Energy Performance of Building Directive - EPBD, etc.) ([5, 8]). The EPBD recast
clarified the concept of ZEB, the framework, and boundaries that have been set to
proceed along this track. Art. 2 defines a ‘nearly Zero Energy Building’ (nZEB) as “a
building that has a very high energy performance and the very low amount of energy
required should be covered to a very significant extent by energy from renewable

1 Directive 2010/31/EU of the European Parliament and the Council of 19th May 2010 on the
energy performance of buildings: http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?
uri=OJ:L:2010:153:0013:0035:EN:PDF.

208 S. Koutra et al.

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do%3furi%3dOJ:L:2010:153:0013:0035:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do%3furi%3dOJ:L:2010:153:0013:0035:EN:PDF


alternative sources, including energy from renewable sources produced on-site or
nearby”, while Art. 9 requires that [9]:

(a) By 31st December 2020, all new buildings to be of zero (or nearly) energy
(b) After 31st December 2018, new buildings occupied and owned by public authorities

to be of nearly zero energy

The timeline for the implementation of ZEBs according to the EPBD recast is sche‐
matised in Fig. 1 [6]:

Fig. 1. Timeline for NZEBs’ implementation according to EPBD recast (Source: European
Commission, 2009).

2.2 The Role of the District

In literature, the zero energy objective is often related and considered on a building scale.
However, despite its particular interest, the research of the concept on the individual
scale of the building as an autonomous entity ignores the significance of other
phenomena linked to larger territorial scales concerning the efficiency and performance
of renewable energies, the impact of the transportation system, etc. [10]. Besides, the
achievement of a low (or even zero) energy district (Net-Zero Energy District, NZED)
depends not only on the energy balance of the building stock but as well on its holistic
urban metabolism including the human factor.

‘District’ level appears interesting in an operational and multi-thematic context for
modelling and exemplifying the realisation of a ‘smart city’ within the introduction and
the application of modern technological techniques and practices. The ‘district’, as a
micrograph and a constructive element of the city [11] identifies the patterns of energy
consumption and concrete solutions towards ‘sustainability’. Well-situated to experi‐
ment within specific practices to improve the sustainability of the urban and built envi‐
ronment but also the application of the net-zero energy concept in real life. From the
authors’ point of view, as a result of previous analysis of ten European case- studies,
challenges are important to consider the net-zero energy conceptual framework in a
district:

1. The district scale is particularly interesting within its interconnections and interfaces
among the diverse components at a larger scale than a building.

2. The challenge of both developing innovative and energetically performative urban
structure and concurrently retrofitting the existing building stock.
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3. The significant increase in actual energy needs to the phenomenon of demographic
growth in a horizon up to 2050.

4. The impacts of parameters linked to the urban structure on the energy performance
of buildings and the energetic hybridisation within the use of renewable energy
resources.

5. The impact of location, typology and morphology of the district related to the energy
consumption and production to attain the (annual) balance in the district.

2.3 Systemic Approach

For this study, the district is understood as an ‘urban block’ and a complicated system
with diverse key parameters and interconnections (Fig. 2) [12]:

Fig. 2. District components and interconnections.

The ‘Net-Zero Energy District’ idea is conceptualised and described by analogy with
the NZEB as a territory in which the balance of the energy consumption and production
for buildings (Fig. 3) [13]:

Fig. 3. Systemic approach of a NZED.

Generally, the methodological steps are described in Fig. 4 briefly:
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Fig. 4. Description of methodological steps.

2.4 Assumptions

The main assumptions for the achievement of a NZED are the following ones:

1. The (annual) balance between the energy production and energy consumption
(including buildings, production of on-site renewable energy)

2. The ‘smart location’ emphasised on ‘smart geographical site’ of a district (regarding
its distance to the city centre, the interdependencies with the adjacent districts, etc.)

3. The mixed-use character of the district (social and functional mixing)
4. The maximisation of use of alternative renewable sources and solar gain
5. …..

The processes of optimisation, evaluation and monitoring of urban projects require
a defined framework and methodology. A typical compilation of qualitative and quan‐
titative criteria as shown in Fig. 5 [12]:

1. Optimisation of actual occupants’ needs: key indicators that frame the district’s
‘anatomy’ (profile)

2. Use of energetic hybridisation: reflects the successful incorporation and combination
of energetic systems’ and technologies’ variety combining with local production of
renewable energy sources

3. Organisation of storage: energy performance of technologies, systems, and techni‐
ques installed to reduce energy consumption.
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Fig. 5. Analysis of the three pillars of a NZED.

2.5 Territorial Analysis

The next step includes the territorial analysis and the characteristics of the district’s
profile (‘anatomy’) among two strategic research questions:

1. Where to locate the NZED (i.e. geographical site, etc.) and what urban characteristics
of the district exist presently? (i.e. population, buildings’ typology/morphology/
construction age, materials, land uses, transportation system, natural resources,
weather data, etc., definition of residents’/users’ energy needs, average number of
buildings, etc.)

2. What is the ‘optimised’ (or appropriate) urban structure (typology and morphology)
to give to the NZED? (so that to minimise the energy/heat losses and optimise key
parameters, such as solar gain, less car dependency, etc.).

2.6 Organisation of Criteria and Sub-criteria

The organisation of the criteria is performed in accordance with the three pillars of
evaluation (Fig. 5) and within the axis of (1) typology and (2) morphology of the districts.
The analytical approach of the diverse criteria is briefly presented subsequently below.

Typology. 

(a) Location/Geographical site/Topography/Natural resources
The potential of natural resources along with the reduction of energy consumption
are probably the major aspect of characterising a district as ‘net-zero energy’.
Girardet [14] proposes the concept of the ‘urban metabolism’ to explain the use of
the natural resources in a city (or a district). The energy needs (heating, cooling,
etc.) are minimised from the beginning (conception) of the urban project. The focus

212 S. Koutra et al.



on renewable energies (used for heating and electricity) enables the reduction of
the environmental impacts and the independence from fossil and gas emissions.

(b) Buildings/Physical composition/Land uses
Anon [15] defines the building typology regarding their physical composition and
are basically categorised into the following divisions:
1. Free-standing (or detached or single-family) dwellings.
2. Attached or multi-user or multi-family dwellings: classification of built envi‐

ronment, where multiple separate units are contained within one building.
3. A building comprising two units’ side by side is typically considered as ‘semi-

detached’ on separate properties sharing a common wall with separate entrances
and without common inside areas.

4. ‘Duplex house’: dwelling comprising two units on two different floors. Accord‐
ingly, the triplex, four-plex dwelling, etc.

5. ‘Apartments’: building with multiple floors containing multiple apartments on
each floor. In contrast with a low-rise and single-family houses, apartment
blocks accommodate more inhabitants per unit of area of land.

(c) Users/Residents/Occupants
In this category, there is a series of criteria of the ‘district typology’ that affect the
net-zero energy concept:
1. Household Synthesis: number of persons per household
2. Equipment/Appliances: type and quantity that affect the energy consumption in

a household and as a consequence in a district as totality in an annual basis
3. Population/Residential Density: choice of housing type is strongly related to

the urban form; the odds that a household of a multi-family housing is seven
times greater for compact cities than for sprawling counties [16]. The criterion
of ‘density’ is described in two different ways: compactness – (architectural
viewpoint)– and population or dwelling unit density (number of inhabitants
or units per ha) (planning perspective).

(d) Mobility
The compilation of the criteria focuses mainly on the district’s location in relation
to the city centre, the distances from the other districts, etc.

Morphology. Key parameters that influence the district morphology of the buildings
are:

(a) Compactness
The shape of buildings is an aspect strictly related to energy consumption. Two
core parameters are (1) surface-to-volume ratio or compactness and (2) the ratio
of passive-to-non-passive zones. Compactness is relevant to the energy consump‐
tion of building since and represents the amount of surfaces exposed to the outside
environment, responsible for heat losses. It also refers to urban contiguity (and
connectivity).

(b) Geometry
One of the most important key factors to determine the building’s energy use. The
‘geometry’, or ‘urban geometry’, influences the energy performance and affects the
energy performance in two main ways: mutual shading and microclimate [17].
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(c) Orientation
The orientation of an urban pattern is a spatial parameter to analyse the accessibility
of solar energy and daylight in an urban area and the natural lighting. An overall
reflection integrating the benefits of the solar energy are conducted during the plan‐
ning and architectural composition of the NZED. Briefly, the criteria and sub-
criteria defined for a NZED are presented in Tables 1 and 2:

Table 1. Qualitative and quantitative criteria for district typology.

District typology
Criterion Qualitative Quantitative Units

Location Geographical site x
Climate/Weather x Temperature (°C)
Natural resources x Distance (m or km) from

district
Buildings Land uses

(Residential, Non-
residential, …)

x

Physical composition x
Floors x Number of floors
Rooms x Number of rooms
Dwellings x Number of dwellings
Household synthesis x Number of persons per

household
Equipment/Appli‐
ances

x Energy consumption per
appliance

Occupants/
Residents

Population density x Number of people per ha
Residential density x Number of dwellings per ha

Mobility Transport services x Distances (km from the city
centre, etc.)

Table 2. Qualitative and quantitative criteria for district morphology.

District morphology
Criterion Qualitative Quantitative Units

Compact‐
ness

Form x
Size x
Volume x

Geometry Building shape x
Building height x Number of m per building

structure
Orientation Angle x ° of the angle to maximize

solar gain and natural lighting
Dwellings x ° of the angle to maximize

solar gain and natural lighting
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2.7 Multi-criteria Analysis (MCA)

The combination of the multi-criteria analysis method and the procedure of weighting
the key factors as defined at Tables 1 and 2.

2.8 Scenario Analysis

This methodological stage includes the formalisation and structure of scenarios design
following the referential district typo-morphologies of the case-studies’ selected and the
previous analysis.

2.9 Modelling/Simulation Results

After the preliminary scenario analysis (definition of various and possible typo-morphol‐
ogies), this step models the most interesting urban structures to follow as a NZED (or
to exclude).

Typical example of the modelling procedure:
Type A: Scenario 0. Mono-functional residential district, 4 façades and single-

family, no compactness (energy losses, etc.)

Residential 
dwelling  

A 

 Residential 
dwelling  

B

 Residential 
dwelling  

C

NZED mono-functional residential building model of 4 façades: to be excluded!

2.10 Optimisation

Before the final methodological step of the experimentation and validation through a
pilot project of the procedure is described. At this phase, the model optimises the
previous steps according to the prerequisites and assumptions for the NZED context.

Emphasis is given to the attainment of:

1. Mixed-use and compact character of the district
2. Minimisation of the energy needs of residents and district users
3. Maximisation of solar gain and natural lighting (orientation)
4. Maximisation of combined use of natural resources.

2.11 Experimentation/Validation/Pilot Project

As a final step, the experimentation and the validation of the previous methodological
steps through a pilot project (possibly district of Epinlieu, Mons) are proposed.
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3 District Typo-morphology and Energy

3.1 Urban Typo-morphology and Energy

The urban tissue of a district is organised within a particular philosophy in a certain
period of the city history. The common assumption is the recognition of a systemic
organisation of the tissue between the urban morphology and the building typology.
However, this relation is absent is contemporary cities characterised by an absence of
structure. The objective of a typo-morphological frame is the analysis of the physical
and spatial structures and their transformation as well. However, the analysis is a critical
evaluation of the urban ‘organisms’ to preserve the patrimony and cultural land‐
scape [18].

On the other hand, energy consumption in a territory is considered as the total
consumption required for the construction, the planning, the use and the maintenance
of the buildings (residential, commercial, etc.) in function with the public spaces, the
transport or even the production chain and the mobility. A policy for the strategic terri‐
torial planning for buildings’ energy performance but also the qualification of the urban
structure and the maximisation of the production of local renewable resources. The
‘intelligent’ choice of district location (geographical site, topography, etc.), the renew‐
able sources and the urban structures have a significant impact on energy losses.

For a Net-Zero Energy District, it is proposed [19]:

1. A functional mixing (diversity) and a dense urbanisation to reduce transportation
actual needs, car dependency and fossil

2. A compact urban form (multi-family housing, terraced or apartment blocks) to
improve the thermal building performances

3. A preservation of vegetation and green spaces

3.2 Buildings and Energy

Since the energy crisis of the 1970s, the scientific review extended from the building
design to the impact of urban structure and the building energy use. Thus, the determi‐
nation of the urban typo-morphology in a district is elusive. Simulation studies focus on
the impacts of key variables (i.e. dwelling size, typology, layout, design, etc.), on urban
microclimate (i.e. solar access, ventilation, temperature, etc.), comfort or building
energy use (Fig. 6). On the other side, as the emergent need for policies regarding the
energy management and the reduction of greenhouse gas emissions increases, literature
focus on strategic urban planning to discuss whether (or not) there is a considerable
impact on individual buildings (or districts’) energy use [20].

Generally, the impact of building typology on energy use is significant among
different types [20]. Building typology affects the surface area to volume ratio, which
is the most relevant key parameter to heat transfer. Given the same building volume, a
single-family detached dwelling has a higher ratio and it is more likely to lose or gain
heat, thus consuming more energy than a multi-family dwelling. In general, housing
type is correlated with housing size and density [20]. It focuses on the connections
between the urban morphology and the energy consumption (principally of the
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residential buildings) in a twofold aspect: (1) the intersection between the morphological
criteria and key parameters and the energy consumption as well as (2) the weighting of
the factors that influence the energy consumption (i.e. users’ behaviour, etc.).

Studies related to residential building energy consumption remain at the scale of the
individual building. Various technical models have been developed and validated to
study and simulate the buildings’ attitude in order to improve the energetic and envi‐
ronmental performance. Notwithstanding, models adopt, in general, the building
perspective by considering it as an autonomous entity but ignoring the importance of a
larger territorial scale. Ratti et al. [21] propose that the building energy performance
depends on (1) urban geometry (context) related to the availability of the sunlight and
natural lighting on building façades, (2) building design, (3) efficiency of energy systems
used and mainly on (4) the occupants’ (users’) behaviour (Fig. 7). However, despite the
undoubted liaison between the urban geometry and the energy consumption, this link is
usually neglected by the simulation models (mainly concentrated on more technical or
architectural characteristics), possibly because of its complexity (Fig. 8).

Fig. 7. Factors that affect the energy consumption of the buildings (Source: Baker et al., 2000, p. 7).

Ewing and Rong [16] propose the urban structure is a conceptual frame appropriate
for the energy efficiency that should be concentrated in a ‘housing (dwelling) level’
(Fig. 8).

Fig. 6. Building energy use as a function of urban form, building design, energy system efficiency
& occupant behaviour (Source: Kang, 2012, p. 7).
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4 Case-Studies

4.1 State-of-the-Art Analysis: Description of Ten European Case-Studies

The analysis describes the conceptual frame of the district typo-morphology and the
energy consumption as a key parameter for the interpretation of the NZED [4]. The state-
of-the-art analysis includes a number of districts with an ‘ecological’ character devel‐
oped since the 90’s in the North Europe supporting the idea of the urban metabolism
into more ‘sustainable’ towards the sensitivity for the environment and the quality of
life. Despite the general context of the sustainable development in urban projects, inno‐
vative realisations of the ‘eco-districts’ adopt an approach more sectorial and less global
with specific and particular objectives (i.e. zero carbon, case of Bed ZED, etc.). A brief

Fig. 8. Conceptual frame: urban structure and energy consumption (Source: Rong, 2008, p. 7).

Fig. 9. Presentation of ten case studies.
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review of ten representative case-studies (Fig. 9) at a European level is performed in
this study as a first reflection of the understanding of the sustainable context in a district
scale for three principle reasons:

• More than 50% have been implemented
• The availability of the information
• The European geographical scale

The cases studies selected are:

4.2 Evaluation/Comparative Analysis

The evaluation of the case-studies is realised in accordance with the criteria described
in two phases:

1. A general comparative analysis of the results that describes the districts’ profiles
(parameters of the urban context, etc.) focusing also on the issues of energetic
hybridisation and the organisation of energy storage.

2. A particular comparative analysis in accordance with the three pillars that consist
the systemic approach of the NZED.

Evaluation axis 1. Optimisation of actual energy needs
The main findings of this criterion are presented in this section related to the districts’
profiles (i.e. period of launch and implementation as well as data including surface,
density, etc.): 

Evaluation axis 2. Energetic Hybridisation
Concerning the energy field and the systems used by the different cases, almost all of
them use photovoltaic and solar panels. Despite the use of complicated energy systems,
their energy consumption does not often achieve their initial objectives. The tendency
of their hybridization is obvious for the majority of the cases. The use of gas and biomass
seem to be reduced.

Evaluation axis 3. Organisation of Energy Storage
The organisation of energy storage remains a challenge and it is unexplored both in the
literature review and in real life. The analysis of ten European ‘eco-cases’ reveals efforts
towards mainly the recuperation of storm water.

4.3 Preliminary Results

The state-of-the-art and the comparative analysis and the evaluation procedure of the
ten cases reveal the potential of four of them (BO01 - Malmo, Kronsberg - Hanover,
Eva-Lanxmeer - Culemborg and Pic-Au-Vent - Tournai) to be transformed into the ‘net-
zero energy’ context. Preliminary results regarding their typo-morphological attributes
are presented. The results of the comparative analysis of the four evaluated cases are
presented in the following diagrams. The analysis conducts a preliminary vision of the
NZED typo-morphology.
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Diagram 1. Identification of districts’ profiles – Optimisation of actual energy needs.

Diagram 2. Energetic hybridisation of ten case studies.
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Diagram 3. Preliminary results of the 4 case studies.

From the previous preliminary state-of-the-art analysis and evaluation among ten
European representative case-studies, the most interesting conclusions about the NZED
type are:

I. Well-situated districts close to city centres (≤10 km) and potential of natural
resources (energetic hybridisation) and well-served by the public transport
(distances between the diverse stops: 200 – 500 m)

II. Diversity on key parameters: i.e. surface (ha), number of dwellings and population
III. Number of floors: 2 – 5
IV. Mixed-use districts with diverse land uses and building typology (mainly apart‐

ments)
V. Organisation of energy storage with focus on the recuperation and reuse of storm

water.

Further, detailed analysis is expected on the modelling of NZED typo-morphology
within the Step of Experimentation/Validation of a pilot project/real case.

5 Discussion

In the previous section, the preliminary typo-morphological analysis presents the results
of four proposed typo-morphologies for a NZED concept. Further analysis is required
to frame the district with the net-zero energy concept. The study concludes with the
introduction of the ‘smart ground’. The innovative notion of ‘smart ground’ is defined
in accordance with the development of effectively performed districts towards the ‘smart
city’ and symbolises the hybridisation of technologies, multi-energy systems, and
renewable energy produced on-site introducing the urban reflection and importance at
its planning and design. A compilation of qualitative and quantitative criteria (and sub-
criteria) is acquainted with the authors in accordance with two strategic axes: ‘smart
location’ and ‘smart morphology’ (Fig. 10) [12]:
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Fig. 10. From the ‘smart ground’ to the ‘smart grid’.

5.1 The Smart ‘Location’

Four essential criteria synthesise this axis (in a non-exhaustive way):

1. Climate (and micro-climate): weather conditions (i.e. temperature, daylight, the
wind, etc.) that influence the occupants’ actual requirements in energy and policies
pursued (i.e. impediments for mild modes of transport-in cold climates, etc.).

2. Potential of natural resources: constitutive key factor for the ‘smart location’.
3. Proximity: the proximity of services and facilities for the site (i.e. the presence of an

existing transportation network enables savings and ensures the connections to the
city and encouragement of ‘green’ mobility, less dependency on car use, etc.).

4. Mixing: ‘functional autonomy’ of the district within its economic centre and diver‐
sified services and social mixing of its population.

5.2 The Smart ‘Morphology’

The ‘smart morphology’ is associated with the reflection of the district’s urban structure:

1. Density (residential and population): central to the urban planning of a district: (a)
limit displacements and car dependency and (b) the economy of land use.

2. Orientation: spatial district’s urban pattern that reflects the integration of benefits of
solar gain within its architectural and urban composition. Marique and Teller [13]
consider an angle of 25° measured horizontally at a central point of each façade of
the NZED to maximise the solar gain.

3. Compactness: crucial to reducing energy consumption. Maignant [22] underlines
the optimum compactness with spherical geometrical shape, while simultaneously
public transport is more cost-effective, accessible and effective in a denser urban
tissue.
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6 Conclusions

This paper explores the path from the ‘smart ground’ to the ‘smart city’ as a result of
the rising interest in the urban metabolism of the contemporary districts and proposes a
simplified methodological framework within three interrelated pillars in a multi-crite‐
rion concept. The goal of this paper is to contribute to the existing scientific review
regarding the ‘zero-energy’ objective by investigating its feasibility in terms of a district.
This work highlights the opportunities for the interest to extend the boundaries of the
individual building to a larger territorial unit (i.e. district).

This work opens numerous future research perspectives to be investigated widely to
develop NZEDs with a concrete and operational context in real life. The proposed
methodological framework (systemic approach of the district, multi-criteria approach
related to three levers of evaluation, etc.) will be extended and completed as a further
step in the scope of defining and transforming modern districts into sustainable, and
energetically performed, validated and completed as a further step of this study within
a real case-study (i.e. Epinlieu, Mons, Belgium).
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Abstract. In addition to providing good tracking capability and reduc-
ing fuel consumption, an Adaptive Cruise Control (ACC) system is
required to be very comfortable. Although several appealing ACC policies
have been introduced so far, a few of which are currently in use, it is still
difficult in general to find an ACC policy that is able to optimally com-
bine requirements such as high safety, low fuel consumption and satisfac-
tory comfort level. Additionally, no systematic methods are available for
the optimization of a control policy performance. This chapter addresses
these problems by comparing different ACC policies and developing an
optimization method based on a multi-objective Pareto criterion, final-
ized at designing policies with an all-around performance. Furthermore,
the designed optimal policy is tested in view of its application on real
vehicles via simulations.

Keywords: Adaptive Cruise Control · Test simulation · Performance
optimization

1 Introduction

Driving can be defined as a set of operations aimed at controlling a motor vehicle,
where control is typically performed by a human driver. However, the human
driver behavior may tend sometimes to cause undesirable vehicle behaviors. In
modern vehicles, to avoid or prevent these kinds of behaviors, control is usually
done by the human driver with the help of some Driver Assistance Systems, one
of the most important of which is the Cruise Control.

Cruise Control (CC) has the task of maintaining the vehicle speed at a desired
value. However, a drawback of CC is that it cannot vary the speed of the vehicle:
whenever a vehicle in front of the vehicle equipped with CC is traveling slower
than the latter, the driver has to step on the brakes in order to deactivate the
Cruise Control and step on the accelerator when the preceding vehicle speeds up
[2]. As a result, Cruise Control has to be reset from time to time. This drawback
is overcome by the more advanced Adaptive Cruise Control (ACC), which is able
to adjust the speed of the vehicle, depending on various factors influencing it
c© Springer International Publishing AG 2017
M. Helfert et al. (Eds.): SMARTGREENS 2016 and VEHITS 2016, CCIS 738, pp. 227–241, 2017.
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without manual intervention from the driver [2–4]. Some of them, like the “stop
and go”, can bring the vehicle to a stop and start it moving [3,4].

In general, the design of an ACC begins with an ACC policy. Different ACC
policies have been proposed: Constant Time Gap (CTG), Constant Distance,
Constant acceptance, Constant Stability and Constant safety factor [1]. ACC
policies specify the desired steady state distance between two vehicles in succes-
sion. Note that ACC policies can be either autonomous [5], cooperative [6,7] or a
combination of both [8]. Introducing and maintaining continuous inter-vehicular
communication, which is the main feature of cooperative policies causes net-
work effects that can undermine the performance of the ACC [7]. Moreover,
maintaining continuous inter-vehicular communication is costly [9–11]. Thus,
the autonomous operation seems like the most preferred choice at present, and
it is the area of focus in this paper.

The performance of an ACC system is based on the particular control pol-
icy that it employs. The basic control policies are the Constant Spacing Policy
(CSP), Constant Time Gap (CTG) and Variable Time Gap (VTG). All the
other policies are usually variants of these basic policies. However, even though
all these policies are appealing from a methodological point of view, it is difficult
in general to understand which is the actual performance that can be guaranteed
on a real vehicle. Another relevant issue is that, to the best of our knowledge,
no systematic methods can be found for the optimization of the control policy
performance.

In this perspective, the main contributions of the paper are two. First, the
control policies employed by the “standard” ACC systems are compared by
means of extensive simulations, considering different realistic road scenarios.
This kind of study is important to understand which control policies and, more
in general, which control approaches can be more effective in view of their imple-
mentation on real vehicles. Second, an optimization strategy based on a multi-
objective Pareto criterion is proposed, finalized at designing high-performance
control policies. The strategy is tested by means of extensive simulations, involv-
ing different realistic road scenarios. These simulations show that the method
allows the design of control policies able to perform significantly better with
respect to the “standard” policies, in terms of safety, fuel consumption and
comfort.

2 Vehicle Model and Control Policies

In this section, we introduce the vehicle and control models that will be used in
the simulations, first to compare the “standard” ACC systems, then to test our
optimal control policy design method.

The following assumptions were made:

– All vehicles are identical and move in a straight line.
– Before the maneuver of the lead vehicle, all the vehicles were moving at the

same steady state speed.
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– The lead vehicle takes a finite amount of time to perform a maneuver prior
to reaching steady state speed.

The longitudinal dynamics of each vehicle (plant) can be approximated by
the following model (see [5,12,13]):

τ
...
p + p̈ = u (1)

where p is the vehicle longitudinal position, u represents a “desired” longitudinal
acceleration and τ is the vehicle time constant.

The desired acceleration u is the control input, which can be used to improve
the vehicle performance in terms of safety, comfort and fuel consumption. This
task can be accomplished by a proper control policy, as shown schematically in
Fig. 1, where the block “Vehicle” is a dynamic system described by (1) and ε is
the spacing error to be defined subsequently.

Fig. 1. Adaptive Cruise Control structure.

Usually, the control policies should satisfy string stability requirements in
order to give a good performance. String stability is defined as stability with
respect to the spacing between vehicles. It ensures that the spacing error, defined
as the difference between the actual and desired spacing, do not get larger as
it propagates upstream in a string of Adaptive Cruise Control vehicles using
the same control law [5,8,11–14]. The CSP policy requires inter-vehicular com-
munication if string stability is to be guaranteed [11,15], while the CTG and
VTG policies overcome this limitation [9–11,13]. Since we are only considering
the autonomous operation, our tests are conducted only on the CTG and VTG
policies.

The CTG policy is defined by the control law

u = − (ṗ − ṗf + λε)
h

(2)

ε = p − pf + Ldes

where p and pf are the positions of a vehicle and the preceding vehicle respec-
tively, and ε is the deviation from the desired spacing, otherwise known as the
spacing error, [5,12,13,17].

λ, Ldes and h are design parameters, to be chosen in order to obtain the
desired longitudinal dynamics performance. λ is a control gain, Ldes is the desired
spacing between the vehicles and h is called the time gap (it represents the time
distance between the two vehicles).
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Combining the vehicle Eq. (1) with the control Eq. (2), we obtain an Linear
Time Invariant (LTI) system, with input pf and output y = ε. Note that, on a
vehicle equipped with an ACC systems, pf is typically measured by a radar.

The VTG has several variants [9,12,16–20], which are similar to each other.
The Nonlinear Range Policy (NRP) [16,20] is considered here because of its
simple structure. This policy is defined by the control law

u = (1 − τk

h
− τλk

h2

h2

k
)p̈ + (

τk

h2
)ṗf − ṗ (3)

where k is a design parameter, called the scaling factor [16,20].
As for the VTG policy, combining the vehicle Eq. (1) with the control Eq. (3),

we obtain an LTI system, with input pf and output y = ε.

3 ACC Policies Comparison

The two ACC policies described in Sect. 2 are tested considering three different
scenarios:

Scenario 1. Constant number of vehicles traveling in a line
In this scenario, 10 vehicles are traveling in a line and the lead vehicle makes
some critical manoeuvre. Three kinds of critical manoeuvres are simulated -
Manoeuvre 1: The lead vehicle suddenly increases its speed; this manoeuvre was
obtained simulating u1 (the input of the leading vehicle) as a filtered positive
step. Manoeuvre 2: The lead vehicle suddenly increases its speed and then goes
back to the original speed; this manoeuvre was obtained simulating u1 as a
filtered positive impulse. Manoeuvre 3: The lead vehicle decelerates continuously;
this manoeuvre was obtained simulating u1 as a filtered negative ramp.

Scenario 2. Vehicles joining and leaving the line
In this scenario, 10 vehicles are traveling in a line and one or more vehicles
join or leave the line at different times; this manoeuvre was simulated just by
suddenly increasing or decreasing the number of vehicles in the line with the gap
between the vehicles taken into consideration to prevent collision. Note that this
simulation is more challenging than a real situation, where the process of joining
or leaving the line is “more continuous”. We considered up to 5 vehicles joining
or leaving the line.

Scenario 3. Traffic flow
In this scenario, 10 vehicles are traveling in a line and one or more vehicles join
or leave the line at different times. We considered up to 5 vehicles joining or
leaving the line. As an additional complication, the line may stop at different
times due to the presence of traffic lights; The stop at the light was obtained
simulating u1 as a filtered negative ramp that, after a certain time, becomes
constant.



Optimal Strategies for Adaptive Cruise Control 231

We considered different combinations of the values of the parameters char-
acterising the vehicle model and the control policies. In particular, the following
parameter ranges were assumed:

τ ∈ [0.5, 0.95] s
λ ∈ [0.4, 2]
h ∈ [0.1, 2] s
k ∈ [2, 15]

Ldes = 40m.

For each manoeuvre of scenario 1 and for each parameter combination, we
performed one simulation. This simulation was long enough to reach steady-state
conditions. For each of scenarios 2 and 3 and for each parameter combination,
we performed a sufficiently long simulation, in order to capture all relevant sit-
uations that can occur in a real road scenario. In particular, the duration of the
simulated road scenarios was about 107 h, corresponding to about 4 h of Mat-
lab run time. The simulations were done using Matlab R2014a and its simulink
environment.

To evaluate the performance of an ACC control policy, we considered the
following indexes:

– Recovery time: The recovery time of a vehicle is defined

TR = Tss − Tc

where Tc is the time at which a critical event occurs (e.g., a critical manoeuvre,
a vehicle joining or leaving the line, or a stop at the light) and Tss is the 2%
settling time (that is, the time after which the system output is always within
an interval with center at the steady-state value of the output and amplitude
2% of this value).

– Input signal Root Mean Square value:

RMSu = ||ũ||2/
√

N (4)

where ũ is the (discrete-time) command input signal of a vehicle acquired
from the simulation, ||.||2 is the vector 2-norm and N is the length of ũ.

– Output signal Root Mean Square value:

RMSy = ||ỹ||2/
√

N (5)

where ỹ is the acquired (discrete-time) output signal of a vehicle.
– Peak input signal:

MAXu = ||ũ||∞ (6)

where ||.||∞ is the vector ∞-norm.
– Peak output signal:

MAXy = ||ỹ||∞. (7)
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The recovery time measures the capability of the control policy to promptly
bring the vehicle back to its “normal” operation conditions. RMSy and MAXy

essentially measures the mean deviation of the output from the desired value
(hence, it is also an indirect measure of the recovery time). RMSu and MAXu

are related to the energy spent by the control policy in order to obtain the
desired performance while RMSJ is related to passenger comfort in a vehicle.

Table 1. Scenario 1, Manoeuvre 1. Average performance indexes.

Strategy T̄R [s] ¯RMSu
¯RMSy

CTG 33.14 12.508 1.1199

NRP 4.5 14.7154 0.1833

Tables 1, 2, 3, 4, 5 and 6 show the performance indexes obtained in the
simulations, averaged over all the vehicles composing the line, all the critical
events (i.e., vehicles joining and leaving the line and stops at the lights) and all
the parameter combinations. The averages are indicated with a bar. In Figs. 2 3,
4, 5 and 6, we can observe the performance indexes obtained in the simulations,
averaged over all the vehicles composing the line and all the critical events.

Tables 1, 2 and 3 show that the NRP generally recovers faster when subjected
to critical conditions, involving also lower values of ¯RMSy. However, the required
command activity, measured by ¯RMSu, is higher. Similar results are shown by
Tables 4, 5 and 6.

Table 2. Scenario 1, Manoeuvre 2. Average performance indexes.

Strategy T̄R [s] ¯RMSu
¯RMSy

CTG 36.7 0.0228 0.0286

NRP 5.14 0.0820 0.0237

Table 3. Scenario 1, Manoeuvre 3. Average performance indexes.

Strategy T̄R [s] ¯RMSu
¯RMSy

CTG 6.7 35.3265 1.5331

NRP 0.55 45.1805 0.0996

Table 4. Scenario 2, Vehicles joining. Average performance indexes.

Strategy ¯RMSu
¯RMSy

CTG 111.7 6.9109

NRP 115.3 5.8677
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Table 5. Scenario 2, Vehicles leaving. Average performance indexes.

Strategy ¯RMSu
¯RMSy

CTG 109.6 7.1459

NRP 114 6.0608

Table 6. Scenario 3. Average performance indexes.

Strategy ¯RMSu
¯RMSy

CTG 436 5.608

NRP 441.7 4.191

Given that τ ≥ 0.5 and λ = 0.4, the NRP is more flexible than the CTG, in
the sense that h can be varied from 0.1 to more than 1.8 without the spacing
errors getting larger as they propagate upstream in vehicles using NRP. When
h = 0.1, for the NRP the recovery time as well as the ¯RMSy value is “small”,
with a high value of ¯RMSu on the command input activity.

The average recovery time increases a little for vehicles using the NRP as τ
gets higher. In the case of the CTG, the average recovery time increases consid-
erably as τ gets higher. Accordingly, it can be said that higher values of τ for
each of the vehicles do not have as much influence on vehicles using the NRP
as they do on vehicles that use the CTG. This is most likely to be a result of
the high value of h that is required in the CTG when τ > 0.5, to prevent the
spacing errors from getting larger as they propagate upstream.
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Fig. 2. Scenario 2 (CTG with τ = 0.5 s, λ = 0.4).
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Fig. 3. Scenario 2 (NRP with τ = 0.5 s, λ = 0.4, k = 4).
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Fig. 4. Scenario 3 (CTG with τ = 0.5, λ = 0.4).

The simulation results obtained from scenario 2, as shown in Figs. 2 and 3,
and scenario 3, as shown in Figs. 4 and 5, show that the NRP has lower ¯RMSy

than the CTG for the same values of h and τ . The two lines with the same h
in Figs. 2 and 3 correspond to the vehicles either joining or leaving the line. It
should also be noted that similar results are obtained when τ is different for each
vehicle in the stream.

Low values of the time gap as well as low values of ¯RMSu are desirable
but these act in contrast to each other. As stated earlier, lower values of the
time gap require higher command input activity. Indeed, ¯RMSu and ¯RMSy

are two contrasting criteria. This is important for the NRP, since it can sustain
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Fig. 5. Scenario 3 (NRP with τ = 0.5, λ = 0.4, k = 4).

h ∈ [0.1, 2]. It is our deduction that if h remains in a “low value zone” for instance
h ∈ [0.1, 0.3] for a long time during driving, a lot of energy due to control activity
might be expended. A possible way to mitigate this could be to design the control
algorithm in such a way that the time gap does not exceed a certain amount of
time when it is in the “low value zone”. It is important to determine the right
amount of time. This amount of time could depend on whether there are vehicles
joining or leaving the stream as well as on their number, or on what the design
objective of the car manufacturer is (i.e., energy reduction or inter-vehicular
space reduction to increase traffic output).

4 Optimization Strategy

As discussed in the previous section, in the design of an ACC system there is
a trade-off between two contrasting requirements. On the one hand, the ACC
system must provide a satisfactory performance in terms of safety and prompt
answer to external disturbances. On the other hand, the ACC system must not
require a too large command activity, which may lead to a high consumption of
fuel and/or electrical power.

To quantify the ACC performance we hereby consider the RMSy index
defined in (5). To quantify the command activity we consider the RMSu index
defined in (4). We would like to minimise both these coefficients but clearly this
cannot be done, since these indexes are in contrast with each other. In other
words, we are dealing with a multi-objective optimization problem.

This kind of problems can be efficiently solved considering a Pareto optimality
criterion, [21]. Let RMSy(C) and RMSu(C) be respectively the performance and
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Fig. 6. Pareto optimization. (Color figure online)

command activity indexes of a given ACC controller C. A controller C1 is said
to dominate another controller C2 if

RMSy(C1) ≤ RMSy(C2) and RMSu(C1) < RMSu(C2)
or

RMSy(C1) < RMSy(C2) and RMSu(C1) ≤ RMSu(C2). (8)

A controller C∗ is said Pareto optimal if it is not dominated by any other
one. In other words, no other controller exists that can be overall better than
an optimal controller. If a controller is better than an optimal one with regard
to a single objective (e.g., RMSu(C)), it is certainly worse with respect to the
other (e.g., RMSy(C)). The set of Pareto optimal controllers define a curve in
the performance index space called Pareto front (see the green line in Fig. 6).

Based on these concepts, the optimization strategy that we propose is as
follows:

– Perform a Monte Carlo simulation, consisting of NT trials.
– In each trial:

• Choose random values of the parameters h, k and λ (clearly, these values
must be reasonable from a physical point of view). Each parameter 3-tuple
defines a controller Ci, with i = 1, ..., NT .

• For the chosen parameter 3-tuple, perform NS simulations considering
realistic road scenarios.

• compute the averages ¯RMS(Ci)y and ¯RMS(Ci)u of the NS values of
RMS(Ci)y and RMS(Ci)u.
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– Considering that the pairs ( ¯RMS(Ci)y, ¯RMS(Ci)u), with i = 1, ..., NT ,
define points in the two-dimensional performance index space, construct the
Pareto optimality front, using (8) to individuate those controllers that are
not dominated.

Note that τ and Ldes are assumed fixed but they can be included in the
optimization process without significant modifications.

Following this strategy, a Monte Carlo simulation was performed, with
NT = 4760. In each trial, random values of h, k and λ were taken from the
intervals [0.1,2], [2,15] and [0.4,2], respectively (a uniform distribution was con-
sidered for all the three parameters). The values τ = 0.5 s and Ldes = 40m
were also assumed. For each random 3-tuple (corresponding to a randomly gen-
erated controller), NS = 10 simulations were performed considering Scenario 3
(traffic flow with 10 vehicles in a line and 5 vehicles randomly joining or leav-
ing the line). Then, the performance averages ¯RMS(Ci)y and ¯RMS(Ci)u were
computed. Finally, the Pareto optimality front was constructed.

The results of this procedure are shown in Fig. 6. We can distinguish a number
of randomly generated controllers (blue dots) and the Pareto optimal controllers
(green line). These are compared with the tested NRP controllers (red dots).
The performance in terms of spacing errors of a set of “standard” vehicles and
a set of Pareto optimal vehicles is plotted in Figs. 7 and 8, respectively. These
results show that an improvement of about 30% can be obtained using a Pareto
optimal controller with respect to using a “standard” controller, indicating that
the proposed optimization strategy can lead to high-performance ACC systems.
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Fig. 7. Performance of the NRP controllers (τ = 0.5 s, Ldes = 40 m, h = 1.3 s, k =
4, λ = 0.4). The different lines correspond to the spacing errors of each NRP controlled
vehicle in the stream.
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Fig. 8. Performance of the Pareto optimal controllers (τ = 0.5 s, Ldes = 40 m, h =
0.9 s, k = 10, λ = 1.6). The different lines correspond to the spacing errors of each
Pareto optimal vehicle in the stream.

5 Comfort Analysis

While reduced spacing errors and command inputs can help to improve the
safety and to lower the fuel consumption, the aspect of comfort is also very
important. Indeed, comfort is commonly considered a very important and vital
part of vehicle design and ergonomics. According to some studies, comfort is a
crucial requirement that passengers consider when evaluating a vehicle. Most
passengers cite discomfort as the reason for not using ACC [22]. Thus, ACCs
with a suitable amount of comfort could lead to a higher acceptance of ACCs
by the society.

Generally, the comfort of passengers in ground transport systems is deduced
from motion changes in all directions and other environmental issues [23]. An
efficient and simple way of estimating the comfort level of a vehicle is to calculate
the rate of change of acceleration of the vehicle, that is, the jerk of the vehicle
[22,23], defined as

J =
dp̈

dt
(9)

where p̈ is the vehicle longitudinal acceleration and t refers to time. Note that
comfort and jerk act in contrast to each other. In order to achieve a satisfactory
level of comfort, the absolute value of the jerk should be as small as possible. To
measure this quantity, we use the following index:

– Jerk signal Root Mean Square value:

RMSJ = ||J̃ ||/
√

N (10)

where J̃ is the acquired (discrete-time) jerk of a vehicle.
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– Peak jerk signal:
MAXJ = ||J̃ ||∞. (11)

Figures 9 and 10 show the relationship between the averages of the root mean
square values and the peak values of the jerk and spacing errors for both the
Pareto optimal vehicles and “standard” vehicles. It can be seen that the same
amount of jerk matches a lower spacing error for the Pareto optimal vehicle and a
higher spacing error for the “standard” vehicle. When the spacing errors in Fig. 9
are traced to Fig. 6, the required command input for the Pareto optimal vehicle
is always lower than that of the “standard” vehicle. This demonstrates further
that a Pareto optimal controller could give a better all around performance in
terms of safety, comfort and fuel consumption.
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6 Conclusions

In spite of the benefits that passengers stand to gain from the use of ACCs, most
passengers would rather not use ACCs due to reliability and comfort concerns.
Indeed, autonomous ACC policies that take all the necessary factors into account
needed for the overall satisfaction of a customer are almost non-existent. This
chapter addresses this issue in two steps. In the first step, a systematic simulation
procedure is developed for comparing different Adaptive Cruise Control (ACC)
policies. This is needed to develop a proper understanding of how different ACC
policies would react to different situations. In the second step, a multi-objective
optimization technique, based on a Pareto efficiency criterion is proposed and
tested. The optimal controller designed by means of this technique shows better
results when compared with the “standard” ACC policies in terms of safety, fuel
consumption and comfort. As a part of ongoing efforts to make ACCs more effec-
tive, future research activities will focus on extending the numerical simulations
considered in this chapter to curve situations where the radar is unable to sense
the vehicle in front for a while and on developing a user-friendly performance
ACC optimization toolbox.
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Abstract. One innovative solution to traffic congestion is to use real-time data
and Intelligent Transportation Systems (ITSs) to optimize the existing trans-
portation system. To address this need, we propose an algorithm for real-time
automatic congestion identification that uses speed probe data and the corre-
sponding weather and visibility to build a unified model. Based on traffic flow
theory, the algorithm assumes three traffic states: congestion, speed-at-capacity,
and free-flow. Our algorithm assumes that speed is drawn from a mixture of
three components, whose means are functions of weather and visibility and
defined using a linear regression of their predictors. The parameters of the model
were estimated using three empirical datasets from Virginia, California, and
Texas. The fitted model was used to calculate the speed cut-off between con-
gestion and speed-at-capacity by minimizing either the Bayesian classification
error or the false positive (congestion) rate. The test results showed promising
congestion identification performance.

Keywords: Transportation planning and traffic operation � Real-time automatic
congestion identification � Mixture of linear regression � ITS

1 Introduction

Traffic congestion has become one of the problems of modern life in many
metropolitan areas. This growing problem has environmental effects. During conges-
tion, cars cannot run efficiently, so air pollution, carbon dioxide (CO2) emissions, and
fuel use increase. In 2007, Americans lost $87.2 billion in wasted fuel and lost pro-
ductivity from congestion. This waste reached $115 billion in 2009 [1]. Congestion
also increases travel time; for example, in 1993 driving under congested conditions
caused a delay of about 0.6 min per km of travel on expressways and 1.2 min of delay
per km of travel in arterials [2]. The congestion problem has only grown since then.
The Texas Transportation Institute has reported that the number of hours Americans
wasted in traffic congestion increased fivefold between 1982 and 2005. Moreover,
congestion has an economic effect. Studies show that congestion slows metropolitan
growth, inhibits agglomeration economies, and shapes economic geographies [3].
Traffic congestion can be caused by an obstruction or lack of road capacity, which is an
inefficient use of the roads. This problem can be reduced by increasing budgets for the
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construction of roads and infrastructure. But adding more road capacity is costly,
budgets are limited, and the construction itself takes a long time.

With the continuous increase in traffic volumes, managing traffic, particularly at times
of peak demand, is a good and inexpensive solution to congestion. Advanced traffic
management systems (ATMS) use various applications of intelligent transportation sys-
tems (ITS) to manage traffic and reduce congestion problems. Recently, advancements in
communication and computers have greatly improved ITS and made it more capable of
identifying and reducing congestion. ITS is an effective solution to traffic problems because
it improves the dynamic capacity of the road system without building extra expensive
infrastructure [4]. Accurate and real-time traffic information is the foundation of ITS.

Congestion usually starts from a road bottleneck, then spills over to neighboring
road segments. It takes time until this congestion disappears. Depending on the fre-
quency of occurrence, traffic congestion can be divided into two categories [5]. The
first is recurrent traffic congestion, and the second is accidental (non-recurring) traffic
congestion. Recurrent traffic congestion, which usually results from exceeding the road
capacity, is easier to identify and predict. Accidental traffic congestion usually results
from traffic incidents or severe weather conditions. Traffic congestion is different for
different locations, time periods, and weather conditions.

The impact of weather on freeway traffic operations is a major concern of roadway
management agencies; however, little research has been done to link weather and
congestion in a quantitative sense. Two groups at the University of Washington cor-
related weather and traffic phenomena using the Traffic Data Acquisition and Distri-
bution (TDAD) data mine and the Doppler radar data mine [6]. Their basic idea was
that if moving weather cells could be tracked and predicted using weather radar then a
correlation between the properties of the weather cell and observed traffic states could
be found. Nookala studied the traffic congestion caused by weather conditions and their
effect on traffic volume and travel time [7]. He observed an increase in the traffic
congestion during inclement weather conditions resulting from a drop in freeway
capacity without a corresponding significant drop in traffic demand. Chung et al. used
traffic data collected over a 2-year period from July 1, 2002, to June 30, 2004, at the
Tokyo Metropolitan Expressway (MEX) and showed a decrease in free-flow speed and
in capacity with increasing amount of rainfall [8]. Brilon and Ponzlet used 3 years of
historical data for 15 freeway sites in Germany to investigate the impacts of several
factors, including weather, on speed-flow relationships [9]. They found that wet
roadway conditions cause different reductions in speed on highways with different
numbers of lanes. Agarwal et al. emphasized that the results obtained from studies
outside the United States cannot be applied within the United States due to different
roadway and driver characteristics. Moreover, the results obtained from rural freeway
segments within the United States may be different from urban freeways [10]. Ibrahim
and Hall used a limited historical dataset and multiple regression analysis to study the
impact of rain and snow on speed [1]. Their results showed that light rain and snow
cause similar reductions in speeds (3%–5%), while 14%–15% and 30%–40% reduc-
tions in speed are caused by heavy rain and heavy snow respectively. Rakha et al. used
weather data (precipitation and visibility) and loop detector data (speed, flow, and
occupancy) obtained from Baltimore, Maryland, Minneapolis/St. Paul, Minnesota, and
Seattle, Washington, in the United States to quantify the impact of inclement weather
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on traffic stream behavior and key traffic stream parameters, including free-flow speed,
speed-at-capacity, capacity, and jam density [11].

During the last few years, many automatic congestion identification algorithms have
been proposed. ASBIA is an algorithm that uses speed measurements over short tem-
poral intervals and spatial segments to identify the status of a segment using the t-test
[12]. The outputs of the algorithm are the status of the roadway segment (free-flow or
congested) and the confidence level of the test (p-value). Another algorithm uses vehicle
trajectories in an intelligent vehicle infrastructure co-operation system (IVICS) [4]. The
spatial-temporal trajectories are considered as an image to extract the propagation speed
of a congestion wave and construct a congestion template. The correlation is evaluated
between the template and the spatial-temporal velocity image to identify the congestion.
A parallel support vector machine (SVM) is used in [13] to identify traffic congestion.
The authors proposed parallel SVM instead of SVM because the training computation
cost of SVM is expensive and congestion identification is a real-time task.

Floating car data are used in [14] to find meaningful congestion patterns. The
analysis of the floating car data is done using a method based on a data cube and the
spatial-temporal related relationship of the slow-speed road segment to identify the
traffic congestion. The research team at the Center for Sustainable Mobility (CSM) at
the Virginia Tech Transportation Institute (VTTI) developed an algorithm to identify
congested segments using a spatiotemporal speed matrix [15]. The proposed algorithm
fits two log-normal (or normal) distributions to the training dataset.

To the best of our knowledge, no research addresses the impacts of both visibility
and weather conditions on congestion identification. In this paper, the impacts of
weather conditions and visibility levels on the congestion identification algorithm are
investigated by modeling the speed distribution as a mixture of three log-normal
components whose means are linear functions of weather condition and visibility level.
So that based on weather condition and visibility level the three log-normal compo-
nents may get close or apart and the cut-off speed is changed. The proposed algorithm
was built using three different datasets from three different states (Virginia, Texas, and
California). The results of our proposed model are promising and reasonable; for
example, the cut-off speed increases as the visibility level increases.

The remainder of this paper is organized as follows. First, a brief background of the
method used is given. After that, the proposed algorithm is introduced. The datasets
used in the case study are described. Subsequently, the result of the experimental work
is explained and an illustrative example is given to show how to implement the pro-
posed model. Finally, conclusions are presented.

2 Mixture of Linear Regressions

Finite mixture models are powerful tools for analyzing a wide variety of random phe-
nomena. They are used to model random phenomena in many fields, including agri-
culture, biology, economics, medicine, and genetics. A mixture of linear regressions is
one of the mixture families that has been studied carefully in the literature [16, 17]. It can
be used to model the speed for different traffic regimes at different weather condition and
visibility levels.
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The mixture of linear regression can be written as:

p yjXð Þ ¼
Xm
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T
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can be estimated by maximizing the log-likelihood of Eq. (1) given a set of response
predictor pairs, ðy1; x1Þ; ðy2; x2Þ; . . .; ðyn; xnÞ, and using the Expectation-Maximization
algorithm (EM).

2.1 EM Algorithm

The EM algorithm iteratively finds maximum likelihood estimates by alternating the
E-step and M-step. Let wðkÞ be parameter estimates after the kth iteration. On the E-step,
the posterior probability of the ith observation comes from component j and is com-
puted as shown in Eq. (3).

wðkþ 1Þ
ij ¼

kðkÞj /j yijxi;wðkÞ
� �

Pm
j¼1 k

ðkÞ
j /j yijxi;wðkÞ

� � ð3Þ

where /j yijxi;wðkÞ
� �

is the probability density function of the jth component.

On the M-step, new parameter estimates wðkþ 1Þ maximizing the log-likelihood
function in Eq. (1) are calculated, as shown in Eqs. (4) and (5).

kðkþ 1Þ
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i¼1 w

ðkþ 1Þ
ij

n
ð4Þ

bbðkþ 1Þ
j ¼ ðXTWjXÞ�1XTWjY ð5Þ
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where Xnxðpþ 1Þ is the predictors matrix, Ynx1 is the corresponding response vector, and

Wnxn is an diagonal matrix having wðkþ 1Þ
ij along its diagonal.

br2ðkþ 1Þ
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j Þ2
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The E-step and M-step are alternated repeatedly until the incomplete log-likelihood
change is arbitrarily small, as shown in Eq. (7).
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�
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where n is a small number.

3 The Proposed Algorithm

The proposed algorithm is the result of a research effort that extended over a couple of
years. Our research efforts resulted in the development of three algorithms. The first
algorithm is based on the one-sample t-test [12]. This algorithm uses speed measure-
ments over short temporal intervals and spatial segments to identify the status of the
center point as being in a free-flow or congested state using a t-test. The drawbacks of
this algorithm are its need of future speed readings, a normality assumption, and
multiple testing corrections. In order to overcome the drawbacks of this algorithm, we
proposed a second algorithm.

The second algorithm fits a mixture of two components using a historical dataset
[15]. The fitted mixture model is used to calculate a threshold to distinguish between
free-flow and congested traffic. If the speed of a segment is greater than this threshold,
the segment is considered to be in a free-flow state; otherwise the segment is considered
congested. The second algorithm overcomes the model deficiencies of the t-test-based
algorithm, and it overcomes the normality problem by using the log-normal distribution
to model skewed data. It is also suitable for online (real-time) application because it
does not require knowledge of future speed readings. However, the drawback of this
algorithm is that it does not consider any weather conditions or visibility levels.

The third algorithm uses a mixture of two linear regressions to model the speed
distributions for different traffic conditions, including free-flow and congested traffic
[18]. The speed of each regime is modeled as a distribution whose mean is function of
weather condition and visibility level. The threshold that separates free-flow and
congested traffic becomes a function of weather and visibility level as well. The pro-
posed model overcomes the problem of limited data for some weather conditions and
visibility levels by pooling the data during model fitting. However, this algorithm has a
serious problem in that it overestimates the thresholds separating the free-flow and
congested regimes. To overcome this problem, we used the traffic flow theory fun-
damental diagram, which assumes that there are three traffic states: free-flow,
speed-at-capacity, and congested.
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As shown in the fundamental diagrams in Fig. 1, we divide the traffic states of a
road segment into three traffic regimes where the speed of each regime can be modeled
by a log-normal distribution. Consequently, the overall speed distribution can be
represented as a mixture of three log-normal components. The first regime is free-flow,
which has the speed distribution with the highest mean. At free-flow, traffic density lies
below the capacity density. The second regime is congested flow, which has the speed
distribution with the lowest mean. Congested flow is characterized by traffic density
between the capacity density and the jam density. The third regime is capacity flow,
which separates free-flow from congested flow. Its speed distribution has a mean
between the means of the other two regimes.

As has been shown in several studies, the flow fundamental diagram is affected by
weather conditions [11, 19, 20]. Thus, we expect the mean of the speed distribution
corresponding to each regime to change with weather and visibility. The proposed
algorithm uses a mixture of three linear regressions and real datasets to learn the means
of the distribution as a function of weather and visibility and find the boundary between
the three regimes. The proposed algorithm is shown below in Table 1.

All segments with speeds greater than the threshold are classified as free-flow
segments, and other segments are classified as congested segments. The output of the
above algorithm is a spatiotemporal binary matrix with dimensions identical to the
spatiotemporal speed matrix. A “1” in the binary matrix identifies a segment as con-
gested, and a “0” represents free-flow conditions.

Fig. 1. Illustration of link between the fundamental diagrams and the three components mixture.
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4 Experimental Work

4.1 Data Reduction

In order to use collected traffic data in the proposed algorithm, data reduction was an
important process for transforming the raw measured data into the required data input
formats. In general, the spatiotemporal traffic state matrix is a fundamental attribute of
the input data. Reduction of INRIX probe data is one example, and a similar process
can be applied to other types of measured data (e.g., loop detector). INRIX data are
collected for each roadway segment and time interval. Each roadway segment repre-
sents a traffic management center (TMC) station. Geographic TMC station information
is also provided. The average speed for each TMC station can be used to derive a
spatiotemporal traffic state matrix. However, raw INRIX data includes geographically
inconsistent sections, irregular data collection time intervals, and missing data. Con-
sidering these problems, the data reduction process is illustrated in Fig. 2.

Table 1. The proposed algorithm.

1. Use the EM algorithm described earlier to fit three component distributions to lo-
cally collected data, as demonstrated in Equation (8). 

(1) 

where vector  is a vector of weather conditions and visibility predictors.   
Here ), and ( ) are the locations and spreads of the 
mixture components, and (  are the mixture parameters. 

2. For unseen data, use the weather condition, visibility level, and equations of the 
means ( ) to calculate locations (means) of the three compo-
nents. 

3. Calculate the cut-off speed. We have two options to calculate the cut-off speed and 

4. Use cut-off speed as a threshold to classify the state of each road segment.

we can use either of them: 
(a) Calculate the 0.001 quintile of the speed-at-capacity (the middle distribution).  
(b) Calculate cut-off speed using the Bayesian approach, which finds the intersec-

tion point (between congestion and speed-at-capacity) that minimizes classifi-
cation error [18]. 

Station-based 
raw data

Sort data by 
geographic 
information

Aggregate 
data

Estimate 
missing 

data

Spatiotemporal 
traffic state 

matrix

Data reduction

Input Output

Fig. 2. Data reduction of INRIX probe data.
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Based on the geographic information of each TMC station, raw data are sorted by
roadway direction (e.g., eastbound or westbound). As part of this step, the data should
be checked for any overlapping or inconsistent stations along the direction. Afterwards,
speed data should be aggregated by time intervals (e.g., 5 min), according to the
algorithm’s resolution requirement. In this way, raw data can be aggregated into a daily
matrix format along spatial and temporal intervals. It should be noted that missing data
usually exist in the developed data matrix. Therefore, data imputation methods should
be conducted to estimate the missing data based on neighboring cell values. Conse-
quently, the daily spatiotemporal traffic state matrix can be generated for congestion
and bottleneck identification.

4.2 Study Sites

INRIX traffic data from three states (Virginia, Texas, and California) were used to
develop the proposed automatic congestion identification algorithm. Specifically, the
study included 2011*2013 data along I-66 eastbound, 2012 data along US-75
northbound, and 2012 data along I-15 southbound. The selected freeway corridor on
I-66 is presented in Fig. 3, which includes 36 freeway segments along 30.7 miles.
Average speeds (or travel times) for each roadway segment are provided in the raw
data, which were collected every minute. In order to reduce the stochastic noise and
measurement error, raw speed data were aggregated by 5-minute intervals. Therefore,
the traffic speed matrix over spatial (upstream to downstream) and temporal (from 0:00
to 23:55) domains could be obtained for each day. For the other two locations, daily
speed matrices were obtained using the same procedure. Selected freeway corridors on
US-75 and I-15, which include 81 segments across 38 miles and 30 segments across
15.6 miles, respectively, are presented in Figs. 4 and 5.

Fig. 3. Layout of the selected freeway stretch on I-66 (Source: Google Maps).
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4.3 Effect of Visibility and Weather Conditions

This subsection describes the investigation of weather and visibility impacts on the
cut-off speed (threshold) that is used to define the congested condition. The investi-
gation was limited by the fact that data could not be divided into bins containing each
weather condition and visibility level. Moreover, many bins had small amounts of data
or no data at all. With this in mind, a mixture of linear regressions was used to pool data
and estimate cut-off speeds, without sorting the data into clusters. In this subsection, we

Fig. 4. Layout of the selected freeway stretch on US-75 (Source: Google Maps).

Fig. 5. Layout of the selected freeway stretch on I-15 (Source: Google Maps).
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describe a speed model featuring a mix of three linear regressions. Each linear equation
describes a relationship between independent variables (visibility and weather) and the
dependent variable, which is speed. In other words, instead of mixing three components
with unchanged means, the speed model mixes three components whose means are a
function of weather and visibility.

4.4 Unified Model

In order to get a unified model that is independent of the location or the speed limit, we
did the following:

1. Weather conditions for the three datasets were consolidated based on precipitation,
as shown in Appendix A. Weather conditions from all three datasets were then
mapped onto these weather groups.

2. We put all three datasets in one pool and did not include indicator variables that
would identify the dataset.

3. The speed was normalized by dividing the speed at each road segment by the posted
maximum speed at this segment.

The unified model has a response which is the normalized speed coming from the
three datasets. The predictors are the indicator variables for the weather groups and the
visibility level.

Before applying the mixture of three linear regression models was applied, speed
and visibility data were grouped by weather. Because the dataset was huge and we
could not estimate the model parameters using the whole dataset at once due to
memory issues, a total of 7,000 random samples were drawn randomly from each
weather group to construct a realization (dataset). Each random sample included the
speed and visibility level, together with indicator variables for the weather. Because
speed distributions are skewed, the log-normal distribution is preferred to the normal
distribution. Log speed was used as the response variable. Weather code and visibility
were the explanatory variables (predictors). Coefficients of the predictors ðb1; b2; b3Þ,
the variance of each component (r2

1;r
2
2;r

2
3), and the proportions (k1; k2; k3) of each

component were estimated using the iterative EM algorithm (Eqs. 3–6). This procedure
was repeated 300 times by bootstrapping the sample construction without replacement.
Final model parameters were the mean or median of all model coefficients. Once the
final model was derived, we could observe the shift of the distribution mean with the
weather condition and visibility level in the three regimes (free-flow, speed-at-capacity,
and congested). Given any combination of weather and visibility, the final model
computes mean speeds for the three regimes. Furthermore, using the estimated model’s
parameters, the model computes Bayesian and 0.001 quantile cut-off speeds.

The estimated general model’s parameters are shown in Table 2. As shown in
Fig. 6, the results are sensible because all weather groups have cut-off speeds lower
than or equal to the clear group. Moreover, the cut-off speed increases as visibility
increases. We should mention that the cut-off speeds for clear and light rain are very
close, so we can apply the cut-off speed of the clear condition to light rain as well.
Appendix B shows the speed matrix and the corresponding binary matrix after applying
the proposed algorithm.
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Table 2. Unified model’s parameters.

Congestion Speed-at-capacity Free-flow

“Clear” (Intercept)
“Visibility”
“Medium Rain”
“Heavy Rain”
“Freezing Rain”
“Snow”

−0.9025
0.0260
−0.0722
−0.0398
0.2809
0.1754

−0.1947
0.0229
−0.0024
−0.0465
−0.1134
−0.0740

0.0335
0.0026
−0.0238
−0.0308
−0.0018
−0.0149

r 0.4881 0.1027 0.0680
kj 0.0846 0.1123 0.8028

Fig. 6. Unified model’s cut-off speeds (a) quantile, (b) Bayesian.
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4.5 Example Illustration

The model that explains the variation in normalized speed using weather and visibility
is shown in Eq. (9):

logðyÞjk1; k2; b1; b2; b3;r1;r2;r3ð Þ ¼ k1
1ffiffiffiffiffiffi
2p

p
r1

e
logðyÞ�XTb1ð Þ2

2r2
1 þ

k2
1ffiffiffiffiffiffi
2p

p
r2

e
logðyÞ�XTb2ð Þ2

2r2
2 þð1� k2 � k1Þ 1ffiffiffiffiffiffi

2p
p

r3
e

logðyÞ�XTb3ð Þ2
2r2

3

; ð9Þ

where vector X is the vector of weather conditions and visibility predictors, and y is the
normalized speed. Here (XTb1;r1Þ, (XTb2;r2), and (XTb3;r3) are the locations and
spreads of the mixture components and (k1; k2Þ are the mixture parameter.

Table 2 shows that the equations that govern the locations of the three components are

lCongestion ¼ �0:9025 þ 0:0260 � Visibility � 0:0722 � Medium Rain � 0:0398 �
Heavy Rain þ 0:2809 � Freezing Rain þ 0:1754 � Snow

ð10Þ

lSpeed�at�capacity ¼ �0:1947 þ 0:0229 � Visibility � 0:0024 � Medium Rain �
0:0465 � Heavy Rain � 0:1134 � Freezing Rain � 0:0740 � Snow

ð11Þ

lFree�flow ¼ 0:0335 þ 0:0026 � Visibility � 0:0238 � Medium Rain � 0:0308 �
Heavy Rain � 0:0018 � Freezing Rain � 0:0149 � Snow

ð12Þ

We provide an example to show how to come up with the Q-quantile cut-off speed
for a given weather group and visibility level. Based on the model, the predictors’
vector is as shown in Eq. (13):

XT ¼ Visibility Medium Rain Heavy Rain Freezing Rain Snow½ �: ð13Þ

Assume the weather is “FreezingRain” and the visibility is “2”; what is the
Q-quantile cut-off speed? Given the previous information, the predictors vector is shown
in Eq. (14):

XT ¼ 12 0 0 1 0½ �: ð14Þ

Then the mean of speed-at-capacity component is calculated as shown in Eq. (15):

lSpeed�at�capacity ¼ �0:1947 þ 0:0229 � 2 � 0:0024 � 0 � 0:0465 � 0 � 0:1134 �
1 � 0:0740 � 0:

:

ð15Þ
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Manipulating the above equation, we get −0.2623 as the mean of the speed-at-
capacity component. Using the Matlab command “norminv(Q, −0.2623, 0.1123)” we
get the Q-quantile cut-off speed where 0.1123 is the standard deviation for the
speed-at-capacity component. Note that the standard deviation and the proportion
parameters are constant and do not depend on the weather group or visibility.

Assume we are interested in the 0.001 quantile for “FreezingRain” and visibility is
“2.” Using the Matlab command “norminv(0.001, −0.2623, 0.1123)” we get the 0.001
quantile cut-off speed, which is −0.6093. −0.6093 is the cut-off speed on the log scale,
and thus the cut-off speed used to compute the binary matrix is exp(−0.6093) = 0.5437,
which means the 0.001 quantile cut-off speed is 0.5437 of the posted speed. In other
words, the cut-off speed is 0.5437 � 65 = 35.34 mph if the posted speed is 65 mph.

5 Conclusions

In this paper we propose an algorithm for real-time automatic congestion identification.
The proposed algorithm models the speed distributions in free-flow, speed-at-capacity,
and congested traffic states using a mixture of linear regressions. To the best of our
knowledge, our proposed algorithm is the first methodology that considers the impact
of weather and visibility in automated congestion identification. The parameters of the
speed distributions were estimated using three different datasets covering three diverse
regions, thus making this methodology more portable and transferable to any stretch of
road in North America and potentially worldwide. The proposed algorithm is expected
to be the state of practice and one of the routines used daily at many Departments of
Transportation because of its simplicity, promising results, and suitability for running
real-time scenarios. Because the proposed algorithm accurately identifies traffic con-
gestion, both spatially and temporally, it is expected to be the state of practice pre-
processing step toward identifying and ranking bottlenecks.

Acknowledgements. This effort was funded by the Federal Highway Administration and the
Mid-Atlantic University Transportation Center (MAUTC).

Appendix A

See Table 3

Table 3. Six weather groups.

Groups #

Clear 1
Light Rain 2
Rain 3
Heavy Rain 4
Freezing Rain 5
Snow 6
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Appendix B

Figure 7 shows the speed matrix and the corresponding binary matrix after applying
the proposed algorithm. The binary matrix will be further filtered to fill gaps and
remove noise using image-processing techniques.

Fig. 7. Speed (left) and binary matrix after applying algorithm (right); (a) Texas, (b) California,
(c) Virginia.
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Abstract. Currently, the trust in V2X-technology is naturally expected. To
share private data with novel technologies is not a new phenomenon today, but
data security and privacy are worldwide topics, which are constantly gaining
importance. Therefore, the present paper will show influential user factors for
technology acceptance and the willingness to share data like prior experience
with driver assistance systems. Also technical affinity and frequency of car usage
are investigated user requirements. By focusing different traffic scenarios, results
show also an undeniable reluctance towards sharing private data with other traffic
participants or companies. Traffic management such as police or the infrastruc-
ture itself are however entrusted with various personal information and data.
Further, it was possible to identify different user profiles in data sharing behavior.

Keywords: Mobility � V2X-communication � User diversity � Privacy �
Intelligent transportation system

1 Research Perspective and State of the Art

Integrating smart mobility in metropolitan areas and urban city parts is also an
important step for a sustainable supply of all residents, no matter age, health status or
distance to a city center. With intelligent transportation systems, not only the quality of
life could enhance, but also the feeling of care which is taken to support and optimize
the current situation of urbanization. A large part of lived mobility takes place on the
street, more precisely in motorized personal transport (MIV). On the MIV accounts for
just over 80% of passenger kilometers (PKM) measured in motorized passenger
transport performance (BMVI 2014). In 2012 were the 914.6 billion passenger kilo-
meters. In the future, this type of transport should continue to rise: Despite the stag-
nating population development predicts the BMVI, among others due to increasing
travel distances, an increase in performance of the MIV from 8.44% to 2030 compared
to 2012. Further, the number of traffic accident fatalities (in Germany) increased –

reportedly 335 people died in road accidents in August 2015 (Destatis 2015) which
shows an increase of 18.4% compared to August 2014. A main goal is therefore to offer
people a safe and intelligent technology, which helps to lower the number of traffic
crashes by using it. By implementing new, smart technologies like the electronic
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stability control could be confirmed, that this technology can be used to decrease car
crashes (Farmer 2004, Breuer et al. 2007). In addition, the integration of intelligent
communication systems into vehicles has the potential to further increase traffic safety
by exchanging sensor data between road users and road infrastructure to broaden the
information base for decision making of drivers and autonomous vehicles in safety
critical situations (Picone et al. 2015, Endsley and Garland 2000). Moreover, the so
called V2X-technology that make collaborative road environments possible could lead
to a more efficient and more comfortable individual mobility. While current research
mainly focusses on technical issues, for example the development of specialized net-
work technology (Ma et al. 2009, Trivisonno et al. 2015, Wedel et al. 2009), there is
still little known about users’ demands on V2X-technology. Most studies that take the
user into account concentrate on usability issues, e.g., data visualization or transfer of
control (simTD 2013, Rakotonirainy et al. 2014), but neglect the users’ requirements
on the information exchange in traffic conditions in general. The acceptance or will-
ingness to actively use V2X-technology or cooperate by sharing (personal) data within
transport systems is incompletely explored so far. Previous studies (Schmidt et al.
2015b) could identify general concerns and drawbacks such as a steadily growing
distrust to share data. The more personal data gets; the less willing are users to share it
with an intelligent traffic network.

However, the influence of user diversity on the acceptance of V2X-technology in
general and the information exchange in particular is still insufficiently explored. The
effect of user factors like age or gender on technology acceptance in different mobility
contexts has been shown in previous studies (Ziefle et al. 2014) and is expected to
influence the requirements for V2X-technology as well. In addition, there might be
context dependent acceptance patterns, which should be taken into account during
technology development to increase users’ acceptance. In particular, the prior experi-
ence with technology in general, but also the experience with driver assistance systems
as well as the driving experience could be influential factors that modulate users’
willingness to share data in V2X-technology contexts (Schmidt et al. 2016).

2 Research Model and Questions Addressed

Identifying acceptance patterns is an important consideration to achieve a more
user-focused design in V2X-technology. Consequently, it is necessary to integrate the
user into the research approach. For an understanding which major topics regarding an
accepted V2X-technology deployment are in the focus of users, we followed a two-step
procedure. First, qualitative focus group discussions with possible technology users of
a western European area were run prior to a quantitative acceptance study which is
reported here. The collected insights enabled future research in order to understand
benefits and barriers of driver assistance technology from average traffic behavior,
which is comparable across Germany and characterized as connected to public trans-
port. Also possible user scenarios with V2X-technology and argumentation lines for
and against the usage of the technology could be collected. The participants were not
preselected, but randomly invited to the discussions.
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The results were utilized into quantitative online-studies in order to analyzewhich user
factors are most influential. The present work focuses mainly on effects of different
individual user factors like age and gender on technology acceptance in two different
mobility contexts. Also, an analysis of further possible influences like technical affinity,
frequency of car usage and prior experiencewith driver assistance systemswas carried out.

As can be seen from Fig. 1, the methodological concept shows that criterions like
duration of data storage, storage location and type of data receiver were also examined
further. The question, whether they play a more important role for willingness to share
(personal) data is a second focus of this work.

The main research questions addressed are:

1. Are there situational influences on the willingness to share (a specific type of) data?
2. Who may receive the data and how long may it be stored?
3. Which user factor has influence on the willingness to share data?

Technical 
affinity

Infotainment Traffic optimization

Storage 
&

Duration

Data 
receiver

Storage 
&

Duration

Data 
receiver

Participants (n = 274)

Gender

Acceptance

Car usage
Prior

experience

Age

Fig. 1. Methodological concept of research model.
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3 Methodological Approach

In order to follow the research model, a three-tiered approach was conducted. First, we
identified possible user scenarios to test the appreciation of technical support in form
V2X-technology supported driving through structured focus group discussions with
different user characteristics (e.g. age, gender or technical affinity). The focus groups
lasted between 25 and 70 min. The audio recordings were fully transcribed and ana-
lyzed, using qualitative content analysis. The thereby identified traffic scenarios were
classified and used to derive different insights of using V2X-technology.

The further empirical approach reported here is the outcome of two surveys, which
were constructed to look closely into different types of users in order to find acceptance
patterns dependent on the beforehand mentioned specific traffic situations. Therefore,
aspects of information sharing and data security were questioned.

The resulting data were analyzed by descriptive analysis and, with respect to the
effects of user diversity, by uni- and multivariate analyses of variance ((M)ANOVA) as
well as non-parametric counterparts. The level of significance was set to p = 0.05. To
create user profiles, a two-step clustering approach utilizing the Bayesian information
criterion and the log-likelihood distance was applied.

3.1 Survey Structure

The online survey was divided into four main parts.

Demographics. The first section addressed demographic data as well as information
about the previous experience (due to a job) with different vehicles. Following a
question about the driver’s licence(s), the frequency of vehicle usage was questioned.
Then, the experience with smart vehicle technology (brake assistant, lane assistant,
automatic parking, distance control and cruise control). Also, the technical affinity was
measured (Beier 1999), the individual confidence in one’s capability to use technical
devices.

Traffic Scenarios. In the second section, two V2X traffic scenarios were introduced to
help the participants envision the possibilities of V2X-technology actively. Here, we
were able to fall back on previous qualitative studies (cf. Schmidt et al. 2015a) to
differentiate between making driving more comfortable via information visualization
and make driving more efficient by optimizing routes (e.g. smart traffic light,
re-arranging of order).

V2X-technology. A set of seven items (6-point Likert scale, 5 = full agreement)
questioned the usage of V2X-technology in form of which data would be shared (see
Table 1).
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And a set of four items which questioned from whom and how long the data may be
stored (see Table 2).

Ranking. The last part of the survey conveyed a ranking of six different factors.
Participants were asked to rank the following criteria due to their own perception of
importance: control, cost, comfort, safety, privacy and time (saving).

3.2 Traffic Scenarios

Infotainment. The first scenario invited the participants to envision a situation in
which they are the driver of a car in an unknown city (see Fig. 2). In need of infor-
mation about a place to eat or where the next ATM is positioned. This scenario
includes the integration of all, most of personalized value-added services that increase
the comfort, entertain or inform. The spectrum of possible applications is very versatile

Table 1. Item example of approval of data collection.

What information about you or your vehicle may be collected/would be shared?
• Current motion data (e.g. position)
• Intention to move (e.g. planned route in navigation system)
• Information of past trips (e.g. average speed, preferred routes)
• Type of road user (e.g. bus, pedestrian)
• Vehicle specifications (e.g. safety equipment)
• Demographic data of driver (e.g. age, gender)
• Physiological data of driver (e.g. reaction rate, emotional state)
• Other personal data (e.g. driving experience)

Table 2. Item example of data handling and storage.

Who may collect information about you (and your vehicle) and how long may 
the collected information be used / stored? 
Local road users
Local road infrastructure 
(e.g. traffic light system)
Central servers of traffic management and public authorities
Central servers of companies 
(e.g. car manufacturer / insurance companies)

Capture and process

Short-term storage

Long-term storage
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and ranges from automated payment systems, the integration of games and multimedia,
information on local attractions to personalized advertising. Manufacturing and
maintenance-oriented applications, such as automatic software updates or the trans-
mission of data on vehicle condition to the favored workshop, are in the literature partly
its own category (Dressler et al. 2014).

Traffic Optimization. Participants had to envision the scenario in which they are
again the driver of a car. In this situation, they are driving on a highway with a building
site. Here, they need to rearrange to another line with the zipper method. Here, the
smart vehicles or infrastructure use applications that improve the flow of traffic. This
prevents traffic jams and environmental pollution can be reduced by a reduced fuel
consumption. Through local networking of vehicles and infrastructure an optimal,
environmentally friendly driving behavior can be recommended to the driver or
warning signals and traffic lights are switched according to the current volume of
traffic. The central processing of traffic data allows an intelligent traffic and redirect
management (see Fig. 3).

Fig. 2. Infotainment. A car drives through an unknown city and gets information via
V2X-technology.
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3.3 Sample

In total 274 participants took part with an age range of 17 to 70 years (Mean = 33.02;
Standard Deviation = 12.51). The gender distribution is symmetrical with 137 men
(50%) and 137 women (50%). The sample contains 45.4% with a university degree
(n = 124), followed by 34.1% with a technical college degree (n = 93) and 12.1% did
vocational training (n = 33) plus 4.4% stated another level of education (n = 12). All
participants reported a rather high technical affinity with 3.70/5 (SD = 1.16).

All participants hold a driving license (age 17 holds a driving license class B17,
which corresponds accompanied driving). Overall, 72.2% (n = 195) use their private or
company car at least once a week, 122 of them every day. In contrast, 39 participants
(14.4%) stated that they drive never or less than monthly (in terms of car usage
frequency). For further research, users had to classify if they used driver assistance
systems (brake assistant, lane assistant, automatic parking, distance control and cruise
control) in vehicles before. Here, the overall sample has rather little prior experience
M = 1.82 (scale form 0 = no experience to 5).

As can be seen in Table 3, there were several significant interrelationships between
age, gender on the one hand and the different facets of expertise on the other. First, older
people showed higher frequencies of driving. Second, there were several differences
between gender regarding the expertise: Men are slightly more technical affine (M = 4.12;
SD = 0.98) than women (M = 3.29; SD = 1.18) and have slightly more prior experience
with driver assistance (M = 2.25; SD = 1.61) than women (M = 1.39; SD = 1.50).

Fig. 3. Traffic Optimization. A car drives on a highway and rearranges to another line with
assistance of V2X-technology.
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Finally, there was a weak correlation between the technical affinity and the prior
experience, whereas no relationships between the frequency of driving and the other
facets of expertise were found.

4 Results

In the following section the obtained results will be presented in detail. First, the
findings for both scenarios based on the complete sample will be reported. Afterwards,
the effects of age, gender, technical affinity, car usage and prior experience will be
introduced extensively.

4.1 Overall Findings

In a first step, we report a general evaluation about which information of the user may
be collected or in other words which information the user is willing to share with regard
to the two scenarios introduced above.

Infotainment. Among the more uncritical data, which participants would mostly agree
on sharing in the context of gaining information while driving, is type of road user
(M = 2.89, SD = 2,10), current motion data (M = 2.76, SD = 2.04) and intention to
move (M = 2.50, SD = 2.05). There is overall a lower propensity to share information
about past trips (M = 1.33, SD = 1.75) and vehicle specifications (M = 1.16, SD =
1.69). Most critical are demographic data (M = 0.86, SD = 1.35), other personal data
(M = 0.48, SD = 1.05) or the physiological state of the user (M = 0.45, SD = 1.01).

Traffic Optimization. In the second scenario are similar findings identified. Here,
current motion data (M = 3.49, SD = 1.70) and type of road user (M = 3.44, SD =
1.87) would be shared immediately, but the intention to move is not perceived as
uncritical data (M = 2.25, SD = 2.01). Further, information about past trips (M = 1.50,
SD = 1.83) and vehicle specifications (M = 1.47, SD = 1.85) would not be shared
without hesitation. The most critical data is again demographic data (M = 0.59,
SD = 1.21), but also physiological data (M = 0.58, SD = 1.22) and other personal
information (M = 0.54, SD = 1.15) like driving experience.

Table 3. Correlation coefficients for linear interrelationships between explored user factors
(* = p < .001; coding of gender: male = 1, female = 2).

Age Gender Technical affinity Car usage Prior experience

Age 1.000 −.155* .289*
Gender 1.000 −.316* −.255*
Technical affinity 1.000 .233*
Car usage 1.000
Prior experience 1.000
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Storage and Duration. All participants had to identify the tolerated duration of data
storage and the recipients, which should be allowed to store it. Table 4 shows the
findings of the Infotainment scenario.

As can be seen from Table 4, the most tolerated time span is capture and process
the data in the very moment of the traffic situation (in all cases above 62.0% agreement
of all participants). The agreement scores lower tremendously when asking about a
short-term storage (max. storage of one week), with scores from 16.1% to 25.0%.
Generally disliked is the long term/permanent storage of the data, here, the scores are in
all cases the lowest of the storage duration possibilities.

The very same results for the Traffic Optimization scenario can be found in Table 5.
Here, the most tolerated time span is also capture and process the data in the very
moment of the traffic situation (in all cases above 59.0% agreement of all participants).

Short-term storage had scores from 17.1% to 26.6% - thus slightly higher as in the
Infotainment scenario (see Table 5). Also generally disliked is the long-term storage of
data (from 4.4% up to 14.4%). Other road users and companies have the lowest scores
in both short-term and long-term storage time spans, but they are the most liked data
receivers when the data is just captured and processed.

Ranking. Finally, the importance rankings are reported, in which participants were
asked to prioritize six criterions according to perceived importance. The results show
that safety is the most important factor (M = 1.87, SD = 1.10), followed by privacy
(M = 2.93, SD = 1.71) and control (M = 3.10, SD = 1.65). Saving time (M = 4.28,
SD = 1.41), cost (M = 4.30, SD = 1.22) and comfort (M = 4.49, SD = 1.35) are
evaluated with less importance.

Table 4. Overall agreement of storage (who may keep the data) and duration time (how long
may it be stored) of Infotainment scenario in %.

Infotainment
Capture & process Short-term storage Long-term storage n

Road user 78.9 16.1 4.9 223
Infrastructure 70.0 22.9 7.0 227
Traffic management 62.5 25.0 12.5 208
Companies 77.9 16.1 6.0 199

Table 5. Overall agreement of storage (who may keep the data) and duration time (how long
may it be stored) of Traffic Optimization scenario in %.

Traffic optimization
Capture & process Short-term storage Long-term storage n

Road user 76.9 18.7 4.4 251
Infrastructure 59.7 26.2 14.1 248
Traffic management 59.0 26.6 14.4 229
Companies 77.1 17.1 5.9 205
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4.2 Effects of Age

In the following section age will be considered in detail as the first of the examined user
factors.

First, age had effects on the willingness to share information in both scenarios: There
was a significant correlation between age and the agreement on revealing demographic
data in Infotainment use cases (p = .002, r = −.145). The older the participants were, the
more consent to limit the exchange of demographic information could be observed.
With regard to Traffic Optimization scenarios, age influenced the willingness to dis-
closure both the intention to move (p = .006, r = .126) and the vehicle specifications
(p = .000, r = −167). Older participants tended to state slightly higher agreement levels
concerning the sharing of intended movements than younger participants and vice versa
in regard to technical information of the vehicle. Second, age influenced the consent to
long-term data storage by infrastructure. This effect was significant for traffic opti-
mization scenarios with F(2.243) = 4.183, p = .016. The older the participants were, the
more willingness to accept longer storage periods could be determined.

Finally, several effects of age on the ranking of V2X-evaluation criteria could were
revealed: Age correlated with the items control (p = .001, r = .123), comfort (p = .001,
r = −.150) and saving time (p = .000, r = −.183). Hence, comfort and the economy of
time were more important for older participants, while younger people tended to attach
higher importance to control aspects.

4.3 Effects of Gender

In contrast to age, gender appeared to be less decisive for the willingness to share data.
With regard to gender, only a few significant effects were found. The willingness to
disclosure which type of road user someone is was higher in women (M = 3.23,
SD = 1.97) than in men (M = 2.56, SD = 2.19). This effect was significant but small
with t(274) = −2.640, p = .009, d = .319 and limited to the Infotainment scenario.
Moreover, there was no influence of gender on both the willingness to share any other
type of data and the question who is allowed to store the information.

In view of the evaluation criteria a quite uniform picture emerged. Both men and
women rated safety, privacy and control as the most important criteria for evaluating
V2X-technology. However, the ranking of safety was more important for women
(Mdn = 1) than for men (Mdn = 2) with U = 7664.5, Z = −2.831, p = .005,
r = −.174. A complete overview of gender-based rankings can be found in Table 6.

Table 6. Median ranks of V2X-evaluation criteria based on gender (1 = most important criteria,
6 = least important criteria).

Women Men
Order of importance Evaluation criteria Median Evaluation criteria Median

1 Safety 1 Safety 2
2 Privacy 3 Privacy 3
3 Control 3 Control 3
4 Cost 4 Comfort 4
5 Saving time 4 Cost 4
6 Comfort 5 Saving time 5
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4.4 Effects of Technical Affinity

Infotainment. With regard to the influence of participants’ technical affinity, two
significant effects were found for the Infotainment scenario. The willingness to share
technical data decreases with a lower level of technical affinity (r = .−105, p < .028).
Also other personal data about the driver decreases with a lower technical affinity
(r = .158, p < .001). Thus, persons with a lower technical affinity are quite hesitant to
disclose technical and personal data with V2X-technology.

Traffic Optimization. A close evaluation of the results of the second scenario showed
critical significant differences in willingness to share data. A lower level of technical
affinity indicates on the one hand a smaller propensity to share the current motion data
(r = .105, p < .024) and type of road user (r = .093, p < .047). On the other hand, this
group is more willing to share physiological data about the driver (r = −.118, p < .016)
and other personal data (e.g. driving experience) (r = −.128, p < .010).

Storage and Ranking. There were no significant differences in the storage and
duration of data with regard to technical affinity. There were also no significant dif-
ferences in the ranking of the important criteria between participants with a low or high
technical affinity.

4.5 Effects of Driving Experience (Car Usage Frequency)

Infotainment and Traffic Optimization. No effects of car usage frequency were
found with regard to the Infotainment scenario. In contrast, car usage was significantly
correlated with the approval rate for sharing information of both past trips (r = .126,
p = .014) and the intention to move (r = .110, p = .029) for the purposes of traffic
optimization. Thus, a higher frequency of driving was accompanied with a higher
willingness to share these types of data.

Storage and Ranking. Car usage had no effect on the preferred storage location and
duration of data, whereas the ranking of evaluation criteria varied depending on the
frequency of driving. Comfort (r = −.156, p = .002) and saving time (r = −.147,
p = .004) were more important for frequent drivers, while privacy was ranked sig-
nificantly less important in comparison to infrequent drivers (r = .102, p = .042).

4.6 Effects of Prior Experience with Driver Assistance Systems

Infotainment. In this scenario, the group without any prior experience denies to share
any kind of data except the information about what type of road user they are
(M = 2.73, SD = 2.11). The group with prior experience however would share the type
of road user (M = 3.09, SD = 2.10), current motion data (M = 3.04, SD = 2.05) and
the intention to move (M = 2.84, SD = 2.11). Sharing other types of data are denied by
both groups, which individually answered below an arithmetic mean of 1.60 (below
2.50 = rejection). Further, the unexperienced group showed significantly lower scores
in the following data types: current motion data (t(265) = −2.208; p < .028), intention
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to move (M = 2.19, SD = 1.99) (t(265) = −2.579; p < .010) and information of past
trips (M = 1.09, SD = 1.54) (t(264) = −2.062; p < .040).

Traffic Optimization. Participants without and with prior experience with driver
assistance systems would both be willing to share what type of road user they are
(M = 3.15, SD = 1.97; M = 3.86, SD = 1.63) and the current motion data (M = 3.26,
SD = 1.79; M = 3.83, SD = 1.48). The experienced group would also share their
intention to move (M = 2.52, SD = 2.12). From Fig. 4 is apparent that the experienced
group has higher agreement scores overall. The only exception is the vehicle specifi-
cation (M = 1.45, SD = 1.88), which data both groups do not want to share, but the
unexperienced slightly more (M = 1.48, SD = 1.84).

Here again, the assent of participants without prior experience was significantly
lower in four different types of data, namely type of road user (t(264) = −3.177;
p < .002), current motion data (t(265) = −2.832; p < .005), intention to move
(M = 2.03, SD = 1.91) (t(264) = −1.982; p < .049) and information of past trips
(M = 1.21, SD = 1.62) (t(265) = −2.767; p < .006).
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Storage and Ranking. The critical issue of storing data did not show any significant
differences between the experience groups. There were no significant differences in the
ranking of the important criteria with regard to prior experience.

4.7 User Profiles in Data Sharing Behavior

Two-step clustering revealed three user groups which show a distinct response
behavior regarding the willingness to share data (see Fig. 5). The first and smallest
group included 39 participants (14.5%) and can be characterized as the willing one: the
group members showed a high willingness to share most of the queried data types.
A neutral position can only be found regarding the sharing of physiological and other
personal data of the driver, whereas no data type is clearly rated as not shareable.

The second group (n = 122, 45.4%) showed a differentiated answer behavior. The
participants agreed to share information about the current and planned movement as
well as what type of road user they are. The sharing of all other types of data is refused.
While the rejection of disclosing vehicle specifications and information of past trips is
rather negligible, there is nearly a full rejection with regard to all person-related data.

108 participants (40.1%) could be assigned to the last user group, which are
characterized by a reluctant attitude towards data sharing in general regardless of the
specific information. The average willingness for most data types was close to the scale
minimum. Therefore, this type of user can be denoted as deniers.

Although the user profiles can be clearly distinguished on the basis of their
response behavior, the profiles cannot be described alongside the individual variables
(age, gender, technical affinity or the prior experience with driver assistance systems).
However, the frequency of driving is significantly higher in the willing group. 65.9% of

Fig. 5. Average willingness to share data regardless of usage scenario differentiated by user
groups (min = 0, max = 5; scores < 2,50 = rejection).
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group members used a car on a daily basis, while the share of daily drivers in the other
two groups was about 40% (v2 = 6.394, p = .041).

5 Discussion and Conclusion

In order to get a first impression on what information would be shared with this novel
technology, we used a well-educated, but diverse sample. With a wide age range and a
symmetrical gender distribution, it was possible to take a closer look on both user
specifications. Further, the participants were questioned about general and traffic
addressing information about themselves in order to characterize the sample into
diverse user types such as prior experienced with driver assistance systems, frequently
car users or highly technical affine - which could be important corner stones for the
acceptance of novel intelligent technologies. An introduction to two different traffic
scenarios set the focus towards a distinguishing level of efficiency for daily traffic
situations, allowing us to understand, if the willingness to share data is context
dependent.

The first research question addressed situational influences on the users’ willing-
ness to share (different types) of data. Therefore, we analyzed the results of two
beforehand identified traffic situations. In the Infotainment scenario, no further benefit
of data sharing except more information about a city or a region could be gained. Here,
we saw that women are more willing to share what type of road user they are. This can
maybe be connected to the fact, that saving time and cost was more important to
women in comparison to men. Overall, the most important factor of V2X-technology
or all participants was increasing safety – which validates past research results of
Schmidt et al. (2015a).

Further, the results of the Infotainment scenario show that also prior experience
with driver assistance systems has effects on the propensity to share data. Persons with
experience tend to share data more willingly, in contrast to inexperienced persons,
which mostly deny data sharing. Thus, experience shapes the threshold of sharing, even
though the nature of this threshold effect is not clear. The effect could be mediated by a
higher understanding for the benefit of data sharing or by a lower concern that the data
could be misused or merely by a higher mindlessness due to a higher familiarity with
using such systems. Comparing the amount of shared data of non experienced drivers
to the data a simple navigation system uses – which is at least the direction in which the
driver is moving, speed and route – this finding is rather surprising. For a situation
without further benefit as information support, they are not willing to share information
with the infrastructure. This leads to the question, if traffic participants are basically
aware of current privacy situations (e.g. privacy settings of a navigation system or
application) and if they are aware of how detailed the information is, which is already
shared with that kind of technology. The second scenario showed the ability of
V2X-technology to increase the driving efficiency by optimizing the behavior of all
traffic participants. Here could be identified that younger people tend to be more
curious about the disclosure of technical information about their vehicle, whilst older
people have less concerns about their intention to move (direction or destination).
Regarding an overall look at the data, the intention to move would not be shared by the
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overall sample. This finding is extremely confusing, because the optimization of traffic
cannot work without knowledge of the theoretical next position of all traffic partici-
pants. Not sharing that information would immediately interfere with the given sce-
nario. Further, even common technologies like navigation systems need and receive the
drivers’ intention to move via destination input and these are frequently used support
systems (Yamashita 2004). In comparison can be seen that physiological data,
demographic data and other person data would not be shared by either one of the prior
experience groups. This is interesting, because people are not willing to give too many
information about themselves as drivers to the infrastructure – not even for more
efficiency in the overall traffic behavior. Here we can see that privacy is very critical,
which can be seen in the ranking of the V2X-evaluation criteria. Nevertheless, we can
see, that experience seems to be a crucible factor of willingness to share data – even
more if there is a benefit in traffic behavior and not only more information.

A very different outcome could be identified for the second question how long data
may be stored and which authority may be allowed to store it. Basically, data should be
only captured and processes, if at all, however the storage is seen highly critical.
Neither gender, nor prior experience or technical affinity have any influence here. Only
older people were willing to accept longer periods of storage in the Traffic Opti-
mization scenario, which is the only effect detected so far. This result leads to the
conclusion that duration (short-term storage is preferred in all scenarios and groups)
and storage are kinds of universal factors. In the cases of long-term storage, there is an
undeniable reluctance towards sharing private data with companies or other traffic
participants on the one hand. One the other hand, traffic management, such as police or
the infrastructure itself are however increasingly entrusted with private information.
Also surprising is the result that companies are entrusted with information in the
shortest duration possibility (capturing and processing). We cannot explain these
response patterns on the basis of the present results. Here, future work has to address
the complex conglomerate out of the wish to control and protect data and the perceived
characteristics of the authority, which is allowed or not allowed to keep or process
personal information and data. Apparently, distrust in authorities and a generic
uncertainty in terms of what could happen with the data is of impact here as well as the
bad feeling of being controlled is a serious concern for participants (Ziefle et al. 2016).

Addressing the third and last research question, which user factor has influence on
the willingness to share data, it can be stated that several findings can be highlighted.
Whereas age had an overall effect on the willingness to share different types of data, it
could also be shown that younger users tend to perceive control as more important than
older users. Further, the willingness to share data decreases with less technical affinity.
Also for frequent car users, comfort and saving time seem to be more important than to
users, who do not frequently use a private vehicle.

Although it was possible to identify three different user profiles – the willing
persons, the deniers and a group with a more differentiated perspective on data sharing
in V2X-technologies – we were not able to characterize the persons alongside the
typical demographics (age, gender, or education). This leads to the conclusion, that
there are crucial factors, which influence data sharing in general or in special cases, but
no universal factors could be identified so far. Strictly speaking we can only say that the
three profiles exist without being able to refer the different openness to personal
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characteristics or habits. Possibly, persons might differ in their general sensibility to
external control or in individual extent of trust and risks when using novel technolo-
gies. This is a timely research duty, which will be pursued in future work.

6 Limitations and Future Work

Even though the findings of the study revealed interesting insights into effects of user
diversity and the willingness to share data in V2X-technologies, the findings here still
represent only a small glimpse of the diversity of user types and was able to identify
key factors which influence the willingness to cooperate with future technology sys-
tems. Overall, the testing should be replicated with a larger and more diverse sample.
An important limitation was also the online-based study method, here, a more realistic
approach (e.g. simulation environment or real site testing) should be conducted to
validate current findings. In addition, the willingness of persons to share data is indeed
cultured (Krasnova and Veltri 2010) as the socioeconomic situations and the historic
handling of personal rights and freedom is cultured, too. We only have a
german-centric point of view in our sample and it would be interesting to validate those
findings with insights of other countries and cultures, likewise.

Also, the understanding of privacy and data sharing in general should be questioned
as well as possible trade-offs and drawbacks. This would lead to a deeper under-
standing about the already shared data in persons daily lives out of the user’s per-
spective. Further future research should also compare more fatal roadside scenarios in
order to see, if traffic participants are willing to share personal data to protect them-
selves and others.

V2X-technology is focused by an increasing research community, often regarding
technical issues (Ardelt 2012, Lefevre 2013). Bringing V2X step by step to the user or
even integrating users in the development of the technology is therefore an inevitable
step for further research. Another fruitful research topic could relate to the different
cultural attitudes with respect to safety and data privacy – as different countries show
different legal and societal etiquette to handle this trade-off.
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Abstract. ICT-systems for electric vehicles (EVs), e.g. planing, moni-
toring and analysing for urban area logistics, can become complex and
difficult to use. Evaluating them within acceptance tests requires a lot
of experimentees as well as a lot of equipment. Unfortunately, mostly
more than available within the project. The following approach within
the research project Smart City Logistik (SCL), funded by the German
Federal Ministry for Economic Affairs and Energy (BMWi), tries to use
the ICT-system as it is and connects those system through a dynamicly
and proceduraly generated simulation environment, based on real road
and terrain data. Finally, the results will be compaired to real environ-
ments by using EVs.

1 Introduction

The launch of the German national development plan for electric mobility [1]
has spawned some activities and projects, ranging from research to industrial
development, and sporting goals with short-term as well as long-term lifelines. In
most cases the obvious shortcomings of currently available, fully electric vehicle
(EVs) are addressed and tackled with a particular mix of various technologies.

The main problem identified was, of course, the limited range of available
cars. Long-term projects focus, in this context, to a large extend on the develop-
ment of innovative battery technologies. However, most researchers agree that
until 2020, and well beyond, batteries will not be able to guarantee driving ranges
close to what can be achieved today with traditional gasoline-driven engines, as
least if a viable weight to power ratio must be the goal. Thus, a number of alter-
native projects have taken as a premise that we will have to cope with limited
ranges for at least the next decade. Based on this assumption the challenge is to
support available EVs by other technologies to reach maximum usability. One
of these alternatives, and maybe the most important one, is information and
communication technology (ICT).

c© Springer International Publishing AG 2017
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The special federal research program Information and Communication Tech-
nologies for Electric Mobility II (ICT EM II) has, thus, been established in
Germany to leverage the capabilities of ICT-based research by adapting available
and new concepts to the individual needs of electric mobility [2]. The projects
funded by this program strive mostly for short and medium-term solutions with
a clear focus on immediate applicability and an early market entry. The coordi-
nator and manager of this research program is the German Federal Ministry for
Economic Affairs and Energy (BMWi).

Achieving these goals, is done by bundling research institutions with indus-
trial partners within related service domains. Thus, each research project com-
bines EV suppliers, end-users (application partners, companies, and individual
drivers), and other domain-specific players (in this case a provider for logistics
and fleet management software). The so formed consortium will not only strive
to reach some well-structured research goals they will work towards a prototype
solution industrial strength. Thus, besides research and development objectives
the project will also address questions regarding marketing and sales. Deliver-
ables include not only papers and concepts but also readily available tools and
a viable evaluation of the integrated solution in a practical setting (major field
test). In most cases this leads to a consortium that has a well-established track
record in a particular application domain. Also, a real life test-bed has to be
located to enable the physical field test.

The Smart City Logistik (SCL) project [3] targets the application domain of
inner-city merchandise traffic. The concept is to unload cargo from heavy trucks
on the city’s perimeter and to run the last miles with small and medium sized
EVs. In most cases the logistics partners also utilize storage facilities outside the
city to provide additional buffer capabilities and to decouple long-range from
short-range traffic in this way. The city of Erfurt, in Thuringia, Germany, has
been chosen as test-bed because it has passed stringent laws regarding inner-city
transport that will, most likely, favor EVs as the main transport medium of the
future.

The challenge is to support this fleet of transport-EVs with an ICT-system
that provides for an integrated interface to existing logistics systems, as well
as to estimate and manage each individual vehicles range, itinerary, and routes
with a highly adaptive solution. Based on limited battery capacity, always chang-
ing environmental conditions, the usual short-term necessary adaptations in the
planned itinerary, and stringent legal requirements SCL expects a steady rate of
exceptions that have to be handled by the system in real-time. Besides, there will
be no guarantee that all EVs in the fleet will be online all the time, simply due
to possible problems with the cell-phone network in more remote areas, during
inclement weather, or because of overload and technical defects.

From a technological point of view (see Fig. 1) the SCL system is a distrib-
uted, mobile ICT-system with a central server unit and fat DAC that have the
capability to run independently from the main server while computing, at least,
all essential services in the case of a disconnect. The central server itself can be
used as a standalone service as well as a system in addition to existing system
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Fig. 1. SCL platform overview: in-car elements like DAC, transportation units and
telematic unit communicates over the air with a centralized server which is used as
a planing, monitoring and data system and can be used as a bridge through external
systems.

landscapes within logistical companies. Runtime consumption and vital data
from EVs in this setup have to be collected and transmitted by using telematic
units as interfaces for EVs controller area network (CAN) busses. Furthermore,
it is important to know about the acceptance of drivers by using the DAC. By
performing multiple acceptance tests within SCL, not only by testing the DAC, it
is possible to ensure the usability of the resulting systems. As a federally funded
project, SCL also strives for a solution that is not proprietary to a company,
open for changes and additions in the future, and based on a widely published
and standardized ICT-architecture [4].

The paper starts with an overview on ICT and EV related projects. After
that, the paper outlines the main problems within the domain of urban logistic,
followed by the ICT-system which would help to solve these problems. After
that the acceptance study design, about how to evaluate this ICT-system, is
presented as well as the simulation environment which can be used in addition
to field tests. Finally current evaluation results, concerning the applicableness of
this solution, are presented.

2 Related Work

The German BMWi funds multiple projects which investigates into the key
subjects of ICT EM II. The focus of ICT EM II is on new concepts for intelligent
technology in EVs (Smart Car) combined with power supply (Smart Grid) and
concepts for mobility (Smart Traffic) [2].

The ICT EM II funded collaborative research project sMobility tried to link
existing components of the infrastructure using an open ICT-platform. Special
focus was on price controlled and decentralised charging of EVs and on naviga-
tion, which is optimized for journey time using actual traffic and car data, as well
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as on intelligent flow regulation technology. In the city of Erfurt, an intelligent
and linked transport infrastructure was constructed. Related live data was pro-
vided within a distributed cloud system [5]. Like SCL sMobility created a range
prediction model to optimize the route considering local traffic information. A
unique characteristic of sMobility is the collection of traffic data using detectors
along the road. The sMobility range prediction model is less specific than SCL
and focusing on intermodal and private transportation. On the other hand, the
high-detailed data can be used within SCL as possible data sources for more
precise range predictions.

iZEUS was also funded by ICT EM II and considered more complex stan-
dards for controlled charging of EVs. The project idea was about the exami-
nation of huge fluctuations in the power supply during the whole day caused
by regenerative energy like photovoltaics and wind turbines and attempting to
regulate the charging intensity in a way of drivers needs with less restrictions.
Thus, decentral storage in EVs with an energetic recovery system was one of
their primary project goals. An onboard charging system and an efficient energy
management with an infrastructure for communication between two actors of a
B2B car fleet was conceptualized. A service detected the next electric charging
station and municipality. Private and business customer tested the technology
[6] and evaluated the usability within an acceptance survey. In contrast, to SCL
the focus is on the calculation of efficient routes and visualization of remain-
ing ranges to specific destinations. Unfortunately, the management and range
prediction isn’t working together as required in SCL to support an installation
within most logistic scenarios.

Adaptive City Mobility (ACM), funded by ICT EM II, developed an electric
micro car with a portable system to change rechargeable batteries for urban
traffic and logistic - used as eTaxi fleet [7]. As mentioned in other projects before
ACM linked several components like the ICT of the EV, mobile units, central
cloud services and - unique for this project - charging stations. Concerning of self-
designed electric micro car and their telematic unit ACM can provide information
about the state of the rechargeable battery, the remaining range and the next
charging station within their mobile client.

eTelematik was a second collaborative research project in cooperation with
Friedrich-Schiller-University Jena [8] and was funded by Zentrales Innovation-
sprogramm Mittelstand (ZIM). The project focused on a solution for municipal-
ity using a special prototype of Multicar as a EV. That EV can be utilized (e.g.)
as a road sweeper or a snow plow through different extensions. The Multicar was
equipped with an individual telematic unit, to collect data, and with a driver assis-
tance system. The realized system platform focused on task management, and
the enclosed range estimation model is based on neuronal networks. This kind
of model leads to machine learnable results but is expensive in calculation [9].

E-Wald, funded by a Bavarian research program, is a collaborative research
project in Bavarian Forest that aims at rural areas. Using newly developed and
intelligent charging devices and communication concepts E-Wald wants to proof
that electric mobility works in that rural areas as well. The project is developing
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a new generation of a fast charging station for all charging systems. Focus is on
a wire- and plugless charging concept. Just as SCL it uses a range estimation
model. The range estimation model uses geographical information, the state of
the rechargeable battery, outdoor temperature, driveability, as well as informa-
tion about topography and road system based on a statistical model. The range
estimation, used by a mobile client, is shown like a blue sky on the map and is
calculated car dependent [10]. Step by step E-Wald optimized their range esti-
mation model by adding one parameter at the time. In contrast SCL examines
the parameter which influences the range of an EV in the first step and designes
the range estimation model in the second step.

3 Problem Analysis

The shift from conventional gasoline to electric driven vehicles in the automotive
industry has been a widely discussed topic for years. Despite promising impacts
on quality of life (reduced noise emission), ecological (carbon dioxide and fine
dust pollution) and economic aspects (exploit alternative energy resources), there
usually is a reserved acceptance of such technology. In case of inner-city logistics
the application field can be clearly determined to the general reduced operation
range and charging behaviour of EVs. There are several solutions imaginable to
shatter these concerns. Providing a close network of charging infrastructure, bet-
ter energy storages or systems for battery-change could partially solve the flaws
of present EV-technologies. All of these approaches require immense investments
(regarding the extension of infrastructure) and inherit long-term development
due standardisation processes. Thus, our approach tends to use state of the art
technology to build up an information and communication technology, which
provides an assistance tool for the most possible effective and efficient using
present EVs in inner-city logistics.

Regarding this, we have identified six areas of concern, we want to approach:

P1. The ICT-system is build as an reference architecture and should be adapt-
able to all major inner-city logistic scenarios.

P2. Current transport management software is not capable of responding to the
needs of applying EVs in logistical scenarios, like the restricted operation
range or low coverage of charging infrastructure.

P3. The application domain calls for a lot of different heterogeneous data sources
like different types of application partner software, traffic- and weather infor-
mation retrieval services. There has to be an easy configurable interface and
data model to adapt the reference based ICT-system to a specific application
environment.

P4. Dispatching, scheduling and planning in logistics are quite sophisticated
challenges, which can only be fulfilled with an appropriate domain knowl-
edge. The ICT-system should be able to assist in these tasks by infer implicit
knowledge provided by different data sources from P3 or even identify crit-
ical flaws early.
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P5. There has to be an adequate range prediction model to simulate and monitor
dispatched tours. This helps to overcome the operation range restriction
from P2 by enabling the ability to intervene.

P6. The ICT-system is used by various actors within the inner-city logistic
domain. There should be an acceptance study to verify and confirm the
applicability, functionality and correctness of the basic SCL approach.

The problem P1 of building a reference architecture for logistic ICT-systems
calls for a wide variety of solutions regarding the adaptability of the overall
system. Main focus points are hereby configurable interface descriptions P3, a
comprehensive generic data model with semantic annotations P4 and a self-
learning range prediction to minimize modelling costs (P5).

Especially P3 and P4 bring up the need of a logic based description of data
with formal semantics. Therefore we try to attach and combine a formal descrip-
tion logic to the expected relational structural data of application partners and
integrated services. Such an ontology can help in two essential ways. The ontolog-
ical description of data concepts and relations allows to integrate and migrate
outside data models semi-automatically. Interchangeable data classes can be
located and class relations inferred. On the other hand, such a technology enables
to deduce implicit knowledge. By this it would be possible to determine flaws in
dispatched tours. Formal ontologies are well known and researched for logistics
scenarios. But by now, they are only used in a descriptive manner to standardize
a set of logistics terminology. We need and want to bring these concepts into
application, fill an ontology from existing structural data and use these to assist
and speed up dispatching processes.

By now, there is no ontology specialized on logistics with EVs. So, there
is the need to expand given standards by the aspects for electric driven auto-
motion. This includes the description of prediction range models to determine
the operation range of a EVs. Thus, we need to analyse the influence factors
on electric driving and combined these in a comprehensive model (P5). Some of
these aspects are shown in Fig. 2. Unfortunately, these aspects vary in a wide
range and are strongly influenced by vehicle- and driver-specific features, which
are unknown at time of modelling and building up the ICT components. Because
of this, we focus on a self-learning adaptive model which configures itself to a
specific EVs-fleet on runtime.

An important step in the development process of such an ICT-system is
an acceptance study (P6), which guarantees that the system is appropriate for
the multiple envisaged use cases. Such a study should cover all types of stake-
holders existent in logistics scenarios, like drivers, distribution, dispatchers and
customers. There is a strong focus on the user experience and usability of the
developed user interfaces and functionalities in combination with the special
requirements of EVs.
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Fig. 2. Influence factors on range of EVs [11].

4 ICT-System

Logistic companies mostly use specialized supply chain management (SCM) sys-
tems like transport management system (TMSs) or warehouse management sys-
tem (WMSs) to manage their orders. Unfortunately, these systems don’t care
about special range restriction of EVs and their requirements for transporta-
tion tours, regarding P3, P4 and P5. To get in these existing system landscapes
two analyses has to be done: (1) what’s about their processes and which soft-
ware is involved, and more specifically (2) which interfaces can be used to get
related data. For (1) processes could be analysed and generalized by using pre-
viously done interviews [12] and validation in literature about SCM [13] and
logistic processes [14]. The second analysis about interfaces leads to a difficult
challenge within this domain. Taking a closer look at available systems shows a
heterogen interface landscape [15–18]. There are several process standardizations
like RosettaNet1 and United Nations Electronic Data Interchange for Adminis-
tration, Commerce and Transport (UN/EDIFACT)2 influenting the way these
systems works, as well as what terminology to use within this domain. Unfortu-
nately, the data exchange itself is not standardized. Adding known interface use
cases in addition to required interfaces from the driver assistence client DACs
and the telematic units would lead to a wide range as shown in Fig. 3.

1 RosettaNet is globally organized between nearly 600 companies and managed by the
GSI US, defines logistical processes and terminology.

2 Known as X12 from USA and EDIFACT from Europe and combined to the global
standard UN/EDIFACT can be used as exchange standards for logistic related data.
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Fig. 3. Use cases for interfaces within the SCL system landscape.

To achieve these goals several required components has to be orchestrated
within an architecture as shown in Fig. 4 for planing, monitoring and analyzation.
All components has to communicate by using a internal communication bus. This
part is based on a observer pattern [19], furthermore those observers would not
be registered for special observables, they will be registered in a global contex.
External systems can be embedded within this architecture by adding a specific
interface component. This architecture draft adapts the Model-View-Controller
(MVC) [20] pattern to minimize coupling and maximize cohesion.

Challenging the problems with this wide range of possible external systems
is done by splitting up each part of a communication between two participants.
Thus, the SCL platform uses the pipeline strategy to get configurable interfaces
for wide ranges of existing systems. The system described above and realized
within SCL is used as a basic infrastructure within the SCL platform and as a
solution for P2 and P3 mentioned in section Problem Analysis.

Regarding P4 for a software architecture to support EVs in logistics, a com-
prehensive conceptual data model has to be developed. This model should be
able to support the delegation and monitoring of transport chains and tasks in
all kind of versatile logistic scenarios. Due to the requirements analysis, there
were several problems:

– The data model should be easily and potentially semi-automatically adopt-
able to all kinds of different logistic scenarios.
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Fig. 4. Overview of the SCL architecture. Each model, controller and view component
interacts within this system by using a communication bus for private and broadcast
messages.

– Data aggregation and management is supposed to be directly supported by
the data model itself. This point is especially targeted to the fact, that the
data model should include some kind of semantic data layer. By this, it
would be possible to combine and integrate databases of different applica-
tion partners.

– It should enable gaining extensive implicit information and data, which sup-
port the disposition of tours, staff and ressources actively.

– Finally, the data model should cover especially the electric specific aspects of
logistic domains.

The generic requirement and the extraction of implicit information suggest
the use of a descriptive, logic based specification for the data model. There are
far reaching works in this field of research in context of logistic applications
like [21] or [22]. The SCL approach is based on existing formal ontologies like
GenCLOn [23], which provide an essential vocabulary to describe logistic con-
cepts and relationships. The use of quasi standards also enables the subsequent
implementation and application of the SCL system by referencing to top domain
models.

Unfortunately, none of these existing ontologies and models covered all nec-
essary aspects of the underlying SCL application area. Therefore, the conceptual
model has to be extended due to the primarily use of EVs at first. These enhance-
ments were made especially regarding the influence parameters for the range of
EVs. The limited range and charging behaviours are a critical factor for the
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acceptance of application of EVs and should be therefore supported by the data
model. The goal is hereby to assist the dispatcher and the DAC to identify early
flaws of a given tour or execution state.

The SCL system is supposed to be a comprehensibly assisting system, which
is able to recognize legally invalid tours by checking the consistency of a given
rule base. Although such a rule base provides a very elegant way to extend
and adopt to future use cases or potentially changes according to law without
the need of changing data processing algorithms based on a specific underlying
model. This approach is described on the basis of driving licences according the
EU norms in [24] in detail. Here, the implementation of the rule base occurred in
a Prolog program and information was retrieved by reasoning. By this the SCL
system is able to support the dispatching of logistic tours as systematic queries
restricted given options and to give a solution for the challenge P4. Errors could
be prevented by early consistency checks and even corrected automatically.

The ontology, respectively the rule base, represents the formal semantic layer
of a given data model, which is given by an external application partner. There-
fore, there has to be a specific import algorithm for every data model, which
realizes the inflation of the ontology. By this, the ontology only serves as a infer-
ential data base. Database changes are made in the common data model and
are imported back to the semantic layer. Due to the complexity of logic descrip-
tions and inferential data it is not feasible to transfer data from the semantic
description to conventional relational data bases.

As mentioned before in P5 the use of EVs is challenging in the logistic area
due to the relative low range of available small and medium sized transport vehi-
cles. Thus, there is an urgent need for precise range estimation method, which
can calculate the energy consumption of a tour as accurately as possible. Impor-
tant influence factors are shown in Fig. 2 [11]. A weakness of existing solutions
is a very high dependency on the regarded car type. Rogge et al. tries to model
a Mitsubishi i-MiEV in Matlab and uses as influence factors the cars weight,
average energy consumption of an i-MiEV, ramp of road, air resistance and fric-
tions [25]. Most of this parameters are vehicle specific. Ondruska and Posner
use a similar approach with a combination of stochastic methods and physical
considerations [26] which bases on technical aspects of a Nissan Leaf.

Therefore, an algorithm without physical considerations can avoid these dis-
advantages. The energy consumption of a new tour is predicted by comparing
the tour with known tracks. First, a model is developed to describe a tour by
dividing it in segments. Figure 5 shows an example. A tour is analyzed from start
to end and a new segment begins at each point where at least one parameter
changes the value. The example uses the road parameters velocity and ramp. It
follows that a segment can described by constant values in each influence factor.
As presented in Fig. 6, groups are formed by using the cross product of segments
for each influence factor. Each group is visualized with one cuboid. For example,
velocity is divided in three intervals with the limits zero to ten, ten to twenty
and twenty to thirty.
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Fig. 5. Segmentation of a tour.
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Fig. 6. Visualization of groups.

The estimation method is based on a learning data set. Measured values
per segment as learning data set can update the range estimation model with-
out additional development efforts. The learning data segments are sorted into
groups depending on there values for the influence factors. Then for each group
the average energy consumption of segments in this group is calculated. On this
way a lookup table is generated with the energy consumption of each group.
To estimate the consumption of a new segment, the known factors of influence
of this segment has to be used to get the related group. The average energy
consumption of this group is used as approximation for the energy consumption
of the new segment. The approach was tested on a real data set, which was
generating with a Mitsubishi i-MiEV. The prediction result only has a relative
error about eight percent, which is a good standing similar to the approach of
Ondruska and Posner. But the benefit of this approach is the run-time as well
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Fig. 7. Final GUI-version of DAC created by Navimatix GmbH [29]. (a) shows an
overview about the current tour and (b) shows the navigation view with current con-
sumption indicators.

as an adequate range prediction for the challenge P5. The estimation method is
described in more detail in [27].

At the end one of the most important parts in such a holistic ICT-system is
the assistance for the driver. In a complex socio-technical system where EVs are
used for inner-city logistic, the driver needs to cope with additional information
(such as range, battery status etc.) in order to fulfill the main task of deliv-
ering goods. To reduce stress and uncertainty resulting from these important
additional parameters, a DACs was developed and implemented during the SCL
project. Basically the DAC works as a navigation system, providing optimized
routes for EVs used in the project, considering different range-affecting parame-
ters of the EV while focussing on the planned tour [28]. The final graphical user
interface (GUI) is provided by Fig. 7.

5 Acceptance

Since the DAC should assist the driver while driving and reduce the added
complexity, it needs to be easy-to-use in a vehicle. To find an optimal way to
support the driver two different horizontal prototypes, as shown in Fig. 8(a) and
(b), were developed at an early stage of the project.

The main challenge was to meet with the participants in selected companies
for restrictions caused by standardized workflows and internal procedures. Dur-
ing the week there was almost no time to interview more than a few drivers per
day, that made personal interviews or a supervised experimental setting ineffi-
ciently and costly. The alternative, an unsupervised setting for testing the DAC
and filling out the questionnaire raises methodological challenges (e.g. how to
guarantee a similar experimental set-up for each participant). To address this
problem, a contact person from the participating companies was provided with
detailed instructions about the experimental setting and a short 20-minute online
survey was elaborated. Several methods like access codes, randomization and the
analysis of metadata (e.g. time-stamps and IP-addresses) that was stored in our
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Fig. 8. GUI horizontal prototype 1 (a) and 2 (b).

online-questionnaire, helped to address methodological concerns regarding the
unsupervised setting.

In the beginning, each participant received an impersonalized envelope with
information about the procedure and a unique access code from the contact
person in their company. Each participant had a personal computer with the
online survey and a tablet showing the prototypes in front of him. The access
code was needed to start the survey on the PC and the first prototype (which was
displayed in randomized order) on the tablet. After answering some questions
concerning general and specific attitudes towards EV and technological solutions
in general, the participant was asked to perform basic tasks using the prototype.
Based on this tasks, the participant had to answer some questions regarding the
functionality and the design of the prototype of the DAC. Finally, the participant
had to perform exactly the same steps also for the second prototype, answering
the same questions as for the first one.

Except for general attitudes to EV and technology at the beginning and
demographic attributes at the end, the questionnaire itself was created based on
an operationalization of the ISONORM 9241-110 standard [30,31] for software
evaluation, which has been adapted to the specific research context. For each
prototype, the participants were asked to evaluate the adequateness, handling
and intuitiveness. The questions itself could be rated on an ordinal scale with
seven possible values between “− − −” and “+ + +”.

While analysing the dataset, the access code was used to assign the answers to
the specifically evaluated prototype and to compare the answers on a company-
level without revealing the participants identity. This procedure prevents a bias
resulting from the order of prototype evaluation. Each access code could be used
only one time. Additional security was added through an encrypted connection
to the servers. Furthermore, the use of the online survey system allows to exclude
incomplete or corrupted answers based on the time of completion of each segment
and the participants IP-addresses.
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Overall participating companies 43 participants filled out the survey evaluat-
ing the two prototypes, from which five could not be used because they were not
completed. Regarding the two prototypes, it turned out, that none of them was
evaluated better than the other. Prototype 1, as shown in Fig. 8(a), obtained
better results regarding the usability while prototype 2, as shown in Fig. 8(b),
achieved better results in clearness of the design and intuitiveness. Based on
this results a set of adaptation recommendations was elaborated which basi-
cally combined the positive characteristics of both prototypes. Finally, this set
of adaptations has been used, to build the fully functional prototype as used
within the ICT-system and shown in Fig. 7.

6 Simulated Environment

Many efforts, e.g. in projects like iZEUS, eTelematik, sMobility and E-Wald, are
done to evaluate ICT-system support for EVs in context of smart future cities.
Furthermore, each innovative ICT-system solution itself has to be tested by par-
ticular end-users. Unfortunately, there are mostly not enough end-users directly
involved into these projects. At least, involved end-users do not have enough
resources, e.g. man power or EVs, in large-scaled test scenarios to serve the
required number of experimentees and driven km. In case of SCL, four compa-
nies are available to evaluate the described solution. Four partners with multiple
users, in numbers nearly 50 possible experimentees. However, to get a large-
scaled insight about how the solution performs, much more is required.

In case of evaluating DACs for EVs in inner-city logistic scenarios each SCL
proband require access to the whole system setup as described in Sect. 4. This
means the DAC installation into mobile hardware (e.g. a smartphone), access
to the centralized server, the telematic unit attached to the CAN-Bus and for
sure the EV itself. This setup is too bulky. Mostly external companies, asked for
participate in evaluation processes, dropped their interest at this point.

SCL starts to address this by using a procedural generated simulation envi-
ronment in combination with specific simulator hardware as evaluation platform.
This setup would held every described component as used in usual real scenar-
ios and will simulate the related environment. The environment itself is based
on real map data and generated through procedural mechanism. This simulates
specific scenarios like transportation from hub into town with multiple stops.
The simulation environment is able to fully generate terrain with height profiles,
different types of roads, houses and road signs based on different kind of input
data like ASTER GDEM V2 for height profiles and map data like OSM for road
and house information.

Getting this into practice requires functional components as shown in Fig. 9.
Primarily, some kind of virtual simulation environment is required (1). This is
because of using simulated environments in combination with real components,
e.g. the DAC (2) and server (3), realistic simulation behaviours and position
mapping is inalienable. The next step is to attach the simulation through the
telematic unit by using some kind of CAN-Bus. This would be possible, but not
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Fig. 9. Components within the simulation environment.

necessary. Much more applicable is to extract the communication components
from the embedded runtime environment of this unit and reuse them directly
attached to the simulated data source. This one is called the simulated telematic
unit (4). Finally this setup needs the car simulation (5) itself, some kind of con-
sumption simulation (6) which produces consumption based on user input when
interaction with the simulated car and in-car electronics (7), e.g. speedometer
and switches for hardware elements like light and air condition.

SCL composes the components shown in Fig. 9 into a simulator called Eltrilo
[32]. This one uses common available hardware like TV screens, steering wheel,
throttle and brake control, as well as touch displays for in-car electronics. Setups
like this cabin can be transported to each experimentee and practice a homoge-
nous scenario for studies about the DAC within this cabin. In context of SCL
this cabin will configurated onto a scenario in Erfurt starting at a local hub,
followed by freight transportation through two stops and finalized with the way
back to the hub. Another setup is for a public purpose which considers a test
drive about an express order from a suburb to the city center delivering goods.
Time for the order is around 5 min. In the beginning, there is an area to be
familiar with the EV. All the time a virtual assistant driver is helping per voice.
In the test drive, there is an average working day and no rush hour. On midway,
the weather pattern is changing. At the end of the trip, the driver gets a report
how to improve their next tour.

7 Evaluation

What’s about measured data from simulated and real environments? Further-
more, what’s about using simulated environments as a suitable alternative in
combination with SCL related elements like DAC or server? In fact, the whole
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Fig. 10. Calculate forecast stability with recorded i-MiEV (a and b) and simulation
(c and d) data.

system and related services are based on the range prediction model to help plan,
optimize and analyse the usage of EVs. Measure the correctness of this model
can be used to demonstrate how this simulation environment and embedded
consumptions behaves.

First of all, results generated by using real EV data are required and have
to be analysed as reference. These results can be used as a reference about
correctness of range prediciton and can be compared to results created with
data within the simulated environment. In this case the real data is collected
manually by driving with an i-MiEV on uniform routes. Overall there are 40
trips with something around 7500 km. Figure 10(a) and (b) shows real and pre-
dicted consumption from two of those routes. Furthermore, Fig. 10 (a)-(d) shows
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comparable, nearly the identical consumption between real and predicted values.
The prediction is done by using range prediction model with all routes, excluding
the current one, and calculate the accumulated consumption from start to cur-
rent position. For example, an already driven segment has a consumption about
two watt-hour (Wh) and the forecast might be 1.8 Wh, than the relative error
would be err = |2Wh− 1.8Wh|/2Wh ∗ 100% = 10%. Consider all driven routes
lead to an average relative error of 11.9 % when forecasting the consumption of
this i-MiEV routes.

Apart from relative errors calculated from real EV data, SCL wants to look
onto relative errors calculated by using data from the simulated environment.
SCL constructs and uses the presented cabin within science lab tests where
experimentees has to drive a predefined route. The surrounding landscape is
much bigger, which results in driving errors and differing driven routes. Each
experimentee has to manage the simple logistical task as described in Sect. 6.
Every 500 ms the cabin data logger writes a record about velocity, acceleration,
temperature and height, as well as addition information about acitvated con-
sumers and driving behaviour. Finally more than 10,000 trips with about 500
trip segments are driven and can be analysed as shown above. So the entire data
set contains more than five million segments. Compared to reality these 10,000
tours would be something around 45,000 km and more than 110 full working
days with constantly driven 50 km/h or more than 450 full working days when
adopt 100 km per day3.

Processing the data set all segments with velocity zero are removed, and trip
segment’s energy consumption is normalized by distance. Thus, the distance
parameter could be eliminated in the range estimation model. Therefore, it is
necessary to remove all items with a distance less than 0.001. Otherwise, energy
consumption scores absurd high. As a result, 5,097,588 segments remain.

By using the same strategy in data analysation as used for real EV data,
accumulated consumption e.g. as shown in Fig. 10(c) and (d) for simulated envi-
ronments can be received. Again small differences between consumption and
prediction can be observed. Consider all driven routes within the simulated envi-
ronment lead to an average relative error of 11.3 %.

Figure 11 visualizes all analysed tours and their overall relative errors. The
Fig. 11(a) and (b) shows the already mentioned relative errors in compair to all
analysed tours. Finally, an additional data source, as shown in Fig. 11(c), was
analysed to calculated forecasts and compair them with the real consumption.
This one is measured by analysing daily tours driven by one of our logistical
partners within the SCL project. This additional case visualizes a small data set,
where the overall relative errors seems to be very height. This can be reasoned
with the small amount of tours.

3 Inner-city logistical tours analysed within SCL have 80 to 100 km per full working
day.
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Fig. 11. Analysing relative errors among the available tours to get overall relative error
with i-MiEV (a) and simulation data (b), as well as an additional data source from
our logistical partner (c). Concerning the amount of routes in case of the simulated
environment, only a smaller part is shown in (b).
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8 Conclusions

SCL has implemented and installed the system as shown. The presented itera-
tions for evaluation target test scenarios to see those parts under realistic and
simulated conditions. One of these scenarios, realized by using an acceptance
test, tries to evaluate the interaction between driver and DAC. This test takes a
closer look at GUI layout, the amount of shown information and usability. The
results are used to optimized the DAC and to fit drivers needs as best as possi-
ble. The other scenario is focusing on data analyzes and getting feedback about
how exact the range estimation model will work in case of different parameter
sets and in case of small, medium and large learning data sets.

The realized tests have shown some weak points. As seen in the acceptance
tests, participants can face problems regarding appreciation in case of descrip-
tive scenario simulations. They have to suggest the logistic scenario by adapting
the instructions and answer through related questions about usability and client
acceptance. Unfortunately, it is hard to use EVs and corresponding hardware
installations in large scales to create test situations as realistic as possible. Apart
from that, tests within the Eltrilo cabin generates data as required and can be
modified to match any logistic scenario. The realistic visualization and handling
within this cabin helps participants to navigate within those scenarios and pro-
ceed in a similar manner compared to the use of EVs. However, those tests don’t
compensate the real test beds which have to be done within SCL as well. The
simulated environment help to integrate a larger amount of participants than
the test bed could yield.

Concerning the integration of knowledge base technologies, there are still
open issues regarding the particular description language or logics specification.
By now, we implemented the runtime assistance in the form of a Prolog rule
base. The thereby implied closed world reasoning results in a good applicability
of the knowledge base assistance, as well as a well-anticipated scalability with the
integration of large databases. But the expressiveness of Prolog is really limited
regarding the use of full description logic ontology used as top level domains. So
by now, there is some kind of semantic gap between the conceptual description
of higher ontologies and the until now used Prolog logic rule base. We will try to
narrow this gap by testing the implementation of DL ontologies and open world
based reasoning without losing the functionality, applicability and scalability.

The results about architectural drafts, analysed related projects, as well as
embedded existing system landscapes in combination to the range estimation
model and knowledge base for this particular domain, will be transferred into a
reference architecture. This architectural documentation should help to design
and implement future systems which have to be used in addition to existing
logistic systems. Using a reference architecture within related projects can help
to get more EVs until 2020 as intended by the German national development
plan for electro mobility.
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Abstract. The maritime traffic is significantly increasing in the recent decades
due to its advantageous features related to costs, delivery rate and environmental
compatibility. For this reasons it requires a high degree of control and an ade-
quate assistance to the navigation. The related systems are the Vessel Traffic
System (VTS), mainly using radar and the Automatic Identification System
(AIS). In the recent years a new generation of marine radars with a lower cost of
maintenance is being developed. They are based on the solid-state transmitter
technology and uses coded “long pulse” in transmission, i.e. high “duty-cycle”,
with “pulse compression” in reception. The main drawbacks of these appara-
tuses are the interference effects that they might cause on existing marine radars,
becoming critical when the traffic density increases. The AIS data (identity,
location, intention and so on) can be useful to estimate the mutual distances
among ships and the mean number of surroundings vessels, that is the number of
marine radars in visibility. Using suitable models it is shown that the high
duty-cycle of solid-state marine radars can generate severe interference to all
marine radar sets in visibility with a significant reduction, well below the
international regulations, of their detection capability. The mitigation of these
damaging effects, not an easy task, can be achieved by changing the radar
waveforms, i.e. resorting to Noise Radar Technology.

Keywords: Vessel traffic model � Radar visibility � Statistical analysis � Sea
traffic model

1 Introduction

Maritime traffic is strictly connected to economic growth: the international shipping
industry is responsible for delivering about 90% of all trade worldwide (with 7 to 9
billion of tons loaded per year), and it is vital for the bulk transport of raw material, oil
and gas. So, marine transportation is an integral, although sometimes less visible, part
of the global economy. The marine transportation system includes a network of spe-
cialized vessels, as well as the ports they visit and transportation infrastructure from
factories to terminals to distribution centres to markets. It is a necessary complement to
other modes of freight transportation, and has the peculiar advantage of lower

© Springer International Publishing AG 2017
M. Helfert et al. (Eds.): SMARTGREENS 2016 and VEHITS 2016, CCIS 738, pp. 296–322, 2017.
DOI: 10.1007/978-3-319-63712-9_17



damaging emissions. In fact, shipping is emitting about 2.7% of the global greenhouse
gases (GHG) (versus 93.7% of road). For many commodities and trade routes, there is
no direct substitute for waterborne commerce. On other routes, such as some coastwise
or short-sea shipping or within inland river systems, marine transportation may provide
a substitute for roads and rail. Other important marine transportation activities include
passenger transportation (ferries and cruise ships), national defence, fishing and
resource extraction as well as navigational service, including tugs.

The number of vessels in the world commercial fleet is about 110000 (for com-
parison, the number of operating commercial planes are is about 19% of this figure:
roughly one commercial plane for five commercial vessels), 41% are cargo (general
cargo, tankers, bulk/combined vessels, containers vessels), 42% “non-cargo” (fishing,
passengers, tug boats etc.) and 17% military, for a global gross tonnage of the order of
650 millions [1]. A much larger number of leisure (or pleasure, recreational) boats is
sailing near the shores.

Since the marine navigation is a potentially dangerous activity for the people
involved as well as for the environment, a more efficient and a more controlled nav-
igation is required to lower the risks and to increase the overall maritime safety.

To get these achievements, the Vessel Traffic Service (VTS) has been introduced by
the International Maritime Organization (IMO) in 1985 and then updated in 1997 with
the Resolution A.857 [2]. The VTS is a service implemented by a Competent
Authority, designed to improve the safety and efficiency of vessel traffic and to protect
the environment [2].

Unlike the Air Traffic Control (ATC) which directs aircrafts through controlled
airspace [3], VTS only provides guidelines for procedures and manoeuvres in a crowded
marine area, as well as information requested by the crew. Hence, outside the harbour
waters the VTS has no any authority to impose speed and route to follow which are
demanded to the captain’s decision.

In addition to being a “VTS target”, all ships of 300 gross tonnage (or more)
engaged on international voyages and all cargo ships of 500 gross tonnage (and
upwards) even if not engaged on international voyages, and finally all passenger ships,
are required to carry on an Automatic Identification System (AIS) transponder [4, 5]
capable of automatically exchange relevant information about the ship with other ships
and with coastal stations, providing a kind of Automatic Dependent Surveillance. The
primary use of AIS is to permit each equipped ship to “see and be seen” by other ships.
Concerning the related radio link, AIS uses the VHF region: Channel A 161.975 MHz,
Channel B 162.025 MHz, with a particular Self-Organized Time-Division Multiple
Access (SO-TDMA) to the radio channel. The maximum distance in this ship-to-ship
radio communication is limited by propagation over sea of the used waves and,
depending on the environment and VHF antenna height, it is about 20 nm (nautical
miles, one nautical mile equals 1852 m), while marine radars, operating in the
microwave region, are generally propagation-limited to about half this figure. The
aforementioned autonomous operation of vessels, however, does not help to achieve a
well-organized marine traffic and, based on raw AIS or radar data, little can be said – in
general – about the overall way in which ships are positioned in a given area and about
the distribution of their mutual distances. The type of ship, and its destination, are only
available for AIS-equipped vessels. The model proposed in this paper is aimed to infer
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some characteristics of all marine traffic for every type of vessels, including
non-cooperating ones whether they are VTS targets or coastal radar targets.

The knowledge of the distances between pairs of ships can be useful to evaluate the
minimum safety separation as well as, more important from the scientific point of view,
the mean numbers of marine radars [6] in visibility that can interfere with the on-board
radar of a given ship [7]. These visibility results can also be useful to evaluate the load
of the AIS radio channels for applications such as performance analysis and installation
planning of coastal AIS stations.

Even in the Global Navigation Satellite System (GNSS) era, the on-board radar
sensor remains of fundamental importance to avoid obstacles such as non-cooperating
(e.g. small) vessels and to visually acquire the coastline and the islands. Based on the
IMO regulations [8, 9], the main characteristics of marine radars are: frequency band
from 9300 to 9500 MHz in the X-band and 2900–3100 MHz in the S-band, and for the
acceptable values (worst case): range accuracy 30 m; angular accuracy 1°; range res-
olution 40 m; azimuthal resolution 2.5°; minimum distance of detection from 5 nm for
small ships to 20 nm for high coasts (60 m); probability of detection 0.8; probability of
false alarm 10−4.

The traditional marine radar systems are based on the low-cost commercial mag-
netron technology with relatively high peak power levels (up to 25–50 kW) [6] and a
small duty-cycle, of the order of 2 � 10�4 � 7 � 10�4. The simplicity and low-cost of
these magnetron radars is, unfortunately, associated with the short life of the mag-
netrons themselves, of the order of one (or a very few) thousand hours, therefore calling
for a frequent and expensive maintenance.

In the recent years a new generation of marine radar is being developed using the
solid-state transmitter technology. These radar systems have a lower cost of mainte-
nance, an operational life of the order of 50000 h and the absence of high voltage
circuitry. They work with low peak power levels (hundreds of W) using pulse com-
pression (coded pulse in transmission and matched filter in reception) with a variable
duty-cycle up to 10%. A basic drawback of the use of “long pulse”, i.e. high
duty-cycle, has been known for many years, but not yet seriously considered till now,
excluding a single paper, [10] (Sect. 7, p. 163), where it is clearly stated: “the inter-
ference effects that such a radar might cause on existing marine radars may be
catastrophic”. These effects become critical when the traffic density (number of ships
per nm2) increases. Although today the solid-state marine radars still have minimal
diffusion, they are expected to represent the future solution for marine radar systems
and several companies are introducing them on the market. For this reason, it is very
interesting to study the damaging effects of the mutual interferences among different
marine radars, a topic which in our opinion has not received enough attention, yet.

The aim of this paper is to evaluate the degradation of detection capability when
more radars operate in mutual visibility conditions. This study starts from the definition
of a statistical model for the distance between pairs of radars, derived using real data on
six areas of the Mediterranean sea (see Fig. 1). The model has been derived from
real-world AIS data kindly provided by the Italian Coast Guard for the week Feb. 23rd–
Mar. 1st, 2015.
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Section 2 describes the present and the future relevance of the interference prob-
lem, reporting some first experimental results obtained in Germany [11].

In Sect. 3 the AIS data are presented with the related statistical analysis in which
the parameters of the Gamma and Generalized Gamma models are estimated.

Section 4 considers the truncation of the distribution of the mutual distances in
order to evaluate the mean number of ships in a given region, for example for radar
applications. A simplified truncated model with only one parameter has been developed
for the mutual distances. The relationship between the model parameters and the
topology of the traffic has been investigated.

In Sect. 5 the degradation of detection capability, when more radars operate in
mutual visibility conditions, will be evaluated.

2 Present and Future Relevance of the Interference Problem

Marine radars of various dimension and quality, between the consumer and the pro-
fessional class, are produced by about ten medium or large international companies
worldwide, from Japan to USA to UK to New Zealand and Italy. Presently, nearly all
marine radar use magnetron transmitters, mostly in the X band (9375 or 9410 MHz
with 20 to 30 MHz tolerance) with a pulse width selectable from very short – about
50 ns – for short-range operation to the order of 0.9 or 1 µs for maximum instrumented
ranges. As the interfering pulses coming from nearby radars are asynchronous, they are
suppressed from the operator’s view by a simple Interference Rejection (IR) circuit,
which analyses two successive sweeps of radar video at constant range and detects any
sharp variations of its level, provided it is well above noise level. The rationale for that
is the strong correlation of valid pulses in the dwell time. A sharp sweep-to-sweep

Fig. 1. View of the six Mediterranean areas.

Analysis and Possible Mitigation of Interferences 299



variation is attributed to an interfering pulse, and the pertaining range cell is sup-
pressed, or better, its content is changed into another one, e.g. the one of the previous
sweep (of course, without adding any information about the target to be detected).
When the duty cycle of marine radar is that of the magnetron ones, i.e. between 10–4

and 10–3, the pertaining detection loss may be tolerated. Since the early 2010’s, the
main marine radar suppliers are selling radars with solid-state transmitters, whose duty
cycle is about one hundred times the magnetron ones, making unacceptable the
detection loss due to the IR circuit. The problem will arise in the next few years, when
these new type of radar will interfere the much more widely used magnetron ones. Of
course it is not possible to modify the so many magnetron radars which will operate for
many years, hence the relevance of this problem, which will be followed by the
problem of solid-state to solid-state interference later on.

By the Joint IMO/ITU Expert Group on maritime radio-communication matters a
first example of experiments aimed to better understand the interference effects between
solid-state radar (SS) and classic magnetron radar (MG) was carried out on October 21,
2014 at the Kiel harbour (Germany) using a MG radar operating at 9375 MHz and a SS
radar with pulse compression and selectable modes from 9200 MHz up to 9420 MHz
in steps of 20 MHz [11]. It resulted that for distances lower than 0.5 nm the MG radar
is sensitive to SS interference, even if the interferer’s frequency is far (with a difference
of 55 MHz and up to 135 MHz) from 9375 MHz. this means that the classical inter-
ference rejection technique available on MG radar is not capable to suppress the
interference due to SS radar. This effect decreases with the distance increasing, still
remaining present up to 2 nm. Therefore, the operation of the standard marine radars
(MG) and pulse compression radars (SS) in the same area seems to be problematic, and
the interfering radar does not get an indication that it is causing interference to another
radar. IMO/ITU EG suggests further studies to be carried within ITU-R.

Similar problems are expected in the automotive sector with the exponentially
increasing diffusion of 74 GHz radars, whose available spectrum, 5 GHz wide (74 to
79 GHz), could be extended to the 81 GHz band [12]. In the automotive application
area of radar, the interference problem has been treated by the European Union’s “More
Safety for All by Radar Interference Mitigation”, MOSARIM project [13]: further
details can be found in http://cordis.europa.eu/project/rcn/94234. The MOSARIM’s
presented results only suggest well-known and trivial things such as time, frequency,
polarization or code diversity: an example of how money from the European Union tax
payer goes to the profits of large Corporations and their supporting entities, not to the
benefit of the European citizen.

3 The Marine Traffic Model

In this section the statistical model for the mutual distances is derived from the AIS
data. The General Command of the Italian Coast Guard kindly provided the AIS data
for the week February 23rd–March 1st, 2015 related to six areas: (1) Central Adriatic,
(2) Otranto Canal, (3) Central Tyrrhenian, (4) Messina Strait, (5) Canal of Sicily and
(6) Dardanelles/Bosporus (see Fig. 1). For more details see Table 1. Each area was
sampled at regular intervals of four hours from midnight [7, 14].
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3.1 Analysis of the AIS Data and Their Distribution

From the first analysis of the AIS data, we derived the time slot with maximum number
of ships in each area, as shown in Table 2. In the following we refer to the area with the
highest traffic as the area with the largest number of ships.

The density z of en-route ships is calculated as the number of ships over the
percentage of sea in the highest traffic condition. We extrapolated ships’ positioning
information from the AIS data related to Table 2 (i.e. highest traffic condition) for each
area. We used the flat earth approximation for distance due to the small-sized areas
(max distance is about 370 nm in Area (6)). Figure 2 shows the AIS positions of the
vessels for Central Adriatic.

Table 1. Main characteristics of the six areas.

Area Point N-E
(DMS)

Point S-O
(DMS)

Total surface
[nm2]

Sea surface
[nm2]

Sea
[%]

(1) Central Adriatic 44°10′18.40″N 42°09′26.58″N 22632 13600 60
15°55′16.71″E 12°43′13.25″E

(2) Otranto Canal 41°12′57.47″N 39°31′42.97″N 17712 12300 69
20°01′18.74″E 17°12′28.32″E

(3) Central Tyrrhenian 41°07′27.98″N 39°46′07.02″N 8455 6700 79
14°40′34.17″E 12°55′19.09″E

(4) Messina Strait 38°55′08.47″N 37°13′27.60″N 20384 13700 67
17°33′00.99″E 14°10′22.01″E

(5) Canal of Sicily 37°56′26.98″N 35°59′03.12″N 30186 22800 75
14°14′01.89″E 09°56′44.44″E

(6) Dardenelles
Bosporus

41°21′26.79″N 39°05′16.24″N 60112 21700 36
31°32′03.49″E 24°09′53.99″E

Table 2. Maximum number of ships per each area and their density z: Data for the week
February 23rd–March 1st, 2015.

Area Day and time (in
May, 2015)

Max number of
ships, N

Ships’ density

z ships
nm2

h i
� 10�3

(1) Central Adriatic Tue 24th 04:00 285 20.88
(2) Otranto Canal Tue 24th 08:00 46 3.74
(3) Central Tyrrhenian Fri 27th 08:00 45 6.72
(4) Messina Strait Fri 27th 16:00 74 5.40
(5) Canal of Sicily Fri 27th 08:00 104 4.56
(6) Dardenelles Bosphorus Thu 26th 12:00 53 2.44
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It is known that the traffic in Central Adriatic in early morning is mainly made of
fishing boats (88%) whose positions are someway randomly distributed, while in the
Canal of Sicily are present cargos (20%) following some well defined (non random)
routes.

If n indicates the total number of ships in the area in a specific time slot (e.g. the
highest traffic condition), the number of mutual distances is:

N ¼ n � n� 1ð Þ
2

ð1Þ

It is worth to note that the N distances are not statistically independent because they
are “mutual” among ships: given n ships, if only one of them is moved, n� 1 distances
do change.

3.2 Statistical Analysis of Inter-ship Distances

The ship-to-ship random distance R can be fitted with a probability density function
fR rð Þ having the following properties: fR rð Þ ¼ 0 when r � 0 and lim

r!1 fR rð Þ ¼ 0.

A suitable candidate for this positive random variable is the Gamma model whose
parameters may be related to the density of ships. According to the performed
“Goodness of Fit” analysis the Rayleigh distribution (or “one parameter” Gamma)
does not provide the best fitting because of the very different traffic conditions difficult

Fig. 2. Distributed traffic of Area (1) Central Adriatic.
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to be modelled with only one parameter. On the other hand, the Gamma density
function [15]:

fR rð Þ ¼ kb

C bð Þ r
b�1e�kr r � 0 ð2Þ

where C bð Þ ¼ R þ1
0 yb�1e�ydy is the Gamma function, having two-parameters (i.e. the

scale parameter k and the shape parameter b), can better match the empirical data. In
order to improve the model of the AIS data, a third parameter l can be added in Eq. (2)
obtaining a Generalized Gamma model [16]:

f GENR rð Þ l � kbl
C bð Þ rbl�1e� krð Þl r [ 0 ð3Þ

The quantities b; l are the shape parameters. These parameters can be estimated by
the Maximum Likelihood (ML) method, which leads to a system of non-linear equa-
tions whose solutions are the values shown in Table 3 for Gamma model and Table 4

for Generalized Gamma. For the Gamma model the ratio bmR
z

nm3

ships

h i
gives an idea about

the topology of the traffic on the considered sea surface (e.g. en-route or randomly
distributed): a low ratio values correspond to a distributed, or random, topology (i.e.
Central Adriatic, Area (1)), while higher values are related to a route, more regular
topology (for example, in Otranto Canal (2), Messina Strait (4) and Canal of Sicily (5)).

The sample size for each area is varying from 990 distances (with sample mean of
32.81 nm, Area 3) to 40470 distances (with sample mean of 55.64 nm, Area 1); day
and time are listed in the above Table 2. In both Tables, using the estimated parametersbbML, bkML, blML, the mean values bmR (in nm) are also shown. They are very close to the
sample means.

Moreover we observe that the ML estimation of l leads to a system of three non
linear equations where the µ-th power of the sample values (i.e. the measured dis-
tances) is present. Therefore it is necessary to find that value of l whereby the
derivative of the Likelihood function, f ðlÞ, is equal to zero (see Fig. 3). However, as

Table 3. Estimated parameters of the Gamma model for the six areas.

Area Gamma Model bmR ¼ bbMLbkML

nm½ � bmR=zbbML bkML ½nm�1� � 10�3

(1) 2.1542 38.7 55.66 2.66
(2) 1.9371 47.2 41.04 11.0
(3) 2.0472 62.4 32.80 4.88
(4) 2.4059 42.9 56.08 10.4
(5) 1.8674 34.7 53.81 11.8
(6) 1.5753 27.4 57.50 23.5
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shown in Fig. 3, the values of f ðlÞ in the field of practical interest, i.e. 0\ l\ 3, are
close to zero, i.e. there are sub-optimal solutions (values of bl) that can be considered,
including bl ¼ 1.

The use of bl ¼ 1 simplifies the model leading back to the Gamma model that looks
more convenient than its generalization (see also in the following).

In order to validate the estimated parameters bbML; blML;
bkML the

Kolmogorov-Smirnov test and the v2 test [15] should be applied with the null hypothesis
being (respectively for the Gamma and the Generalized Gamma distribution):

H0: F rð Þ ¼ FR rð Þ or H0: F rð Þ ¼ FGEN
R rð Þ

However, since the N distances are not independent, the tests reject too often the
null hypothesis H0 [17], and cannot be effectively applied in the present case. Anyway,

Table 4. Estimated parameters of the Generalized Gamma model for the six areas.

Area Generalized Gamma model

bmR ¼
C bbML þ 1blML

� �
bkMLC bbML

� �bbML blML bkML ½nm�1� � 10�3

(1) 0.6061 2.287 11.9 55.63
(2) 0.8303 1.709 19.1 41.01
(3) 0.3334 3.576 16.5 33.04
(4) 0.3939 3.525 10.6 55.89
(5) 0.3848 3.03 10.3 53.63
(6) 0.7918 1.559 13.1 57.63
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Fig. 3. The derivative of the Likelihood function for the estimation of the Generalized Gamma
parameter l. The blML is obtained posing f ðlÞ ¼ 0
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a visual inspection gives a fairly good idea of the goodness of fit of the measures
mutual distances with these distributions. In fact, in Figs. 4 and 5 the histograms of
distances are presented with the overlapped Gamma and Generalized Gamma models.

In some cases, e.g. Areas (3) and (5), the Generalized Gamma model is not the best
fit because the third parameter l improves the fitting only locally. Hence, the Gamma
model with parameters k and b will be used in the remaining part of this paper.
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Fig. 4. Histogram and densities of R for Area (1).
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Fig. 5. Histogram and densities of R for Area (5).
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4 Radar Visibility

We have shown that the distances between pairs of ships can be modelled with a
random variable R distributed according to a Gamma model with parameters b and k.

It can be useful to consider, for a generic ship, the mean number of vessels in the
surroundings within a specific area. This need refers to the VHF communications as
well as to the radar interferences due to solid-state marine radars on board nearby other
vessels [7]. In the radar case the optical horizon (with the 4/3 earth propagation model)
and the heights of ships must be considered in order to compute the maximum distance
at which two on-board radars may interfere. This radar horizon is related to the heights
of on-board radars hk and hi as shown in Fig. 6.

In standard atmosphere, making use of the equivalent earth radius
re ¼ 4

3 rearth ffi 8500 km, the horizon Rki is:

Rki ¼ Rk þRi ffi
ffiffiffiffiffiffi
2re

p
�

ffiffiffiffiffi
hk

p
þ

ffiffiffiffi
hi

p� �
ð4Þ

The antenna height is not included in AIS data, hence we empirically estimated the
relation between the length x in meters (as provided by AIS) of the ship and the radar
antenna height h (in meters) [7]:

h ¼ 0:7825 � x0:728 ½m� ð5Þ

For example, considering a cargo of 150 m, the antenna height is circa 30 m. If we
consider two cargos with their radar antenna at 30 m above sea level, the optical
horizon is about rMAX ¼ 35 nm, while it becomes rMAX ¼ 10 nm for small boats, with
antenna heights of the order of 4 m. In this section we focus only on the latter case
(rMAX ¼ 10 nm).

Let’s consider an all-sea circular section with diameter rMAX . It is possible to
calculate the average number of ships randomly distributed in this circular sea surface
through the probability that the mutual distances among them should not exceed rMAX :

P R � rMAXf g ¼ 1
C bð Þ

Z x

0
e�ttb�1dt ¼ c b; xð Þ ð6Þ

ℎℎ
Fig. 6. Radar visibility between ships k and i.
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where cðb; xÞ is the Incomplete Gamma Function [18] with x ¼ k � rMAX . The param-
eters b and k have been estimated with the Maximum Likelihood method for each area
(Table 2). Multiplying the probability in Eq. (5) by the total number of ship in the area
we obtain the expected number of ships inside the related area.

The probability density of the random variable R, i.e. the mutual distance among
the nships vessels in the area (with 0 � R � rMAX), is given by the conditional density
function of Eq. (2):

f rjR � rMAXð Þ ¼
fR rð Þ

FR rMAXð Þ 0\ r\ rMAX

0 r � rMAX

				 ð7Þ

This conditional density function can be computed using the already described
Gamma model. Using Eq. (7) to compute the conditional density model from the
Gamma model with parameters b; k it is readily obtained:

f rjR � rMAXð Þ ¼ kbxb�1e�kx

cðb;krMAX Þ 0\ r\ rMAX

0 r � rMAX



ð8Þ

In Eq. (8) we have added the third parameter rMAX named truncation parameter
which considers the maximum distance at which the model should be considered (e.g.
the optical horizon).

To estimate b and k in Eq. (8), having fixed the value of rMAX , a closed-form
solution such as the well-known one for the Gamma and Generalized Gamma distri-
bution does not exist. The problem of finding the maximum for the Likelihood function
has to be solved by a non-linear optimization method. In particular, we have used the
Nelder-Mead algorithm [19]. This estimation often gives very low values for k, as
shown in Table 5 for Areas (1)–(3).

Therefore, a different model with k ! 0 has been considered for the “short range”
(i.e. r\ rMAX , having set rMAX ¼ 10 nm) distance between a pair of vessels.

Table 5. Estimation of b; l, k for rMAX ¼ 10 nm.

Area Truncated
Gamma

Truncated Generalized
GammabbML

bkML½n:m:�1� bbML blML bkML½n:m:�1�
(1) 1.46 9:3� 10�12 1.46 1 9:5� 10�14

(2) 1.58 2:7� 10�12 1.59 1 2:7� 10�12

(3) 1.25 3:6� 10�12 1.26 1 3:7� 10�12

(4) 1.02 0.012 0.19 5.25 6:9� 10�4

(5) 0.99 0.017 1.21 0.82 0.015
(6) 1.74 0.078 0.22 7.10 0.09
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If k ! 0 in Eq. (8), the only remaining term is xb�1 multiplied by a constant c
depending on b. Posing b ¼ b� 1 we obtain:

f rjR � rMAXð Þ ¼ c � xb ð9Þ

the unity area condition for Eq. (9) leads to: c ¼ bþ 1
rbþ 1
MAX

. Therefore, the conditional

density function for truncated distances with a single parameter b is:

f rjR � rMAXð Þ ¼
bþ 1
rbþ 1
MAX

� rb 0\ r\ rMAX

0 r � rMAX

(
ð10Þ

Normalizing with respect to rMAX , i.e. posing br ¼ r
rMAX

in Eq. (10) and multiplying
for rMAX , it results:

rMAX � fR rjR � rMAXð Þ ¼ bþ 1ð Þ � brb 0\br\ 1
0 br � 1



ð11Þ

If k ! 0 (see Table 3) the Gamma model leads to Eq. (11) and if b ! 0 the model
of Eq. (11) converges to the uniform-like distribution. Figure 7 shows Eq. (11) for
different values of b between 0 and 1.

In the following, we show the results related to Central Adriatic and Canal of Sicily.
It is known that the traffic in Central Adriatic is mainly due to fishing boats whose
positions are someway made of a large number of randomly distributed clusters, while
in the Canal of Sicily the vessel traffic can be classified in: traffic near the coast, where
fishing boats are the majority with some possible localized clusters of boats, and traffic
along the sea routes where cargos, containers and tankers prevail.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5
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2
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 = 0.25
 = 0.45
 = 0.60
 = 1.00

Fig. 7. Normalized Conditional density model rMAX � f rjR � rMAXð Þ.
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In particular Figs. 8 and 9 show the estimated values of b using all data during the
week Feb 23rd–Mar 1st, 2015 (seven days, six values per day, 42 values in total) versus
the ship’s density (number of ships per unit area) for Area (1) and Area (5) respectively.

Fig. 8. Estimated values of b for Area (1) Central Adriatic.

Fig. 9. Estimated values of b for Area (5) Canal of Sicily.
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Observing Figs. 8 and 9 the following considerations can be done.

• If the density of ships is much lower than 2:5� 10�3 [ships/nm2] (in Central
Adriatic this situation occurs mostly during the weekend when the fishery is
strongly reduced), the low number of samples does not allow us to estimate b
correctly.

• For Area (1) increasing the density, i.e. when the density is greater than 2:5� 10�3

[ships/nm2], the estimated b increases up to 0.5 circa. For the maximum density of
20:88� 10�3 [ships/nm2], b is 0:461 (dashed circle in Fig. 8); this case corresponds
to the traffic shown in Fig. 2 (251 fishing boats and 33 other vessels).

• For Area (5) the density always remains below 5� 10�3 [ships/nm2]. Considering
the two higher observed densities (dashed circles in Fig. 9), i.e. 4:56� 10�3 and
4:47� 10�3 [ships/nm2], corresponding to the traffic shown in Figs. 10 and 11, the
estimated b results 6:1� 10�8 and 0:4558. The different conditioned distribution is
due to the fact that in the first case (h: 08:00), in comparison with the second one (h:
00:00), the presence of a greater number of fishing vessels (close each other) implies
an increase of the short ranges into the interval (0, rMAX ¼ 10 nm). In the second
case the decrease of fishing boats in few localized clusters and the increase of the
others (cargos, containers and tanks) cause an increase of the higher ranges.

Fig. 10. Distributed traffic of Area (5) Canal of Sicily, Friday 27th h: 08:00 and estimated
truncated density function. Fishing boats: 62 (60%), others: 42 (40%).
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• For the Canal of Sicily a third case (Saturday 28th h: 08:00) is shown in Fig. 12
when cargos, containers and tanks are predominant in comparison with the fishing
boats. The density of ships is low, z ¼ 2:46� 10�3 [ships/nm2], and no clusters of
fishing are present. The other vessels, i.e. cargos, containers and tanks, are more
uniformly distributed along the routes. It results b ¼ 0:7265.

Table 6 reports the ML estimate of b for the six marine areas considering the
maximum observed density of ships for each area with rMAX ¼ 10 nm.

From Table 6 we can find very low values for b in areas (4) and (5). It is worth to
note that in Area (6) b is comparable with the one in Central Adriatic although the area
provides a main route. This effect is due to the presence, in Area (6), of two different seas

(Aegean Sea and Sea of Marmara) as well as of Dardanelles, with the likely effect
of strongly distorting the behaviour of ships’ distances with respect to the open sea. In
general, the sea percentage in Table 1 also gives an idea about the reliability of the b
values.

From the previous results we can assert that when the density of ships is high enough
to validate the results, b are strongly dependent from the topology of the observed traffic
and from the geographic area: b close to 0.5 represents the presence of many clusters of
ships uniformly distributed over the sea, prevalently due to small boats near to the coast
(fishing boats). Values of b close to zero denote the absence of grouping of small boats,
i.e. in this case large vessels are present away from the coast along the routes.

 Passengers (> 150 m)  Passengers (< 150 m)  Cargo  Container 
 Fishing  Tanker (> 250 m)  Tanker (< 250 m)  High Speed Craft 

Fig. 11. Distributed traffic of Area (5) Canal of Sicily, Friday 27th h: 00:00 and estimated
truncated density function. Fishing boats: 31 (30%), others: 71 (70%).
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5 Probability of Detection

To evaluate the effects of the interferences on the probability of detection, we define
(Fig. 13) the time of overlap Tover ¼ si þ sk as the interval with no interfering pulses,
where sk and si are the pulse-width of the ship “k” (victim) and of the ship “i”
(interfering) radars (independent radar operation is assumed) and t
 is the leading edge
of the “victim” radar pulse.

The probability that n interfering pulses with repetition frequency PRFi fall into the
interval Tover is (Poisson law):

pi nð Þ ¼ PRFi � Toverð Þn
n!

e�PRFi�Tover ð12Þ

The probability that n interfering pulses with repetition frequency PRFi fall into the
interval Tover is a Poisson law:

pi nð Þ ¼ PRFi � Toverð Þn
n!

e�PRFi�Tover ð13Þ

Passengers (> 150 m) Passengers (< 150 m) Cargo Container
Fishing Tanker (> 250 m) Tanker (< 250 m) High Speed Craft

Fig. 12. Distributed traffic of Area (5) Canal of Sicily, Saturday 28th h: 08:00 and estimated
truncated density function. Fishing boats: 8 (14%), others: 48 (86%).

Table 6. Maximum Likelihood estimate of b with rMAX ¼ 10 nm:

Area (1) Area (2) Area (3) Area (4) Area (5) Area (6)bbML
0.461 0.589 0.257 1:9� 10�6 6:1� 10�8 0.455
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Supposing that in an ideal condition (no noise, no clutter) the “single hit” prob-
ability of detection pd is very close to 1. In the presence of NI interfering pulses, pd
decreases as:

pdðNIÞ ¼
YNI

i¼1
pi n ¼ 0ð Þ ¼ exp �

XNI

i¼1
PRFi � Tover

h i
ð14Þ

Supposing that all interfering ships are solid state type with same duty cycle (dI),
PRFi ¼ 1000 Hz and s is variable from 10 ls to 100 ls (dI up to 10%), while for the
magnetron radar s ¼ 0:05 ls, Eq. (14) when NI \ 40 can be simplified as:

pd NIð Þffi exp �a � NI � dI½ � ð15Þ

with a ¼ 1 when the radar victim is a magnetron type, and a ¼ 2 when the victim is a
solid state type. Figures 14 and 15 show the reduction of the probability of detection,
pdðNIÞ, when the victim radar is a magnetron type and a solid state one, respectively.

Fig. 13. Time of overlap.

Fig. 14. Probability of detection pd NIð Þ (left axis) and probability of interference PInt (right
axis) versus the solid state duty cycle, varying the number of interfering ships. Victim is a
magnetron radar, interfering ships are all of the solid state type, pd 0ð Þ ¼ 1.
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The number of the interfering ships is: NI ¼ 2; 5; 10; 15; 20. The axis on the right
represents the probability of interference. We define the “probability of interference”
PInt as the probability of at least one interfering pulse in the interval Tover, i.e. the
complement to 1 of Eq. (14). A few interfering ships, also for a low duty cycle,
drastically reduce pd under the IMO limit of 0.8, especially when the victim is a solid
state radar as shown in Fig. 15. Note that the computation of these probabilities does
not include the effect of the azimuthal integration of pulses, which will be discussed in
the next Section. Moreover, the “raw” assumption was made that any interfering pulse
“blanks” the overlapped valid pulse.

5.1 Azimutal Integration of Pulses

Considering the range of the typical antenna parameters for marine radar, i.e.: azimuth
−3 dB beamwidth, rotation speed and PRF, the number of azimuthal pulses available
for integration can vary from a few units to some tens (i.e. in most cases N ranges from
5 to 30 pulses).

The video integration is implemented in digital form using an A/D converter after
the envelope detector. For the evaluations, we consider the simple case (widely used in
the past for its ease of implementation) of a 1-bit converter, leading to a closed-form
expression, i.e. the Binomial law, [20]. It corresponds to a threshold detector operating
directly on the output of the envelope detector, followed by an accumulator which
counts up to M “hits” out of N before generating an output alarm. This is the
well-known binary Moving Window, MW extractor. In the case of noise alone the
single hit probability of false alarm, pfa (written in lowercase), at the input of the
extractor, is:

Fig. 15. Probability of detection pd NIð Þ (left axis) and probability of interference PInt (rigth
axis) versus the solid state duty cycle, varying the number of interfering ships. Both victim and
interfering radars are of the same solid state type (and parameters), pd 0ð Þ ¼ 1.
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pfa ¼ exp � T2

2

� �
ð16Þ

where the threshold T has been supposed normalized to the rms noise value. Then the
relationship between N, the detection thresholds (i.e. the primary, T , and the secondary,
M) and the probability of false alarm at the output of the extractor, PFA (written in
uppercase), is (Binomial law):

PFA ¼
XN

k¼M

N
k

� �
pkfa � 1� pfa

� �N�k ð17Þ

For each M, fixing PFA, for example 10�6, the probability pfa is evaluated by
Eq. (17) and the threshold T is estimated inverting Eq. (16). In the case of signal plus
noise, the probability of detection on single hit, pd (written in lowercase), depends on
the target model. For a non-fluctuating (steady) target with a given Signal-to
Noise-Ratio, SNR, it is [21]:

pd ¼
Z þ1

T
v � exp � v2

2
� SNR

� �
I0 v

ffiffiffiffiffiffiffiffiffiffiffi
2SNR

p� �
dv ð18Þ

where I0 �ð Þ is the modified Bessel function of the first kind. At the output of the
extractor the probability of detection, PD (in uppercase), is given by:

PD ¼
XN

k¼M

N
k

� �
pkd � 1� pdð ÞN�k ð19Þ

The optimum threshold M is chosen by minimizing the SNR with fixed PFA and
PD. Of course this way of integrating pulses causes losses with respect to a perfect
(coherent) integrator exploiting the full dynamic range. For a steady target, PD ¼ 0:9
and a PFA ¼ 10�6, the use of only 1-bit introduces an extra loss of –1.6 � –1.5 dB
which may be accepted because 1-bit A/D conversion offers significant protection
against interference from random pulses of large amplitude. No matter how large the
interfering pulse is, it can only add “1” to the count of first-threshold crossings.

It has been shown in [20] that the optimum threshold M (which minimizes the
Signal to Noise Ratio, SNR), for a number of pulses of 10, 20 and 30 is MOpt ¼
6; 10; 14 respectively. For N = 20, MOpt ¼ 10 and steady target, the single hit proba-
bility of detection pd and the probability of false alarm pfa are 0.62 (0.72) and 0.0806
when PD ¼ 0:90ð0:99Þ and PFA ¼ 10�6 respectively. The probability pd in Eq. (19)
should not be less than the previous values, but with interference, i.e. PInt [ 0, the pd
values decrease reducing the PD and bringing it below the IMO requirement of 0.8 also
for low probability of interference (less than 25%) as shown in Fig. 16 (solid line).
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Substituting in Eq. (15) the probability pd NIð Þ with 1� PInt and inverting this
relationship, i.e.:

dI ¼ � 1
a � NI

ln 1� PIntð Þ ð20Þ

reading in Fig. 16 the values of PInt when PD reaches 0.8, by Eq. (20) the maximum
duty cycle tolerable can be evaluated as shown in when the victim and interfering
radars are a solid state type (a ¼ 2 in Eq. (20)). When the victim is a magnetron radar,
a ¼ 1 in Eq. (20) and the duty cycle doubles.

Increasing the threshold M up to 15 (leaving unchanged the SNR), the integration
results more robust with respect to the effect of the interferences on the PFA, however
the probability of detection worsens as reported in Fig. 16 (dashed line). It can be
concluded that the presence of interferences, also with low probability, strongly
reduces the probability of detection when most vessels will use solid state radars,
unless their duty cycle is kept low, i.e. generally below 1% and less than about 0.2% in
high traffic as Area (1), see first row of Table 2 and second row of Table 7.

Fig. 16. Probability of detection after integration versus the probability of interference for
N = 20, M = 10, 15. (Non-fluctuating target).

Table 7. Maximum duty cycle for PD = 0.8.

MW: N ¼ 20; M ¼ 10; “victim” SS,
“interfering” SS

PD NI ¼ 5 NI ¼ 10 NI ¼ 15 NI ¼ 20
0.90 0.84% 0.42% 0.28% 0.21%
0.99 2.36% 1.18% 0.79% 0.59%
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6 A Possible Mitigation Method

As a matter of fact, while in marine magnetron radars (having a duty cycle much below
10−3) the mutual interference can be easily managed using simple techniques as the
above-referenced Interference Rejection (IR) circuit, in solid state marine radars (whose
duty cycle is typically of the order of 5% to 15%) the opposite is true. Pertaining
solutions are not easily found. In the general radar (and radio communications) context,
the interference problem is dealt with diversity in one or more parameters: frequency,
space, time, polarization, code. For the problem at hand, the limited band allocated to
marine radars, associated with the relatively wide band of their high-resolution and
short-range operating modes, and with the lack of coordination between vessels con-
cerning radar operation, does not show many potential for frequency multiplexing. The
same applies of course to the emission time. Concerning the space parameter, the usage
of ultra-low side lobes antennae could limit interferences to the main lobe, but the cost
of these antennae is likely out of the budget of the marine market. Polarization diversity
only permits to radiate pairs of orthogonal signals, and the same applies to Up and
Down Chirp codes, while the traffic analysis presented before underlines the need here
for N-ples (with N � 1, order of tens), not pairs, of orthogonal signals.

6.1 Noise Radar Technology as a Possible Solution

Noise Radar Technology (NRT) is a way being investigated to try to mitigate the
problem presented in this paper, see [22–24]. However, the related costs are probably
beyond the affordable costs for simple radar sets on board of fishing or leisure boats;
therefore we are studying some innovative marine radar architectures to be presented in
future works.

The problem of solid-state radar interferences must be handled by considering
separately the effect against magnetron and against solid-state radars. The main reason
driving this way to study the problem is the technological background behind the two
kinds of radars: magnetron has no big possibilities to be re-designed since its main
components are quite the same from many decades, while new solid-state radar is
almost flexible in its high power chain as well as in its digital signal processing. As
previously stated, the upcoming problem is mostly referred to the interference against
magnetron, but it must not be neglected the problem among solid-state radars.

However, not much can be done to mitigate interferences against magnetrons since
the magnetron radar design is not highly capable of implementing sofisticated inter-
ference rejection techniques; limited duty cycle, lower antenna side-lobes, low trans-
mission power and frequency orthogonality are the only parameters available in
solid-state radars to mitigate the problem.

Due to the flexibility of solid-state radar, same methods could be implemented on it
to mitigate the interference against radar of the same type. In few years many
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solid-state radars are expected to operate in the same area, bringing with themselves the
possibility to interfere as well as that to be interfered. Since the allocated available
spectrum is the same for all radars vendors, it makes very difficult a strong frequency
orthogonality, as it is unbelievable to implement a sort of time-coordination among
them for obvious operating reasons; then only signal domain could be exploited to
overcome the problem. One of the most promising way to design signals at will is the
NRT [24]. Since solid-state radars use pulse-compression techniques, the main
requirements for this type of signal are related to the output of the matched filter. The
signal coming into a radar receiver might saturate it, or it might be a valid target return
or it might represent an interference. Without considering the saturation case (because
of the relative low power involved), the remaining two behaviours are respectively
related to the autocorrelation and to the cross-correlation. The key parameter is rep-
resented by the level of their sidelobes w.r.t. the autocorrelation peak: the lower the
sidelobes level, the higher the compression gain, so the higher the immunity to the
interference. This last statement is possible because the noisy signals are inherently
orthogonal to each other. In the literature signals with ultra low autocorrelation side-
lobes have been proposed [25], to discriminate, after the matched filter, a valid return
from a random interference. The requested level for autocorrelation sidelobes is about
�60 dB which is comparable with the antenna gain (about 30 dB for transmission and
30 dB for reception). Many algorithms have been proposed, especially in [26], aimed to
suppress the sidelobe region. Although they are very powerful from the point of view
of sidelobes suppression, most of them do not take into account the bandwidth limi-
tation of real radar systems. By accounting this issue, it becomes very hard to suppress
sidelobes both in auto and in cross-correlation without reducing the suppressed area.
The trade-off between the depth of suppression and the suppressed sidelobes region
length comes as the limiting key point of all algorithms. Though a couple of algorithms
such as Multi-CAO and Multi-SCAN, also with related applications [26], have been
presented in [27] to generated a set of M signals with low sidelobes and limited
bandwidth. A third powerful algorithm has been developed by the authors called Band
Limited Algorithm for Sidelobe Attenuation (BLASA), which is an enhanced version
of cyclic algorithms in [26].

BLASA is able to suppress sidelobes both in auto and in cross-correlation for a set
of M signals starting from the level of noise sidelobes, i.e. 10 log10ðBTÞ � 13 dB, [24],
where B is the bandwidth and T the pulse length, which is however optimal if very long
pulses (large T) are used since solid-state NRT allows very long pulses. An example of
the suppression sidelobes using BLASA is shown in Fig. 17 for BT = 256 with a
bandwidth of 20 MHz. Figure 18 shows the spectrum of the signal. For large BT the
computation complexity is very high and the algorithm BLASA has to be optimized.
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7 Conclusions

The empirical analysis of the AIS data has led to a Gamma model for the mutual
distances among ships, with the Generalized Gamma model being not the best solution
to fit the data. We estimated the parameters of the models through the ML method.
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Fig. 17. Autocorrelation with suppression sidelobes (continuous line) in comparison with the
input signal (dashed line).
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the input signal spectrum (dashed line).
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Considering the application related to the interferences between marine (naviga-
tion) solid-state radars, we have truncated the Gamma model to a maximum distance
rMAX in order to take into account only the ships inside the horizon. The truncation has
led to a more convenient one-parameter distribution whose parameter b is related to the
topology of the traffic in the area of interest.

The effects of interfering radar signals on the detection performance of solid state or
magnetron marine (navigation) radars depend on many variables difficult to model,
mainly related to the environment and to the specific conditions of the vessel traffic.
Considering two radars (assumed equal just for the sake of simplicity), i.e. the own and
the interfering one: in clear space, line-of-sight propagation, ideal transmission/
reception by the antenna main lobe only, the “ideal” power ratio - in the same operating
band - between the interfering signal and the radar echo of the ship having a given radar
cross section r and the interfering radar at distance R is simply 4pR2/r. The antenna
sidelobes and the filtering in reception may attenuate the interference by the figure A, so
the ratio becomes 4pAR2/r. Both power levels are equal (i.e. echo = interference) for
r = 10 square meters when the interference is attenuated by 60 dB and R is less than
about half a nautical mile, or when the interference is attenuated by 90 dB and R is less
than about 15 nautical miles, a value close to the radar horizon, or above it, in many
practical navigation radar installations. Even including the attenuation by the antenna
sidelobes (say, 50 dB considering both antennae), the needed additional 40 dB atten-
uation can be achieved in principle by frequency selectivity. However, the scope would
be very limited due to the narrow available band width (200 MHz) and to the relatively
wide band needed for the required range resolution (i.e. 20 MHz needed for the
requested 7.5 m resolution), not to mention the wide band occupied by the magnetron
transmitters (normally, from 9.38 to 9.44 MHz for the “nominal” 9410 MHz com-
mercial magnetrons), leaving not more than four frequency channels (e.g. at 9310, 9340,
9450 and 9480 MHz) to solid-state marine radars and two (at 9375 and 9410 MHz) to
the magnetron ones. Anyway, a detailed analysis of the radar interferences in the various
domains (frequency, space, time, polarization, signal coding) is beyond the scope of this
work, in which we limited ourselves to consider the presence of interfering radar pulses
(Poisson process) assuming that they simply negate the radar detection of overlapped,
valid echo pulses, with no increase of the false alarm probability. This operation is
typical of the widely used “interference blanking circuit” between successive radar
sweeps. With such a model, the effect on the “victim” depends only on temporal
considerations (pulse-width and PRT) and the probability of interference is related to the
number of vessels in radar visibility, to the PRF and to the sum of the pulse-widths
(interfered and interfering). Summing up, the driving factor is the integrated duty cycle
of the radars in the visibility area of the “victim” radar, as well as its pulse-width.

The analysis has shown that the increasing diffusion of the solid state marine radars
could represent a critical and relevant problem for the sea traffic when the percentage of
operating solid state radars will reach a few percent.

Finally, the results shown here will be refined in future studies adding a more
complete model of the “victim” radar receiver, the antenna patterns and the multipath
effects. Such studies could lead to suggest new regulations (e.g. posing a duty-cycle
limit) as well as new architectures for the next generation marine radars. Mitigation
methods based on Noise Radar Technology are another active research field.
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