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Abstract. In today’s scenario, there is quick evolution in each field which
contains majority and distinctive sorts of information. In order to differentiate
sample data from the other, the amalgamation of data mining techniques with
other useful algorithms is done. Android development is one of the major arena
where there is tremendous need to execute these calculations. Combining fre-
quent pattern calculation with clustering is extremely efficacious for android. In
this paper the work is done in two levels, initial stage concentrates on generation
of clusters and final stage deals with finding the frequent patterns.
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1 Introduction

Clustering is a unique multi-objective optimization problem solving technique of
generating set of objects that are similar to one another but dissimilar from the objects
belonging to the other set. The term “clustering” is used in several research commu-
nities to describe methods for grouping of unlabeled data. Clustering is significant in
various exploratory pattern- analysis, decision-making, grouping, machine-learning
situations, including data mining, pattern classification document retrieval and image
segmentation. Clustering techniques [1, 2, 4–6, 12] are enforced as it is tough for
humans to intuitively perceive knowledge in multi dimensional space. Here a brief
overview of each of the techniques is presented and later on the methodology along
with the main concept will be delineated.

2 Algorithms

Finding frequent patterns among various datasets requires the implementation of
Algorithms. The Algorithms is applied according to the work and objects utilized in the
subject. Below are the algorithms which is utilized in this work:
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2.1 k-Medoid Clustering

Medoids [9, 10, 15] are representative objects of a data set or a cluster with a data set
which are similar in concept to means or centroids, but medoids are always members of
a data set.when a mean or centroid cannot be defined medoids are used such as 3-D
trajectories. k- medoids algorithm breaks the dataset into groups and attempts to
minimize the list and between points labeled to be in clusters. A point is designated as
the centre of particular cluster. In k-medoids, data points are chosen as centres (me-
doids or exemplars) that works with an arbitrary metrics of distances between them.

Objects are taken in account to represent an individual cluster. For each of the
remaining objects the value is assigned to the cluster and based on the distance between
the objects the minimum cost is compared and then evaluated. This algorithm [11, 14]
is very efficacious in generating clusters which is required in most of the pragmatic
cases.

The objective function is defined as

j ¼
XK

I¼1
p2Ci

X

p2Ci

p � oij j ð1Þ

where,
E: the sum of absolute error for all objects in the data set
p: the data point in the space representing an object
oi: is the representative object of cluster Ci

2.2 Apriori Algorithm

The apriori algorithm [3] is one of the most broadly used tools for association rule
mining. It uses priori knowledge of frequent itemset property for association rule
mining. The algorithm makes use of downward closer property and is a bottom up
search which moves upward level wise in the lattice. The main idea is to produce
candidate itemsets of a given size and then verify if the count is actually large. Here
k-itemsets are used to explore (k+1)-itemset. Therefore this is an iterative process in
which we can generate the candidate of any pass by joining frequent itemsets of
previous pass.

3 Methodology

The foremost concept implemented in this paper is based on the detection of frequent
patterns in a particular cluster. Each object in the clusters have a distinct position that
may vary depending upon the points obtained and the distinct clusters are formed by
applying k-medoid clustering method along with apriori algorithm.
Step 1 Initially inputs are given as coordinates for in order to create set of clusters.

The points are then imported to the RStudio [7, 8] for further plotting of the
graph Table 1.
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Step 2 Based on this information, the values of input provided for the location of the
object are assigned with two centres of the cluster. Then the cost is evaluated
using the Minkoswki or Manhattan distance.

Step 3 Implementing the procedure of k-medoid clustering [13] method, such that
the minimum cost of traversal is obtained.

Step 4 The medoids using which the minimum cost is obtained is utilised in further
steps.

Step 5 Final clusters will be formed after applying Apriori algorithm to find the
frequent object or itemset.

Step 6 The number of objects in the corresponding clusters is highlighted by various
shapes Fig. 1.

In the above figure there are different objects assumed, having non-identical items
in the individual datasets. It is clearly displayed that the objects (triangle, star and
circle) is capable of representing any living being like human, animals which is
dynamic in nature Fig. 2.

Table 1. Number of objects

Fig. 1. Classification of objects
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This concept in successfully implemented in java environment as shown below:
Figs. 3 and 4

Fig. 2. Flow of algorithm

Fig. 3. Coordinate points
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4 Conclusion

As observed through the experimental analysis, a procedure for clustering in android
has helped in identifying the maximum number of itemsets and their existence in an
individual cluster. One of the major impact of this work is that it helps in representing
the filtered objects in the cluster which can be beneficial for Android and other plat-
forms. This work is carried out by implementing distinctive shapes and colors repre-
senting various objects that gives effective results which can be applied in Google
Maps.
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