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Preface

This volume (LNCS 10366) and its companion volume (LNCS 10367) contain the
proceedings of the first Asia-Pacific Web (APWeb) and Web-Age Information Man-
agement (WAIM) Joint Conference on Web and Big Data, called APWeb-WAIM. This
new joint conference aims to attract participants from different scientific communities as
well as from industry, and not merely from the Asia Pacific region, but also from other
continents. The objective is to enable the sharing and exchange of ideas, experiences,
and results in the areas of World Wide Web and big data, thus covering Web tech-
nologies, database systems, information management, software engineering, and big
data. The first APWeb-WAIM conference was held in Beijing during July 7–9, 2017.

As a new Asia-Pacific flagship conference focusing on research, development, and
applications in relation to Web information management, APWeb-WAIM builds on the
successes of APWeb and WAIM: APWeb was previously held in Beijing (1998), Hong
Kong (1999), Xi’an (2000), Changsha (2001), Xi’an (2003), Hangzhou (2004),
Shanghai (2005), Harbin (2006), Huangshan (2007), Shenyang (2008), Suzhou (2009),
Busan (2010), Beijing (2011), Kunming (2012), Sydney (2013), Changsha (2014),
Guangzhou (2015), and Suzhou (2016); and WAIM was held in Shanghai (2000),
Xi’an (2001), Beijing (2002), Chengdu (2003), Dalian (2004), Hangzhou (2005), Hong
Kong (2006), Huangshan (2007), Zhangjiajie (2008), Suzhou (2009), Jiuzhaigou
(2010), Wuhan (2011), Harbin (2012), Beidaihe (2013), Macau (2014), Qingdao
(2015), and Nanchang (2016). With the fast development of Web-related technologies,
we expect that APWeb-WAIM will become an increasingly popular forum that brings
together outstanding researchers and developers in the field of Web and big data from
around the world.

The high-quality program documented in these proceedings would not have been
possible without the authors who chose APWeb-WAIM for disseminating their find-
ings. Out of 240 submissions to the research track and 19 to the demonstration track,
the conference accepted 44 regular (18%), 32 short research papers, and ten demon-
strations. The contributed papers address a wide range of topics, such as spatial data
processing and data quality, graph data processing, data mining, privacy and semantic
analysis, text and log data management, social networks, data streams, query pro-
cessing and optimization, topic modeling, machine learning, recommender systems,
and distributed data processing.

The technical program also included keynotes by Profs. Sihem Amer-Yahia
(National Center for Scientific Research, CNRS, France), Masaru Kitsuregawa
(National Institute of Informatics, NII, Japan), and Mohamed Mokbel (University of
Minnesota, Twin Cities, USA) as well as tutorials by Prof. Reynold Cheng (The
University of Hong Kong, SAR China), Prof. Guoliang Li (Tsinghua University,
China), Prof. Arijit Khan (Nanyang Technological University, Singapore), and



Prof. Yu Zheng (Microsoft Research Asia, China). We are grateful to these distin-
guished scientists for their invaluable contributions to the conference program.

As a new joint conference, teamwork is particularly important for the success of
APWeb-WAIM. We are deeply thankful to the Program Committee members and the
external reviewers for lending their time and expertise to the conference. Special thanks
go to the local Organizing Committee led by Jun He, Yongxin Tong, and Shimin Chen.
Thanks also go to the workshop co-chairs (Matthias Renz, Shaoxu Song, and Yang-Sae
Moon), demo co-chairs (Sebastian Link, Shuo Shang, and Yoshiharu Ishikawa),
industry co-chairs (Chen Wang and Weining Qian), tutorial co-chairs (Andreas Züfle
and Muhammad Aamir Cheema), sponsorship chair (Junjie Yao), proceedings
co-chairs (Xiang Lian and Xiaochun Yang), and publicity co-chairs (Hongzhi Yin, Lei
Zou, and Ce Zhang). Their efforts were essential to the success of the conference. Last
but not least, we wish to express our gratitude to the Webmaster (Zhao Cao) for all the
hard work and to our sponsors who generously supported the smooth running of the
conference.

We hope you enjoy the exciting program of APWeb-WAIM 2017 as documented in
these proceedings.

June 2017 Xiaoyong Du
Beng Chin Ooi
M. Tamer Özsu

Bin Cui
Lei Chen

Christian S. Jensen
Cyrus Shahabi
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A Holistic View of Human Factors
in Crowdsourcing

Sihem Amer-Yahia

CNRS, University of Grenoble Alpes, Grenoble, France
sihem.amer-yahia@cnrs.fr

Abstract. For over 40 years, organization studies have examined human factors
in physical workplaces and their influence on the ability of an individual to
perform a task, or a set of tasks, alone or in collaboration with others. In a virtual
marketplace, the crowd is typically volatile, its arrival and departure asyn-
chronous, and its levels of attention and accuracy diverse. This has generated a
wealth of new research ranging from studying workers’ fatigue in task com-
pletion to examining the role of motivation in task assignment. I will review
such work and argue that we need a holistic view to take full advantage of
human factors such as skills, expected wage and motivation, in improving the
performance of a crowdsourcing platform.



Experience on XXX Health such as Earth
Health and Human Health Though Big Data

Masaru Kitsuregawa1,2

1 The University of Tokyo, Tokyo, Japan
2 National Institute of Informatics, Tokyo, Japan

kitsure@tkl.iis.u-tokyo.ac.jp

Abstract. We have been working in the area so called ‘Health’. In this talk, our
experiences on the problem solving for earth environmental health and human
health by big data system technologies are presented. We are wondering what
type of platform be suitable for societal health as a whole.



Thinking Spatial

Mohamed Mokbel

Department of Computer Science and Engineering, University of Minnesota
mokbel@umn.edu

Abstract. The need to manage and analyze spatial data is hampered by the lack
of specialized systems to support such data. System builders mostly build
general-purpose systems that are generic enough to handle any kind of attri-
butes. Whenever there is a pressing need for spatial data support, it is considered
as an afterthought problem that can be addressed by adding new data types,
extensions, or spatial cartridges to existing systems. This talk advocates for
dealing with spatial data as first class citizens, and for always thinking spatially
whenever it comes to system design. This is well justified by the proliferation of
location-based applications that are mainly relying on spatial data. The talk will
go through various system designs and show how they would be different if we
have designed them while thinking spatially. Examples of these systems include
data base systems, big data systems, recommender systems, social networks, and
crowd sourcing.
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Abstract. A heterogeneous information network (HIN) is a graph
model in which objects and edges are annotated with types. Large and
complex databases, such as YAGO and DBLP, can be modeled as HINs.
A fundamental problem in HINs is the computation of closeness, or rel-
evance, between two HIN objects. Relevance measures, such as PCRW,
PathSim, and HeteSim, can be used in various applications, including
information retrieval, entity resolution, and product recommendation.
These metrics are based on the use of meta-paths, essentially a sequence
of node classes and edge types between two nodes in a HIN. In this tuto-
rial, we will give a detailed review of meta-paths, as well as how they are
used to define relevance. In a large and complex HIN, retrieving meta
paths manually can be complex, expensive, and error-prone. Hence, we
will explore systematic methods for finding meta paths. In particular, we
will study a solution based on the Query-by-Example (QBE) paradigm,
which allows us to discover meta-paths in an effective and efficient man-
ner.

We further generalise the notion of meta path to “meta structure”,
which is a directed acyclic graph of object types with edge types con-
necting them. Meta structure, which is more expressive than the meta
path, can describe complex relationship between two HIN objects (e.g.,
two papers in DBLP share the same authors and topics). We will discuss
three relevance measures based on meta structure. Due to the compu-
tational complexity of these measures, we also study an algorithm with
data structures proposed to support their evaluation. Finally, we will
examine solutions for performing query recommendation based on meta-
paths. We will also discuss future research directions.

1 Background

Heterogeneous information networks (HINs), such as DBLP [5], YAGO [8], and
DBpedia [1], have recently received a lot of attention. These data sources, con-
taining a vast number of inter-related facts, facilitate the discovery of interesting
knowledge [4,6,7]. Figure 1(a) illustrates an HIN, which describes the relation-
ship among entities of different types (e.g., author, paper, venue and topic). For
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 3–7, 2017.
DOI: 10.1007/978-3-319-63579-8 1
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Fig. 1. HIN, meta paths, and meta structures.

example, Jiawei Han (a2) has written a VLDB paper (p2,2), which mentions the
topic “efficient” (t3).

Given two HIN objects a and b, the evaluation of their relevance is of fun-
damental importance. This quantifies the degree of closeness between a and b.
In Fig. 1(a), Jian Pei (a1) and Jiawei Han (a2) have a high relevance score,
since they have both published papers with keyword “mining” in the same venue
(KDD). Relevance finds its applications in information retrieval, recommendation,
and clustering [9,10]: a researcher can retrieve papers that have high relevance in
terms of topics and venues in DBLP; in YAGO, relevance facilitates the extrac-
tion of actors who are close to a given director. As another example, in entity
resolution applications, duplicated HIN object pairs having high relevance scores
(e.g., two different objects in an HIN referring to the same real-world person)
can be identified and removed from the HIN.

Relevance Computation. In this tutorial, we will explore different ways of
computing the relevance between two graph objects, for instance, neighborhood-
based measures, such as common neighbors and Jaccard’s coefficient ; graph-
theoretic measures based on random walks, such as Personalized PageRank and
SimRank. These measures do not consider object and edge type information
in an HIN. We will discuss the concept of meta paths [4,9]. A meta path is a
sequence of object types with edge types between them. Figure 1(b) illustrates
a meta path P1, which states that two authors (A1 and A2) are related by
their publications in the same venue (V ). Another meta path P2 says that two
authors have written papers containing the same topic (T ). We will discuss
several meta-path-based relevance measures, including PathCount, PathSim, and
Path Constrained Random Walk (PCRW) [4,9]. These measures have been shown
to be better than those that do not consider object and edge type information.

We will further discuss meta structures, recently proposed in [3], to depict the
relationship of two graph objects. This is essentially a directed acyclic graph of
object and edge types. Figure 1(b) illustrates a meta structure S, which depicts
that two authors are relevant if they have published papers in the same venue,
and have also mentioned the same topic. A meta path (e.g., P1 or P2) is a special
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case of a meta structure. However, a meta path fails to capture such complex
relationship that can be conveniently expressed by a meta structure (e.g., S).
We will discuss how meta structures can be used to formulate three relevance
definitions, as well as their efficient calculation.

Meta Path Discovery. There are often a huge number of meta paths between
a pair of HIN objects. This can be very difficult, even for a domain expert,
to identify the right meta paths. We will discuss a meta path discovery algo-
rithm, recently proposed by [6], where users provide example instances of source
and target objects through a Query-by-Example paradigm, to derive meta paths
automatically. We will demonstrate a HIN search engine prototype based on this
algorithm.

Query Recommendation. We will study the use of meta paths in query rec-
ommendation, where queries are suggested to web search users based on their
previous query histories. As studied in [2], it is possible to use a knowledge
base (a HIN) and its related meta-paths to perform effective query recommen-
dation. The approach is especially useful to long-tail queries that rarely appear
in query logs.

2 Proposed Schedule

The following is our proposed schedule of the 90-min tutorial.

– Introduction (15min). We will discuss the basic model of HIN, and dis-
cuss applications based on it, such as search, relevance computation, query
recommendation, and data integration (10 min). We will also introduce meta-
paths, a fundamental HIN analysis tool, and give an overview of the tutorial
(5 min).

– Main contents (60min). Next, we will introduce meta path, and how it
facilitates the computation of various relevance measures (10 min). We then
explain the process of discovering meta paths (15 min). We discuss a novel
query recommendation framework based on meta paths (15 min). We will also
present the meta structures, which is the latest development of meta paths
(15 min). We will demonstrate a HIN search engine prototype based on meta
paths (5 min).

– Conclusions (15min). We will conclude the tutorial and discuss future
directions (5 min). The rest of the time will be dedicated to Q&A (10 min).

3 Intended Audience

The tutorial is designed for researchers interested in latest development in the
field of HINs, especially regarding meta-paths for novel applications. The HIN
search demonstration will be give insight to software practitioners for developing
recommendation facilities for HINs.
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Abstract. The widespread application of mobile positioning devices has
generated big trajectory data. Existing disk-based trajectory manage-
ment systems cannot provide scalable and low latency query services any
more. In view of that, we present TrajSpark, a distributed in-memory
system to consistently offer efficient management of trajectory data. Tra-
jSpark introduces a new abstraction called IndexTRDD to manage tra-
jectory segments, and exploits a global and local indexing mechanism to
accelerate trajectory queries. Furthermore, to alleviate the essential par-
titioning overhead, it adopts the time-decay model to monitor the change
of data distribution and updates the data-partition structure adaptively.
This model avoids repartitioning existing data when new batch of data
arrives. Extensive experiments of three types of trajectory queries on
both real and synthetic dataset demonstrate that the performance of
TrajSpark outperforms state-of-the-art systems.

Keywords: Big trajectory data · In-memory · Low latency query

1 Introduction

Recently, with the explosive development of positioning techniques and popular
use of intelligent electronic devices, trajectory data of MOs (Moving Objects)
has been accumulated rapidly in many applications, such as location-based ser-
vices (LBS) and geographical information systems (GIS). For example, DiDi1,
the largest one-stop consumer transportation platform in China, now has 1.5
million registered active drivers, and provides services for more than 300 million
passengers. The total length of all trajectories generated in this platform reaches
around 13 billion kilometers in 2015. Moreover, the volume of trajectory data
increases in a surging way. In March 2016, the number of trajectories generated
in one day has already exceeded 10 million. It is challenging to provide real-time
service over such data. However, as almost all of existing trajectory manage-
ment systems are disk-oriented (e.g., TrajStore [4], Clost [13], and Elite [18]),
they cannot support low latency query services upon big trajectory data.
1 http://www.xiaojukeji.com/en/taxi.html.

c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 11–26, 2017.
DOI: 10.1007/978-3-319-63579-8 2

http://www.xiaojukeji.com/en/taxi.html


12 Z. Zhang et al.

Recently, in-memory computing systems are a widely used to provide low
latency query services. For instance, Spark2, a distributed in-memory comput-
ing system, has been widely used. Spark provides a data abstraction called RDDs
(Resilient Distributed Datasets), to maintain a collection of objects that are par-
titioned across a cluster of machines. Users can manipulate RDDs conveniently
through a batch of predefined operations. However, Spark is lack of indexing
mechanism upon RDDs and needs to scan the whole dataset for a given query.
Recently, some Spark-based system prototypes have been proposed to process big
spatial data, including SpatialSpark [19], LocationSpark [14], GeoSpark [20] and
Simba [17]. Amongst them, SpatialSpark implements the spatial join query on
top of Spark, but it does not index RDDs. GeoSpark provides a new abstraction,
called SRDD, to represent spatial objects such as points and polygons. Although
it embeds a local index in each SRDD partition, global index is not supported.
LocationSpark proposes a solution to solve query skewness. In contrast of them,
Simba extends Spark SQL with native support to spatial operations. Meanwhile,
it introduces both global and local indexes over RDDs. However, these proto-
types view data as a set of spatial points and employ the point-based indexing
strategies. Such strategies decrease the trajectory query performance as points
of an MO need to be retrieved from different nodes and sorted to form a chrono-
logically ordered sequence [4]. Moreover, they are by nature designed to manage
a static dataset and cannot efficiently react to data distribution changes as data
increases. To handle a batch of new data, the whole dataset should be reparti-
tioned from scratch, which is quite computation costly.

Inspired by above observations, we design and implement TrajSpark (Trajec-
tory on Spark) system to support low-latency queries over big trajectory data.
TrajSpark proposes a new abstraction called IndexTRDD to manage trajecto-
ries as a set of trajectory segments. To accelerate query processing, it imports
the global and local indexing mechanism which embeds a local hash index in
each data partition and builds a global index over these partitions. Further-
more, TrajSpark tracts the change of data distribution by using a time decay
model to continuously support efficient management over the daily increasing
big trajectory data. Our main contributions can be summarized as follows:

– We first propose TrajSpark to mange the big trajectory data while existing
Spark-based systems only support a static big spatial dataset.

– We introduce IndexTRDD, an RDD of trajectory segments, to support effi-
cient data storage and management by incorporating a global and local index-
ing strategy.

– We monitor the change of data distribution by importing a time decay model
which alleviates the repartitioning overhead occurred in existing Spark-based
systems and gets a good partition result at the same time.

– We execute three types of trajectory queries on TrajSpark and conduct exten-
sive experiments to evaluate query performance. Experimental results demon-
strate the superiority of TrajSpark over other Spark-based systems.

2 http://spark.apache.org/.

http://spark.apache.org/
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The rest of the paper is organized as follows. Section 2 reviews related works.
We give an overview of TrajSpark in Sect. 3, and detailed the system in Sects. 4
and 5. In Sect. 6, we introduce the implementation of three typical trajectory
queries in TrajSpark. Section 7 provides an experimental study of our system.
Finally, we give a brief conclusion in Sect. 8.

2 Related Work

We review the work mostly related to our research in this section.

Centralized Trajectory Management Systems: There are many centralized
systems to manage trajectory data. PIST, an off-line system, supports indexes
over points. It first partitions data according to a spatial index, and then sup-
ports a temporal index in each partition [2]. SETI segments trajectories into
sub-trajectories with the guidance of a spatial index, and groups them into a
collection of spatial partitions [3]. It shows that supporting index over trajec-
tory segments is more efficient than indexing trajectory points. TrajStore not
only uses an I/O cost model to dynamically segment trajectories, but also uses
clustering and compressing techniques to reduce storage overhead. But it only
supports range query [4]. These systems can not meet the requirement of big
data processing as they adopt the centralized architecture.

Disk-Based Distributed Spatial and Spatio-Temporal Data Manage-
ment Systems: Recently, some distributed disk-based systems have been pro-
posed to manage spatial data by utilizing the Hadoop3 framework. Spatial-
Hadoop [5] pushes spatial data inside Hadoop core by adopting a layered
design and supports efficient spatial operations by employing a two-level index
structure. AQWA [1] is an improved version of SpatialHadoop by proposing
a workload-aware partition strategy which divides those frequently accessed
regions into more fine-grained subregions. There are also some systems particu-
larly designed for big spatio-temporal/trajectory data management. PRADASE
[10] and Clost [13] are directly built on top of Hadoop and accelerate queries
through a global spatio-temporal index. MD-HBase [11], RHBase [6] and GeMesa
[7] are built on top of distributed key/value stores, and they use space-fill curves
[6,11] and Geohash [7] algorithms to map spatio-temporal points into single-
dimension space separately. Different from above works, Elite [18] is built on top
of OpenStack4 for big uncertain trajectorie. Nevertheless, all the above systems
are disk-based, and none of them can provide low latency query services.

Memory-Based Spatial Data Management Systems: SharkDB [16] pro-
poses a column-wise storage format to manage trajectory within main memory.
However, it is deployed on a big-memory machine and cannot scale out to the
distributed environment. Besides, some distributed in-memory spatial data man-
agement systems have been proposed. SpatialSpark [19] and GeoSpark [20] are

3 http://hadoop.apache.org/.
4 http://www.openstack.org/.

http://hadoop.apache.org/
http://www.openstack.org/
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two systems built on top of Spark. SpatialSpark is specifically designed for spa-
tial join queries. GeoSpark proposes a new RDD called SRDD to support typical
spatial queries. It supports a local index for each partition of SRDD. In com-
parison of GeoSpark, LocationSpark proposes a solution to solve query skewness
by using Bloom Filter [14]. Simba, built on top of Spark SQL, supports multi-
dimensional data queries [17]. Moreover, both a query optimizer which leverages
indexes and some spatial-aware optimizations are imported in Simba to improve
query efficiency. The above systems process spatial data as independent data
points, while trajectory data are usually viewed as a collection of time series.
Directly using these systems to process trajectories queries may sacrifice the
query efficiency. Moreover, these systems cannot scale well when a new batch of
data is imported to the system.

3 System Overview

The architecture of TrajSpark, as shown in Fig. 1, is composed of four layers:
(1) Apache Spark Layer, where regular operations and fault tolerance mecha-
nisms are supported by Apache Spark, (2) Trajectory Presentation Layer, where
a new abstraction called IndexTRDD is designed to support indexes over tra-
jectory data. (3) Assistant Data Layer, which monitors the change of data dis-
tribution and guides the partitioning of forthcoming data. A global index which
indexes partitions of IndexTRDD is maintained. (4) Query Processing Layer,
which processes trajectory queries in an efficient way by utilizing indexes.

– Apache Spark Layer: This layer is directly inherited from Apache Spark,
and the description of it is omitted in this paper.

– Trajectory Presentation Layer: In this layer, the trajectory segments that
are spatio-temporally close will be grouped into the same data partition. In
each partition, segments belonging to the same MO are depicted in a space-
efficient format. A new abstract called IndexTRDD is proposed to organize

Fig. 1. System overview
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all those segments, and a rich operations library is provided to manipulate
trajectories and IndexTRDD. As the core of TrajSpark, we give a detailed
description in Sect. 4.

– Assistant Data Layer: A few statistics are maintained in this layer to record
the change of data distribution. This layer also maintains a global index which
indexes all partitions of IndexTRDD. This layer is detailed in Sect. 5.

– Query Processing Layer: We introduce the implementation of three typical
trajectory quires in this layer (detailed in Sect. 6).

4 Trajectory Presentation Layer

4.1 Trajectory Segment Presentation

Instead of storing trajectories as a time series directly, the raw trajectories gen-
erated from data sources are usually stored as GPS logs and each log record
corresponds to a trajectory point. The schema of such points can be viewed as
a table with the following form: (MOID, Location, Time, A1, · · · , An), where
MOID is the identification of an MO, Time and Location are the temporal and
spatial information. The rest attributes vary in different data sources. Although
it is simple to represent the trajectories as an RDD of points by directly loading
the raw data into Spark, it leads to a high storage overhead due to the limitation
of row-stores. Moreover, as analyzed in [4], trajectory segment based technologies
can improve the query efficiency more significantly than point based ones.

Fig. 2. Trajectory presentation

To covert raw data into trajectory segments, TrajSpark partitions points that
are spatio-temporally close into the same partition firstly (detailed in Sect. 4.2).
Then, points of the same MO are sorted to form a trajectory segment and the
segment is packed into a space-efficient format as shown in Fig. 2(a). In this
format, values of the same attribute are stored and compressed continuously. For
numberic attributes (such as time and location attribute), data are compressed
by delta encoding [4]. For an enum attribute (A2 in Fig. 2(b)), fixed bits length
encoding is used. For other attributes, such as the string, we simply use the gzip
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compression. Besides, we maintain other sketch data such as the MOID, Len
(length) and MBR (Minimum Bounding Rectangle) of the segment to achieve a
quick pruning for queries. Finally, data in each partition are changed to a set of
compressed trajectory objects, and the whole dataset is transformed to an RDD
of such objects (we call this RDD as TRDD).

4.2 Indexing for Trajectory Data

In the above section, we introduce how to transform the GPS logs into TRDD.
While TRDD only supports sequential scan for queries which is very expensive
as it needs to access the whole dataset. Hence, we need to support indexing
strategy to improve the query efficiency and at the same time without changing
the core of Spark. To overcome these challenges, we propose IndexTRDD which
changes the storage structure of TRDD by embedding a local hash index in each
partition, and get O(1) computation to retain the trajectory of a given MO.
Furthermore, we build a global index over data partitions of IndexTRDD to
prune irrelevant partitions. Figure 3 details the indexing mechanism which can
be divided into three phases: partitioning, local indexing, and global indexing.

Fig. 3. Indexing from raw data

Partitioning. In this phase, TrajSpark loads the raw dataset from disk into
memory as an RDD of trajectory points. This RDD needs to be repartitioned
according to the following three constraints: (1) Data Locality. Trajectory points
that are spatio-temporally close to each other should be assigned to the same
partition. (2) Load Balancing. All partitions should be roughly of the same size.
(3) Partition Size. Each partition should have a proper size so as to avoid memory
overflow. Spark provides two predefined partitioners for one-dimensional keys,
including range and hash partitioner. However, they cannot fit well for multi-
dimensional data such as trajectory. To address this problem, TrajSpark defines
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a new partitioner named STPartitioner which contains a spatial Quad tree
or k-d tree index. The spatial index can be learned from data distribution and
ensures that each leaf node contains the same amount of data. STPartitioner uses
the boundaries of those leaf nodes to partition points. Then, trajectory points
located in the same boundary are grouped together. Finally, due to the constraint
of partition size, TrajSpark splits points belonging to the same boundary into
a few data partitions according to MOID (in default) or time attribute, and
makes sure each partition satisfy the above constraints.

Local Indexing. After the partitioning phase, the dataset is still an RDD of
trajectory points. In this step, we transform the above RDD into TRDD by
grouping and packing such points firstly. Then, we add a local index at the head
of each partition which maps the MOID of each trajectory to its subscripts. We
call the combined data structure of index and trajectory array as TPartition. So
the whole dataset is transformed into an RDD of TPartitions, where the RDD
is IndexTRDD. Finally, we collect the ID (each partition of RDD has a unique
ID), the spatial and temporal ranges of each data partition (a TPartition object)
to construct the global index.

Global Indexing. The last phase is to build the global index gIndex over all
partitions. As shown in Fig. 3, gIndex is a three-level hybrid index. Data is
divided by the level-0 coarse time ranges according to its temporal attribute
firstly. Each coarse time range corresponds with a level-1 spatial index which
is used by STPartitioner. To index partitions that belong to the same spatial
boundary, a level-2 B+-Tree is used. When TrajSpark is initialized with the first
batch of data, level-0 index contains only one value (the beginning timestamp
of that batch of data), and the level-1 spatial index is the same one used in
STPartitioner. The spatial and temporal information collected from all partitions
are used to construct the level-2 indexes. Each spatial range in level-1 index
corresponds with a level-2 index. TrajSpark keeps gIndex in the memory of
master node and updates it when new data partitions arrive. Even for a big
trajectory dataset, the number of partitions is not very large (shown in Fig. 4(c)).
Thus, the global index can be easily fitted in the memory of master node.

5 Assistant Data Layer

5.1 Data Distribution Monitor

In real applications, new batches of data are appended on an hourly or daily
basis [1], and the data distribution changes accordingly. On one hand, a static
partitioning strategy results in unbalanced data partitions. On the other hand,
if we repartition the whole dataset (required in existing systems [14,17,19,20])
when each batch of data arrives, it leads to an expensive workload. Meanwhile,
it is worthless to repartition the old data, because new data are more valuable
than those old ones. So, when a new batch of data arrives, TrajSpark tries to
only partition this batch of data without touching existing data which differs
from the target of AQWA [1] who needs to repartition part of existing data.
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Moreover, TrajSpark focuses on long term data distribution changes and also
tries to alleviate the influence of temporal changes.

In the light of above considerations, TrajSpark adopts the time decay model
to depict the change of data distribution by giving the recent data a higher
weight. TrajSpark divides the whole spatial area into m ∗ m fine-grained cells
and computes the data distribution by counting the number of points in each cell.
When a new batch of data arrives, TrajSpark maintains two matrices: Aexisting

and Anew, which separately record the distribution of data that have been loaded
in TrajSpark and the new one. After loading the new batch of data, Aexisting

decays weight by dividing γ firstly (γ is the decay factor, which gives older data
lower weights). Then, Anew is added to Aexisting and set to zero. Observe that
after a batch of data is appended, Aexisting changes accordingly. To better depict
the change of Aexisting, we use the notation An

existing to represent the spatial
distribution of data after n batches of data are appended.

To depict the adaptivity of our partitioning strategy, we define a new matrix
PAc (Partition with A) which is initialized with A0

existing, and create the spatial
index of STPartitioner from PAc by partitioning the whole spatial area into
subregions with equal number of points. After the n-th batch of data is loaded,
if the difference between An

existing and PAc is larger than a given threshold, it
means that the distribution of recently loaded data has greatly changed, TrajS-
park updates the value of PAc with An

existing, and updates STPartitioner using
a new spatial index created from the new PAc to partition the incoming data. In
TrajSpark, we use the JSD distance to measure the difference between two data
distributions [12] (both the distribution matrices should be normalized before
computing). The lazy-update property of time decay model enables TrajSpark
to resist abrupt or temporary data distribution changes.

5.2 Index Manager

Index manager mainly supports the update and persistence of the gIndex. Two
cases will lead to the update of gIndex. The first is when the STPartitioner
updates its spatial index. At this case a new time range will be added to level-0
index, and the spatial index will be added to level-1 as its children. The second
case is when all partitions of the new data have been added to IndexTRDD,
the information of these partitions will be added to the level-2 index of gIndex.
The index manger stores gIndex in the memory of the master node. Besides,
TrajSpark also chooses to persist it into the file system (after its updating) and
has the option of loading it back from the disk. This enables TrajSpark to load
indexes back to the system even after system failure. It needs to mention that,
TrajSpark supports spatio-temporal operations for gIndex, such as intersect,
overlap and so on, to find partitions satisfying the query constraints.

6 Query Processing Layer

Typical trajectory queries include SO (Single Object)-based query [8,10,13],
STR (Spatio-Temporal Range)-based [8,15,16] query and KNN (K Nearest
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Algorithm 1. SO-based query
Input: moid, tRange;
Output: one trajectory;
1: pids = gIndex.intersect(tRange);
2: ts = IndexTRDD.PartitionPruningRDD(pids)

.getTraWithID(moid).mapValues(sub(tRange));
3: return ts.reduceByKey(merge).collect();

Neighbor)-based query [8,11,16]. In this section, we introduce how TrajSpark
efficiently processes these queries by utilizing indexes and the operation libraries.

6.1 SO-Based Query

An SO-based query retrieves the trajectory of a given MO by receiving two para-
meters: moid and tRange, where moid denotes the ID of an MO and tRange
is the temporal constraint. Spark expresses this query as an RDD filter action,
which requires scanning the whole dataset. TrajSpark can achieve better perfor-
mance by utilizing indexes. It leverages two observations: (1) The level-0 index
is sufficient to prune irrelevant partitions, and the level-2 index can find the par-
titions whose time ranges are intersected with tRange. (2) For each partition,
the trajectory of moid can be filtered quickly according to the local hash index.

Based on the above observations, Algorithm1 introduces the detailed steps.
Firstly, TrajSpark traverses the global index to find data partitions whose time
ranges are intersected with the tRange (line 1). It needs to mention that, the
global index gIndex is a spatio-temporal index, and the input parameter for
intersect operation can also contain a spatial constraint. Next, IndexTRDD
calls a Spark API— PartitionPruningRDD, to mark required partitions. Then,
TrajSpark randomly accesses the trajectory in each partition according to the
given moid and finds the sub-trajectory located in the tRange (line 2). Finally,
all sub-trajectories of the given MO are merged into one. Note that TrajSpark
provides the merge function to merge two trajectory segments of the same MO.

6.2 STR-Based Query

An STR-based query retrieves trajectories within a spatio-temporal range. It
receives two parameters tRange and sRange. By utilizing the indexes, TrajS-
park can also achieve better performance than the filter operation of Spark.

Algorithm 2. STR-based query
Input: tRange, sRange;
Output: a set of trajectories;
1: pids = gIndex.intersect(tRange, sRange);
2: ts = IndexTRDD.PartitionPruningRDD(pids)

.filter(tRange, sRange).mapValues(sub(tRange, SRange));
3: return ts.reduceByKey(merge).collect();
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Algorithm 3. KNN-based query
Input: IndexTRDD, disM ;
Output: the k most similar trajectories to tr;
1: mbr = tr.MBR, tRange = tr.T imeRange;
2: repeat
3: pids = gIndex.intersect(mbr, tRange);
4: ts = IndexTRDD.PartitionPruningRDD(pids)

.filter(mbr, tRange).reduceBykey(merge);
5: mbr.expand(1 + α);
6: until (ts.size > k)
7: candidate=ts.collect();
8: return candidate.map(t →(disM(t, tr),t)).sortByKey.top(k);

Algorithm 2 sketches basic steps to process such queries. At first, TrajSpark tra-
verses the global index to filter partitions that are intersected with the given
spatio-temporal range (line 1). Then, for each partition, TrajSpark filters candi-
dates whose spatial bounding box and temporal range are intersected with the
given spatio-temporal constraint. Furthermore, it finds a sub-trajectory which is
bounded by the spatio-temporal constraint for each candidate (line 2).

6.3 KNN-Based Query

There are many variations of KNN-based query, and we focus on finding top-k
trajectories who are most similar to the reference one. This kind of query is very
common in trajectory patten analysis, and we represent it with KNN(tr, disM).
Here, tr refers to the query reference, and disM refers to the distance/similarity
metric between trajectories (popular metrics such as Euclidean distance, DTW
and LCSS are supported in TrajSpark). The processing procedure is shown in
Algorithm 3. TrajSpark gets the MBR and time range of tr firstly (line 1). This is
because candidate results are spatio-temporally close to the reference, the using
of mbr and tRange facilitates the pruning of candidate. Then, TrajSpark filters
candidate partitions using the global index (line 3). After that, sub-trajectories
are further pruned and merged into complete trajectories (line 4). These tra-
jectories are the candidates of the final result. However, if the number of these
candidates is smaller than k, TrajSpark expands the region of mbr (the center
of mbr will not change, while the width and length become 1 + α (0 < α < 1)
times) and re-executes the spatio-temporal query until the number of candidates
is larger than k. Here, the default value of α is set to 0.2. Finally, TrajSpark
measures the similarity for those candidate trajectories and selects k smallest
ones as the final result.

7 Experiments

7.1 Experimental Setup

We evaluate the performance of TrajSpark in this section. All experiments are
conducted on a 12-node clustering running Spark 1.5.2 over Ubuntu 12.0.4. Each
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node is equipped with an 8 cores Intel E5335 2.0 GHz processor and 16 GB
memory. The Spark cluster is deployed in standalone mode.

Two trajectory datasets of Beijing taxis [9], including a real dataset and
a synthetic one, are used to evaluate the performance. The real one, gathered
by 13,007 taxis in 3 months (from October to December in 2013), has 2.5 bil-
lion records and comprises about 190 GB. Each record contains the following
attributes: taxi ID, time, longitude, latitude, speed and many other descriptive
information. To better show the scalability of TrajSpark, we generate the syn-
thetic dataset by extending the real one. In the synthetic one, every taxi reports
its location every five seconds when it is taken by passengers, and the number
of records is 18 billion comprising about 1.4 TB. It needs to mention that the
former dataset can be completely loaded into the distributed memory, while
the storage overhead of the latter one far exceeds the memory capability of our
cluster. Thus, only partial of the synthetic data can be loaded in memory.

We compute the MBR of the spatial range of Beijing and split the rectangle
into 1, 000 ∗ 1, 000 cells where each cell covers an area of nearly 180 m * 180 m.
We compare the performance of TrajSpark with GeoSpark and Simba in terms of
query latency and scalability. The latency is represented by the average running
time of a few queries, and the scalability is evaluated when different amount of
data is loaded into those systems.

7.2 Performance of Data Appending

Firstly, we study the performance of data appending when batches of data are
loaded into those systems. Figure 4(a) gives the running time when batches of
real dataset are appended (each batch comprises about 32G). In GeoSpark and
Simba, the time cost of appending a batch of data increases linearly as the
volume of existing data increases, because they should repartition both existing
and the new batch of data. While TrajSpark requires less time and the loading
time keeps steady with the increase of data volume. This is because TrajSpark
only needs to partition the new batch of data and also can reach balanced data
partitions. So, in real big data applications where the volume of data grows
rapidly, TrajSpark outperforms GeoSpark and Simba significantly.

Fig. 4. Time and storage cost for appending data
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Next, we investigate the storage overhead of different systems using the real
dataset and show the results with the RDD size of loaded data in Fig. 4(b).
TrajSpark has the lowest storage cost due to data compression, while Simba and
GeoSpark consume more storage space (about 2–3X), because they should store
both the original data and the index tree in each partition. Simba requires more
space consumption than GeoSpark since the temporal dimension is also used to
index data. We also evaluate the size of global index in these systems. Global
index is not supported in GeoSpark, so we only show the results of TrajSpark and
Simba. Figure 4(c) indicates that both TrajSpark and Simba have small global
index storage overhead (in order of KB). The size of global index in TrajSpark
is so small that it can be easily fitted into the memory of the master node.
Moreover, there are fewer partitions in TrajSpark due to data compression, so
the size of global index in TrajSpark is only about 1/3 that of Simba.

7.3 Query Performance

We first examine the efficiency and scalability of SO-based query. The query
latency is represented by the average query time of 100 queries which retrieve
the whole history of the given MOs. We increase the volume of dataset by load-
ing the daily generated data. Figure 5 demonstrates that TrajSpark is an order
of magnitude faster than Simba, and nearly two orders of magnitude faster
than GeoSpark, because GeoSpark needs to scan the whole dataset. Although
Simba can prune irrelevant partitions using the global index, it needs to tra-
verse all the content of the selected partitions. In contrast, TrajSpark not only
utilizes the global spatio-temporal index to prune partitions but also uses the
local hash index to support random access to trajectories. Note that these sys-
tems perform better on the real dataset than the synthetic one. This is mainly
because the real one can be completely loaded in memory, while only a small
part of the synthetic one can be loaded. So queries on the latter dataset require
extra I/O cost. Nevertheless, these systems still performs well on the synthetic
dataset due to the following reasons: (i) We persist data at the storage level of
“MEM AND DISK SER”, so hot data can be cached in memory, (ii) By using
the global indexes, a huge amount unnecessary I/O costs can be avoided.

Fig. 5. Performance of SO-based query
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Subsequently, we examine the impact of data size for the STR-based query.
Since the spatial area is a critical parameter for the query result due to the
unbalanced data distribution, we randomly select 100 areas as the spatial con-
straint for our queries, and each of these areas contains 20*20 cells. These queries
only select trajectories generated in the last week. Figure 6(a) and (b) show the
performance of these algorithms. We can see that TrajSpark and Simba behave
steady, while the query latency of GeoSpark increases linearly. Without a global
index, GeoSpark needs to scan the whole dataset. While TrajSpark and Simba
utilize the global index to prune data partitions, and the number of data par-
titions to be scanned does not vary significantly since the query range has not
changed greatly. Moreover, both of the latter two systems use a local index to
prune trajectories in each partition. Consequently, TrajSpark and Simba are
about an order of magnitude faster than GeoSpark. Moreover, TrajSpark is 3–5
times faster than Simba, because it prunes candidates through the MBR and
time range of the trajectory. So it can find the result in O(logn) (n is the length
of a segment) time as the segment is ordered. Differently, Simba needs to sort
points of the MO to restore the original segment which costs O(n logn).

Fig. 6. Performance of STR-based query

Furthermore, we report the performance of our system on STR-based queries
under various spatio-temporal ranges. The spatial constraints are 10%, 1%, and
0.1% of the entire region. The temporal constraints are 100%, 50%, 10%, 5%
and 1% of the 3 months. As shown in Fig. 6(c) and (d), a large spatial or tem-
poral range usually leads to a longer query latency. But the performance is not
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essentially linear to the query range, because the number of partitions to be
scanned and the amount of data to be accessed in each partition do not grow
in a linear way. For example, when the spatial-range is set to 0.01%, and the
temporal range increases from 1% to 100%, the query latency grows 30 times.
Similarly, when the temporal range is set to 1%, and the spatial range increases
from 0.01% to 10%, the query latency grows about 9 times.

Finally, we evaluate the performance of top-k similar trajectory query by
using the Euclidean distance as the similarity metric. In this experiment, the
trajectories of ten taxis from the same day are selected as the query reference.
Figure 7(a) and (b) shows the scalability of TrajSpark when different amount
of data is loaded into the system and the value of k is set to 10. TrajSpark is
two orders of magnitude faster than GeoSpark, and runs about 4–6x faster than
Simba. That is because TrajSpark and Simba prune data partitions with the
global index, while GeoSpark has no global index and needs to access all data
partitions. In comparison of Simba, TrajSpark does not need to sort the points
of each trajectory. This result is similar to that of STR-based query because the
core of this query is an iterative spatio-temporal query. Furthermore, we evaluate
the impact of the parameter k by varying it from 1 to 50. Figure 7(c) and (d)
show that the performance of these systems are not really affected by k. This
is due to the reason that when k = 1, data partitions which contain the most
similar result have already contain enough candidates for larger values of k.

Fig. 7. Performance of KNN-based query
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8 Conclusion

To process the massively increasing trajectory data and support near real-time
query services, this paper proposes a distributed in-memory system called TrajS-
park. This system is built on top of Spark, and proposes IndexTRDD structure
that incorporating a global and local indexing mechanism. Additionally, TrajS-
park utilizes the time-decaying model to monitor the change of data distribution
and enables the data-partition structure to adapt to data changes. We validate
the storage overhead, data loading and query latency of TrajSpark by exper-
iments on both real and synthetic datasets. Experimental results show that
TrajSpark outperforms existing systems in terms of scalability and efficiency.
For future work, we plan to support more complicated operations by utilizing
TrajSpark.
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Abstract. Micro-blogging services can track users’ geo-locations when
users check-in their places or use geo-tagging which implicitly reveals
locations. This “geo tracking” can help to find topics triggered by cer-
tain events in certain regions. However, discovering such topics is very
challenging because of the large amount of noisy messages (e.g. daily con-
versations). This paper proposes a method to model geographical topics,
which can filter out irrelevant words by different weights in the local and
global contexts. Our method is based on the Latent Dirichlet Allocation
(LDA) model but each word is generated from either a local or a global
topic distribution by its generation probabilities. We evaluated our model
with data collected from Weibo, which is currently the most popular
micro-blogging service for Chinese. The evaluation results demonstrate
that our method outperforms other baseline methods in several metrics
such as model perplexity, two kinds of entropies and KL-divergence of
discovered topics.

Keywords: Geolocation · Geographical topics · Topic modeling ·
Latent Dirichlet Allocation

1 Introduction

Micro-blogging services including Twitter and Weibo have emerged as a medium
in spotlight for online users to share breaking news or interesting stories in their
lives and update their status anywhere and anytime in their daily lives. With the
advancement of positioning technology, the popularity of low-cost GPS chips and
wide availability of smart phones, large-scale crowd-generated social media data
with geographical records have become prevalent on the web and can also be
easily collected. Such textual data with geo-coordinates or geo-tagged locations
usually contain landmark information (e.g., scenic spots or famous restaurants)
or information on local events (e.g., movies, vocal concerts, exhibitions or sports
games), and hence, can provide us rich and interpretable semantics on different
locations. It is also possible to infer inherent geographic variability of topics
across various locations.

In recent years, a significant amount of research have been conducted on
addressing the questions of how the information is created and shared in different
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geographic locations and how the spatial and linguistic characteristics of people
vary across regions. Among them, a considerable amount of studies have been
conducted on GPS-associated documents including organizing geo-tagged doc-
uments or photos and studying user movement for POI recommendation, user
prediction and time prediction. They try to address the following two needs.
The first is to discover different topics of interests those are coherent in geo-
graphical regions. For example, a city is usually formed by different functional
sub-regions, such as business area, residential area and entertainment area. The
second is to comparing the topics discovered across different geographical loca-
tions. For example, people would like to know where is the landmarks of the city
for tourists or which places they could go when they plan to go shopping or have
fun during the weekends.

However, the challenge is that the messages with geo-locations are mixed
with overwhelming noisy messages of daily chats or expressions of personal emo-
tions, which have little or no relations to the location context. For example, in
the city of Shanghai, Waitan is a famous waterfront and one of the most pop-
ular scenic spots for tourists. However, even in such a spot, Weibo are still full
of daily conversations and greetings such as ‘Good night’ or ‘Have a nice week-
end’, which has no local semantics. When taking all local posts into account,
the meaningfulness or concentrativeness of the discovered topics can be compro-
mised. Therefore, it is very difficult to discover meaningful geo-location topics
by existing methods such as inferring occurrences of words from local posts.

This paper proposes an effective method to handle noisy messages and model
geographical topics of different locations. The proposed method is based on the
Latent Dirichlet Allocation (LDA) [2] topic model. The intuitive idea is that,
for a noise specific location, the words used by users are different between (a)
daily conversations and (b) the description of the landmark or local events.
The former is relatively consistent across different locations, and denoted as
global context, while the latter, which is essentially helpful to identify the true
characteristics of the region or area, varies by sites and are denoted as local
context. Our method takes the local and global contexts into consideration, and
different from all existing models to reveal spatial topics, it models each word to
be generated from either its local or the global topic distribution by its estimated
probabilities. The proposed strategy is able to distinguish locally featured words
from noise and improve the quality of discovered topics.

Our evaluation based on two typical social media datasets. One is from
Weibo, which is a Chinese micro-blogging website. Akin to a hybrid of Twitter
and Facebook, it is one of the most popular sites in China, in use by well over
30% of Internet users, with a market penetration similar to the United States’
Twitter. The other is from Yelp, which publish crowd-sourced reviews about local
businesses, as well as the online reservation service and online food-delivery ser-
vice. Our model is evaluated with several metrics widely used in assessing topic
models, such as perplexity and KL-divergence, together two kinds of entropies,
topic entropy and location entropy to assess the concentrativeness of the discov-
ered topics. The evaluation results demonstrate that our method outperforms
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other baseline methods and show its superiority in information filtering and
geographical topic discovery.

2 Related Work

In this section we discuss some work related to our study, including geo-tagged
social media mining, topic modeling and local word detection.

Mobility or posting pattern mining with geo-tagged social media data become
a hot topic with the development of GPS technology. The activities of mobile
users are typically represented as follows: a user appears at a certain location
(with a pair of latitude and longitude coordinates), and leaves a post (e.g.,
Weibo or review), which is likely semantically related to the user and/or the
location [18]. The mining problem is usually formulated as finding various mobil-
ity or posting patterns from user activities, such as frequent patterns, periodic
behaviors, representative behaviors and activity recognition [3,7,13]. In litera-
ture, numerous methods have been proposed to extract such patterns from the
social media data. Representative works include stop and move detection, signif-
icant place extraction, frequent regular pattern discovery, transportation mode
recognition. However, these works mainly focus on the trajectory or posting pat-
terns, and seldom explore the contextual semantics of user-generated contents.

Topic modeling is a classic task to enable text analysis at a semantic level
and to discover hidden semantic structures in a text body. The most represen-
tative and widely used topic models are probabilistic latent semantic analysis
(pLSA) [1] and LDA [2]. Both are generative statistical models, and assume
that in a given dataset each document is associated with a topic distribution,
and each topic with a word distribution, the difference is that in LDA, the topic
distribution is assumed to have a Dirichlet prior, and in practice, this results
in more reasonable mixtures of topics in a document. Recently, in order to sup-
port location-aware information retrieval or to compare topics across geograph-
ical locations, there are many works in the area of geographical topic model-
ing [4,5,8,9,12,14–17,19,21–23]. For example, Yin et al. proposes and compares
three ways of modeling geographical topics, including a location-driven model,
a text-driven model, and a joint model called LGTA [14], which combines geo-
graphical clustering and topic modeling into one framework. In this model, the
coordinates in each document are drawn from a 2D Gaussian distribution and
the region is drawn from a Multinomial distribution over all regions. Hong et
al. models diversity in tweets based on topical diversity, geographical diversity,
and an interest distribution of the user [16]. Further, it takes the Markovian
nature of users’ locations into account and identifies topics based on location
and language. The spatial Topic (ST) Model for location recommendation has
been proposed by Hu and Ester recently to capture the correlation between
users’ movements and between user interests and the function of locations [18].
A hierarchical topic model which models regional variations of topics has been
presented by Ahmed et al., which combines distributions over locations, topics,
and over user characteristics, both in terms of location and in terms of their
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content preferences [20]. Unlike previous work, it automatically infers both the
hierarchical structure over content and over the size and position of geograph-
ical locations, and gains higher accuracy on location estimation from Tweets.
Although all the above works discover regions and geographical topics, they do
not consider the overwhelming noisy messages in user-generated contents, which
can have a major impact on the results.

Another line relevant to our research is local word detection. The general idea
is that when a location specific event of interest takes place, there can be a surge
in the volume of documents related to the event, and as a result, such a surge
of information can be utilized to identify location-characterized topics. Based
on the premise that local words should have concentrated spatial distributions
around their location centers, Backstrom et al. proposes a spatial variation model
for analyzing geographic distribution of terms in search engine query logs [6],
and this method has been used by Cheng et al. to decide whether a word is
local or not [12]. Meanwhile, Mathioudakis et al. uses spatial discrepancy to
detect spatial bursts, which identifies geographically focused information bursts,
attribute them to demographic factors and identify sets of descriptive keywords
[10]. In these work, whether the word is local or not is determined by a assigned
locality score. However, it is demonstrated by Wu et al. that this method can be
erroneous since it assumes one peak density distribution while many local words
can have multiple peaks [24]. Our work is different from the existing works in
that, word locality is not generated directly but evaluated by the generation
probability and is not associated with a static locality score, which means that
a word (e.g. car) can be both non-local for a majority of locations and also local
for a few particular locations (e.g. automobile 4 S shops).

3 Method

3.1 Local-Global LDA Model

In this section, we propose a novel topic model for geo-tagged social media texts
called LGLDA (Local-Global LDA Model), which combines noise filtering and
topic modeling into one framework. To begin with, we define the notations used
in this paper as listed in Table 1.

To discover geographical topics, the spatial structure of words should be
encoded. The words that are close in space are likely to be clustered into the
same geographical topic. However, in our dataset, the geographical distance of
two words cannot be calculated due to the loss of the exact geo coordinations,
but each peace of text is associated with a location tag, therefore if two words
come from texts with the same location tag, they are close, otherwise they are
distant. Furthermore, if the exact geo coordinations are assessable, the closeness
of any two words can be calculated by Euclidean distance, and our model can
be modified by assuming that geographical distribution of each region follows a
Gaussian distribution. Hence, the words that are close in space are more likely
to belong to the same region, so they are more likely to be clustered into the
same topic.
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Table 1. Notations used in the paper.

Notation Description

θg Global topic distribution

θl Local topic distribution for location l

φ Word distribution for topic k

ω Location relevence

ze Latent topic

w Observed word

αl Multinomial distribution prior for θl

αg Multinomial distribution prior for θg

β Multinomial distribution prior for φ

γ Binomial distribution prior for ω

L Number of locations

Dl Number of documents in location l

Nd Number of words in document d

In our scenario, each geo-located document d is tagged with a location l, and
contains a set of words wd. A geographical topic z is a meaningful theme shared
by similar locations, and each location is associated with a topic distribution
p(z|l).

We formalize our model based on the following intuitions. Firstly, words close
in space are likely to be clustered into the same geographical topic. Therefore,
topics are generated from locations instead of individual documents. Secondly,
locally featured words have a more compact geographical scope. For example,
‘bravo’ is a word for a performer, so that it is more possible to be used at a
theater, a concert or a stadium rather than other places. On the contrary, noisy
words (e.g., happy, love, city) can have a much wider spatial range. However,
some words could be local for certain locations although these words are com-
monly used at many places. In our method, the role (local or non-local) of a
word is determined by its generation probabilities of its local and global seman-
tic contexts. Therefore, our model is named as Local-Global LDA model (or
LGLDA).

The graphical representation of our model is shown in Fig. 1. Shaded nodes
indicate observed variables or priors, while light ones represent latent variables.
In order to keep a small set of parameters for simplification, in our model there
are one shared set of topics with two different distributions θl and θg for the local
topics and the global topics, respectively. It might be interesting and reasonable
to utilize two kinds of φ for words’ local and global distributions corresponding
to the two topic distributions, and we would like to study it in our future work.

For a collection of L locations, geo-tagged by D documents, each contains
N words, the topic of each word can either be drawn from θl or from θg. Topic
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Fig. 1. Graphical representation of the proposed local-global LDA model.

assignment is denoted by ze, and e(= l/g) indicates whether it is drawn from
the local or the global. Since micro-blog is length limited, it is likely to have
focused concept. Therefore, if a document is location relevant, each word in it
is more likely to be relevant. This relevance of each document is indicated by ω,
with binomial distribution prior γ. Finally, the word distribution in K topics is
denoted by φ. αl, αg, β are priors for θl, θg and φ, respectively.

In order to weight between local and global distributions, we add an addi-
tional parameter, named local-global weight ratio. Assume the local and global
topic distributions are θl = [pl,1, ..., pl,K ] and θg = [pg,1, ..., pg,K ] respectively,
topic assignment is drawn from a concatenated distribution θ in Eq. (1).

θ =
λ

λ + 1
θlp(e = l|w) ⊕ 1

λ + 1
θgp(e = g|w)

= [
λpl,1p

(l)
w

λ + 1
, ...,

λpl,Kp
(l)
w

λ + 1
,
pg,1p

(g)
w

λ + 1
, ...,

pg,Kp
(g)
w

λ + 1
]

(1)

When λ is too large, the global word set is narrowed and ineffective for noise
filtering, while when λ is too small, the size of local words is sparse and it fails
to discover meaningful topics. Therefore, an appropriate λ is crucial. In our
experiment, it is optimized by estimating the model’s perplexity (as illustrated
in Fig. 2 in Sect. 4.4).

The generative process of our model is summarized in Algorithm 1.

3.2 Model Inference

Like most Bayesian models, collapsed Gibbs sampling was used for model infer-
ence. We present the conditional probability of its latent variables ze, θl, θg, φ
and w for sampling. Details are omitted for limited space. It is assumed that
topic distributions θl, θg and word distribution φ of each topic k are drawn
from dirichlet distributions of their respective priors αl, αg and β, while locality
relevance ω are drawn from a binomial distribution with prior γ.
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Algorithm 1. Generative process of LGLDA model.
1: for each l-th location do
2: Draw a Dirichlet distribution over all latent topics θl ∼ Dirichlet(αl).
3: end for
4: Draw a Dirichlet distribution over all latent topics θg ∼ Dirichlet(αg).
5: for each k-th topic do
6: Draw a Dirichlet distribution over all words φ ∼ Dirichlet(β).
7: end for
8: for each l-th location do
9: for each d-th Document do

10: Draw a Bernoulli distribution ω ∼ Dirichlet(γ).
11: for each w-th word position do
12: Draw a topic from Multinominal distribution ze ∼ Dirichlet(θl|g).
13: Draw a word from Multinominal distribution w ∼ Dirichlet(φ).
14: end for
15: end for
16: end for

The conditional probability for sampling the topic assignment ze of each word
is computed in Eq. (2), where ze,i = k and ei = κ represent the assignments of
the ith word to topic k, and mark the word as local if κ = 1 otherwise non-local.
λκ = λ

λ+1 (κ = l) or 1
λ+1 (κ = g). n−i,κ,k represents the word count with locality

assignment κ and topic assignment k, and −i means not including the ith word.

p(ze,i = k, ei = κ|z−i, e−i) ∝ λκ · n
(di)
−i,κ,k + γκ

n
(di)
−i,·,k + γl + γg

· n
(li)
−i,κ,k + ακ

n
(li)
−i,κ,· + Kακ

· n
(wi)
−i,κ,k + β

n
(·)
−i,κ,k + Wβ

, κ ∈ {l, g}
(2)

Consequently, the topic distribution of each location can be computed in
Eq. (3).

p(zi = k|li) =
n
(li)
1,k + αl

n
(li)
1,· + Kαl

(3)

4 Evaluation

4.1 Dataset

In this section, we experimentally evaluate the effectiveness of the proposed
method. We report our experimental results on the following two real datasets.

The first come from Weibo [25] (all written in Chinese), which is a Chinese
micro-blogging website. Akin to a hybrid of Twitter and Facebook, it is one of
the most popular sites in China. Without loss of generality, we only focus on
messages in Shanghai (the largest city in China and one of the largest cities in
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the world by population) in 2015. Since most of the locations have been tagged
for only a few times, we only selected those locations with a considerable number
of posts within a pre-defined spatial range. The original data was preprocessed
by filtering out stop words, then nouns and verbs were extracted as valid words
with a Chinese POS (part-of-speech) tagger. Messages with less than three valid
words were eliminated.

Our second dataset is from Yelp, which publish crowd-sourced reviews about
local businesses, as well as the online reservation service and online food-delivery
service. This dataset is publicly available [26], which is collected from Phoenix,
which is a US city. In the Yelp dataset, each review has a location that is asso-
ciated with a unique pair of latitude and longitude coordinates and a business
name which is usually correspond to a restaurant, a hotel or an entertainment
area. In order to share the same time span with the Weibo dataset, only reviews
posted in 2015 is selected.

Some statistics about these two datasets are presented in Table 2.

Table 2. Dataset details

Description Weibo Yelp

Total number of message 252173 661833

Total number of location 1088 43990

Average length of message 110.32 33.30

4.2 Comparison Methods

We compare the proposed model LGLDA with the following other methods.

– TF-IDF with K-means clustering (or TF-IDF)
In this method, Weibos are firstly preprocessed and presented as tf-idf
weighted vectors and then aggregated by locations. Therefore, the feature
vector of each location is summed by all documents tagged with that loca-
tion. Finally, the feature vectors of each location are clustered by K-means.
The center of each cluster represents a topic, and the weight of each element
in the vector denotes the importance of the according keyword.

– LDA model with location aggregation (or LDA)
In this method, topic and word distributions are firstly calculated by stan-
dard LDA algorithm with all documents, without considering the geo-tagged
locations. After the global topics and word distribution in each topic are cal-
culated, they are then aggregated by location. The topic distribution of each
location is calculated as the average over all documents geo-tagged with that
location.

– Local LDA model (or LocalLDA)
This method is similar to those in previous works. The topics are generated
from locations instead of documents. If two words are from the same region,
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they are more likely to be clustered into the same topic. However, it is a
simplified scenario, usually, if two words are close to each other in space, they
are more likely to belong to the same region. In our dataset, the geographical
distance of two words cannot be calculated due to the loss of the exact geo
coordinations, but become a Boolean variable of whether they are tagged
with the same location. Different from LGLDA model, in LocalLDA, there
is only a local topic distribution, and all settings are kept the same with the
LGLDA model.

4.3 Quantitative Measures

In order to make a comparison between different methods, several quantitative
measures are used.

– Perplexity
Perplexity is used to evaluate the performance of topic modeling. Perplexity
is the standard metric to evaluate the predictive power and generalizability of
a topic model, and is monotonically decreasing with increasing likelihood of
the test data set. Hence, a lower perplexity score indicates stronger predictive
power.

perplexity(D) = exp{−
∑

d∈D log p(wd)
∑

d∈D Nd
} (4)

where D is the test collection and Nd is the length of document d.
– Location and Topic entropies

The average topic entropy of each location and the average location entropy
of each topic are used to measure the concentrativeness of discovered topics.
Each location should have a compact distribution on topics, while each topic
should concentrate on a small set of locations.

entropytopic =
1
L

∑

L

∑

K

p
(l)
k log p

(l)
k (5)

entropylocation =
1
K

∑

K

∑

L

p
(k)
l log p

(k)
l (6)

where p
(l)
k and p

(k)
l are the estimated probabilities of topic k for location l

and location l for topic k, respectively.
– KL-divergence

KL-divergence is used to measure the average distance of word distributions of
all pairs of topics. The larger the average KL-divergence is, the more distinct
the topics are.

DKL(pi||pj) =
∑

L

p
(k)
i log

p
(k)
i

p
(k)
j

(7)

where p
(k)
i and p

(k)
j are the estimated probabilities of topic k for location i

and location j respectively.
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4.4 Settings

In our experiments, the number of topics was set at K to 20 for all models
(including K-means), αl and αg to 0.1, β to 0.1, γl and γg to 0.5 for all LDA-
based models empirically and were run for 500 iterations.

For the LGLDA model, the local-global weight ratio was determined by
model’s perplexity as shown in Fig. 2. As can be seen, in the Weibo dataset,
with the gradually increasing value of λ from 0.1 to 20, the perplexity descended
first and then ascended, and reached minimum at 0.6. Hence, 0.6 is the best value
for λ for the Weibo dataset, and was used in our experiments. Performance on
the other two metrics also confirmed this selection.

In the Yelp dataset, λ was determined with the same manner, and was finally
set at 0.8. The optimal value of λ for the two dataset is quite close. In our future
work, we would experiment against more different kinds of dataset to investigate
whether the chosen value of λ is a coincidence or it is decided by the intrinsic
properties of all user generated social media data.

Fig. 2. The impact of the value of local-global weight ratio λ on model’s performance.

4.5 Results

In this section, we experimentally evaluate the effectiveness of the LGLDA
model, and compare it against the baseline methods.

Locality Score
In order to validate the effectiveness of our LGLDA model to distinguish between
local words and noise, we defined the locality score. The locality score is defined
as the ratio of the average probability of words generated from the local and the
global topic distribution, and it is calculated as in Eq. (8).

Locality(d) =
∑

w∈d p(ze,w, ew = l)
∑

w∈d p(ze,w, ew = g)
(8)

The locality score is a measurement of the relatedness of the messages to its
respective local context or semantics. The higher the score is, the more represen-
tative the message is of its tagged location. In order to illustrate the usefulness
of this measurement, we sorted all Weibos according to the locality score within
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Table 3. Examples of Weibo text with locality score sampled from location Waitan

Locality score Weibo text

7.18 Cruising along Waitan while taking a close-up view of the
Oriental Pearl Tower is a worthwhile trip

0.91 Breakfast at Xitang, lunch at Hangzhou, dinner at Waitan.
What an incredible day on the run

0.02 To deal with a difficult customer in the afternoon, I’d have to
get up early to do data analysis

each location, and three Weibos were sampled from the collection with distin-
guishable locality score with location tagged ‘Waitan’ and shown in Table 3.

As we can see, the result is quite in accordance with our expectation. Weibo
with the highest score which includes several landmark names and location spe-
cific words is highly relevant, while the other two messages containing only few
or no location featured words are weakly related or irrelevant. Therefore, our
model has the ability to rank texts according to their location relevence.

Comparative Results with Baselines
In this section, we use the quantitative measures described in Sect. 4.3 to eval-
uate the performances and show the superiority of our LGLDA model. The
used quantitative measures include perplexity, KL-divergence and two kinds of
entropies: topic entropy and location entropy.

Table 4. Results of the comparative experiments

Dataset Method Perplexity Topic entropy Location entropy KL-divergence

Weibo LDA 6904.11 2.9680 59.5100 2.2944

LocalLDA 5679.95 1.5156 31.2292 1.5694

LGLDA 2357.94 1.1998 24.2575 1.7494

Yelp LDA 6320.41 2.3669 44.9711 2.1769

LocalLDA 4570.38 1.0965 20.8351 1.2330

LGLDA 2021.72 0.5608 10.6569 2.2892

Table 4 gives the comparative results of our LGLDA model with other base-
lines. As we can see, both in the Weibo dataset and in the Yelp dataset, our
LGLDA model outperforms other baselines in almost all quantitative measures.
Although Weibo and Yelp have distinctive business purposes and target users in
different countries, while their datasets yield different statistic characteristics,
our model is more preferable in both scenarios.

The LGLDA model achieves much lower perplexity for the reason that it can
separate local and non-local words. Hence the words or the documents are better
classified and organized by topics. With noisy words filtered out and only location
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related words kept, the discovered topics are more distinct and representative of
the local semantics, which is reflected by the topic and location entropies.

In Table 4, in the Weibo dataset, the KL-divergence of our model is lower than
that of the original LDA model, and the reason may due to the location relevance
constraint. Since in the LDA model, all messages are unseparated according to
locations, the discovered topics can be formed by messages with different geo
tags. Further more, because all messages are deemed as useful, the structure of
the clusters discovered is different from the other LDA-based models.

Topic Comparison of Different Methods
In this section, we show the topics discovered by different methods with Weibo
and Yelp datasets.

In all the models, we set the number of topics at 20, and since to list all of
the keywords in each topic would have taken a lot of space while has little help
to gain an useful insight, we only showed the top three topics discovered in each
dataset here. The result is shown in Table 5.

Table 5. TOP3 topics discovered by Weibo and Yelp dataset

Weibo Yelp

TF-IDF LDA LocalLDA LGLDA TF-IDF LDA LocalLDA LGLDA

Work,
company,
mood,
women,
teacher

Love,
feeling,
mate,
inside,
teacher

Work,
mood,
love,
children,
phone

Work,
company,
mood,
phone, city

Time,
food,
service,
people,
location

Food,
table,
minutes,
server,
service

Food,
time,
minutes,
people,
nice

Food,
service,
restau-
rant,
delicious,
menu

University,
teacher,
effort,
mood,
paper

Teacher,
English,
school,
exam,
culture

University,
teacher,
library,
school,
birthday

University,
school,
library,
teacher,
student

Food,
chicken,
service,
menu,
love

Steak,
restau-
rant,
dessert,
bread,
meal

Steak,
dinner,
table,
restau-
rant,
server

Steak,
dessert,
bread,
cheese,
salad

Waitan,
city, night,
Oriental
Pearl
Tower,
restaurant

City,
Waitan,
Shanghai,
Oriental
Pearl
Tower,
interna-
tional

Waitan,
hotel,
center,
Oriental
Pearl
Tower,
financial

Waitan,
Oriental
Pearl
Tower,
Chenghuang
Temple,
Nanjing
Road,
Huangpu
River

Hotel,
stay,
pool,
desk,
vegas

Hotel,
vegas,
casino,
desk,
night

Hotel,
stay, time,
vegas,
night

Hotel,
vegas,
casino,
pool
check

In the Weibo dataset, the first topic (2nd row) is composed of words with
broader meanings, which can be viewed as noises, while the other two topics (3rd
row and 4th row) contain the semantics of education and tourist attractions.
As can be seen, keywords discovered by our LGLDA model achieve the best
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relevance while keywords by other methods include more or less noise (e.g. mood,
city, etc.). To further drill down the result, in our LGLDA model, Topic1 together
with Topic4 accounts for 98.8% of global topic distribution and contains a large
amount of words, which is not related to any specific semantic locations. With
these noisy words filtered out, locations can be covered by fewer topics. For
example, for Oriental Pearl Tower, the weight of Topic3 in LGLDA is 0.933
compared with a mixed topic constitution discovered by LocalLDA (0.425 for
Topic1, 0.414 for Topic3 and 0.161 for all others).

The result of the Yelp dataset is in accordance with the Weibo dataset.
Firstly, the topics discovered by our LGLDA model are more distinct. The first
topic and the second topic discovered is separable, since the first concentrates on
the general aspect of meals or restaurants, while the second concentrates more
on the detailed kinds of foods or dishes. However, the topics discovered by other
models are more mixed up. Secondly, the keywords of topics discovered by our
LGLDA model contain less noises. In contrast, keywords in the topics of other
methods in more noisy (universal words may exist in different topics), therefore
have impaired the semantic distinctness of the topics discovered.

5 Conclusion

This paper proposes a method, which combines local word filtering and geo-
graphical topic modeling into one framework. The proposed LDA-based model
LGLDA can effectively distinguish between location related words and a variety
of noisy daily interests by properly choosing the local-global weight ratio para-
meter in the Bayesian model. Results on Weibo collection show the effectiveness
of our method over other baselines.

This initial work shows the potential for location-sensitive information
retrieval and opens up several interesting future directions. Firstly, we would
like to apply our models on other interesting data sources. For example, we can
mine interesting geographical topics from the tweets associated with user loca-
tions in Twitter. Second, we would like to compare the topics discovered as local
and global topics, and investigate the correlation between the topics discovered
and human mobility pattern disclosed by other datasets such as cellular signaling
and traffic sensor data.
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Abstract. The rapid development of mobile devices has stimulated the
popularity of spatial crowdsourcing. Various spatial crowdsourcing plat-
forms, such as Uber, gMission and Gigwalk, are becoming increasingly
important in our daily life. A core functionality of spatial crowdsourcing
platforms is to allocate tasks or make plans for workers to efficiently fin-
ish the published tasks. However, existing studies usually ignore the fact
that tasks may impose different skill requirements on workers, which may
lead to decreased numbers of accomplished tasks in real-world applica-
tions. In this work, we propose a practical problem called TOTP, T eam-
Oriented Task P lanning, which not only makes feasible plans for workers
but also satisfies the skill requirements of different tasks on workers. We
prove the NP-hardness of TOTP, and propose two greedy-based heuristic
algorithms to solve the TOTP problem. Evaluations on both synthetic
and real-world datasets verify the effectiveness and the efficiency of the
proposed algorithms.

Keywords: Spatial crowdsourcing · Task plan · Team formation

1 Introduction

With the rapid development of mobile and intelligent devices, spatial crowd-
sourcing platforms, such as Uber, gMission [3] and Gigwalk, are gaining increas-
ing popularity. Different from traditional crowdsourcing platforms, tasks pub-
lished on spatial crowdsourcing platforms require workers to travel to specific
locations to accomplish the tasks.

A fundamental issue in spatial crowdsourcing is the planning problem [12,14],
which refers to making traveling plans for workers to efficiently finish the pub-
lished tasks under constraints such as travel budgets and completion time. We
argue that such a problem formulation is impractical, because the tasks on real-
life spatial crowdsourcing platforms often come with various requirements. Con-
sequently, only workers with the desired skills are able to accomplish the corre-
sponding tasks. Imagine the following scenario. There is a spatial crowdsourcing
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platform which provides domestic services. Currently it has three tasks: the first
one needs cleaning and tutoring from 3:00 p.m. to 5:00 p.m.; the second requires
babysitting and cleaning from 4:00 p.m. to 6:00 p.m.; and the third needs cook-
ing from 6:00 p.m. to 7:00 p.m. There are also some workers on the platform:
Paul is skilled at cleaning and babysitting, David is good at cooking and Lucy is
skilled at tutoring. Note that it is non-trivial for a single worker, such as Paul or
David, to accomplish the requirement of the above tasks. It is also difficult for the
platform to make plans for the workers under the spatial and time constraints.

Existing solutions to the planning problems in spatial crowdsourcing do not
consider the skill requirements, spatial and time constrains simultaneously. In
the above scenario, existing studies will assign the first task to Paul, which will
not be completed. To jointly account for the skill requirements of tasks and the
spatial and time constraints, our key insight it to assign a team of workers to
fulfil all the requirements. We propose TOTP, a Team-Oriented Task Planning
problem to maximum the total satisfaction of the workers. Note that we use
skills to represent the specific requirements of tasks on workers. We illustrate
the motivation of TOTP with the following example. In this example, the skills
are denoted as {e1, · · · , e4}.

Table 1. Basic information of tasks and workers in Example 1

Workers Tasks

No Owning skills Travel budget No Required skills Capacity Time period

w1 {e2, e4} 24 t1 {e2, e3} 2 [5,6]

w2 {e3} 20 t2 {e2} 2 [1,3]

w3 {e3, e4} 19 t3 {e2, e4} 1 [7,8]

w4 {e1, e2} 21 t4 {e1, e2, e3} 2 [2,4]

w5 {e1, e4} 23

Table 2. Satisfaction between tasks and workers in Example 1

w1 w2 w3 w4 w5

t1 1 3 2 1 5

t2 2 3 2 1 4

t3 5 2 3 4 1

t4 4 4 2 1 6

Example 1. Suppose we have five workers w1–w5 and four tasks t1–t4 on a spatial
crowdsourcing platform. The locations of the workers and the tasks are shown
in the 2D space in Fig. 1a. We use Euclidean distance in this example. Table 1
shows the attributes of the workers and the tasks. The skills of the workers
and the distances that he/she would like to travel are shown in the second
and third columns. The skill requirements of tasks on workers are shown in
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Fig. 1. Example 1

the fifth column. Capacity shows the maximum number of workers that can
participate in the corresponding task. The last column in Table 1 shows the
completion time, which is the duration that the assigned worker needs to stay at
the task’s location. Table 2 shows the satisfaction of workers, which represents
the workers’ preferences on the tasks. The spatial crowdsourcing platform has to
make assignments between the workers and tasks such that the skill requirements
of tasks are satisfied and the total satisfaction is maximized. Figure 1b shows a
global task planing, i.e. {t1, t3} for w1 and {t4, t1} for w2, respectively. Notice
that t1 can be accomplished by a team of w1 and w2.

Contributions. We propose a more realistic planning problem in spatial crowd-
sourcing called the T eam-Oriented Task P lanning problem (TOTP). As the
example indicates, the TOTP problem not only makes plans for each worker but
also attempts to satisfy the skill requirements of different tasks. To summarize,
our contributions are as follows.

– We identify TOTP, a new spatial crowdsourcing planning problem that
accounts for the skill requirements of tasks on workers.

– We prove that the TOTP problem is NP-hard.
– We propose two greedy algorithms to solve the TOTP problem, and analyze

the complexity of both algorithms.
– We verify the effectiveness and efficiency of the proposed algortihms through

extensive experiments on synthetic and real-world datasets.

In the rest of the paper, we review related work in Sect. 2, formulate the
TOTP problem and prove its NP-hardness in Sect. 3. Section 4 presents our
algorithms on TOTP problem and Sect. 5 show the experimental evaluations.
Finally we conclude this paper in Sect. 6.
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2 Related Work

Our TOTP problem is closely related to two categories of research: spatial crowd-
sourcing and team formation.

2.1 Spatial Crowdsourcing

The task assignment problem is fundamental in spatial crowdsourcing. Many
efforts aim to maximize the total number or total utility of tasks that are assigned
to workers in static scenarios [9,19]. Others study the conflict-aware spatial task
assignment problems [14,15,22]. Recently, the problem of online task assignment
in dynamic spatial crowdsourcing was first proposed by [21], and several variants
of online task assignment in dynamic scenarios were also studied in [16,17,20].
Other practical issues such as location privacy protection of workers have also
been explored [18]. In addition, [6] introduced the route planning problem for
a worker and attempt to maximize the number of complete tasks, while the
corresponding online version of [6] is investigated in [11]. [7] studies to assign
workers under the spatial and time constraints. [3] summarizes the challenges
and opportunities in spatial crowdsourcing. Despite the extensive research efforts
on task assignment in spatial crowdsourcing, they all assume simple and homoge-
nous tasks without considering the situations where the tasks are complex and
require a team of workers to finish.

2.2 Team Formation

The team formation problem is first proposed by Lappas et al. [10], which aims
to find the minimum cost team of experts according to the skills and relation-
ships of users in social networks. Notice that the team formation problem can
be reduced from typical NP-complete problems, indicating that the team for-
mation problem is NP-hard. [1] focuses on minimizing the maximum workload
when forming teams to cover the skills, and studies both the off-line and on-line
settings. [13] studies the team formation problem with capacity constraints on a
social network, and presents approximation algorithms with provable guarantees.
[2] studies the online team formation problem called the Balanced Social Task
Assignment problem, and proposes an online algorithm with provable guarantee.
In [8], based the skills of crowd workers, the authors study how to recommend k
teams for spatial crowdsourcing tasks. Furthermore, Cheng et al. also proposed
the issue of team-oriented task assignment in spatial crowdsourcing recently [5].
The above studies only focus on satisfying the skill requirements. They neither
consider the location information and travel budgets, nor address the problem
of how to make feasible plans for workers.

3 Problem Statement

In this section we formally define the Team-Oriented Task Planning (TOTP)
problem and prove that the problem is NP-hard. We assume E = <e1, · · · , em>
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as a universe of m skills throughout this paper. Let T be a set of tasks. Each task
t has its own location lt that requires the assigned workers to travel to. The task
t’s skill requirement is represented by a subset of E: Et = {e1, · · · , e|Et|}. We
also define a time interval [st1, s

t
2], which is the starting time and the ending time

of the corresponding task t. Note that the assigned workers need to stay at lt
during this time interval. In real-life applications, the number of workers to finish
a task is normally limited. Hence we define the task’s capacity ct as the maximum
number of workers allowed for the task. We define W as a set of workers. Each
worker w has his/her starting location lw, a set of skills Ew = {e1, · · · , e|Ew|}
and a travel budget Bw, which represents the total travel cost that the worker
w would like to spend to accomplish the tasks, which can be money, distance or
time.

Definition 1 (Crowd Worker). A crowd worker (“worker” for short) is
denoted as w = <lw, Ew, Bw>, where lw is the starting location of worker w
in the 2D space, Ew is a set of skills that the worker is good at, and Bw is the
travel budget that the worker w would like to spend to accomplish the tasks.

Definition 2 (Crowdsourced Task). A crowdsourced task (“task” for short)
is denoted as t = <lt, Et, Int, ct>, where lt is the location in the 2D space that
workers have to travel to, Et is the task’s required skills, Int = [st1, s

t
2] represents

the task’s time interval during which the task should be accomplished and ct is
the capacity of the task that limits the number of the workers assigned to the
task.

For each worker w, we define Pw = {tw1 , tw2 , · · · , tw|Pw|} as the plan of the arranged
tasks in time order. Suppose that ti and ti+1 are two tasks in Pw, a plan is feasible
if there is no time conflict among the arranged tasks, and the workers can perform
ti+1 in time after finishing ti. To evaluate the travel cost between any two tasks,
such as ti and tj , we use cost(lti , ltj ) to represent the travel cost between ti and
tj . If a worker cannot perform the next task in time, the cost between these
two tasks will be ∞. Meanwhile, we define u(w, t) as the satisfaction between
task t and worker w, and U(w) =

∑
ti∈Pw

u(w, ti) as worker w’s satisfaction on
Pw. Finally we give the definition of feasible plan and the Team-Oriented Task
Planning (TOTP) problem.

Definition 3 (Feasible Plan). A plan Pw is feasible if and only if: sti2 ≤
s
ti+1
1 ,∀1 ≤ i ≤ |Pw| − 1.

Definition 4 (Team-Oriented Task Planning (TOTP) Problem). Given
a set of tasks T = {t1, t2, · · · , t|T |} and a set of workers W = {w1, w2, · · · , w|W |}
with their associated attributes, the Team-Oriented Task Planning (TOTP) prob-
lem is to find feasible plans A = ∪w{Pw} for workers with the maximum utility
cost: Utility(A) =

∑
wi∈W U(wi), such that the following constraints are satis-

fied:

– Skill constraint: each required skill of the tasks is covered by the assigned
workers.
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– Travel budget constraint: a worker’s total travel cost is under his/her travel
budget.

– Capacity constraint: the number of workers assigned to a task is lower than
the task’s capacity.

Theorem 1. The Team-Oriented Task Planning problem is NP-hard.

Proof. We prove that the Team-Oriented Task Planning problem is NP-hard
by reducing the knapsack problem, a well known NP-complete problem, to the
TOTP problem. An instance of the knapsack problem consists of a set of n items
{x1, · · · , xn} where each item xi has its value vi > 0, weight mi > 0, and the
maximum weight M that the bag can carry. The decision version of the knapsack
problem asks whether there is a collection of items C = {xs1 , xs2 , · · · , xsk}
such that

∑k
i=1 vsi = K and

∑k
i=1 msi ≤ M . We construct an instance of the

knapsack problem using an instance of the TOTP problem as follows (Table 3).

Table 3. Summary of symbol notations

Notation Description

w Worker

t Task

ct Capacity of t

lw(lt) Location of w(or t)

T Set of tasks

W Set of workers

Bw Budget of w

Ew(Et) Skill set of w(or t)

Pw Plan of w

A = ∪w{Sw} The total plan

u(t, w) Satification between t and w

U(w) =
∑

t∈Pw
u(w, t) w’s satification on Pw

Utility(A) =
∑

w∈W U(w) The total satification of A

– Let |W | = 1,W = {w}, and Bw = M .
– Let Et = Ew,∀w ∈ W and ∀t ∈ T .
– Each item corresponds to a task in TOTP problem. u(w, ti) = vi

max vi
,∀1 ≤

i ≤ n and the capacities of all the tasks equal to 1.
– Let sti2 <s

ti+1
1 ,∀1 ≤ i<n .

– The travel cost of worker w and task ti is set as: cost(w, ti) = mi

2 .
– The travel cost between two events is constructed as:

cost(lti , ltj ) =

{
mi+mj

2 1 ≤ i < j ≤ n

+∞ otherwise
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Thus, the problem is to decide if there is a feasible plan Pw for w such that∑
ti∈Pw

u(w, ti) = K
max vi

satisfying all the constraints. We can see that if the col-
lection exists, then the plan Pw is feasible, and it satisfies that

∑
ti∈Pw

u(w, ti) =
K

max vi
and the total travel cost is less than M . That is, if the plan Pw exists,

then there is a collection C satisfying the constraints on the sum of values and
weights. ��

4 Algorithms of TOTP Problem

In this section, we present two greedy-based algorithms to solve the TOTP
problem.

4.1 Rarest Skill Priority Algorithm

We first present a greedy algorithm called the Rarest Skill Priority Algorithm.
The Rarest Skill Priority Algorithm recursively selects such skills that are
required by numbers of tasks but only few workers have such skills. We call
such skills rarest skill. The reason why we choose rarest skills in priority is to
avoid the case where the workers possessing the rare skills have been assigned
to other tasks and the tasks requiring these skills would never be accomplished.
The rarest skills are calculated by arg maxe∈E

|{t|e∈Et}|
|{w|e∈Ew}| . Then, if a number of

workers or tasks own/require the rarest skill, we greedily make an assignment of
a pair of (worker, task) such that the utility gain is the largest. The utility gain
is defined in Eq. 1.

ratio(w, t) =
u(w, t)

inc cost(w, t)
(1)

where inc cost(w, t) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cost(lw, lt) Pw = ∅

cost(lw, lt) + cost(lt, ltw1 )
−cost(lw, ltw1 ) st2 < s

tw1
1

cost(ltwi , lt) + cost(lt, ltwi+1
)

−cost(ltwi , ltwi+1
) s

twi
2 < st1, s

t
2 < s

ti+1
1

cost(ltw|Pw| , lt) s
tw|Pw|
2 < st1

∞ otherwise

(2)

Equation 1 defines the ratio between the satisfaction and the additional travel
cost. With a larger ratio(w, t), the task t is more suitable for w since he/she has
a larger satisfaction and less travel cost. In Eq. 2, inc cost(w, t) is the additional
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Algorithm 1. Rarest Skill Priority Algorithm
input : A set of workers W , a set of tasks T and their associated attributes
output: A = ∪w{Pw}
1: H ← ∅
2: for erare = arg maxe∈E

|{t|e∈Et}|
|{w|e∈Ew}| do

3: Wrare = {w|erare ∈ Ew}
4: Trare = {t|erare ∈ Et}
5: for ti ∈ Trare do
6: w = arg maxw∈Wrare ratio(w, ti)
7: H ← (w, ti)
8: end for
9: while H �= ∅ do

10: Pop (w, t) from H with the largest ratio
11: Add t to Pw if {t}⋃Pw is feasible and t is not full of capacity
12: Et = Et − Ew

13: Update (w, t) in H for each t
14: end while
15: end for

travel distance when inserting task t to plan Pw = {tw1 , tw2 , · · · , tw|Pw|}. The details
of inc cost(w, t) are shown in Eq. 2. If Pw is an empty set, the worker only needs
to travel to lt to perform the task. Otherwise, when the starting time of t is
earlier than that of the first task of Pw, we can insert t into Pw as the first task.
Hence the additional travel cost is cost(lw, lt) + cost(lt, lwt1) − cost(lw, lwt1). When
t’s time interval is between task twi and twi+1 in Pw (∀1 ≤ i ≤ |Pw| − 1), we insert
the task t in-between and the worker needs to travel to lt after finishing task twi .
Thus the additional cost is cost(ltwi , lt)+cost(lt, ltwi+1

)−cost(ltwi , ltwi+1
). Finally, if

task t’s starting time is after the last task’s ending time, we define the additional
cost as cost(ltw|Pw| , lt).

Algorithm 1 shows the pseudo-code of the Rarest Skill Priority Algorithm.
Specifically, when making plans for the workers possessing the rarest skills, we
use a heap H to store the worker-task pair (w, t) with the largest ratio for each
task in a decreasing order. Then we can pop the pair on the top of H and add
it into the worker’s plan. In Algorithm1, we first initialize the heap H (Line 1).
Then we find the rarest skill, and the set of workers Wrare and tasks Trare that
require/own the rarest skill (Lines 2–4). We traverse the set Trare and add the
pair with the largest ratio (calculated by Eq. 1) into the heap H for each task
(Lines 5–8), pop the pair (w, t) with the largest ratio in H, and add task t to w’s
plan if it is feasible (Line 10). Afterwards, we update the skill requirement of t
to compute the next rarest skill. Because the additional travel cost of the pair
associated with w has changed, we need to update the pairs in H (Line 13) for
the next iteration. We pop the top pair with the largest ratio until H is empty,
and we continue the loop for finding the rarest skill and making assignments
(Lines 2–15).
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Example 2. Back to Example 1, we first traverse the tasks t1 − t4 and work-
ers w1 − w5, and find that e2 is the rarest skill. Then we make assignment
between Wrare = {w1, w4} and Trare = {t1, t2, t3, t4}. For each task t in Trare,
we find the worker who has the largest ratio with him/her in Wrare and push
the worker into the heap. In the first iteration, the ratios are shown in Table 4.
We choose the pair with the largest ratio for each task and build the heap
H = {(w1, t1), (w4, t2), (w1, t3), (w1, t4)}. We pop the largest pair (w1, t3) with
the ratio 0.51 and add t3 to w1’s plan. Then we update the pair for t1, t2, t4 in
H and finally in this iteration we get {(w1,t3),(w1,t1),(w4,t2),(w4,t4)}. In the
following iterations we repeat the process and finally we get {t1, t3, t4} for w1,
{t1, t2} for w4 and {t4} for w5.

Table 4. Ratios in the first iteration

t1 t2 t3 t4

w1 0.33 0.34 0.51 0.49

w4 0.28 0.35 0.50 0.20

Complexity Analysis. In the worst case, Algorithm 1 has to traverse all the
skills to cover the requirement. During each iteration, we traverse the rest of
skills to find the rarest skill whose time cost is O(|E|(|W | + |T |)). Then for each
task in Wrare we spend O(|W ||T |) to find the (worker, task) pair with the largest
ratio. Searching through and updating the heap take about O(|W ||T |). Thus the
time complexity of Algorithm 1 is O(|E|2(|W | + |T |) + |E||W ||T |) in the worst
case, where |E| is the number of all skills. The memory cost of Algorithm 1 is
mainly to store the heap and the plans for workers, which is O(|W ||T |).

4.2 Skill Cover and Utility Priority Algorithm

In this subsection, we present another solution to the TOTP problem, which
is called the Skill Cover and Utility Priority Algorithm. In the Skill Cover and
Utility Priority Algorithm, we first attempt to cover all the skills of a task like
the team formation problem. Specifically, for each task we attempt to form a
team to satisfy the skill requirement with a minimal team size. If the team size
is smaller than the capacity, in the second step we greedily assign the worker
with the largest satisfaction to the tasks. Finally we can obtain a team for the
task and satisfy the skill requirements of the tasks.

Algorithm 2 presents the details of the Skill Cover and Utility Priority Algo-
rithm. In lines 1–3, we first sort tasks in an increasing order of staring time and
initialize timew for each worker, which records the available time of the worker.
Then we traverse the set of tasks. In line 6 we use function Dis(.) to compute
the total travel cost of the plan and pick up the set of workers W ′ who can par-
ticipate in task t. In lines 7–11 we initialize the team g and choose the worker
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Algorithm 2. Skill Cover and Utility Priority Algorithm
input : A set of workers W , a set of tasks T and their associated attributes
output: A = ∪w{Pw}
1: sort(T )
2: for w in W do
3: timew = 0
4: end for
5: for t in T do
6: W ′ = {w|w ∈ W and Dis(Pw ∪ {t}) ≤ Bw and timew ≤ st1}
7: g = ∅
8: while g cannot cover Et do
9: w = argmaxw∈W ′{|Et ∩ Ew|}

10: g = g + {w}
11: end while
12: while |g| < ct do
13: w = arg maxw∈W ′−g u(w, t)
14: g = g + {w}
15: end while
16: for w in g do
17: Add t to Pw

18: Bw = Bw − cost(w, t)
19: lw = lt
20: timew = st2
21: end for
22: end for
23: return A = ∪w{Pw}

who has the most required skills and add him/her to team g. Then if the size
of g is smaller than ct, we add workers with the largest satisfaction to the team
until the task’s capacity is fully occupied. Finally, we update the workers’ plans,
budgets, current locations and timew in lines 16–21 and continue the iteration
for the next task. Specifically, when the size of team g is larger than ct, we
abandon the task and go on to the next task.

Example 3. Back to our Example 1. In the first step the tasks are sorted as
{t2, t4, t1, t3}. For task t2, w3 has all the required skills. We add w3 to team g
and at this time the team size is smaller than 2. Thus, w5 is added to the team
for having the largest satisfaction for t2. Then for t4, we find worker w4 who has
the most required skills and add w4 into the team. Because w3 has participated
in t2, which conflicts with t4, we choose w2 to cover the last skills. At last the
team size equals to t4’s capacity. For t1 and t3, we run Algorithm 2 in a similar
way, and finally we get a team {w1, w2} for t1 and {w1} for t3. The final result
is presented in Table 5 and the total satisfaction is 20.

Complexity Analysis. For the two-step greedy algorithm, the time cost to sort
tasks and initialize the worker set is O(|T |ln(|T |)+ |W |). Then we traverse each
task to find a feasible team. Forming team g in lines 8–15 takes O(|E||W |) in
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Table 5. Result of Example 1

Worker w1 w2 w3 w4 w5

Plan {t1, t3} {t4, t1} {t2} {t4} {t2}

the worst case. Finally updating the workers’ attributes takes O(|W |). Therefore
the overall time cost of the algorithm is O(|T ||E||W |+ |T ||W |). The major space
cost of Algorithm 2 is from storing the set W ′, T and their associated attributes,
whose overall space cost is O(|W | + |T |).

Table 6. Synthetic datasets

Notation Value

|W | 1000,1500,2000,2500,3000

|T | 250,500,750,1000,1250

mean 4,6,8,10,12

factor 0.5,1,2,4,8

|Ew| 3,6,9,12,15

|Et| 5,10,15,20,25

5 Evaluation

In this section we conduct experiments on both synthetic and real-world datasets.
We use the dataset from gMission [4], a spatial crowdsourcing platform, as the
real-world dataset. In this dataset, we extract 1000 tasks, each of which is asso-
ciated with some descriptions introducing the details. Thus, the required skills
of the tasks can be extracted from the descriptions, and the worker’s skills are
learned from his/her history tasks. Table 6 shows the parameters of the synthetic
dataset, and the default values are shown in bold. In the synthetic dataset, the
numbers of workers |W | and tasks |T | are set between 1000–3000 and 250–1250,
respectively. According to the real-world dataset, we let the capacities of workers
follow the normal distribution, with the mean between 4–12. In terms of travel
budget Bw, we define a parameter factor to vary the travel budget. Then we have
Bw = mint∈T cost(lw, lt) + mint∈T cost(lw,lt)+maxt∈T cost(lw,lt)

2 ∗ factor, and we
vary factor from 0.5 to 8. Note that the moving distance of a worker is computed
in Euclidean distance and it can be easily extended to the road network distance
or other distance metrics. Both the numbers of workers’ skills |Ew| and tasks’
required skills |Et| follow the normal distribution and the means are between
3–15 and 5–20. In the real-world dataset, we still use Bw = mint∈T cost(lw, lt)+
mint∈T cost(lw,lt)+maxt∈T cost(lw,lt)

2 ∗factor as the budget of workers, because there
are no such parameters in the real-world dataset.
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Fig. 2. Results on varying |W |, |T |, and mean.

We evaluate both the Skill Cover and Utility Priority Algorithm (Algo-
rithm2), denoted as SCUP and the Rarest Skill Priority Algorithm (Algo-
rithm1), denoted as RSP. We compare these algorithms in terms of utility, time
and memory. When comparing utility, we only compute the satisfaction of the
completed tasks, whose skills are completely satisfied.

Effect of |W |. Figure 2a to c present the results of varying |W | in the synthetic
dataset. The total utility obtained from SCUP is much larger than that from
RSP. The running time and the memory cost of both SCUP and RSP are small
but increase with |W |. The memory of SCUP is smaller than that of RSP, because
RSP needs to store the worker-task pairs in the heap.

Effect of |T |. Figure 2d to f show the results of varying |T | in the synthetic
dataset. The utility of SCUP increases with |T |, and stables when |T | reaches
1000. This is because the number of workers and the travel budget Bw are
limited, so the workers cannot complete more tasks. The time cost of SCUP is
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Fig. 3. Results on varying factor, |Ew|, and |Et|.

smaller than that of RSP, and the memory cost of SCUP is approximately equal
to that of RSP. Tt is because SCUP spends more time to update the heap and
traverse the tasks and workers to find the rarest skill.

Effect of mean. Figure 2g to i depict the results of varying mean in the synthetic
dataset. SCUP performs better than RSP not only in total utility but also in
time and memory cost. This is because increasing mean of capacity enables the
tasks to accept more workers. Later the number of workers and the workers’
travel budget become the bottlenecks for total utility in SCUP. As for the utility
of RSP, the increasing mean of capacities increases the possibility of tasks to be
accomplished.

Effect of factor. Figure 3a to c present the results of varying factor in the
synthetic dataset. The influence of factor on SCUP is stronger than that of
RSP (see Fig. 3c). It might be because RSP attempts to cover the rarest skills
first, which disperses the workers to different tasks. Thus the utility of RSP
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increases slowly at the beginning, and increases much faster when the travel
budget of workers becomes abundant.

Effect of |Ew|. Figure 3d to f show the results of varying |Ew| in the synthetic
dataset. When the workers possess more skills, the possibility of choosing workers
with satisfaction for tasks increases. SCUP spends less time to cover the required
skills, which results in decreased time cost. Conversely, RSP has to traverse more
skills for each worker, which leads to higher time cost.

Effect of |Et|. Figure 3g to i demonstrate the results of varying |Et| in the syn-
thetic dataset. When |Et| increases, the utility of both RSP and SCUP decreases
because more workers are needed to satisfy the skill requirements. Due to the
extra effort for searching workers to cover the skills, the time and the memory
cost also increase with |Et|.
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Fig. 4. Results on real datasets.

Effect of |W | in Real Dataset. Finally Fig. 4a to c show the results of varying
|W | in the real-world dataset. When |W | increases, the utility of SCUP increases
fast at the beginning. When |W | reaches 2000, the utility stabilizes, since the
tasks are consumed. For RSP, the utility exhibits a similar but less dynamic
trend to SCUP. The memory costs of the two algorithms are approximately the
same. The time costs of both algorithms are small.

Summary. SCUP outperforms RSP in utility in various scenarios. One reason
is that when making an assignment between workers and tasks owning/requiring
the rarest skill, the tasks’ capacities are consumed but only few skills are sat-
isfied. Therefore some tasks’ skill requirements cannot be completely satisfied.
In contrast, SCUP attempts to cover the skills with a small team of workers,
which ensures that the task are actually accomplished. Furthermore, SCUP also
outperforms RSP in time and memory.

6 Conclusion

In this paper, we introduce Team-Oriented Task Planning (TOTP) problem, a
realistic planning problem in spatial crowdsourcing which attempts to assign
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workers to suitable tasks. Different from previous research, it also takes into
account the skill requirements of tasks on workers. We prove that TOTP is NP-
hard, and propose two heuristic algorithms to solve the TOTP problem. Finally
we conduct experiments on both synthetic and real-world datasets and verify
the effectiveness and the efficiency of the proposed algorithms.
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Abstract. Negative survey is a promising method which can protect personal
privacy while collecting sensitive data. Most of previous works focus on neg-
ative survey models with specific hypothesis, e.g., the probability of selecting
negative categories follows the uniform distribution or Gaussian distribution.
Moreover, as far as we know, negative survey is never conducted with manual
selection in real world. In this paper, we carry out such a negative survey and
find that the survey may not follow the previous hypothesis. And existing
reconstruction methods like NStoPS and NStoPS-I perform poorly on the survey
data. Therefore, we propose a method called NStoPS-MLE, which is based on
the maximum likelihood estimation, for reconstructing useful information from
the collected data. This method also uses background knowledge to enhance its
performance. Experimental results show that our method can get more accurate
aggregated results than previous methods.

Keywords: Privacy protection � Negative survey � Reconstruction method

1 Introduction

Nowadays, the rapid development of computer network and big data technologies
brings great convenience to people, but it also increases the risk of disclosing sensitive
data and personal privacy. Negative Survey [1, 2] is a promising privacy protection
technique. In a negative survey, participants are asked to answer a question by selecting
a category that they do NOT belong to (this kind of category is called negative
category). When the number of categories in a question is larger than 2, the privacy of
the participants can be protected because attackers cannot determine the real answer of
a participant. After collecting negative survey results, statistical results about popula-
tion distribution over different categories could be reconstructed by several methods.

Previous works about negative survey mainly focus on models with specific
hypotheses, e.g., the probability that participants select negative categories follows the
uniform distribution or Gaussian distribution. These models could be reasonable when
negative categories are selected by electronic devices instead of humans. However, in
some applications with high security requirements, participants need/want to manually
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select a negative category as the answer, and they do not want to use electronic devices
because the security cannot be guaranteed. Therefore, we conduct a negative survey in
Wuhan University of Technology and China University of Geosciences, and the
answers are manually selected by participants. Based on the survey results, we have
several findings (as shown in Sect. 3.3). Moreover, we propose a method called
NStoPS-MLE to reconstruct useful aggregated results. To enhance the performance, the
proposed method uses background knowledge about the overall probabilities of
selecting negative categories. Experimental results show that NStoPS-MLE performs
better than NStoPS [1, 2] and NStoPS-I [5] on most of the questions.

2 Related Work

Negative survey is first proposed by Esponda [1, 2] in 2006. For example, in a positive
survey, the question is designed as follow:

What is the rank of your score in your class:

A: 1�5 B: 6�15 C: 16�25 D:� 26?

In negative survey, this question is designed as follow:
Which is NOT the rank of your score in your class:

A: 1�5 B: 6�15 C: 16�25 D:� 26?

If the rank of Alice’s score is 3, in positive survey, she should select A. But in
negative survey, she should select one answer among B, C and D at random.

Generally, assume that the number of categories in a question is c, the number of
participants is n, and Q is the reconstructed matrix composed by qij, where qij denotes
the probability that a participant, who actually belongs to the ith category, selects the jth

category as negative category. The statistical results collected from negative survey is
r = (r1 … rc), where ri is the number of participants that select the ith category as
negative category. Our goal is to reconstruct aggregated results t = (t1…tc) from
negative survey results, where ti denotes the number of participants that actually belong
to the ith category. A theoretical model called NStoPS for reconstructing t is: t = rQ−1

[1, 2].
Presently, there are some researches about negative survey. Typically, Bao et al.

pointed out in [5] that NStoPS would produce unreasonable negative values, and they
proposed two algorithms called NStoPS-I and NStoPS-II to handle negative values. Xie
et al. [4] proposed Gaussian negative survey, in which the probability that participants
select negative categories follows Gaussian distribution. Zhao et al. [6] suggested to
use background knowledge in reconstructing useful information from negative survey
results. Recently, Esponda et al. [3] proposed a personalized negative survey model,
which could meet different privacy requirements from users. Negative survey has been
applied to several scenarios. For example, in [7], Horey et al. employed negative survey
for collecting anonymous data in sensor networks. In 2012, Horey et al. [8] used
negative survey in collecting the location information of users. In [9], Liu et al. applied
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negative survey to the privacy protection of cloud data. Overall, previous researches
(e.g., [1, 2, 4–6]) mainly focus on uniform negative survey or Gaussian negative
survey, in which the probability that participants select negative categories is assumed
to follow the uniform distribution or Gaussian distribution. In their experiments, they
used electronic devices to simulate the negative selection.

3 Overview of the Survey

3.1 Survey Goal and Questionnaire Design

The main goal of our work is carrying out a realistic negative survey and finding its
characteristics. We conducted a survey in two universities. Our questionnaire has three
parts. The first part is an anonymous positive survey, we assume the statistical results
from this part is close to the truth, and we evaluate the reconstructed results from
negative survey based on the results from this part. The second part is a real-name
negative survey, and the third part is a real-name positive survey. The third part is
simply used to construct some background knowledge about the probabilities of
negative selection, and the background knowledge will be used in reconstructing
results from negative survey. The respondents can answer all surveys or part of them.

Our questions are sensitive issues about university students. Each part has 15
questions, but the questions in the negative survey are designed in a different form.
Several examples of questions are listed as follows: “how often do you skip class”,
“what’s the rank of your scores in your class”, “how often do you watch xanthic films”.
In our questionnaire, four questions have 3 categories, six questions have 4 categories,
and five questions have 5 categories. To avoid that the order of categories would affect
the choice of the respondents, we rearrange the order of categories in the second
survey. Because we finally analyze the collected data based on the content of each
category, for a convenience, we use “category A, B, C, D, E” in part 2 the same as in
part 1 and part 3 in the rest of this paper.

3.2 Data Statistics

We collect data by surveys online and offline. For online surveys, we program the
survey website, and participants are guided to the anonymous positive survey,
real-name negative survey and real-name positive survey in turn. The answers of
participants are automatically stored to the server database. For offline surveys, first, we
conduct the anonymous positive survey, and then, we conduct the two real-name
surveys. In the end, we collect 811 valid records (corresponds to 811 respondents) from
the anonymous positive survey, 550 valid records from the real-name negative survey,
and 528 valid records from the real-name positive survey.

The statistical results of each category for anonymous positive survey and
real-name negative survey are shown in Table 1. All these results are rounded to one
decimal place. The statistical results of the real-name positive survey are not presented
because we just use it to get Q in reconstruction.
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3.3 Survey Findings

Based on the collected survey data, we have the following findings:

(1) The probability that participants select negative categories might not follow the
uniform distribution or Gaussian distribution. We extract all valid records that have the
same identity (i.e., name) in the real-name negative survey and positive survey, and we
compare the answers of each participant in the two surveys. Finally, we can obtain a
matrix Q for each question, and Q(i, j) denotes the percentage of participants who select
the jth category in real-name negative survey among those participants who select the ith

category in real-name positive survey. The Q(i, j) could represent (at least approximate
to) the probability that participants, who actually belong to the ith category, select the jth

category in negative survey. We find that Q(i, j) might not follow the uniform or
Gaussian distribution, for example, as shown in Fig. 1, the distributions of Q(1, 1)*Q
(1, 4) and Q(2, 1)*Q(2, 4) are neither uniform nor Gaussian distribution.

Moreover, we find participants prefer to select negative categories that have
extreme values. For example, among the participants who select category A in the 3rd
question (see the example in Sect. 2) in real-name positive survey, about 57% of them
select D as negative category in negative survey while D has an extreme value. The
percentages of selecting B and C are about 14% and 18%, respectively. Note that there
are usually about 35 students in the classes where we conduct surveys.

(2) Typical reconstruction methods (i.e., NStoPS and NStoPS-I) perform poorly on the
collected data. As shown in Tables 3, 4 and 5, the accuracy of NStoPS and NStoPS-I
on several questions is low. For example, the errors of the results reconstructed by
NStoPS on the 2–7th questions are larger than 0.60. The errors of the results

Table 1. Statistical results of the anonymous positive survey and real-name negative survey.

Anonymous positive survey Real-name negative survey
A B C D E A B C D E

1 45.5 49.3 3.2 2.0 12.9 8.5 40.4 38.2
2 80.6 13.6 3.8 2.0 10.5 14.0 15.3 60.2
3 23.1 33.3 31.6 12.1 35.5 8.5 15.5 40.5
4 76.6 19.6 2.5 1.4 9.1 10.2 17.5 63.3
5 13.4 37.1 39.8 5.3 4.3 18.7 10.5 5.3 25.8 39.6
6 32.3 42.8 18.7 3.1 3.1 17.1 3.6 12.5 18.9 47.8
7 29.6 55.0 11.0 4.4 16.9 5.8 13.8 63.5
8 40.0 54.6 5.4 24.2 15.5 60.4
9 91.9 6.3 1.8 9.8 25.6 64.5
10 15.4 37.5 33.3 8.5 5.3 25.1 8.2 9.8 16.0 40.9
11 94.8 4.1 1.1 8.1 22.0 69.8
12 94.8 3.8 1.3 6.9 48.5 44.5
13 8.9 56.5 28.2 3.5 3.0 20.5 7.3 8.7 30.4 33.1
14 6.0 18.4 29.6 38.1 7.9 43.8 5.6 7.1 22.0 21.3
15 5.8 4.6 40.8 48.6 38.2 38.0 6.7 17.1
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reconstructed by NStoPS-I on the 2nd, 3rd, 6th, 14th questions are larger than 0.40, and
especially, the error is about 0.78 for the 14th question. Those results are almost useless.

(3) Reconstructed results might not be better on the questions with less categories. For
example, the result on the 13th question (with 5 categories) is better than several results
on the questions with 3 categories or 4 categories (as shown in Table 6).

(4) There might be more unreasonable answers in negative surveys when participants
manually select negative categories. For example, we find some participants select the
same option for all questions and some participants write fake names in real-name
surveys. We regard these records as dirty data and remove them when reconstructing.
Moreover, there are some non-negative values in Q matrix for most of the questions
(e.g., the 1st, 2nd, 3rd questions, see Table 2). The method of getting Q is showed in
Sect. 4.1. It indicates that some participants might have not followed the rule of
negative selection, i.e., they have selected a category they really belong to in negative
survey, therefore Q(i, i) in some matrices are not 0. Furthermore, we find that the
results reconstructed by the theoretical model (i.e., NStoPS) contain unreasonable
negative values for most of the questions.

4 Reconstruction Algorithm

In this section, a method called NStoPS-MLE is proposed for reconstructing useful
aggregated results from negative data.

Fig. 1. The distributions of Q(1, 1)*Q(1, 4) and Q(2, 1)*Q(2, 4).

Table 2. Matrices from the samples from the real-name negative and positive survey.

1st question 2nd question 3rd question

Q 0:13 0:09
0:11 0:1

0:41 0:37
0:3 0:49

1=3 1=3
1=3 1=3

0 1=3
1=3 0

2
64

3
75

0:07 0:12
0:24 0:08

0:17 0:64
0:04 0:64

1=3 1=3
1=3 1=3

0 1=3
1=3 0

2
64

3
75

0:11 0:12
0:25 0:07

0:18 0:59
0:2 0:48

0:53 0:11
0:7 0:06

0:06 0:3
0:12 0:12

2
64

3
75
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4.1 Using Background Knowledge

In real world, we usually have some background knowledge. Therefore, we try to use
part of Q as background knowledge to improve the accuracy of reconstructed results.

As we have conducted a real-name positive survey, we collect part information
about Q by randomly sampling a number of (e.g., 100 or 50) participants and comparing
their answers in the real-name negative survey and the real-name positive survey. For
example, for the 1st question, Q(1, 2) is set to the percentage of participants who select B
in the negative survey among the participants who select A in the real-name positive
survey. Except the part of Q we obtain, the remaining part is set as that in uniform
negative surveys, i.e., if i = j, then Q(i, j) = 0; otherwise, Q(i, j) = 1/(c−1).

4.2 NStoPS-MLE

The probability that a participant actually belongs to the ith category and selects the jth

category in negative survey is ti
n � qij. Consequently, the probability that a participant

selects the jth category in negative survey is:

pj ¼
Xc

i¼1

ti
n
� qij: ð1Þ

Let p = (p1…pc), and in an event of the negative selection on the question in
negative survey: the probabilities that the 1st…cth category is selected as a negative
category are p1…pc, respectively. The negative selection event happens n times, and
the probability that the 1st…cth categories are selected as negative categories r1…rc
times respectively, can be calculated as:

Pr rjpð Þ ¼ n!
r1!� . . .� rc!

pr11 � . . .� prcc : ð2Þ

It subjects to multinomial distribution. When reconstructing, we have the observed
results r = (r1…rc) but p = (p1…pc) remains unknown because t is unknown. The
reconstruction can be formalized as:

bpmle ¼ arg max
p2P

n!
r1!� . . .� rc!

pr11 � . . .� prcc

� �
: ð3Þ

Where P contains all feasible values of p. Because when t is known, p can be calculated
from t, we have Pr(r|t) = Pr(r|p) and (3) can be converted to:

btmle ¼ arg max
t2T

n!
r1!� . . .� rc!

Yc

i¼1

Xc

j¼1

tj
n
� qji

� �ri
� �

¼ arg max
t2T

Xc

i¼1
ri � log

Xc

j¼1
tj � qji

� �n o
:

ð4Þ
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Where T contains all feasible values of t. According to the definition of t, it has the
following constrains:

Pc
i¼1 ti ¼ n and 0� ti � n. By the constrains, unreasonable

negative values can be avoided in reconstruction.
The steps of NStoPS-MLE are shown as follows. Firstly, we counts the total

number of participants by n ¼ r1 þ r2 þ . . .þ rc. Next, we revise the unreasonable
values of qii in Q to 0, and scale the other values at the same row by
qij ¼ qij=

P
j¼1...c;j6¼i qij. Then we solves (4) with constrains

Pc
i¼1 ti ¼ n and 0� ti � n.

Finally, we can get bt out. Note that, there are many methods can efficiently solve (4)
with constrains, like the interior point algorithm. When c < 4 and n < 1000, it is
feasible in practice to enumerate every possible assignments of t to find the best one
according to (4). In our experiments, we solve (4) by the built-in function called
fmincon in Matlab.

5 Experimental Results

In this section, we carry out several experiments on reconstructing aggregated results
by NStoPS-MLE, and compare it with NStoPS and NStoPS-I.

For each question, we make a list of categories, for which we will collect back-
ground knowledge. For each listed category, we randomly select 100 or 50 participants
from those who finished the real-name negative survey and positive survey. Table 3
shows the number of the sampled participants for each category in each question. Next,
we collect the values in Q from the records of the sampled participants. The remaining
part of Q is set according to that of uniform negative surveys. Finally, using the Q, we
reconstruct aggregated results bt from negative survey results, and we evaluate bt by the

error formula 1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPc
i¼1 bti � ti

� �2q
[5].

We carry out the above experiment 30 times for each question, and the average
value of error is presented in Tables 4, 5 and 6. Note that, NStoPS and NStoPS-I are
executed with the matrix Q for uniform negative surveys. Tables 4, 5 and 6 shows the
results for the questions which have three, four and five categories respectively.

As shown in Tables 4, 5 and 6, NStoPS-MLE performs better than NStoPS over all
questions, and it performs better than NStoPS-I over most questions. NStoPS-MLE
performs worse than NStoPS-I only in the 1st, 8th and 12th questions, because NStoPS-I
has already obtained very good results. Note that the effectiveness of the background
knowledge about Q is related to the accuracy of the results in the real-name positive
survey. However, the “real-name” rule may induce inexact background knowledge.

Table 3. The number of different categories we sample.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

A 100 100 100 100 100 100 100 100 100 100 100 100 0 0 0
B 100 50 100 100 100 100 100 100 0 100 0 0 100 100 0
C 0 0 100 0 100 50 0 0 0 100 0 0 100 100 100
D 0 0 50 0 0 0 0 0 0 100 100
E 0 0 0 0 0
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The results of NStoPS-MLE seem more stable than that of NStoPS-I, and all errors
for NStoPS-MLE are less than 0.276, but the errors of NStoPS-I in the 2nd, 3rd, 6th and
14th questions are larger than 0.40. Specifically, NStoPS-I has an error larger than 0.78
on the 14th question, and that makes its result almost useless.

6 Conclusion and Future Work

In this paper, we present and analyze a real-world negative survey and obtain several
findings. Existing reconstruction methods like NStoPS and NStoPS-I perform poorly
on the data for several questions. Thus, we propose a method called NStoPS-MLE to
effectively reconstruct aggregated results from negative survey results. Experimental
results show that NStoPS-MLE using background knowledge performs better than
NStoPS and NStoPS-I over most of questions. The method in this paper could be used
in real-world negative survey.

In future work, we will try to carry out several surveys to investigate the influence
of the privacy degree of different categories on the utility of the collected data. And we
will try to use other background knowledge to enhance NStoPS-MLE.

Acknowledgments. This work was partially supported by the National Natural Science Foun-
dation of China (No. 61672398), the Key Natural Science Foundation of Hubei Province of China
(No. 2015CFA069), the Applied Fundamental Research of Wuhan (No. 20160101010004), and
the Fundamental Research Funds for the Central Universities (No. 173110002).

Table 4. Errors for the questions which have 3 categories.

8 9 11 12

NStoPS 0.32089732 0.537624429 0.668872531 0.13349797
NStoPS-I 0.083677434 0.290930698 0.308991642 0.129740317
NStoPS-MLE 0.117258544 0.163318938 0.155915267 0.131531038

Table 5. Errors for the questions which have 4 categories.

1 2 3 4 7 15

NStoPS 0.417023068 1.071013116 0.646269694 1.133704834 1.113415734 0.477458566
NStoPS-I 0.126676882 0.421710766 0.40721515 0.362863376 0.292960686 0.37690809

NStoPS-MLE 0.164332104 0.261843698 0.238704758 0.185308482 0.241277358 0.23388729

Table 6. Errors for the questions which have 5 categories.

5 6 10 13 14

NStoPS 0.782076105 1.101897433 0.860045928 0.592824026 1.122504328
NStoPS-I 0.309181876 0.477232203 0.236083239 0.19853143 0.782297744
NStoPS-MLE 0.229283031 0.275135786 0.180742101 0.155891588 0.231061221
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Abstract. Assessing the quality of sightseeing spots is a key challenge
to satisfy the diverse needs of tourists and discover new sightseeing
resources (spots). In this paper, we propose an element-oriented method
of landscape assessment that analyzes images available on image-sharing
web sites. The experimental results demonstrate that our method is supe-
rior to the existing ones based on low-level visual features and user behav-
ior analysis.

Keywords: Point of interests · Sightseeing value · Image processing

1 Introduction

The growing importance of tourism to the global economy has highlighted the
need for a reliable means of estimating the sightseeing value in order to exploit
and distribute resources to sightseeing spots in a rational manner [1–3,15,16].

As a user behavior based method, Zhuang et al. [1,4,5] discover obscure spots
with high sightseeing quality but low popularity. However, since their methods
rely on the analysis of users’ behaviors, the lack of social information for obscure
spots makes their solution not so flexible. The content-based method [13] tries to
find relationships between low-level visual features and sightseeing value. How-
ever, considering the wide variation in photographic skills and techniques of
tourists, the performance of this method is limited by its strong dependency on
photo quality.

According to a theory proposed in environmental psychology, when people
experience a landscape, information is derived through senses, organized, and
interpreted by human perception [6]. In this way, a mental model [7] has been
devised in which human perception is affected by three aspects: biological factors,
cultural factors and individual factors. On the basis of [8], we have proposed
three environmental psychology based criteria for sightseeing quality estimation
by analyzing social images [15,16]. These criteria for landscape assessment are
based on low-level visual features of images shot around the spot. The assessment
method [15,16] is still depends on the image quality. However, the quality of
c© Springer International Publishing AG 2017
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‘social images’ varies, and many do not satisfy such conditions. In addition,
because obscure spots are not well known, there are not enough high-quality
images of them that could be used for analysis.

To find a relationship between sightseeing value and landscape elements, in
this paper, we propose an element-oriented method that assesses the landscape
of a given spot by considering its individual elements. To improve our previous
method [15,16], we extract the landscape elements contained in sightseeing spots
and assess the landscape by analyzing them instead of low-level image features.
In addition, we also propose a richness-based spot assessment method by taking
the richness of the landscape into consideration.

2 Landscape Assessment

2.1 Overview

The input data of our method are sightseeing spots with social images, and the
output data are corresponding landscape assessment scores and rankings. As a
preliminary process, the data preprocessing obtains representative landscapes
image groups and extracts the landscape elements. After that, we estimate the
coherence and the visual scale per spot from the images. Then we integrated
these two criteria based on the concept of richness in order to rank the spots.

2.2 Data Pre-processing

Filtering. At first, it is needed to filter out the noise social images. Another
goal of filtering is to identify the corresponding image groups for scenes at a
sightseeing spot that would be interesting to tourists.

Landscape images of scenes that would be of the same interest to tourists
tend to be very similar. We use DBCSAN [17] to cluster the images per each
spot. The output of this process consists of several image groups, which are
supposed to correspond to the scenes of a spot.

Element Extraction. To calculate criteria on landscape elements, we extract
elements in the data preparation process after filtering the data. By utilizing
the method proposed in [14], our implementation considers only eight of these
object classes: building, grass, tree, sky, mountain, water, flower, and road. Con-
nected regions having the same label are treated as an element in the landscape.
The extracted landscape elements are used in the element-oriented landscape
assessment.

2.3 Assessment Criteria

As an improvement of our previous work, we assess the landscape of a spot with
two criteria: (1) coherence and (2) visual scale.
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Coherence. According to the research [8], coherence relates to the unity of a
scene; it is enhanced by the degree of repetition of colors and textures. On the
basis of this definition of unity and coherence, we use patterns as an indicator
of the sightseeing value. The patterns are recurrences of a certain composition
of color and texture. The color-based pattern calculation is performed in both
an intra-element and inter-element way.

(A) Intra-element Coherence of Color is to find the repeated color com-
positions contained in elements. The details are as follows.

Step 1 (Griding and Clustering): Each element is divided into blocks of 15×15
pixels, and an HSV space-based color histogram representing each block is
calculated. Here, a color-based pattern is a repetition of color histogram fea-
tures contained in an element. The mean-shift method [9] is used to cluster all
similar color histograms into groups. In that case, each element is represented
by rows of numbers corresponding to the clusters of the color histogram.

Step 2 (Sequence Compression and Comparison): The sequence pattern min-
ing method is adapted on the basis of the definition of coherence so that it
can find the patterns inside each element. Since the repetition of a single color
feature does not convey much information as far as human perception goes,
continuous regions of one color should be excluded from consideration. There-
fore, the color-based pattern calculation uses sequence compression wherein
adjacent groups having the same numbers are compressed into one group;
this reduces redundancy and time complexity.

Step 3 (Finding matched parts): Suppose the element ei is represented by
rows ti(i = 1, . . . m) and its corresponding compressed sequence is ci. We
discover the frequent pattern sk(k = 1, . . . , n.) in the compressed sequences.
Then, we decompress and compare these patterns to refine them. For two
patterns si,k sj,k respectively appearing in rows ci and cj (also ti and tj),
their similarity is defined as follows.

Sim(si,k, sj,k) = 1 − ‖lent(si,k) − lent(sj,k)‖
‖len(ti) − len(tj)‖ (1)

where, lent(si,k) denotes the length of si,k in the original (uncompress) row,
and len(ti) is the length of ti. In this procedure, only the original pairs with
high similarity for each matched pattern can be marked as repetitions patterns
si, i = 1, . . . , n.

We calculate the color intra-element repetition score as follows.

Rep(si) = σm
i=1

lent(si,1)
len(ti)

Repintra(ei) =
σn
k=1Rep(sk)
Size(ei)

(2)

In this formula, Rep(si, sj) produces a repetition score pattern sk. The repe-
tition score for the an element ei is calculated by summing the repetition scores
of patterns and normalizing it by Size(ei), which is the number of sequence
numbers contained in element ei.
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(B) Inter-element Coherence of Color. For the inter-element pattern cal-
culation for color, inspired by the research [15], we calculate the color coherence
at the level of the overall image Repinter color(img). Considering the potentially
large number of elements contained in an image and the sequence numbers con-
tained in each element, comparisons between elements tend to have high time
complexity. Therefore, we take the image as a whole and do the calculation in a
similar way as the element-based calculation.

Considering both the inter-element and intra-element repetition put impor-
tant emphasis on the coherence, we combine these two scores as follows to cal-
culate the color coherence score.

Coherencecolor(img) =
∑

Repintra color(ei) × Repinter color(img) (3)

Coherence of Texture. We consider the repeated textures as the repeated
or similar patterns in an element. We represent each pattern by using the local
binary pattern (LBP) features [10], which is a traditional feature for texture,
and perform the same steps as in the color-based pattern calculation.

Coherencetexture(img) =
∑

Repintra texture(ei) × Repinter texture(img) (4)

Considering that both color and texture are important for the coherence
calculation, we define Co(img) as the coherence for an image img as follows.

Co(img) = Coherencetexture(img) × Coherencecolor(img) (5)

Visual Scale. The visual scale is defined as a perceptual unit that reflects
the openness, depth, and roominess apparent in a landscape [8]. Since both
openness and depth are important determiners of the visual scale of a landscape,
we calculate values, op(i) and dp(i), for them and use the harmonic value in the
visual-scale score V i(img) for image img. As the way of quantifying openness
and depth, we use the GIST [11] based method.

V i(img) =
2

1
op(img) + 1

dp(img)

(6)

2.4 Scene Assessment

The criteria mentioned above apply to one image. A method to combine all the
scores calculated for the whole image set of the scene I (I = {img1, . . . , imgn};
the image clusters obtained in the data pre-processing) is thus used.

Because of the individual differences in quality between images, for each
criteria c ∈ {coherence, visual-scale}, we assume that the scores calculated by
the criteria function Cf(img) ∈ {Co(img), V i(img)} from the image set I are
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normally distributed and take the highest likelihood value in a 95% confidence
interval. The value of a spot Ii is denoted as LVc(Ii). Besides the criteria score for
each image, the diversity of photographers is an important consideration when
combining scores because the more people who take photos whose values are
close to the most likely value, the more likely the highest likelihood is reliable.
Therefore, we calculate the overall value OSc(Ii) for spot Ii by multiplying the
LVc(Ii) and the fraction of photographers in the 95% confidence interval:

OSc(Ii) = LVc(Ii)×
(

1+
Numin

Numall

)
, i ∈ {1.. |I|}, c ∈ {coherence, visual-scale}

(7)
where Numin is the number of photographers in the 95% confidence interval
and Numall denotes the total number of photographers.

We assume that these two criteria have a large impact on the sightseeing
value and calculate the combined sightseeing estimation score Score(Ii) as the
product of overall values for each criteria score.

Score(Ii) =
∏

c

OSc(Ii), c ∈ {coherence, visual-scale} (8)

2.5 Richness-Based Spot Assessment

On the basis of the research [8], richness is defined as the volume of landscape in
sightseeing spots. The image set for a certain sightseeing spot is clustered into
image groups, which are treated as the corresponding images for the landscape.

For each image groups gj , we calculate the proportion of groups of size nj in
the whole image set gj for sightseeing spot Ii and calculate richness-based scores
as follows. In this sense, a landscape scene which has a large number of photos
is indicative of the whole sightseeing spot.

Scorerichness(Ii) =
∑

j

ni∑
n

× Score(gj) (9)

3 Experimental Evaluation

We compared our method with three baseline methods and the evaluation metric
is nDCG [12].

3.1 Dataset

As the experimental data, we collected images of 16 spots from Flickr by keyword
based search. The images contained a balance between high-quality spots abun-
dant in natural and cultural elements and low-quality spots that mainly consist
of modern architecture so that the experimental data would be unbiased.
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To obtain the ground truth, we recruited eight subjects to label each candi-
date spot in terms of its coherence and visual scale. A five-point scale ranging
from 1 for very low value to 5 for very high value was used, and we regarded the
average of all the subjects’ labels as the ground truth for a spot. Table 1 shows
the labeling results and details of our data set.

Table 1. Ground truth: average assessment scores by subjects

Avg. score Tennryuji
Temple

Ninnaji
Temple

Kinkakuji
Temple

Shisendo Fushimiji
Temple

Hanami
Street

Kyoto
Station

Daigoji
Temple

# of photos 1k 1k 1k 0.4k 1k 1k 1k 1k

# of groups 2 1 2 1 3 2 2 1

Coherence 2.875 2.875 2.75 3.125 3.375 2.5 2.25 2.5

Visual scale 3.375 3 3.25 2.625 2.375 2.75 2.375 3.5

Sightseeing value 4.33 3.17 4 4.17 4.5 3.17 2.33 4

Avg. score Tai Lake Jinji Lake Tiger Hill Suzhou
Museum

Humble
Garden

Shantang
Street

Guanqian
Street

Sekizan
Temple

# of photos 1k 0.2k 1k 0.4k 1k 1k 0.3k 0.3k

# of groups 1 1 1 1 1 2 1 1

Coherence 2.625 4.25 3.375 2.25 3.125 2.5 2 3.5

Visual scale 3.75 4.75 3.875 2.375 3.125 2.75 2 2

Sightseeing value 2.83 3.83 3.67 4.17 4.33 3.67 1.67 3.67

3.2 Evaluation of Coherence and Visual Scale Criteria

Figure 1 compares the two kinds of criteria scores with the corresponding ground
truth, respectively. Despite the low popularity and small number of images, three
obscure spots (Sekizan Temple, Daigoji Temple and Shisen-do) are scored quite
accurately, as accurately as the other spots.

Coherence. As shown in Fig. 1, Jinji Lake obtains the highest ground truth
coherence score and highest score from our element-oriented method. It seems
that the existence of color and texture repetitions for the same kinds of element
(e.g., the orderly arrangements of rock pitons) leads to the element-oriented
method giving a higher coherence score to Jinji Lake.

The correlation coefficient for Fig. 1 is 0.8193, and the nDCG score for the
element-oriented coherence calculation is 0.9722. The overall ranking result,
which takes the intra-element factor into consideration, indicates that this
method closely matches the human perception of coherence.

Fig. 1. Comparison with ground truth for coherence and visual scale.
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Visual Scale. In the results shown in Fig. 1, the calculated visual-scale scores
for Jinji Lake and Tai Lake are clearly different from those of the other spots.
The common feature of Jinji Lake and Tai Lake is that most images of them
show a wide open vista. Compared with the spots that occupy a small amount
of space, spots that have large amounts of space provide a stronger experience of
wide-open vistas, in line with the definition of visual scale [8] in environmental
psychology. The correlation coefficient for Fig. 1 is 0.5919, and the nDCG score
for the visual-scale calculation is 0.9407.

3.3 Evaluation of Spot Ranking

Three baseline methods were implemented in this comparison.

– User-rating method: Here, we calculated the average scores of users’ ratings
on TripAdvisor (http://www.tripadvisor.com/) as assessment scores.

– NSED method: Proposed in [13], NSED is used to examine the relationship
between low-level visual features and perceived naturalness.

– Low-feature based method: Our previous method estimates the sightseeing
value by utilizing low-level visual features such as overall tone and photo
quality.

The nDCG scores for Low-feature based method, Element-oriented method,
User-rating method and NSED method are 0.9277, 0.9381, 0.8376 and 0.9195.

According to the result, the element-oriented method was more accurate than
the three baseline methods. The user-rating method, a classic method of the
user-behavior approach, is considered to be too inflexible for sightseeing value
estimations because scores given by users are affected by both the sightseeing
quality and the popularity of a spot. Based on the idea that naturalness tends
to have an irregular shape, the NSED method also achieves quite high accuracy
in terms of naturalness. However, not only naturalness but also the composition
of artificial and natural elements affects the sightseeing value judged by humans.
Compared with the NSED method, our method considers factors involved in a
sightseeing estimation more comprehensively, in order to satisfy the sightseeing
needs of tourists.

The element-oriented assessment outperformed our previous low-feature-
based assessments. Note that human perception of coherence is affected by not
only the overall color composition but also the relative relationship between
element features, which means that the element-oriented method is more sophis-
ticated than a low-feature based method. In addition, in combination with the
concept of richness, our method makes the estimation results closer to human
perception.

4 Conclusion

We propose an element-oriented method to assess sightseeing value by analyzing
social images. Experimental results showed that our method tends to assign a

http://www.tripadvisor.com/
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high score to spots with beautiful scenery, wide fields of vision and obvious color
tendencies, which are all typical features of good sightseeing spots. In future
work, more criteria will be incorporated in our method.

Acknowledgement. This work is partly supported by JSPS KAKENHI (16K12532,
15J01402) and MIC SCOPE (172307001).
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Abstract. In this paper, we study the problem of assessing the quality
of co-reference tuples extracted from multiple low-quality data sources
and finding true values from them. It is a critical part of an effective data
integration solution. In order to solve this problem, we first propose a
model to specify the tuple quality. Then we present a framework to infer
the tuple quality based on the concept of quality predicates. In particular,
we propose an algorithm underlying the framework to find true values
for each attribute. Last, we have conducted extensive experiments on
real-life data to verify the effectiveness and efficiency of our methods.

Keywords: Data fusion · Data cleaning · Predicates

1 Introduction

Web data grow at an unprecedented pace following the increasing number of data
sources, and people get opportunities to access a wide variety of information and
viewpoints from multiple individual sources. Although where to find answers is
not troublesome anymore, it remains a big challenge on how to sift true answers
from multiple low-quality data sources [7].

Consider a person named Mary shown in Table 1. We collected four tuples
for Mary from four sources. Tuple ti is collected from Di. Apparently, there are
conflicts among the four tuples and we need to resolve conflicts among different
salaries and affiliations.

Existing data fusion methods [2,5,6,8] more or less take a voting approach,
i.e., accumulating votes from various sources for each value on the same object
and selecting the value with the highest vote. However, an inherent limitation of
this model is that it is not able to find multiple true values, and it has to depend
on a certain relationship among sources to work. Unlike existing methods which
make the assumption that only one true value exists, in this paper, we aim to
solve the same problem under a more relaxed assumption: multiple true values
may exist, and propose a framework to find such true values. In particular, we
have made the following contributions:

c© Springer International Publishing AG 2017
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– We propose a novel data quality model which integrates several data quality
criteria and we drop out the common assumption in previous work.

– We propose the concept of quality predicates to differentiate true values from
false values, which is able to work when there exist multiple true values from
data sources.

– For a certain tuple, we propose an algorithm to infer its quality vectors based
on its quality predicate(s). The time complexity of finding top-k true values
in our method outperforms other rule-based methods.

– We experimentally verify the effectiveness and efficiency of our methods using
two real datasets.

The remainder of this paper is organized as follows. Section 2 formally defines
the quality model. Section 3 presents the algorithm to infer the quality vectors
and find true values. Section 4 reports the experiments and we conclude at Sect. 5.

Table 1. Entity instance person for Mary

Name Salary Research area Affiliation Publication

t1: Mary 142k Data integration, data cleaning Amazon Data integration

t2: Mary 120k Data cleaning Google null

t3: Mary 88k Knowledge management AT&T Labs A diagnostic tool for data errors

t4: Mary 88k Information retrieve null null

2 Model for Tuple Quality

In this section, we will introduce a model to specify the tuple quality.

2.1 Quality Predicates

There have been much work in assessing the tuple quality from plenty of semantic
facets such as consistency [4], currency [3] and accuracy [1]. In this paper, we
propose three types of quality predicates to evaluate tuple quality.

Priority. A Priority relationship denotes the relationship defined on attributes.
If a set of values of one attribute is messy or impure, it is hard to find true values.
However, if attribute values are pure i.e. most sources provide the same value,
it is easy to find true values. In our model, we use Shannon entropy to calculate
purity. For an attribute Ai: H(Ai) = −∑

x∈X p(x) log2 p(x), where X is the set
of the classes of values in Ai (null is not a class), and p(x) is the proportion of
the number of x to the number of values from Ai. Besides, for the values of the
same attribute, the higher the proportion of null values is, the harder the values
are to acquire. We use pn(Ai) to represent the proportion of null values for Ai.

Definition 1 (Priority predicate). For attributes Ai and Aj, if H(Ai)
1−pn(Ai)

<
H(Aj)

1−pn(Aj)
, we define a priority predicate Prior(Ai, Aj).
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By Definition 1, a priority relationship is a total order on A = (A1, ..., Al). Let
Pscore(Ai) = H(Ai)

1−pn(Ai)
. Assuming Pscore(A1) < ... < Pscore(Al), for any two adja-

cent Pscore(Ai) < Pscore(Aj), we can define a priority predicate Prior(Ai, Aj).

Example 1. In Table 1, we can define three priority predicates: Prior(Salary,
Research Area), Prior(Salary,Publication) and Prior(Publication,Affiliation).

Status. A status relationship is the relationship among the values of the same
attribute. The quality of an attribute value changes along with that attribute
value.

Definition 2 (Status predicate). A status predicate Stat(Ai) is in the form
(∀ti,∀tj)(P (t(Ak)

i , t
(Ak)
j ) ∧ φ(ti, tj)) representing that the values of Ai satisfying

a certain condition are worse than the others.

A status predicate ϕ is defines on two tuples (it is less likely that a predicate
that involves more tuples in real life), and it checks whether t

(Ak)
i and t

(Ak)
j

satisfy the condition defined by P . We then introduce the predicates we use.
For numberic values, we define P1(v1, v2) (P2(v1, v2)) to denote v1 is bigger

(less) than v2. For string typed values, we define P3(v1, v2) (P4(v1, v2)) to denote
v1 is longer (shorter) than v2. We also define P5(v1, v2) (P6(v1, v2)) to represent
v1 is more (less) detailed than v2 in term of their information entropy.

Note that φ in status predicates is a condition that ti and tj must comply. We
define φ(ti, tj) = f1(t

(Am)
i , t

(Am)
j ) ∧ ... ∧ fl(t

(An)
i , t

(An)
j ) where fi(v1, v2) is either

v1 = v2 or v1 �= v2.

Example 2. In Table 1, a tuple with a higher salary is of better quality. Hence,
we can define ϕ4 : Stat(Salary) = (∀ti,∀tj)(Plt(t

(Salary)
i , t

(Salary)
j )) to represent a

tuple with lower salary is of lower quality.

Interaction. Interaction is the relationship among values of different attributes
in one tuple. For example, in Table 1, some values are null, which indicates they
are of low quality.

Definition 3 (Interaction predicate). An interaction predicate Interδ(A1, ..., Al)
represents that when a tuple satisfies condition δ, its values of attribute A1, ..., Al

are of low quality.

For an interaction predicate, δ = (∀ti)(P ′
1(t

Am
i , c1) ∧ ... ∧ P ′

l (t
An
i , cl)) where

P ′
i (v, c) can be any predefined predicate. For interaction predicate, we add four

more predicates.
For the values of string type, we define P7(v, c) and P8(v, c) to represent v1

contains or not contains c. For both numberic values, we define P9(v, c) and
P10(v, c) to represent v1 is equal or not equal to c.

The second argument c is in the range of the dataset. c usually represents a
single word or a punctuation. In addition, no matter what schema a instance has,
we can define a universal interaction predciate ϕ5 : Inter

(∀ti)(P7(t
(Ai)
i ,null))

(Ai)
for every attribute.
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3 Deducing Tuple Quality

In this section, we present an algorithm to deduce the quality vectors of tuples
by quality predicates. Quality vectors are a n-ary vector representing the quality
of a tuple, where the real number in each dimension represents the quality of
corresponding attribute value in the tuple.

Our method to find true values is based on the voting approach and assumes
that multiple true values exist. For each attribute, if the attribute is labeled as
“multi-valued”, we will return all the attribute values with non-negative values
in quality vectors. If the attribute is labeled as “time-sensitive”, we will return
the attribute value with the highest value in quality vectors.

The runtime of our algorithm has the square relation with the size of the
tuples. Finding top-k candidates is a polynomial problem after deducing quality
vectors, while it is NP-hard in a chase-like algorithm [1].

Applying Quality Predicates. Priority predicates are used for distinguishing
the quality of two similar attribute values by the quality of another attribute
value. Hence we apply a priority predicate Prior(Ai, Aj) for two tuples t1 and
t2 when q

(Aj)
t1 = q

(Aj)
t2 and q

(Ai)
t1 > q

(Ai)
t2 . In this case, if only t

(Aj)
1 �= t

(Aj)
2 , we

consider t
(Aj)
1 is of better quality than t

(Aj)
2 . Because priority relationship is a

total order relationship on all attributes, we can sort priority predicates by their
Pscore of the first attribute in descending order and traverse them in sequence.

Status predicates are used for distinguishing the values in different status. We
apply them in the comparison between two tuples i.e. we extract all distinct pairs
of tuples and apply status predicates on them. During the comparison between
t1 and t2, if they satisfy a status predicate Stat(Ak) = (∀t1,∀t2)(P (t(Ak)

1 , t
(Ak)
2 )∧

φ(t1, t2)), we decrease η from q
(Ak)
t1 .

The interaction predicate is defined on w.r.t. a single tuple. For a interaction
predicate Interδ(A1, ..., Al), if a tuple t1 satiesfies δ, we decrease η from q

(A)
t1

where A = (A1, ..., Al).

Influence Factor. When applying quality predicates, we need to change the
values in the corresponding quality vectors. We use the word “influence factor”
to represent the degree that the quality vectors being changed. For simplicity, we
set all influence factors when applying status predicates and interaction predicate
to the same value, and set influence factors to 1 when applying priority predicates
because that is enough to distinguish two different facts of equal quality. We will
discuss the influence of different η in Sect. 4.

Execution Order. When applying quality predicates, is different applying order
leads to a different result? The answer to this question is affirmative. Status pred-
icates and interaction predicates act on the attribute values that are immutable.
Therefore, they can be applied without disturbing each other. However, prior-
ity predicates act on the variable value of quality vectors. Therefore, priority
predicates should be applied in the last after we inferred quality vectors.
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Algorithm 1. Deducing the quality vectors of tuples
1 function DTQ (M);

Input : a specification M = (D, e, Is, PP , PS , PI)
Output: the quality vectors Q of Is

2 Ie ← Partition(Is, e);
3 Q ← ∅;
4 for Iei ∈ Ie do
5 Qei ← Init(Iei);
6 for ϕs ∈ PS do
7 for (ti, tj) ∈ Iei do
8 ApplyStat(ti, tj , ϕs,Qei);
9 end

10 end
11 for ϕi ∈ PI do
12 for ti ∈ Iei do
13 ApplyInter(ti, ϕi,Qei);
14 end

15 end
16 for ϕc ∈ Topsort(PP ) do
17 for I ∈ SortByClass(Iei) do
18 for (ti, tj) ∈ I do
19 ApplyPrior(ti, tj , ϕc,Qei);
20 end

21 end

22 end
23 Q ← Q ∪ Qei ;

24 end
25 return Q;

Algorithm. We now present the main driver of dtq. Given M , it first partitions
Is into Ie = (Ie1 , ..., Ieq

) by entity set e = (e1, ...eq). For each Iei
, it initializes

an empty |Iei
| × n quality matrix Qei

= (qt1 , ..., qt|Iei |
), where n presents the

number of attributes and each row in Qei
represents a quality vector of a tuple.

Then it starts to apply status predicates to deduce quality vectors. Assuming
ϕs = Stat(Ak), ApplyStat will subtract η from q

(Ak)
ti if t

(Ak)
i and t

(Ak)
j satisfy

ϕs. Next, dtq applies interaction predicates to further update Qei
. It traverses

each tuple of Iei
. Assuming ϕi = Interδ(A1, ..., Ak), If ti satisfies condition δ,

then ApplyInter will substracts η from q
(A)
ti , where A = (A1, ..., Ak). Finally,

it applies priority predicates. Assuming ϕc = Prior(A1, A2), if t
(A2)
i = t

(A2)
j ,

ApplyPrior will make the comparison between t
(A1)
i and t

(A1)
j and plus 1 to

Q(A2)
ei of the tuple with greater value on A1. Notice that before extracting pairs

of tuples, it first sorts Iei
in ascending order by the quality of A2 and groups Iei

by the quality of A2. We use I to denote a group of tuples that have the same
value on A2.
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4 Experimental Study

Using both real-life data and synthetic data, we conducted three sets of exper-
iments to evaluate: (1) the effectiveness of algorithm dtq on the real dataset,
compared with the algorithms of [2,8]; (2) the relationship between the trust-
worthiness of sources and recall; and (3) the influence of η;

Experimental Setting. We used two real-life datasets1 (Book and Flight). In
our experiment, we used FOIL to discover the quality predicates. We manually
filtered the predicates of low quality. For all datasets, we set η = 15 and ε = 0.1.

We implemented the following, all in C#: (1) dtq; (2) TruthFinder [8];
and (3) a truth discovery algorithm Sim [2]. All experiments were conducted
on a 64 bit Windows Intel Core(TM) i5-3470 CPU with 16 GB of memory and
1000 GB of storage. Each experiment was repeated 5 times and the average is
reported.

Exp-1: Effectiveness of DTQ. Using real life data Book and Flight we evalu-
ated the effectiveness of dtq compared with Sim [2] and TruthFinder [8].

Fig. 1. Results of truth finding. Fig. 2. Applying dtq on Book.

We tested how many true values were correctly derived by dtq. As shown
in Fig. 1, according to the gold standard, dtq achieved 90% precision while Sim
achieved 89% precision and TruthFinder achieved 85% of precision on Book.

We also ran dtq on Flight to further verify its effectiveness. In Fig. 1, dtq
get the highest precision on all datasets. In [6], 16 methods including 1 base-
line methods, 4 web-link based methods, 3 IR based methods, 7 bayesian based
methods and AccuCopy were used to find true values on Flight. Among them,
AccuCopy get the highest precision of 96.0%. However, dtq get a higher pre-
cision than AccuCopy. It also can be seen from Fig. 1 that dtq worked well on
Book and Flight.

Exp-2: Trustworthiness of Sources. Using real life data Book and Flight, we
applied dtq to calculate the trustworthiness of each data source and sort data
sources by their quality in descending order. For a data source Di, we calculate

1 All datasets can be download from http://lunadong.com/fusionDataSets.htm.

http://lunadong.com/fusionDataSets.htm
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the trustworthiness of it as λi =
∑

t∈Di
d(qt)/|Di|, where t is the tuple pertaining

to Di and |Di| is the size of Di. By the rank of data sources, we evaluated (a) the
change of recall and precision as data sources added; and (b) the distribution of
the trustworthiness of data sources.

Recall. As shown in Figs. 2 and 3, we tested the recall as data sources added. In
the experiments, we used preference model dh(u) = u(1) + ...+u(n) to convert a
vector to a real number. From the figures, the recall is definitely monotonically
increasing as data sources added. All datasets show that true values lie in a few
datasets. The curve in Fig. 3 is not as steep and smooth as that in Fig. 2 because
the number of data sources is small and we only used a few quality predicates to
distinguish the trustworthiness of data sources. In conclusion, by scoring data
sources, we can use a small amount of data sources to get a same or even better
result. Last, an effective rank of data sources verifies the effectiveness of dtq.

Precision. Figures 2 and 3 also report the precision of dtq as data sources added.
The change of precision is not definitely monotonically increasing. Before the
recall reaches the peak, adding more data sources means a larger precision, and
the figure of precision during this phase is similar to that of recall. After recall
remains stable, more data sources mean more noises, thus the precision may
start to shock. In practice, if we can use a small amount of data sources to get
a high recall, we can then use a small amount of data sources to get a good
precision.

Fig. 3. Applying dtq
on Flight.

Fig. 4. η may affect the
precision of dtq.

Fig. 5. η affects the conver-
gence rate of recall.

Exp-3: Influence Factor η. Intuitively, we should not choose an extremely
small value because we use it to filter tuples and a tiny value will not have
an effect. We evaluated integer η from two aspects and we set η for all quality
predicates the same value for simplicity.

Influence on Precision. We first tested the influence of different size of η on
the precision of dtq using Book and Flight. As shown in Fig. 4, we ran dtq
when η in the range of 1 to 100. For Book, when η = 1, the precision is only
59%. When 1 < η < 15, the precision has a slight wobble. When η ≥ 15, the
precision remains 91%. For Flight, the size of η does not influence the result of
dtq. From observation, we found that whether η has an influence depends on
quality predicates. In practice, this situation is common and there are always
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imperfect quality predicates. Hence, we need to avoid a very large η as well as
an extraordinary small η. We set η = 15 for all our experiments.

Influence on Recall. We then tested the influence of different η in interaction
predicates on the recall of dtq on Book. As shown in Fig. 5, we executed dtq
and recorded the recall when c = 10, 30, 100, 200, 1000 separately. We found that
with the increase in η, the convergence rate of recall is getting slow, which means
we need more data sources to achieve an equal result.

5 Conclusion

This paper studied how to the estimate tuple quality and find true values among
multiple low-quality data sources. We measured tuple quality by three types of
quality predicates including priority predicates, status predicates and interaction
predicates. These quality predicates are in a simple form and can be found auto-
matically by existing methods. By the quality model, we can assess the quality
of attribute values and the quality of tuple, and thereby find the true values via
quality vectors.

In future, we would like to explore how the trustworthiness of data sources
affect the accuracy of the true values.
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Abstract. Given a graph, can we minimize the spread of an entity (such
as a meme or a virus) while maintaining the graph’s community structure
(defined as groups of nodes with denser intra-connectivity than inter-
connectivity)? At first glance, these two objectives seem at odds with
each other. To minimize dissemination, nodes or links are often deleted
to reduce the graph’s connectivity. These deletions can (and often do)
destroy the graph’s community structure, which is an important con-
struct in real-world settings (e.g., communities promote trust among
their members). We utilize rewiring of links to achieve both objectives.
Examples of rewiring in real life are prevalent, such as purchasing prod-
ucts from a new farm since the local farm has signs of mad cow dis-
ease; getting information from a new source after a disaster since your
usual source is no longer available, etc. Our community-aware approach,
called constrCRlink (short for Constraint Community Relink), preserves
(on average) 98.6% of the efficacy of the best community-agnostic link-
deletion approach (namely, NetMelt+), but changes the original commu-
nity structure of the graph by only 4.5%. In contrast, NetMelt+ changes
13.6% of the original community structure.

Keywords: Dissemination control in graph · Community structure ·
Graph mining

1 Introduction

We address the following problem: given a graph G,1 can the dissemination of
an entity (such as a meme or a virus) be minimized on G while maintaining G’s
1 We use the following similar terms in this paper: graph and network, vertex and

node, edge and link.
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community structure (where nodes within a community have dense connectivity
amongst each other, but they have sparse connectivity with others outside their
community)? The problem of controlling an entity’s spread on a graph has been
studied extensively recently [3,5,13,17,19–21], but (to the best of our knowl-
edge) no one has investigated this problem under the constraint of maintaining
the graph’s community structure as much as possible. Preserving communities in
a graph is an important problem in many real-world applications, e.g., individ-
uals trust members of their communities more than non-members because their
interactions are more embedded (due to higher link density between members of
a community than to outsiders) [2].

The epidemic tipping point (i.e., whether a dissemination will die out or
not) depends on two factors: (a) the entity’s strength and (b) the graph’s path
capacity [3,17]. We assume that we cannot modify the entity’s strength and
focus on manipulating the graph’s path capacity. However, instead of deleting
nodes or links (which affect the graph’s community structure), we investigate
algorithms that rewire links in order to minimize dissemination and minimize
change to the community structure of the original (i.e., unperturbed) graph.
We quantify minimizing dissemination by the drop in the largest (in module)
eigenvalue of the adjacency matrix ; and measure the amount of change to the
community structure of the original (i.e., unperturbed) graph by the variation
of information, an entropy-based distance function. Thus we focus on solving a
realizable problem - namely, how can we efficiently rewire a set of K edges that
effectively contain dissemination and maintain community structure.

To solve the aforementioned problem, we present the CRlink algorithm (short
for Community Relink), which rewires edges in the graph that lead to the largest
drop in the leading eigenvalue of the adjacency matrix by choosing the relink-to
edge with the smallest eigenscore within a given community. Furthermore, we
present the constrCRlink algorithm (short for Constraint Community Relink),
which is based on CRlink but the rewiring of the edges is based on node-degree
constraints. Experiments on a range of different graphs demonstrate the effi-
ciency and effectiveness of CRlink and constrCRlink. The main contributions
of the paper are summarized as: (1) We introduce the problem of minimizing
dissemination while preserving community structure on graphs. (2) We propose
two efficient and effective algorithms for the aforementioned problem - namely,
CRlink and constrCRlink. (3) Experimental results on various real graphs show
that CRlink and constrCRlink algorithms efficaciously solve in the aforemen-
tioned problem.

The rest of paper is organized as follows. Section 2 formally defines the edge
rewire manipulation and the new problem of minimizing dissemination on a
graph while maintaining the graph’s community structure. Section 3 proposes
algorithms to solve the problem. Section 4 presents our experiments. Section 5
reviews related works. The paper concludes in Sect. 6.
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2 Problem Definition

Table 1 lists the symbols used throughout the paper. We represent an undirected
unweighted graph by its adjacency matrix, which is denoted by bold upper-case
letter A. Bold lower-case letter c stands for the community-assignment vector
of nodes. The greek letters Φ and Ψ are the sets of deleted and added edges in
the rewiring process, respectively. The leading eigenvalue of A is λ. The bold
lower-case letters u and v denote the left and right eigenvectors corresponding
to λ, respectively.

Table 1. Symbols used in the paper.

Symbol Definition and description

A The adjacency matrix of a graph

A(i, j) The (i, j)th element of A

c Community-assignment vector of nodes

c(i) Community assignment of node i

Φ Set of deleted edges in rewiring process

Ψ Set of added edges in rewiring process

λ The leading eigenvalue of A

u, v The left eigenvector and right eigenvector corresponding to λ

n The number of nodes in graph

m The number of edges in graph

K The edge budget

Definition 1 (Edge Rewiring). Given an undirected edge e:〈src, end〉, an
edge rewiring on e is a two-step operation: (1) delete e and (2) add a new edge
ê where ê is either 〈src, des〉 or 〈end, des〉, where des �= src �= end.

Given the above definition, it is useful to further define two types of edges
and three kinds of nodes that participate in the edge rewiring operation. They
are: the rewire-from edge (denoted by rf) is the deleted edge in the rewiring
operation, as in edge e:〈src, end〉 in Fig. 1. The rewire-to edge (denoted by
rt) is the newly added edge in the rewiring operation, as in edge ê:〈src, des〉 in
Fig. 1. The source node (denoted by src) is the node which is an endpoint in
both the rf and rt edges, as in the node src in Fig. 1. The end node (denoted
by end) is the rewire-from node, which appears only in the rf edge, as in the
node end in Fig. 1. The destination node (denoted by des) is the rewire-to
node, which appears only in the rt edge, as in the node des in Fig. 1.

In order to design an algorithm for minimizing dissemination while preserv-
ing community structure, we need to quantify how we measure the decrease
in dissemination and the preservation of community structure. For the former,
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Fig. 1. Example of an edge relink. Edge 〈src, end〉 is deleted and node src is relinked
to node des. The edge between src and des is a new edge in the graph.

Chakrabarti et al. [3] and Prakash et al. [17] show that the dissemination process
disappears in a graph if the strength of the entity (measured by the ratio of its
birth rate α over its death rate β) is less than one over the leading eigenvalue
λ of A–i.e., α/β < 1/λ. In other words, λ is the only graph-based parameter
that determines the tipping point of the dissemination process. The larger the
λ, the smaller the dissemination threshold for the entity to spread out. Thus, an
ideal strategy for minimizing dissemination on a graph is to minimize the lead-
ing eigenvalue λ; or alternatively maximize the drop in the leading eigenvalue
λ. Tong et al. [20] estimate the effects of edge removal on λ via an eigenscore
function. Specifically, they define the eigenscore of an edge e:〈i, j〉 as the product
of the i-th and j-th elements of the left and right eigenvectors corresponding to
λ. We use the eigenscore function to select the rf-type edges to be deleted and
rt-type edges to be added. An rf-type edge has the largest eigenscore in the
graph. An rt-type edge has the smallest eigenscore in the graph. Together these
two identify the edge whose rewiring will result in the largest decrease in λ. In
addition, we need a way of quantifying how much the community structure of
a graph changes as its edges are manipulated. Among the many ways of mea-
suring this quantity, we select the variation of information V (c, ĉ) [9]. V (c, ĉ)
is a symmetric entropy-based distance function. It measures the “robustness”
of a community structure to perturbations in the adjacency matrix. The formal
definition of V (c, ĉ) is given in Sect. 4.1. The value of V (c,ĉ)

log n is between 0 (no
change) to 1 (complete change), inclusive.

Finding the set of K edges whose deletion maximizes the drop in λ is an
NP-hard problem [20]. The most effective approximate edge-deletion algorithm
to maximize the drop in λ recomputes the eigenscores of edges after each edge
deletion. This approximate algorithm, called NetMelt+, is an improved version of
NetMelt [20]. Edge rewiring, is a combination of edge deletion and edge addition.
Under the same budget K, the best case for edge rewiring is to choose K edges
of type rf to delete as in NetMelt+, which leads to maximizing the drop in λ.
However, with edge rewiring, there are also K edges of type rt that need to be
added. These edge additions lead to an increase in λ. Hence, the drop in λ under
edge rewiring is always less than the drop under edge deletion. That is, it is
impossible to maximize the drop in λ with edge relinkage, whose edge additions
are required to minimize V (c, ĉ).

With above analysis, we look for edges that produce a large drop in the λ
and a small value of V (c, ĉ). Thus, the problem is formally defined as follows:
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Problem 1. Given a graph A and an integer (budget) K, output a set of Kd

edges of type rf to be deleted from A and a set of Ka new edges of type rt to be
added to A, which produce a large drop in λ and a small value of V (c, ĉ). The
budget K is equal to Kd and Ka � Kd.

Note that there may be no associated rt-type edge added for a given rf-
type edge deleted (i.e., Ka � Kd). In the following section, we introduce two
algorithms to solve Problem 1.

3 Proposed Algorithms

3.1 Proposed Algorithm: Community Relink (CRlink)

To get the largest drop in λ with edge rewiring (see Definition 1), one can delete
Kd edges of type rf with the highest eigenscores and add Ka previously non-
existent edges of type rt with the lowest eigenscores. We name this simple strat-
egy GRlink (short for Global Relink). Thus, GRlink repeatedly deletes the edge
with the highest eigenscore in the graph and adds the edge with the lowest
eigenscore from one of the endpoints of the deleted edge to any node in the
graph. However, the motivation for edge rewiring (i.e., deletion of an existing
edge followed addition of a new edge) is to maintain the graph’s community
structure. The key issue is which previously non-existent edges of type rt are
suitable for addition. GRlink chooses the rt edge with the smallest eigenscore
in the whole graph. From the community structure perspective, edge rewiring
among all nodes in the graph may completely change the community structure
because it may decrease the connections among nodes within a community while
increasing the connections across communities, which can lead to different out-
comes for community assignments. Thus, we implement edge rewiring within a
community based on the following considerations:

– Both endpoints of most rf edges are in the same community (i.e., most rf
edges are “non-bridges”). The average non-bridge edges ratio is over 80% in
the datasets used in this paper.

– Edge rewiring in the same community is more effective for maintaining com-
munity structure than edge rewiring throughout the whole graph.

– In real applications, it is more realizable for an individual to connect to
another individual who is in the same community (due to higher trust between
community members).

Algorithm 1 describes the Community Relink (CRlink) algorithm. In each
loop of CRlink, it first chooses the rf edge with the highest eigenscore to delete
and then finds the suitable rt candidate edges whose des node is in the same
community with src node. Finally, it selects the best rt edge with the lowest
eigenscore among these candidates to add. In some loops of CRlink, there may
be no associated rt edge for an rf edge due to the within community constraint.
Nonetheless, CRlink deletes the rf edges in these loops. Thus, Ka � Kd in the



90 C. Zhang et al.

Algorithm 1. Community Relink (a.k.a. CRlink)
1 Input:Adjacency matrix A, budget K, community vector c;
2 Output:Kd deleted edges of type rf indexed by set Φ, and a corresponding Ka added edges

of type rt indexed by set Ψ (Ka � Kd = K);
3 Initialize Φ and Ψ to the empty set;
4 for t = 0 to K do
5 compute the leading eigenvalue λ of A;
6 compute the corresponding eigenvectors: u and v;
7 score(eij)=u(i)v(j) for i, j = 1, 2, ..., n;
8 find edel = eîĵ = argmaxeij

score(eij), where eij /∈ Φ and eij /∈ Ψ ;

9 add the edge edel into Φ;
10 for k = 1 to n do

11 if c(̂i) == c(k)&&A[̂i, k] == 0 then

12 score(êîk) = u(̂i)v(k);

13 if c(ĵ) == c(k)&&A[ĵ, k] == 0 then

14 score(êĵk) = u(ĵ)v(k);

15 if êîk ∪ êĵk == ∅ then

16 êadd = null and do not update A

17 else
18 find êadd = argmin(ê

îk
∪ê

ĵk
)score(êîk ∪ êĵk),

19 where êîk ∪ êĵk /∈ Ψ ;

20 add the new edge êadd to Ψ ;
21 update added (rt) edges in A;

CRlink algorithm. Note that newly added edges in former steps can not be re-
deleted in later steps, as well as newly deleted edges can not be re-added. Thus
in Step 8 of Algorithm1, eij /∈ Ψ avoids the re-deletion of newly added edges.
Step 16 and 21 do not update the deleted (rf) edges in A, which guarantees
that newly deleted edges will not be re-added.

3.2 Proposed Algorithm: Constraint Community Relink
(constrCRlink)

CRlink rewires edges by deleting the edges of type rf with the largest eigenscores
and adding the within community edges of type rt with the smallest eigenscores.
In this work, we further consider the node degree of des when choosing the
rt edge to add. An intuitive way is to constrain the degree of des node in
edge rewiring within community. Adding an edge to a node with small degree
impacts the community structure more than adding an edge to a node with large
degree. With such consideration, we present the Constraint Community Relink
(or constrCRlink) algorithm based on CRlink. In each iteration of constrCRlink,
it chooses the rf edge with the highest eigenscore to delete; and rewires one of
the endpoints to the corresponding lowest eigenscore rt edge with a small degree
des node. Similar to CRlink, Ka � Kd in constrCRlink. We only need to change
Step 11 and Step 13 in Algorithm1 to get the algorithm for constrCRlink :

– Step 11: if c(̂i) == c(k) && A[̂i, k] == 0 && dk ≤ ρ then ...
– Step 13: if c(ĵ) == c(k) && A[ĵ, k] == 0 && dk ≤ ρ then ...
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ρ is a small value parameter for degree constraint and dk denotes the degree of
node k. constrCRlink does not consider the special case where the two endpoints
are in different communities. This decision is due to two reasons. First, most of
the edges in a given graph are non-bridge edges (i.e., with the two endpoints in
the same community). Thus, the case where the two endpoints are in different
communities has little influence and so constrCRlink ignores it. Second, there
are a few deleted edges with two endpoints in different communities. This leads
to a more stable community structure since edges across communities are deleted
while edges within communities are added.

3.3 Algorithm Complexity Analysis

Lemma 1. The time complexities of CRlink and constrCRlink are O(K(m+n)).
The space costs of CRlink and constrCRlink are O(n2).

Proof. In CRlink and constrCRlink, Steps 5 and 6 take O(m + n) by Lanczos
algorithm [12]. Steps 7 and 8 cost O(m). The loop from Steps 10 to 14 takes
O(n). Step 18 costs O(n). Over K iterations, the algorithm takes O(K(m +n+
m + n + n)) time. Thus, the time complexities of CRlink and constrCRlink are
O(K(m + n). In many real graphs, m ∼ n log n.

In terms of space, we first need O(m) to store the original graph A. It
costs O(1) and O(2n) to store the largest eigenvalue and its associated eigen-
vectors, respectively. In Step 7, it costs O(m) to store the eigenscores of all
edges. Moreover, in the worst case, we need an additional O(

(
n
2

) − m) to store
the eigenscores of non-existing edges. The storage of deleted edges and added
edges take O(K). Therefore, the total space cost of CRlink and constrCRlink are
O(m+1+2n+m+

(
n
2

)−m+K) ∼ O(m+n+n2+K). Since n2 � m > n > K,
the total space cost of CRlink and constrCRlink is O(n2) in the worst case. �

4 Experiments

4.1 Experimental Setup

Datasets. Table 2 lists the graphs used in our experiment. All of them are trans-
formed to undirected and unweighted graphs. We use the following six different
types of graphs to evaluate our algorithms:2 Facebook user-postings (FB):
We use two graphs of this type. Each node represents a Facebook user. An edge
between two users means a “posting” event between them. Twitter re-tweet
(TT): We use two graphs of this type. A node is a Twitter account. There is an
edge between two accounts if a re-tweet event happens between them. Yahoo!
Instant Messenger (YIM): A node is a Yahoo! IM user. An edge indicates a
communication between two users. Oregon Autonomous System (OG): A
node represents an autonomous system. An edge is a connection inferred from

2 Most of our datasets are available at https://snap.stanford.edu/data/.

https://snap.stanford.edu/data/
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the Oregon route-views. Weibo re-tweet (Weibo): A node denotes a Sina-
Weibo user. There is an edge between two users if a re-tweet event happens
between them. Collaboration Network of ArXiv (CA): Nodes represent
scientists, edges represent collaborations (i.e., co-authoring a paper).

Table 2. Datasets used in our experiments. We use the Louvain method [1] to find
communities. The number of communities is computed automatically by the method.

Dataset # of nodes (n) # of edges (m) # of communities

FB-1 27,168 26,231 2,154

FB-2 29,557 29,497 1,865

TT-1 25,843 28,124 2,983

TT-2 39,546 45,149 3,920

YIM 50,576 79,219 2,867

OG 7,352 15,665 38

Weibo 34,866 37,849 4,786

CA 5,243 14,484 392

Evaluation Metrics. We consider performances on both the decrease in the
leading eigenvalue λ and the change in the community structure V (c, ĉ). Given
the original graph A and the perturbed graph Â, we have the two evaluation
measures: (a) Drop in the leading eigenvalue: We define the percent drop
in the leading eigenvalue λ as:

Δλ% =
100 × (λ − λ̂)

λ
,

where λ̂ is the leading eigenvalue of Â. The higher the Δλ%, the better the
performance. (b) Change in the community structure: We use the variation
of information V (c, ĉ) [9] between the community structures of A and Â since
it has all the properties of a proper distance measure. V (X,Y ) is defined as:

V (X, Y ) = H(X|Y ) + H(Y |X) = −
∑

xy

P (x, y) log
P (x, y)

P (y)
−
∑

xy

P (x, y) log
P (x, y)

P (x)
,

where H(X|Y ) and H(Y |X) are conditional entropies. P (x, y) = nxy/n, P (x) =
nx/n and P (y) = ny/n, where x and y are the community assignments in c
and ĉ, respectively. nxy is the number of nodes which belong to community x
in c and community y in ĉ. In addition, we normalized V (c, ĉ) by 1/ log n since
log n is the maximum value of V (c, ĉ). The lower the V (c, ĉ), the better the
performance (i.e., the more the original community structure is preserved). To
find communities, we use the Louvain method [1] due to its good performance
in both efficacy and efficiency. The choice of community discovery algorithm is
orthogonal to our work.
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Comparison Methods. We compare the results of six methods: (1) GRlink :
edge rewiring, rt edges selected from the whole graph based on eigenscore com-
putation. (2) CRlink : edge rewiring, rt edges chosen from within a community
based on eigenscore computation. (3) constrCRlink : edge rewiring, rt edges
selected from within a community based on eigenscore computation and degree
constraint ρ = 1. (4) NetMelt : edge deletion, deleted edges selected based on
eigenscore computation. (5) NetMelt+: edge deletion, an improved version of
NetMelt, which re-computes the eigenscore after each edge deletion. (6) Rand-
Melt : edge deletion, deleted edges are chosen randomly. We run RandMelt 100
times and report the average results.

4.2 Experimental Results and Dicussions

Performance w.r.t. Δλ% and V (c, ĉ). First, we evaluate the effectiveness of
the different methods, in terms of Δλ% and V (c, ĉ), across various edge budgets
K. Figure 2 shows that constrCRlink performs well in terms of Δλ% (it is close
to NetMelt+, which solely optimizes for Δλ%) and has the smallest V (c, ĉ).
CRlink also has good performances in both Δλ% and V (c, ĉ). So, our algorithms
not only have strong impact in containing dissemination but also maintaining
community structure. In addition, as discussed in Sect. 3.1, GRlink has a large
value in V (c, ĉ), i.e., it performs badly in preserving community structure.

Table 3. Results of Δλ% and V (c, ĉ) with a fixed budget P = 100 × K
m

≈ 8%. con-
strCRlink preserves on average 98.6% of NetMelt+’s efficacy in Δλ%; and it performs
much better in V (c, ĉ).

Dataset Metric RandMelt NetMelt NetMelt+ GRlink CRlink constrCRlink

FB-1 Δλ% 2.5228 42.118 64.842 63.024 63.132 63.324

V (c, ĉ) 0.1239 0.1319 0.1511 0.2682 0.0510 0.0483

FB-2 Δλ% 4.7317 28.568 60.312 58.521 58.798 58.902

V (c, ĉ) 0.1530 0.1390 0.1741 0.2974 0.0587 0.0552

TT-1 Δλ% 17.803 43.277 68.820 66.946 67.257 67.592

V (c, ĉ) 0.1648 0.1519 0.1780 0.2694 0.0461 0.0463

TT-2 Δλ% 10.161 42.744 75.985 74.396 74.428 74.549

V (c, ĉ) 0.2073 0.1856 0.2242 0.3425 0.0538 0.0515

YIM Δλ% 14.022 27.282 68.413 66.765 57.914 67.636

V (c, ĉ) 0.1148 0.0612 0.0649 0.2288 0.0454 0.0452

OG Δλ% 12.001 32.288 39.227 38.979 38.875 38.476

V (c, ĉ) 0.1609 0.1649 0.1370 0.2701 0.0582 0.0544

Weibo Δλ% 12.489 25.037 43.639 43.193 43.382 43.417

V (c, ĉ) 0.1446 0.1056 0.1091 0.2659 0.0422 0.0381

CA Δλ% 8.3240 16.429 47.832 47.031 35.081 47.808

V (c, ĉ) 0.1114 0.0541 0.0518 0.1033 0.0274 0.0274
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Fig. 2. (Best viewed in color.) Δλ% and V (c, ĉ) vs. budget K across different graphs.
constrCRlink ’s Δλ% closely shadows that of NetMelt+ across various graphs (the first
and second rows); but its V (c, ĉ) is the smallest (the third and fourth rows). (Note:
the x-axes are in different scales due to different graph sizes.) (Color figure online)

Besides, Table 3 lists the Δλ% and V (c, ĉ) results of different methods with
a fixed budget P = 100 × K

m ≈ 8% across various graphs. The take-away points
from this table are: (1) On average, constrCRlink preserves 98.6% of NetMelt+’s
efficacy in term of Δλ%. (2) On average, constrCRlink changes the community
structure by 4.5%, while NetMelt+ changes it by 13.6%. In other words, Net-
Melt+ changes the graph’s community structure on average about 3 times more
than constrCRlink. (3) As expected, V (c, ĉ) of GRlink is the largest among all
methods because it is agnostic of a node’s community structure when it performs
edge rewiring.

There are two seemingly counter-intuitive phenomena in Fig. 2 and Table 3.
One is that CRlink seems to not be as good as constrCRlink in Δλ%, even
though CRlink has more choices for adding edges. These two methods use dif-
ferent strategies to manipulate the network structure, which result in very dif-
ferent eigenscores. The smallest eigenscore of an edge after constrCRlink can be
less than the smallest eigenscore of an edge after CRlink. The same argument
holds when contrasting GRlink with constrCRlink. The other counter-intuitive
phenomenon is that when more edges are modified, V (c, ĉ) of most methods
increase as expected, but those of CRlink and constrCRlink keep decreasing.
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The reason for this is because edge-deletion methods and GRlink tend to change
the community structure more as the edge budget increases, which lead to an
increase in the community variation of information. However, CRlink and con-
strCRlink rewire edges within communities. This (often) makes the community
structure more stable as the edge budget increases, which leads to a decrease in
the community variation of information.

Greatest Community Component Visualization. To clearly show the dif-
ferences in the community structure change across different methods, we extract
the Greatest Community Component (GCC, which is the community with the
maximum number of nodes among all communities) of the original FB-1 graph
and the perturbed FB-1 graphs. For better visualization, we use K = 1300 (i.e.,
P ≈ 5%). Figure 3 shows that after applying CRlink and constrCRlink, the GCCs
of their (respective) perturbed graphs are similar to the original GCC. After
applying GRlink and NetMelt+, the GCCs of their (respective) perturbed graphs
are different from the original GCC (with many nodes having been assigned to
other communities). Therefore, from the visualization perspective, CRlink and
constrCRlink perform well in maintaining the community structure.

Fig. 3. (Best viewed in color.) GCC visualizations of the original/unperturbed graph
and the perturbed graphs. (1), (2), (3), (4), (5) and (6) represent the GCCs of the
original FB-1 graph, the graph after GRlink, the graph after CRlink, the graph after
constrCRlink, the graph after NetMelt, and the graph after NetMelt+, respectively.
GCCs of the graph after CRlink (3) and the graph after constrCRlink (4) are the most
similar to the original FB-1 graph’s GCC (1). (Color figure online)
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Simulation of Virus Propagation. We evaluate the effectiveness of our algo-
rithms in terms of minimizing the infected population. Specifically, we simulate
the SIS (Susceptible-Infected-Susceptible) model [16] of virus propagation. Due
to space limitation, we only report the results on the FB-1 graph. The results
on the other graphs are similar. In this experiment, we set the budget K to
2000 and the virus strength s to 0.25. Figure 4 reports the relationship between
the rate of infected population and the time step. All results are average val-
ues of 100 runs. Obviously, the lower the rate, the better the performance in
minimizing dissemination. It can be seen that the infected rate of constrCRlink
is close to NetMelt+’s infected rate. This means that constrCRlink, as desired,
has similar performance to NetMelt+ in dissemination minimization. As shown
in the previous sections, constrCRlink maintains the community structure of the
original/unperturbed graph while NetMelt+ does not.

Fig. 4. (Best viewed in color.) Comparison of the infected population under the SIS
model. Our methods, CRlink and constrCRlink, have similar infected rates in the pop-
ulation to NetMelt+. (Color figure online)

5 Related Works

The relevant literature for our work can be categorized into two parts: controlling
entity dissemination and analyzing community structure.

Controlling Entity Dissemination. The dynamic processes on large graphs
like blogs and propagations [8,11] are closely related to entity propagation. For
the entity dissemination control, Chakrabarti et al. [3] and Prakash et al. [17]
prove that the only graph-based parameter determining the epidemic threshold
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is the leading eigenvalue of the adjacency matrix of graph. Tong et al. [20] intro-
duce the NetMelt algorithm, which minimizes the dissemination on a graph by
deleting edges with the largest eigenscore associated with the leading eigenvalue
(see Sect. 2 for the definition of eigenscore). Le et al. [13] show that NetMelt
performs poorly on graphs with small eigen-gaps (like many social graphs) and
introduce MET (short for Multiple Eigenvalues Tracking) to overcome the small
eigen-gap problem. Chan et al. [4] track multiple eigenvalues for the purpose of
measuring graph robustness. Kuhlman et al. [10] study contagion blocking in
graphs via edge deletion. Saha et al. [19] developed GreedyWalk approximation
algorithms for reducing the spectral radius by removing the minimum cost set of
edges or nodes. To the best of our knowledge, no previous work has investigated
edge relinkage in order to minimize dissemination while maintaining community
structure.

Analyzing Community Structure. Besides entity dissemination control, we
try to minimize the change in the graph’s community structure after pertur-
bation. Many efforts have been devoted to community structure detection and
analysis. The past literatures [1,6,7,18] propose several effective methods to
detect communities in real-world graphs. Leskovec et al. [14] investigate a range
of community detection methods in order to understand the difference in their
performances. Nematzadeh et al. [15] investigate the impact of community struc-
ture on information diffusion with the linear threshold model. Karrer et al. [9]
study the significance of community structure by measuring its robustness to
small perturbations in graph structure. Motivated by this last work, we use the
difference in community assignment of each node to quantify the abilities of the
different algorithms in preserving the graph’s community structure.

6 Conclusion

We present the problem of minimizing dissemination in a population (that is
represented as a complex network) while maintaining its community structure
(where community is defined as a group of individuals with more links between
them than to outside members). Due to the poor performance of edge deletions in
preserving community structure, we introduce the edge-rewiring framework and
two algorithms: CRlink and constrCRlink. CRlink tends to rewire edges within
a community; constrCRlink improves CRlink ’s performance by adding node-
degree constraint to rewired edges. Our experimental results on several real-world
graphs show that CRlink and constrCRlink preserve most of the efficacy (more
than 98.6%) of NetMelt+ in dissemination minimization. Besides, CRlink and
constrCRlink perform much better in preserving community structure (only 4.5%
change) than other methods like NetMelt+ (with 13.6% change). Furthermore,
we investigate the reasons for the different performances of our algorithms.
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Abstract. Graph pattern matching (GPM) is an important operation
on graph computation. Most existing work assumes that query graph or
data graph is static, which is contrary to the fact that graphs in real
life are intrinsically dynamic. Therefore, in this paper, we propose a new
problem of Time-Constrained Graph Pattern Matching (TCGPM) in a
large temporal graph. Different from traditional work, our work deals
with temporal graphs rather than a series of snapshots. Besides, the
query graph in TCGPM contains two types of time constraints which
are helpful for finding more useful subgraphs. To address the problem
of TCGPM, a baseline method and an improved method are proposed.
Besides, to further improve the efficiency, two pruning rules are proposed.
The improved method runs several orders of magnitude faster than the
baseline method. The effectiveness of TCGPM is several orders of mag-
nitude better than that of GPM. Extensive experiments on three real
and semi-real datasets demonstrate high performance of our proposed
methods.

1 Introduction

Graph pattern matching (GPM) plays a significant role in many fields, such as
information retrieval [1], community detecting [2] and biology [3]. The develop-
ment of GPM undergoes three periods. Firstly, a lot of researchers investigate the
problem of querying static graph pattern in static graphs [4–9]. However, graphs
in real life are inherently dynamic. Therefore, a lot of efforts have been made in
querying static graph pattern in dynamic graphs [10,11]. Recently, to discover
more interesting patterns, there exists a few work about querying dynamic graph
pattern in dynamic graphs [12].

However, there exist following issues in the traditional work: (1) The dynamic
graph is often modeled as a series of static snapshots. However, many com-
plex events in real life cannot be treated as a series of points, such as spread
of epidemics, information diffusion, and so on [13]. A series of snapshots can-
not illustrate all temporal information and a part of information is missing.
(2) The traditional solutions often offer users exponential number of matched
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 100–115, 2017.
DOI: 10.1007/978-3-319-63579-8 9
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subgraphs [14]. It is daunting for users to inspect all matched subgraphs and
find what they really want.

To solve the first issue, we focus on studying temporal graphs. Edges and
vertices in a temporal graph exist during a period of time. Temporal graphs
can show more information than a series of snapshots. For example, we can
clearly see the phenomenon in a temporal graph that event “fever” is during the
event “flue”. The phenomenon is important for therapy. However, it cannot be
illustrated by a series of snapshots.

In order to settle the second issue, we design two types of time constraints
in the query graph to reduce the number of matched subgraphs drastically. The
first type of time constraint is directed against a single object. For example, we
want to find an old classmate who worked at Google for a few years around
2006–2008. The second type of time constraint is directed against the temporal
relation among several objects. ALLEN [15] divides the temporal relation into
13 categories which are shown in Table 1.

Table 1. Presentation of ALLEN’s 13 temporal relations

Relation
Code

Relation Figure
Illustration

Relation
Code

Relation Figure
Illustration

1 t1 before t2 8 t2 before t1

2 t1 overlaps t2 9 t2 overlaps t1

3 t1 starts t2 10 t2 starts t1

4 t1 finishes t2 11 t2 finishes t1

5 t1 meets t2 12 t2 meets t1

6 t1 contains t2 13 t2 contains t1

7 t1 equals t2

In this paper, we propose a new problem of querying time-constrained graph
pattern in a temporal graph. We utilize an example in Fig. 1 to illustrate the
problem.

Example 1. Figure 1(b) shows a biology network. A vertex represents a pro-
tein and an edge denotes protein-protein interaction. Each edge is associated
with a list of time intervals denoted as (s1, f1), (s2, f2), . . . , (sn, fn) where (si, fi)
denotes that interaction starts at time si and finishes at time fi. If a biologist
wants to know if there exists a dynamic module [16] in Fig. 1(b) and the dynamic
module is described as follows: (1) The module consists of three proteins, i.e.,



102 Y. Xu et al.

Fig. 1. An example of querying time-constrained graph pattern in a temporal graph

A, B and C. (2) The interaction between A and B exists during time 1 to 5.
The interaction between A and C exists during time 1 to 5. The interaction
between B and C exists during time 2 to 10. (3) The time of AB equals that of
AC and the time of AB should be earlier than that of BC. Figure 1(a) shows
the dynamic module. The matched subgraph of Fig. 1(a) is shown in Fig. 1(c)
(computing process is discussed in Sect. 4).

Querying time-constrained graph pattern in a temporal graph is not an easy
work. As we all know, graph pattern matching is typically defined in terms of
subgraph isomorphism which is a NP-hard problem [17]. Besides, taking time
constraints into consideration slow down the process drastically. For example,
there exists a graph consisting of m nodes and each edge contains n time intervals
on average. There may exist m× (m− 1)

2 edges. Therefore, there can be n
m × (m − 1)

2

temporal subgraphs to be checked (the definition of the temporal subgraph is
shown in Sect. 3).

In all, the contributions of this paper can be summarized as follows:

– We propose a new problem, i.e., time-constrained graph pattern matching
in a large temporal graph. To the best of our knowledge, we are the first to
study the problem.

– We propose a baseline algorithm to solve the problem. To improve the effi-
ciency, an improved algorithm is proposed. Besides, two pruning rules are
proposed to improve efficiency. The improved algorithm runs several orders
of magnitude faster than the baseline algorithm.

– We have carried out a large number of experiments based on three real and
semi-real datasets to evaluate the effectiveness and efficiency of our solutions.
Experimental results show the high performance of proposed algorithms.

Organization: The rest of the paper is organized as follows. Section 2 reviews
related work. In Sect. 3, we introduce several basic concepts and define the prob-
lem formally. Details of algorithms are described in Sect. 4. In Sect. 5, we conduct
a series of experiments to evaluate the effectiveness and efficiency of proposed
methods. Finally, Sect. 6 concludes the paper in brief.
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2 Related Work

In this section, we discuss related work on temporal graphs and graph pattern
matching.

Temporal Graphs: Recently, a lot of researchers investigate temporal graphs
deeply. Huang et al. find minimum spanning trees in a temporal graph [18]. Yang
et al. study how to find k dense temporal subgraphs in a temporal graph [19].
Various types of temporal paths are defined to study temporal graphs [20–22].
However, no work queries time-constrained subgraphs in a temporal graph.

Graph Pattern Matching: The problem of querying static graph in static
graphs has two lines. One line is subgraph isomorphism which is a NP-hard
problem [17]. Recently, Lee et al. [23] re-implement five state-of-the-art subgraph
isomorphism algorithms and compare them based on real-life data. However,
isomorphism-based graph pattern matching is too strict to find useful patterns.
Besides, it is prohibitively expensive when it is applied in large scale graphs.
Another line of graph pattern matching is graph simulation [24,25]. Currently,
Fan et al. [2] propose a revision of the notion of graph pattern matching, i.e.,
bounded graph simulation, which overcomes issues in subgraph isomorphism.
However, all of work mentioned above cannot solve our problem because both
query graph and data graph are static in their work.

In order to solve more practical problems, a lot of researchers investigate
deeply on querying static graph in dynamic graphs. These work can be divided
into two categories: transactional query and single graph query. In transactional
query [26,27], there exist a graph dataset where old graphs can be deleted and
new graphs can be added. Yuan et al. [28] propose a one-pass algorithm to
update graph indices. In single graph query, nodes and edges in the data graph
can be deleted or added. Fan et al. [11] develop incremental algorithms to quickly
find results by revising old results. However, none of these work can solve our
problem because the query graphs in these work are static.

Recently, a few work focuses on querying dynamic patterns in a dynamic
graph. Song et al. [12] aim to find an event pattern over graph stream. However,
their work models the dynamic graph as a series of snapshots, which causes the
loss of temporal information. Besides, the query pattern only considers partial
order constraint on the time of edges [12]. Hence, the algorithms in their work
cannot solve our problem.

3 Preliminaries

Temporal Data Graph: Given a directed labeled graph G = (V,E,L), V is
a set of vertices, E is a set of edges, L is a label function that assigns labels to
vertices and edges. Each edge in E is in the form of (u, v, T ) where u, v ∈ V and
T denotes a set of time intervals such that (s1, f1), (s2, f2), . . . , (sn, fn) where si
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is starting time of a time interval and fi is finishing time of a time interval (All
algorithms can be used for undirected graphs and each edge in an undirected
graph can be seen as a bidirectional edge).

Time-Constrained Query Pattern: A time-constrained query graph Q =
(Vq, Eq, Lq, Tq, TSq) is also a directed graph, Vq is a set of vertices, Eq ⊆ Vq ×Vq,
Lq is a label function, Tq and TSq denote two types of time constraints. The
first type of time constraint Tq aims at limiting time for a single edge. If there
exists a time constraint (ei, l, h) in Tq, it means that starting time of ei cannot
be earlier than l and finishing time of ei cannot be later than h. For example,
a user wants to find an old friend who worked at a company around 2003–
2008 years where 2003 year is a lower bound and 2008 year is an upper bound.
Another time constraint TSq is the constraint on temporal relations between
edge ei and edge ej . For example, a user wants to go to v3 from v1 through v2
by flight. There exist hidden time constraints on temporal relationship in this
query. The finishing time of the flight v1v2 must be earlier than the starting time
of the flight v2v3. ALLEN [15] divides temporal relationship into thirteen types.
Table 1 illustrates these thirteen widely used relationships [29]. TSq is a matrix
where TSq[i][j] is a relation code (Table 1) limited for the temporal relationship
between i-th edge and j-th edge.

In the following context, several basic concepts are introduced.

Definition 1. Subgraph Isomorphism [23]: Given a query graph Q =
(V,E,L), a subgraph g = (V ′, E′, L′) in the data graph G, a subgraph isomor-
phism is a bijective function f: V −>V ′ such that:

(1) ∀u ∈ V,L(u) ⊆ L′(f(u)).
(2) ∀(ui, uj) ∈ E if and only if (f(ui), f(uj)) ∈ E′ and L(ui, uj) =

L′(f(ui), f(uj)).

Definition 2. Temporal Subgraph: Given a temporal data graph G =
(V,E,L), a temporal subgraph is a directed labeled graph g = (Vt, Et, Lt) where
Vt ⊆ V , Lt is a label function and Et is a set of edges. Each edge in Et is
in the form of (u, v, t) where u, v ∈ Vt and t is a time interval. ∀(u, v, t) ∈
Et,∃(u, v, T ) ∈ E and t ∈ T .

Definition 3. Temporal Subgraph Isomorphism: Given a query graph Q =
(Vq, Eq, Lq, Tq, TSq), a temporal subgraph g = (Vt, Et, Lt), a temporal subgraph
isomorphism is a bijective function M: Vq −>Vt such that:

(1) ∀u ∈ Vq, Lq(u) ⊆ Lt(M(u)).
(2) ∀(ui, vi) ∈ Eq if and only if (M(ui),M(vi), ti) ∈ Et and Lq(ui, vi) =

Lt(M(ui), M(vi), ti).
(3) ∀(ei, li, hi) ∈ Tq(ei = (ui, vi)), ∃(M(ui),M(vi), ti) ∈ Et and ti.s ≥ li and

ti.f ≤ hi where s is starting time and f is finishing time.
(4) ∀(M(ui),M(vi), ti), (M(uj),M(vj), tj) ∈ Et, the temporal relationship

between ti and tj is TS[i][j].
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4 Algorithms

The definitions of formal problem have been proposed in previous section. This
section shows details of solutions. We firstly introduce a baseline method, i.e.,
Time-Constrained Graph Pattern Matching based on Vertex mapping (TCGPM-
V). Then, another method, i.e., Time-Constrained Graph Pattern Matching
based on Edge mapping (TCGPM-E) is proposed to improve the efficiency.
Besides, two pruning rules are proposed to further improve the efficiency.

4.1 TCGPM -V Algorithm

Before discussing details of TCGPM -V , we firstly define a complete vertex map-
ping set formally.

Definition 4. A Complete Vertex Mapping Set: Given a query graph Q =
(Vq, Eq, Lq, Tq, TSq) and a data graph G = (V,E,L), a complete vertex mapping
set Sv ⊆ Vq × V such that:

(1) For any two elements (vi, v′
i), (vj , v

′
j) ∈ Sv, if vi �= vj, v′

i �= v′
j.

(2) ∀vi ∈ Vq if and only if ∃(vi, v′
i) ∈ Sv.

Fig. 2. Process of graph pattern matching based on vertex mapping

Algorithm TCGPM -V can be divided into two steps. The first step, using
depth-first tree search, aims to find all complete vertex mapping sets. The sec-
ond step enumerates all possible temporal subgraphs and finds correct temporal
subgraphs. We utilize Fig. 2 to illustrate the process of TCGPM -V . Given a
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query graph (Fig. 1(a)) and a data graph (Fig. 1(b)), it firstly enumerates all
complete vertex mapping sets, i.e., {(A,A1), (B,B1), (C,C1)}, {(A,A1), (B,B1),
(C,C2)}, {(A,A1), (B,B2), (C,C1)} and {(A,A1), (B,B2), (C,C2)} (shown in
Fig. 2(a)). Then, it generates all possible temporal subgraphs shown in Fig. 2(b).
The complete vertex mapping sets {(A,A1), (B,B1), (C,C1)} and {(A,A1),
(B,B2), (C,C1)} cannot generate correct temporal subgraphs because there
exists no edge between A1 and C1. M1 −M4 are generated by {(A,A1), (B,B1),
(C,C2)}. M5 and M6 are generated by {(A,A1), (B,B2), (C,C2)}. Only M1

meets the time constraints in Fig. 1(a) and finally M1 is returned shown in
Fig. 1(c). M2,M3,M5 and M6 cannot meet the constraint that tAB equals tAC .
M4 cannot meet the constraint that tAB is before tBC .

4.2 TCGPM -E Algorithm

In previous years, most of studies about subgraph pattern matching were based
on vertex mapping. Previous work tried to reduce the number of recursive calls
to improve the efficiency. According to in-depth comparison of subgraph isomor-
phism algorithms [23], we know that signature-pruning is very important for
subgraph isomorphism. A temporal edge in a query graph has more signatures
than a vertex. The signatures of a temporal edge e can be divided into three
types including temporal signature, semantic signature and topology signature:

– Temporal signature is in the form of (e, l, h) where l denotes time lower bound
of e and h denotes time upper bound of e.

– Semantic signature is in the form of (ls, lt) where ls represents the labels of
source node and lt denotes the labels of target node.

– A temporal edge has two types of topology signatures. The first type of topol-
ogy signature is the number of neighbor edges |Nn| where each edge has a
common node with the temporal edge. Another topology signature is the
number of shared nodes |Ns|. A shared node is a node shared by two edges
in Nn.

We propose an improved algorithm TCGPM -E based on temporal edge map-
ping. To further improve the efficiency of improved algorithms, we decompose
a large data graph into a set of small subgraphs and search the query graph in
these small subgraphs. The whole process of TCGPM -E is illustrated as follows:
(1) Selecting an edge in the query graph according to a ranking function. (2)
Finding the diameter r of the query graph centered at selected edge. (3) Find-
ing all mapping edges Me of selected edge e. (4) Decomposing the data graph
into |Me| subgraphs. Each subgraph is centered at an edge in Me and diame-
ter of each subgraph is r. (5) Performing subgraph isomorphism based on edge
mapping in each subgraph. (6) Enumerating matched temporal subgraphs.

(1) Ranking Function: To improve the efficiency of the algorithm, it is nec-
essary to minimize the number of components |Me| which is associated with the
selected edge in the query graph. The more mappings the selected edge has, the
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Fig. 3. Example of query and data graphs

more components can be obtained. Hence, it is necessary to find the edge which
has less mappings. The ranking function of an edge e is defined as follows:

f(e) =
h− l

hmax − lmin
× freq(ls,lt)

|EG|
|Nn| (1)

where h is the time upper bound of e, l is the time lower bound of e, hmax =

max(
|EG|∑

i=1

hi), lmin = min(
|EG|∑

i=1

li), freq(ls, lt) is the number of edges in the data

graph which have the same semantic signature with e, |EG| is the number of edges
in data graph and |Nn| is the number of adjacent edges of e. An edge with lowest
value is selected. Intuitively, if the interval between l and h is narrower, then less
edges may meet the temporal requirements. Besides, e has less mappings if less
edges have the same semantic features with e. Finally, the more adjacent edges
e has, the less mappings e may have [23].

Let’s take Fig. 3 as an example. The value of eAB is f(eAB) =
6 − 2
11 − 2× 4

12
1 = 4

27 .

The value of eBC is f(eBC) =
10 − 7
11 − 2× 2

12
2 = 1

36 . The value of eCD is f(eCD) =
11 − 7
11 − 2× 4

12
1 = 4

27 . Finally, eBC is selected.

(2) Graph Diameter: A line of a graph refers a sequence of edges where
adjacent edges must have a common vertex. Given an edge e0 as the center of
a graph, a longest line starting from e0 is e0, e1, e2, . . . , ei−1, ei (if n �= m, then
en �= em), then the diameter of a graph centered at e0 is i.

Let’s look at the query graph in Fig. 3. If eBC is set as the center edge, then
the longest line is eBC , eCD or eBC , eAB . Hence, the diameter of the query graph
is 1.

(3) Edge Mappings: Given an edge ei in the query graph, if an edge ej in the
data graph is the mapping of ei, it must meet all following requirements:
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– ei.ls = ej .ls and ei.lt = ej .lt.
– There exists at least one time interval (s, f) in time list of ej where s is later

than time lower bound of ei and f is earlier than time upper bound of ei.
– |ej .Nn| � |ei.Nn| and |ej .Ns| � |ei.Ns|.
In Fig. 3, only eB1C1 is a mapping of eBC .

(4) Decomposition: A component can be obtained by the following process:
Given a mapping edge ei and diameter r of a query graph, ei is firstly put into
an empty edge set Si. Secondly, putting all adjacent edges of edges in Si into
Si and repeating it r times. Then, a component Si is obtained. Repeating the
process |Me| times and |Me| components are obtained.

For example, given a mapping edge eB1C1 and diameter 1, we finally obtain
the component {eB1C1 , eA1B1 , eC1D1 , eC1E1 , eC1D2}.

(5) Subgraph Isomorphism Based on Edge Mapping: Edge mapping is
used in the improved algorithm. We firstly define a complete edge mapping set.

Definition 5. A Complete Edge Mapping Set: Given a query graph Q =
(Vq, Eq, Lq, Tq, TSq) and a data graph G = (V,E,L), a complete edge mapping
set Se ⊆ Eq × E must meet the following requirements:

(1) For any two elements (ei, e′
i), (ej , e

′
j) ∈ Se, if ei �= ej, then e′

i �= e′
j.

(2) ∀ei ∈ Eq if and only if ∃(ei, e′
i) ∈ Se.

Algorithm 1. RecursiveMapE

Data: a query patten Q = (Vq, Eq, Lq, Tq, TSq), a data graph G = (V,E, L) and
a partial edge mapping set Se

Result: a set of complete edge mapping sets
1 if Se is a complete edge mapping set then
2 Output(Se);
3 else
4 e= NextUnmatchedEdge(Q,Se);
5 compute a set of mappings E for e;
6 for each edge e′ in E do
7 put (e, e′) into Se;
8 if IsFeasible(Se, e

′, e) then
9 RecursiveMapE(Q,G, Se);

10 remove (e, e′) from Se;

Algorithm 1 shows the pseudo-code of subgraph isomorphism based on edge
mapping. Firstly, it checks if Se is a complete edge mapping set (line 1). If Se is a
complete edge mapping set, Se is returned (line 2). Otherwise, it needs to extend
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the partial edge mapping set (lines 4–10). Function NextUnmatchedEdge finds
a query edge which is not in Se (line 4). NextUnmatchedEdge has two rules for
finding next edge: (1) The next edge must be an edge connected with a mapped
edge which is proved to be efficient [4]. (2) It picks up an edge in query graph
according to the ranking function. In line 5, E is a set of mapping edges for e. It
extends Se by adding each possible mapping pairs (e, e′) (line 7). After adding a
mapping pair, it is necessary to check if a partial edge mapping set is feasible (line
8). If Se is feasible, it invokes RecursiveMapE to extend Se until Se becomes a
complete edge mapping set (line 9). The function IsFeasible contains four rules
for each added edge mapping pair (e, e′) such that: (1) ∀(ej , e′

j) ∈ Se, ej .vt =
e.vs ⇐⇒ e′

j .vt = e′.vs. (2) ∀(ej , e′
j) ∈ Se, ej .vt = e.vt ⇐⇒ e′

j .vt = e′.vt. (3)
∀(ej , e′

j) ∈ Se, ej .vs = e.vs ⇐⇒ e′
j .vs = e′.vs. (4) ∀(ej , e′

j) ∈ Se, ej .vs = e.vt ⇐⇒
e′
j .vs = e′.vt where vs is source node and vt is target node.

(6) Pruning Rules: After obtaining all complete edge mapping sets, it needs to
enumerate all possible temporal subgraphs. The time complexity of enumeration
is |Ta||Eq| ∗|R| where |Eq| is the number of edges in the query pattern, |Ta| is the
average number of time intervals of an edge and |R| is the number of complete
edge mapping sets. There are two ways of improving the efficiency. The first way
is reducing |R| and the second way is reducing |Ta| (|Eq| is decided by users).

Pruning 1: Given a query pattern Q = (Vq, Eq, Lq, Tq, TSq) and a complete
edge mapping set Se, ∀(ei, e′

i), (ej , e
′
j) ∈ Se, if there are not two time intervals te′

i

and te′
j

that the temporal relation between te′
i

and te′
j

is TSq[i][j], then Se can
be eliminated. For example, in Fig. 3, {(eAB , eA1B1), (eBC , eB1C1), (eCD, eC1D2)}
is a complete edge mapping set. However, there are not two time intervals tB1C1

and tC1D2 that tB1C1 overlaps tC1D2 . Hence, this complete edge mapping set can
be eliminated.

Pruning 2: Given a query pattern Q = (Vq, Eq, Lq, Tq, TSq) and a complete
edge mapping set Se, ∀(ei, e′

i), (ej , e
′
j) ∈ Se, if there exists no time interval te′

j

that te′
i

has TSq[i][j] temporal relation with te′
j
, then te′

i
can be eliminated. For

example, in Fig. 3, {(eAB , eA1B1), (eBC , eB1C1), (eCD, eC1D1)} is a complete edge
mapping set. The time interval (5, 6) of eB1C1 can be eliminated because there
exists no time interval tC1D1 that (5, 6) overlaps tC1D1 .

Algorithm 2 shows the pseudo-code of TCGPM -E. At first, it selects an edge
e in query graph according to the ranking function (line 1). Then, it computes
the diameter r of query graph centered at selected edge e by BFS (breadth-first-
search) and mappings of e (line 2). For each mapping edge ei of e, it extracts a
component g from the data graph G by BFS (line 4). Then, the first mapping
pair (e, ei) is put into the partial edge mapping set Se (lines 6–7). All complete
edge mapping sets Rg in the subgraph g are computed by invoking function
RecursiveMapE (line 8). Pruning1 is used to reduce the number of complete
edge mapping sets (line 9). Lines 10–17 show the process of generating all correct
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Algorithm 2. TCGPM -E
Data: a query patten Q = (Vq, Eq, Lq, Tq, TSq) and a data graph G = (V,E, L)
Result: a set of temporal subgraphs

1 select a query edge e with lowest ranking value;
2 compute the query graph diameter r centered at e and the mapping set Me of e;
3 for each ei ∈ Me do
4 g = GenComponent(ei, r, G);
5 if the size of g is larger than Q then
6 Se = ∅;
7 put (e, ei) into Se;
8 Rg = RecursiveMapE(Q, g, Se);
9 reduce the number of complete edge mapping sets |Rg| by pruning 1;

10 for each complete edge mapping set Se ∈ Rg do
11 reduce average time intervals Ta by pruning 2;
12 while exist new temporal subgraphs Et do
13 for each edge eq ∈ Eq, (eq, e

′
q) ∈ Se do

14 select a time interval te′
q

from the time intervals list of e′
q;

15 put (e′
q, te′

q
) into Et;

16 if Et satisfies all time constraints then
17 Output(Et);

temporal subgraphs. Lines 13–15 enumerate all possible temporal subgraphs
w.r.t. a complete edge mapping set Se. If a temporal subgraph Et meets all time
constraints, Et is returned (lines 16–17).

5 Experiments

In this section, we experimentally evaluate effectiveness and efficiency of pro-
posed algorithms. All algorithms are implemented using java in a Linux machine
with 96 CPU, 2.60 GHz, 1T RAM. We use two real datasets named Contact1,
SEQ2 and a semi-real dataset named Patents3. Patents dataset does not have
temporal information. In order to keep the real temporal distribution, we trans-
fer the temporal information of dataset SEQ to dataset Patents. All results are
average value based on three runs (Table 2).

5.1 Effectiveness

At first, we evaluate the effectiveness of Time-Constrained Graph Pattern Match-
ing (TCGPM). Let’s look at the Fig. 4. If a lady works at a company in zone one

1 http://www.sociopatterns.org/datasets.
2 https://gtfsrt.api.translink.com.au.
3 https://snap.stanford.edu/data/cit-Patents.html.

http://www.sociopatterns.org/datasets
https://gtfsrt.api.translink.com.au
https://snap.stanford.edu/data/cit-Patents.html
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Table 2. Datasets

Dataset Contact SEQ Patents

Num. of vertices 327 12,654 3,774,768

Num. of static edges 5,818 15,522 16,518,948

Num. of temporal edges 188,508 701,585 746,556,059

Avg. time intervals 32 45 45

Num. of labels 9 23 421

Fig. 4. Illustration of useless matched temporal subgraphs

and she needs to have dinner with a friend in zone two after work. After dinner,
she has to go home in zone three. Hence, she queries a traffic patten shown in Q.
Both M1 and M2 are returned by traditional solutions in GPM (Graph Pattern
Matching) [23]. M1 is not a correct result because the time of edge (1270, 1271)
is later than that of edge (1271, 736). When the lady arrives at stop 1271, she is
too late to go to stop 736. M2 is not a good choice for the lady because she could
not be off duty at 8:36 a.m. When constraints on temporal relation between two
edges are considered, M1 is not returned by TCGPM . When constraints on the
time of a single edge can be considered, M2 is not returned by TCGPM . Hence,
TCGPM can filter out a lot of useless subgraph so that users can inspect results
and find what they really want quickly. To quantify effectiveness of solutions, we
define the following performance metric:

Temporal Edge Coverage (TEC): A temporal edge is an edge attached with
one time interval. Temporal edge coverage not only considers the number of tem-
poral edges in returned temporal subgraphs, it also considers frequency of each
temporal edge in returned subgraphs. Given a data graph G = {VG, EG, LG}
and a set of returned temporal subgraphs {M1,M2, . . . ,Mn}, TEC is defined as:

TEC =
n∑

j=1

|EMj
| /

|EG|∑

i=1

|ei.T | (2)

where |EMj
| is the number of temporal edges in Mj and |ei.T | is the number of

time intervals of edge ei in the data graph. The challenge is to keep TEC as low
as possible.
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Fig. 5. TEC evaluation

Figure 5 shows TEC of traditional solution GPM [23] and proposed solutions
TCGPM -V , TCGPM -E based on datasets Contact, SEQ and Patents. We
vary the query graph size from 2 to 4. As we can see, TEC of GPM is several
orders of magnitude larger than that of TCGPM -E and TCGPM -V . A lot
of irrelevant temporal edges are included because GPM does not consider the
temporal constraints. TEC of TCGPM -E is the same with that of TCGPM -V
because TCGPM -E offer users the same results with TCGPM -V .

5.2 Efficiency

In this subsection, we mainly evaluate (1) efficiency of proposed algorithm by
comparing it with previous algorithms; (2) the effect of parameters on efficiency;
(3) efficiency of proposed pruning rules.

A lot of traditional algorithms, i.e., Ullman [30], VF2 [4] and GraphQL [5],
can be used to discover all complete vertex mapping sets. Hence, we re-implement
three traditional algorithms in the baseline method and compare them with the
improved method TCGPM -E. VF2 is used in TCGPM -F , GraphQL is used in
TCGPM -G and Ullman is used in TCGPM -U .

Figure 6(a)–(c) show the performance in Contact, SEQ, Patents datasets
respectively. The proposed method TCGPM -E runs several orders of magni-
tude faster than other algorithms. Then, we analyze the effect of several para-
meters, i.e., average time intervals of an edge, number of labels and data graph
size (the number of edges in the data graph). Figure 6(d) shows that when aver-
age time intervals of an edge becomes larger, the runtime of algorithms increases
because the time complexity of generating all temporal subgraphs is |Ta||Eq| ∗|R|
where |Ta| is average time intervals. Figure 6(e) depicts that increasing number
of labels leads to decreasing of runtime because when the data graph size is fixed,
the number of labels is larger, there exist less mappings. Figure 6(f) demonstrates
that the larger the data graph size is, the longer the runtime is.

Figure 6(g)–(i) illustrate the efficiency of pruning rules. Pruning∗ denotes
that both Pruning1 and Pruning2 are used. We can see clearly that both
Pruning1 and Pruning2 can save much runtime. Besides, when two prun-
ing rules are used simultaneously, the performance is better. In Fig. 6(i),
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Fig. 6. Efficiency evaluation of proposed algorithms

the performance of pruning rules is not obvious due to semi-log coordinates
system. When query graph size is four, Pruning∗ can save about 30% of run-
time.

6 Conclusion

In this paper, we propose the new problem, time-constrained graph pattern
matching in a temporal graph. We propose two algorithms, TCGPM -V and
TCGPM -E. Besides, we design two pruning rules. Extensive experiments
demonstrate the high performance of proposed solutions. Due to large volumes
of temporal graph data, we will study disk representation in the future work.
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Abstract. Real world graphs typically exhibit power law degrees, and
many of them are directed graphs. The growing scale of such graphs has
made efficient execution of graph computation very challenging. Reduc-
ing graph size to fit in memory, for example by using the technique of
lossless compression, is crucial in cutting the cost of large scale graph
computation. Unfortunately, literature work on graph compression still
suffers from issues including low compression ration and high decompres-
sion overhead. To address the above issue, in this paper, we propose a
novel compression approach. The basic idea of our graph compression is
to first cluster graph adjacency matrix via graph structure information,
and then represent the clustered matrix by lists of encoded numbers.
Our extensive evaluation on real data sets validates the tradeoff between
space cost saving and graph computation time, and verifies the advan-
tages of our work over state of art SlashBurn [1,2] and Ligra+ [3].

Keywords: Compression · Graph clustering · Graph computation algo-
rithms

1 Introduction

Graphs are becoming increasingly important for numerous applications, ranging
across the domains of World Wide Web, social networks, bioinformatics, com-
puter security and many others. Such real world graphs typically exhibit power
law degrees, and many graphs are directed, such as Web graph and Twitter social
graph. Given the real world directed graphs, the growing scale of such graphs has
made efficient execution of graph computation very challenging. Some previous
work (e.g., PowerGraph [4], Ligra [5], Trinity [6]) fit large graphs in distrib-
uted shared memory. However, such systems require a terabyte of memory and
expensive cost to maintain distributed computers. Reducing graph size to fit in
memory, e.g., by lossless compression, is crucial in cutting the cost of large-scale
graph computation and thus motivates our work in this paper.

Literature work typically adopted two following techniques. (1 ) Compression
of adjacency lists when graphs are represented as adjacency lists. For example,
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recent work Ligra+ [3] adopts the widely used encoding schemes (such as byte
coding, run-length byte coding and nibble coding) over adjacency lists for smaller
graph size. (2 ) Compression of adjacency matrix when graphs are represented as
adjacency matrix. This technique (e.g., adopted by SlashBurn [1,2]) frequently
exploit graph clustering algorithms to compress graphs.

Unfortunately, the two approaches above still suffers from issues to compress
real work directed graphs. For example, the technique of compressing adjacency
lists including Ligra+ is frequently with a low compression ratio, when com-
pared with the compression of adjacency matrix. Alternatively, the clustering
techniques, frequently used by compression of adjacency matrix, are known to
perform not very well on real world directed graphs due to no good cut of
such graphs. Finally, many compression techniques including both Ligra+ and
SlashBurn could compromise graph computation efficiency, due to nontrivial
decompression overhead.

To address the above issue, in this paper, we propose a novel compression
algorithm on real world directed graphs. The proposed approach can be intu-
itively treated as a hybrid of the two approaches above: we first perform an
effective clustering algorithm and then represent the resulting adjacency matrix
by lists of encoded numbers. In this way, our approach has the chance to greatly
reduce the graph size.

We make the following contributions to enable our work. (1 ) The proposed
clustering algorithm leverages real world graph structure information (indegrees,
outdegrees and sibling neighbors) to permute graph vertices for high space cost
saving. (2 ) Our scheme to encode the clustered graphs can greatly optimize
graph computation (e.g., Breadth-First-Traversal: BFS) efficiency with no or
trivial decompression overhead. Thus, the proposed graph compression does not
compromise graph computation time. (3 ) Our extensive experiment on real data
sets studies the tradeoff between space cost saving and graph computation time,
and verifies the advantages of our work over state of arts SlashBurn and Ligra+.
For example, when compared with SlashBurn on a real data set Amazon graph,
our work uses 35.77% fewer nonempty blocks (when both SlashBurn and our
work uses the same approach to encode nonempty blocks for fairness), and
4.79× faster time of running BFS. When compared with Ligra+, our scheme
can achieve 20.24% less space cost saving and 8.24× higher speedup ratio to run
the BFS algorithm on an example graph data set.

The rest of the paper is organized as follows. We first give the problem defini-
tion and encoding scheme in Sect. 2, and next present the clustering algorithm in
Sect. 3. After that, Sect. 4 evaluates our approach, and Sect. 5 reviews literature
work. Finally Sect. 6 concludes the paper.

2 Problem Definition and Encoding Scheme

In this section, we first give the problem definition (Sect. 2.1), and present the
scheme to encode adjacency matrices (Sect. 2.2).
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2.1 Problem Definition

Given a directed graph G, we model it as an asymmetric binary matrix M. The
binary element ei,j in the i-th row and j-th column indicates whether or not
there exists a directed edge from the i-th vertex to j-th vertex (where i and j
denote vertex IDs). When dividing the matrix M to blocks of b× b elements, we
determine whether a block is empty or not. Specifically, if the b × b elements in
a block are all zeros, we say that the block is empty and otherwise non-empty.
Now we can implicitly measure graph space cost by counting those nonempty
blocks, denoted by B(M).

Our basic idea is to permute matrix rows and columns (i.e., re-ordering vertex
IDs), such that the 1-elements in the permuted matrix is co-clustered. Thus, we
have chance to minimize B(M) and reduce graph space cost.

Fig. 1. Permutation of graph vertices: (a-b) directed graph and adjacency matrix before
permutation, (c-d) directed graph and adjacency matrix after permutation, (e) repre-
sentation of the permuted graphs by lists of encoded numbers.

Example 1. Figure 1(a) gives a directed graph. Figure 1(b) shows the associated
binary matrix with B(M) = 10 non-empty blocks (we divide the matrix into
2× 2 elements). After permuting the graph we will have the resulting graph and
associated matrix in Fig. 1(c-d). Now we have B(M) = 7 non-empty blocks in
Fig. 1(d).

Problem 1. Given a directed graph G and associated matrix M, we want to find
a permutation of vertex IDs π : V → [n] with the objective to minimize the
count B(M) after the permutation.

Note that Problem 1 is NP-hard (see [7]) and no efficient solution can solve it
with polynomial time. Consider that real world graphs follow power-law degree
distributions with few ‘hub’ nodes having very high degrees and majority of the
nodes having low degrees. Traditional clustering approaches, such as spectral
clustering [8], co-clustering [9], cross-associations [10], and shingle-ordering [11],
do not work well on such real work graphs due to no good cuts.
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2.2 Graph Representation by Encoding Non-empty Blocks

When a directed graph is represented as a binary matrix above, we encode those
nonempty blocks (consisting of b × b elements) into lists of integers. Specially,
we first use a directory to maintain the matrix row IDs. Each element in the
directory (i.e., an associated matrix row ID) refers to a list of integers to encode
such non-empty blocks. For example, in Fig. 1(b), since we divide the matrix
into 2 × 2 blocks, each element in the directory contains two row IDs when the
each of such IDs is with at least one non-empty block. Since the row IDs 6 and
7 are with the all empty blocks, the directory does not contain the row IDs 6
and 7. Thus, among the 9 row IDs (from 0 to 8), we have totally four elements
in the directory: {0, 1}, {2, 3}, {4, 5} and {8}.

Next, to encode a non-empty block, we use two numbers. The 1st number is
the left-most column ID of such a block. Next by treating the binary elements
inside the block as the binary form of an integer, we can use the integer number
to represent the whole block. For example, for the left nonempty block in the
row IDs 0 and 1, its left-most column ID is 4; the 2×2 = 4 binary elements 1110
are encoded to be an integer 14. Thus, we use an integer pair {4, 14} to encode
the block. Similar situation holds for other non-empty blocks. Figure 1(d) gives
the directory and lists of integer pairs to encode the graph in Fig. 1(c).

Note that we might adopt an alternative approach to compress nonempty
blocks. For example, SlashBurn adopted gZip to compress nonempty blocks.
However, our encoding scheme above offers the obvious benefit: the decoding
overhead from the encoded numbers to original binary elements is trivial, when
compared with the gZip decompression. Our experiments will verify the benefit
when compared with other encoding and compression approaches.

It is not hard to find that the space cost of such encoded lists also depends
upon B(M). Thus, the next section we will present the permutation algorithm.

3 Graph Clustering

We first highlight the solution overview (Sect. 3.1), and next give the algorithm
details (Sect. 3.2).

3.1 Solution Overview

In order to understand the proposed clustering algorithm of the permutation of
graph vertices, we first give two observations of real world graph structure. First
let us consider the hub vertices with high in-degrees in real world directed graphs.
Due to the power-law in-degree distributions in such graphs, few hub vertices are
with a large amount of in-coming edges (e.g., a lot of spoke fans in Twitter social
network), indicating very high in-degrees; yet the majority of vertices have low
in-degrees. Given the hub and spoke vertices, we give the following observation.

Observation 1. For two hub vertices pointed by a large amount of spoke neigh-
bors, it is not rare that such hub vertices share many common spoke neighbors.
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Fig. 2. Hubs and spokes

Intuitively, if the similarity of such spokes is high, we would like to permute
the hub vertices together in the matrix columns. Meanwhile, if two spoke neigh-
bors share common hubs (for example, due to the similar interest in social net-
works). The similarity of such spokes is high and we also place such spokes
together in the matrix rows. In Fig. 2, hub1 and hub2 share 8 incoming neigh-
bors spoke1...spoke8, and spoke1...spoke8 share the outgoing neighbors hub1 and
hub2.

We next consider the hubs with high out-degrees. Real world directed graphs
also follow power-law out-degree distribution, i.e., few hub vertices are with a
very large amount of spoke neighbors (a.k.a very high out-degrees) and the
majority of vertices are with low out-degrees. We again give the following
observation.

Observation 2. For two hub vertices with high out-degrees, if they share many
spoke neighbors, we would like to place the hub vertices together in the matrix
rows. Meanwhile, if two spoke vertices share many incoming hub neighbors,
we similarly place the spoke vertices together in the matrix columns. In Fig. 2,
hub3 and hub4 share 8 outgoing neighbors spoke9...spoke16, and spoke9...spoke16
share the incoming neighbors hub3 and hub4.

For illustration, Fig. 3(a-b) visualize the matrices M before and after per-
mutation (we will soon present the permutation algorithm in the next section).
In the matrices, each row (resp. column) indicates a source vertex (resp. desti-
nation vertex). If there is a directed edge from source i to destination j (where
1 ≤ i, j ≤ V ), we plot a point in the coordination (i, j).

In Fig. 3(a), the points are randomly distributed in the matrix before permu-
tation. Instead after permutation, we follow the above observations to purposely
co-cluster the points in the following areas, as shown in Fig. 3(b). Specially, (i)
for the hubs with high in-degrees (i.e., a large amount of in-coming spoke neigh-
bors), we purposely permute such hubs and spokes together in the matrix to
make sure the points w.r.t such hubs and spokes to be co-clustered in the verti-
cal zones; (ii) for the hubs with high out-degrees (i.e., a large amount of out-going
spoke neighbors), we again co-cluster the points w.r.t such hubs and spokes in
the horizonal zone; and (iii) for those vertices with both high in-degrees and
high out-degrees, we co-cluster the associated points in the top-left zone. Since
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Fig. 3. Visualization of Wiki-Vote graph (from left to right): (a-b) the matrices before
and after permutation, (c) the matrix after permutation by setting a different parameter
value.

all points are co-clustered in the three zones above, no other points are in the
rest of the matrix. Thus, we have chance to minimize the count of non-empty
blocks B(M).

3.2 Algorithm Detail

In this section, we give the algorithm detail to permute graph vertex IDs,
such that the points are co-clustered in the associated zones. Our algorithm
will output a list P of vertices, such that the i-th vertex in the list P (with
0 ≤ i ≤ |V | − 1) will be re-assigned with the new vertex ID i. It means that the
i-th vertex in P , though with the original ID i′, will be re-ordered from the old
ID i′ to a new ID i.

In the algorithm, suppose that the list P has already been added by i items
(i.e., old vertex IDs) then the key question is which vertex should be selected from
the remaining (|V | − i+1) IDs. To this end, we leverage the two observations in
Sect. 2.1: (i) the power-law distribution of vertex degrees and (ii) the similarity of
vertices (measured by common neighbors), to design the permutation algorithm.
On the overall, the algorithm first selects a set of candidate vertices based on
vertex degrees (either in-degrees or out-degrees), and next use common neighbor
information to finalize the vertex selection among the candidate vertices.

Candidate Selection: Algorithm 1 leverages degree information to select k
candidate vertices from the vertex set S. First, we choose the top-k highest
in-degree and out-degree vertices, respectively (lines 1–2). Such vertices are in-
degree and out-degree hubs, i.e., Lid and Lod. After that, we perform the union
and intersection on Lid and Lod, and have two corresponding sets L� and L�.

If the cardinality |L�| is smaller than k, we have at most k vertices which
are still unprocessed. We then simply return such vertices as candidates (line
4). Otherwise, if we have |L�| == k, such vertices are those with the top-k in-
degrees and out-degrees, and line 5 also returns such k vertices (line 5). Finally
given |L�| > k, we have some or none of vertices in Lid which appear in Lod.
Thus, we first choose L� (line 7) and next select the top-k′ highest in-degree
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Algorithm 1. Select (Directed Graph G, Vertex Set S, Number k)

Input: Vertex set S, parameter k
Output: Candidate vertices set
Lid ← vertex IDs in S with the top-k highest in-degrees in G;1
Lod ← vertex IDs in S with the top-k highest out-degrees in G;2
L� ← Lid � Lod, L� ← Lid � Lod;3
if |L�| < k then return L�;4
else if |L�| == k then return L�;5
else6

k′ ← k − |L�|;7

select the nodes T � (L� − L�) with top-k′ highest in-degrees or out-degrees;8
return L� � T ;9

or out-degree vertices among the vertices (L� − L�) (line 8) together as the
candidates (line 9).

Common Neighbors: Beside the power law degree distribution, common
neighbor information is also important to our algorithm. The basic idea is to
find those vertices sharing with high number of common neighbors.

Algorithm 2 gives the detail to unify the selection of both candidate vertices
and common neighbors. First line 3 selects the at most k candidate vertices C
(see Algorithm 1); line 4 adds all in-neighbors and out-neighbors of C to a new
set N . Next, for each pairwise members u �= v ∈ N , we find their common
neighbors Nbr(u, v), and add the number |Nbr(u, v)| of such common neighbors
(as a value) and the pairs (u, v) (as a key) to a key-value pair list L (line 6).
By sorting the pair list L (line 7), we then select the key (u, v) with the highest
|Nbr(u, v)| and add k vertices to P , if such vertices are not inside P (lines 8–11).
After that, in case that cnt′(<k) vertices are selected by the steps above, we can
still select the remaining (k − cnt′) vertices from the previously selected vertices
C to make sure that k vertices are added to P (lines 12–14). We repeat the
above steps until all vertices have been selected to P (lines 2–15).

In the algorithm above, the running time depends upon the number of mem-
bers in N (see line 6). Thus, we can limit the number of members m ∈ N ,
for example by requiring that m at least has two (in- and out-) neighbors. In
addition, the number k is an important parameter in the algorithm above. The
tuning of k involves the tradeoff between the compression quality and running
time. Figure 3(b-c) visualizes two matrices when setting k = 1 and k = 0.005n,
respectively. It is not hard to find that Fig. 3(b) is with a higher point density
than Fig. 3(c). A larger k could speedup the running time of Algorithm2, but at
cost of higher compression ratio.

4 Evaluation

4.1 Experimental Setting

Table 1 lists five real world directed graphs used in our experiment. The data
sets are collected by Stanford Large Network Dataset Collection (SNAP) [12].
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Algorithm 2. Permute (Graph G = {V,E}, Number k)

Input: Graph G = (V,E), parameter k
Output: Permutation of vertex list
initiate an empty list P and empty set S; S ← V ; cnt ← 0;1
while cnt < |V | do2

C ← select(G,S, k); N ← C; cnt′ = 0;3
foreach c ∈ C do {N ← (Nbrin(c) � Nbrout(c))};4
initiate an empty key-val pair list L;5
find the common neighbors Nbr(u, v) of pairwise members u 	= v ∈ N , and add the6
〈key ← (u, v), val ← |Nbr(u, v)|〉 pairs to list L;
sort the key-val pair list L by descending order of values;7
for (i = 0; i < k&&i <—L—; ) do8

select the key (u, v) from the i-th pair from L;9

if u /∈ P then {add u to P ; remove u from S; i + +; cnt′ + +};10

if v /∈ P then { add v to P ; remove v from S; i + +; cnt′ + + };11

if cnt′ < k then12
select (k − cnt′) vertices from C, add them to P , remove them to S;13

cnt′ ← k;14

cnt ← cnt + cnt′;15

Table 1. Statistics of the real data sets

Name Node Edge Description

Amazon0302 262, 111 1, 234, 877 Amazon product co-purchasing network
from March 2 2003

soc-Slashdot0811 77, 360 905, 468 Slashdot social network from November
2008

soc-Epinions1 75, 879 508, 837 Who-trusts-whom network of
Epinions.com

Wiki-Vote 7, 115 103, 689 Wikipedia who-votes-on-whom network

p2p-Guntella05 8, 846 31, 839 Gnutella peer to peer network from
August 5 2002

Given the data sets, we evaluate the performance of our scheme to answer the
following questions:

– Q1: How well does our scheme perform when compared with other graph
re-ordering approaches?

– Q2: How well is our scheme comparable to other graph compression
approaches?

– Q3: How fast our scheme can perform graph computation with no or partial
graph decompression?

In order to answer the questions above, we use the following performance
metrics.

(1) Given a graph’s adjacency matrix, we divide it into blocks of b× b elements.
Each block consists of at most b×b elements. Thus, the number of non-empty
blocks measures the density of the adjacency matrix. A smaller number of

http://epinions.com/
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non-empty blocks means a better re-ordering algorithm and thus leads to
less space cost.

(2) We follow the previous work [1,2] and encode the graph adjacency matrix
into binary bits, and define a cost function by assuming that a compres-
sion method achieves the information theoretic lower bound. After that, we
compute the bits per edge, which is computed by (i) the totally required
bits using information-theoretic coding methods against (ii) the number of
edges. This metric measures how many bits are used to store a single edge
on average. A smaller amount of bits per edge indicates less space cost used
to encode a graph.

(3) We measure the used space cost of a compressed graph when maintained on
disk. In addition, the compression ratio, measured by the ratio of used space
cost before and after a graph compression approach is adopted, is also used
to measure the goodness of a graph compression approach.

(4) Finally we are interested in the speedup ratio of a graph computation algo-
rithm which is computed by the running time of performing graph compu-
tation over original graphs against the time over compressed graphs. The
speedup ratio is helpful to understand (i) the benefit of reduced I/O cost
(due to smaller graph size by compression) to speedup the graph compu-
tation and (ii) the introduced decompression overhead if any. We use the
Breadth-first search (BFS)-based graph traversal algorithm and Dijkstra-
based shortest paths as the two examples of the graph computation. In
case that decompression is required, the running time needs to include both
decompression time and graph computation time.

Based on the above metrics, we mainly compare our scheme with other re-
ordering algorithms, plus another graph compression approach Ligra+.

– Natural. Natural reordering of graph vertices means the original adjacency
matrix. For some graphs, the natural reordering provides high locality among
consecutive vertices.

– Degree Sort. The reordering is based on the decreasing degrees of graph ver-
tices.

– SlashBurn [1,2] is the most similar to our work. Note that SlashBurn is orig-
inally designed for undirected graphs. In order to make sure that SlashBurn
works for directed graphs, we have to adapt the asymmetric matrices asso-
ciated with directed graphs by redundantly adding extra rows (or columns)
with respect to source vertices (or destination vertices) in the directed graphs.
Then the elements associated with such extra rows (or columns) are all 0-
elements. Now with the adapted matrices, we next adopt SlashBurn to reorder
such matrices.

– Ligra [5] and Ligra+ [3]. Ligra+ also adopts a graph reordering approach.
However, differing from SlashBurn and our work, it improves locality by
assigning neighbor IDs close to vertex ID [13]. After that, it sorts edges and
encodes the difference. It is useful to understand how our work and SlashBurn
is comparable to other graph compression approaches such as Ligra+. Note
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that Ligra and Ligra+ leverage multicore parallel functionality to greatly
speedup graph computation and compression/decompression.

We implement our approach by GCC, and evaluate all experiments on a
Linux workstation with 6 cores of Xeon 2.60 GHz CPU, 64 GB RAM and 1TB
SATA disk. Our algorithm expects to select the top-k degree vertices with similar
sibling relationship during each iteration. Following the poke game, we name our
algorithm Ace Up.

Fig. 4. (a) Degree distribution, and four reordering algorithms: (b) Natural (c) Degree
sort (d) SlashBurn (e) Ace Up

4.2 Comparison of Reordering Algorithms

In this section, we compare the proposed algorithm with three other re-ordering
approaches including Nature, Degree sort and SlashBurn.

To capture the overall degree distribution, Fig. 4(a) plots the degrees of five
used data sets. The x-axis represents vertex degrees (here a vertex degree means
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the sum of in-degree and out-degree of a vertex), and the y-axis is the frequency
of those vertices with the associated degree. In general, all of the directed graphs
follow very skewed degree distribution.

Given such directed graphs, we plot the adjacency matrices after the vertex
IDs of such graphs are re-ordered by four algorithms as shown in Fig. 4(b-e). In
all five data sets, our scheme is always with the least area to plot the points asso-
ciated with the graphs and thus the least amount of nonempty blocks. Natural
reordering instead requires the maximum number of nonempty blocks. Degree
sort reordering uses fewer amount of blocks, because the upper-left area of the
adjacency matrix is more dense than the Nature approach. Our scheme can
achieve better result than SlashBurn. It is mainly because SlashBurn works only
on symmetric matrices (i.e., undirected graphs) and we have to add redundant
rows (or columns) for directed graphs. Thus, after performing SlashBurn on such
matrices, the resulting matrices, as shown in Fig. 4(d), are with equal number of
rows and columns. Instead, in Fig. 4(e), the resulting matrices generated by our
scheme are with different number of rows and columns (which can be recognized
by the x and y axis). Such result indicates that our scheme is very effectively
adapted to directed graphs.

Fig. 5. From left to right: (a) nonempty blocks (b) bits per edge (c) space cost (d)
compression ratio

Figure 5 directly measures the number of nonempty blocks, bits per edge and
used space cost of four schemes. For the two metrics such as nonempty blocks
and bits per edge, our scheme Ace Up performs best. For example, Ace Up uses
63.07% and 35.77% fewer non-empty blocks than Nature and SlashBurn, respec-
tively; in terms of bits per edge, Ace Up again uses up to 41.96% and 16.54%
fewer bits than Natural and SlashBurn, respectively. Note that for the used space
cost, SlashBurn uses gZip to compress each non-empty blocks and thus leads to
the least space cost. Instead, we use integer pairs to encode nonempty blocks
(see Sect. 2.2). Our scheme can achieve less space cost than Ligra+ but sightedly
higher space cost than SlashBurn. In case that our scheme Ace Up and Slash-
Burn both adopt the same compression approach (either gZip or the encoding
approach), Ace Up can use less space cost than SlashBurn. Nevertheless, we will
show soon that the gZip-based SlashBurn will incur much higher running time
for BFS traversal than our scheme.

Finally, Fig. 5(d) measures the compression ratio of four schemes. In this
figure, after we use SlashBurn on directed graphs, we next use gZip and the
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encoding scheme in Sect. 2.2 to compress non-empty blocks. Thus, we have two
version of SlashBurn, namely SlashBurn-gZip and SlashBurn-encode. Now it is
clear that Ace Up leads to a higher compression ratio than SlashBurn-encode,
though lower than SlashBurn-gZip. Among these algorithms, Ligra+ shows the
smallest compression ratio.

4.3 Graph Computation Speedup Ratio

In this section, we measure the speedup ratio of two graph computation algo-
rithms (BFS traversal and Dijkstra-based shortest paths). The ratio is computed
by the running time used by the computation on original graphs and the time
on compressed graphs. In terms of Ligra+, we measure the ratio by the run-
ning time of Ligra (i.e., the graph computation engine without adopting graph
compression technique) and the time of Ligra+. A larger ratio indicates faster
computation on compressed graphs and otherwise slower computation.

Fig. 6. (a) Speed up ration of BFS (left); (b) speed up ratio of Dijkstra

In Fig. 6, Ace Up is with much higher speedup ratios than both SlashBurn
and Ligra+. For example, to perform BFS on Amazon data set, Ace Up is with
4.42× and 8.24× higher speedup ratio than SlashBurn and Ligra+, respectively.
It is because of the non-trivial decompression overhead caused by SlashBurn and
Ligra+. In particular, both SlashBurn and Ligra+ are with the speedup ratios
smaller than 1.0, indicating that the decompression overhead compromises the
reduced I/O overhead (due to smaller space cost of compressed graphs). Instead,
our scheme Ace Up is based on the encoded integers and the decoding time from
encoded integer numbers to binary bits is trivial.

Note that though with a speedup ratio smaller than 1.0, the absolute running
time of Ligra+ is much smaller than our scheme Ace Up. It is mainly caused
by the parallel computation engine and parallel decompression offered by the
excellent system design of Ligra and Ligra+.

4.4 Effect of Parameter b

Finally we are interested in how the parameter b affects the performance of our
scheme in terms of space cost and graph computation. In Table 2, we vary b
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Table 2. Space cost and computation time of various b

Nonempty blocks Compression ratio BFS traversal time

b=16 b=32 b=64 b=16 b=32 b=64 b=16 b=32 b=64

Amazon 290, 265 241, 936 200, 442 2.3080 3.4179 3.3471 0.4136 0.1909 0.2168

Slashdot 189, 085 125, 058 67, 491 3.2482 3.5617 3.8467 0.035883 0.02215 0.02302

soc-Epinions 101, 036 62, 596 33, 446 2.9418 3.5995 3.1143 0.030643 0.02015 0.02277

Wiki-Vote 21, 169 8, 406 2, 573 6.09144 5.3768 3.3831 3.280E−05 2.642E−05 2.59E−05

p2p-Gnutella 12, 859 8, 154 3, 398 2.06967 2.5190 2.1411 2.918E−05 2.542E−05 2.47E−05

by 16, 32 and 64, and divide graph adjacency matrices into b × b blocks. It is
obvious that the parameter b will affect the number of nonempty blocks and bits
per edge. On the overall, a bigger b leads to fewer amount of nonempty blocks
and bits per edge. However, in terms of graph computation time (in this table,
we give BFS traversal time only. Due to space limit of the table, we do not give
the running time of Dijkstra algorithm), a larger b, for example b = 64, does not
necessarily leads to smaller running time. It is because a larger b means more
elements appearing in a block. Thus, we have to spend more time to lookup a
specific edge which is encoded by the block (due to more elements).

5 Related Work

Graph Compression: Graphs are typically represented by adjacency lists and
adjacency matrices, though they are implemented by various file formats to
store graphs. When a graph is maintained by adjacency lists of sorted vertex
IDs, some previous work [14,15] compressed the lists by difference of vertex IDs.
The WebGraph [15] compresses the graph by representing adjacent nodes by the
small difference to previous value, instead of original large IDs. Since the large
IDs require more space (i.e., word length), the maintenance of small difference
of continuous IDs can save space cost. [16] improve the framework of WebGraph
by proposing a different ordering [16]. Still following the similar idea to maintain
the differences between consecutive IDs, Ligra+ optimizes the previous works by
much more complex coding schemes such as the run-length encoded byte coding
scheme.

Some work represents a graph by a matrix instead of adjacency lists. GBase
[17] and SlashBurn [1,2] are based on graph adjacency matrixes. They divide the
matrices into blocks of matrix elements. Consider that the adjacency matrix of
a real work graph is usually very sparse. SlashBurn can co-cluster the elements
together more densely inside the adjacency matrix. The basic idea of SlashBurn
[1] is to remove the vertices of highest degree and next to find a giant connected
component (GCC) in rest of the graph to repeat this process. After clustering the
matrix and dividing the matrix into element of blocks, SlashBurn adopts gZip
to compress such blocks for less space cost. SlashBurn works well on power-law
graphs. However, SlashBurn suffers from some limitation. First, it works only
on undirected graphs and cannot be directly used to compress directed graphs.
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Moreover, gZip is known as a heavy-level compression approach, and the decom-
pression overhead of gZip is non-trivial. Since we cannot directly perform graph
computation on compressed graphs, we have to spend non-trivial decompression
overhead before graph computation works on originally uncompressed graphs.

Some work proposes graph storage format to maintain sparse matrices, such
as Compressed Sparse Blocks (CSB) [18]. It is essentially the same as Com-
pressed Sparse Row (CSR) [19] and allows vector multiplication in parallel. It
uses simple tuple to representation to store a matrix as row index, column index
and the nonzero value. In addition, when maintaining only those graphs without
edge weights, the CSR in PrefEdge [20] maintains two components (row index
and column index) but with no element values. In addition, some works such
as [21] consider graph compression as a matrix factorization problem. Graph
computation can be directly performed on such factorized matrices. However,
the factorization incurs information loss.

Graph Computation: There are two storage styles when storing a data set,
one is to store in main memory and another is in external memory. So the
optimization of computation can lay on reduce the querying time on graph or
optimize on I/O-efficiency.

When graphs are compressed, we frequently have to recover original graphs
by decompression. Non-trivial decompression overhead could compromise the
I/O reduction achieved by the reduced space cost when compressed graphs are
on disk. Few work in literature has studied the optimization of computation effi-
ciency on compressed graphs. For example, by translating many graph compu-
tation by matrix operations, Pegasus [22] can benefit from the less I/O overhead
caused by the smaller size of graphs on disk when the graph is compressed (as
shown in GBase [17] and SlashBurn [1,2]). However, after the graph is loaded
from disk to main memory, decompression is still needed before graph compu-
tation. As shown in Pegasus, sparse matrix-vector (spMV) multiplication that
is frequently used by many graph computation. Some previous work [23,24]
has explored the problem of running algorithms on compressed inputs in spMV
context. Though with some promising results, such previous work only studied
the specific spMV computation and it cannot be comfortably extended to other
matrix computation (for example matrix eigenvalue decomposition), which could
be used by some graph computation.

Fan et al. [25] gives a framework for query-preserving graph compression.
It proposes two compression methods preserving reachability queries and pat-
tern matching queries, based on bounded simulation. Though such queries can
be performed directly on compressed graphs, due to a lossy compression, it is
unknown whether or not other queries expect the reachability can performed
well on the compressed graphs.

6 Conclusion and Future Work

Given real world directed graphs, we study the problem to permute graph
vertices in order to minimize the amount of nonempty blocks. The proposed
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algorithm leverages graph structure information (e.g., in-degrees, out-degrees,
and sibling neighbors) to re-order vertex IDs for the permutation. We perform
extensive experiments on real world directed graphs and show that our work
can outperform the state of art SlashBurn in terms of space cost saving and
graph computation time. As future work, we continue to study the performance
of graph compression. For example, we are interested in how modern hardware
(such as multicore computers and clustered machines) can speedup graph com-
pression and decompression.
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Abstract. Extracting keyphrases from documents automatically is an
important and interesting task since keyphrases provide a quick sum-
marization for documents. Although lots of efforts have been made on
keyphrase extraction, most of the existing methods (the co-occurrence
based methods and the statistic-based methods) do not take semantics
into full consideration. The co-occurrence based methods heavily depend
on the co-occurrence relations between two words in the input document,
which may ignore many semantic relations. The statistic-based methods
exploit the external text corpus to enrich the document, which intro-
duces more unrelated relations inevitably. In this paper, we propose a
novel approach to extract keyphrases using knowledge graphs, based on
which we could detect the latent relations of two keyterms (i.e., noun
words and named entities) without introducing many noises. Extensive
experiments over real data show that our method outperforms the state-
of-art methods including the graph-based co-occurrence methods and
statistic-based clustering methods.

1 Introduction

The continuously increasing text data, such as news, articles, and papers, make
it urgent to design an effective and efficient technique to extract high-quality
keyphrases automatically since keyphrases help us to have a quick knowledge
of the text. Keyphrase extraction also provides useful resources for text clus-
tering [9], text classification [30], and document summarization [28]. There are
two main types of studies on keyphrase extraction, i.e., supervised and unsu-
pervised. Majority of the supervised methods regard keyphrase extraction as
a binary classification task [12,13,15,26,29], and take some features, such as
term frequency-inverse document frequency (tf-idf ) and the position of the first
occurrence of a phrase, as the inputs of a Naive Bayes classifier [24]. However,
a binary classifier fails to rank the phrases since each candidate phrase is classi-
fied independently with others. More importantly, supervised methods demand
a lot of training data, i.e., manually labeled keyphrases. This is extremely expen-
sive and time-consuming in domain-specific scenarios. In order to reduce man-
power, investigating comparative unsupervised methods is highly desired. Thus,
we focus on studying unsupervised methods to extract keyphrases from a single
input document (e.g., news and article).
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 132–148, 2017.
DOI: 10.1007/978-3-319-63579-8 11
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The existing unsupervised approaches can be divided into two categories, i.e.,
co-occurrence based methods and statistic-based methods, as shown in Table 1.
The co-occurrence based methods, e.g., SW [11], TextRank [21], ExpandRank
[27], CM [5], build a word co-occurrence graph exploiting the word co-occurrence
relations that are obtained from the input document, and then apply some rank-
ing algorithms such as PageRank [23] and betweenness [7] on the graph to get
the ranking score of each word. Based on the ranking score, the top-k phrases are
returned as keyphrases. The statistic-based methods, e.g., Wan’07 [28], SC [18],
and TPR [17], explore some external text corpus to assist keyphrase extraction.
For example, SC [18] uses the Wikipedia [1] articles, based on which several
statistical distances can be computed, such as cosine similarity, Euclidean dis-
tance, Pointwise Mutual Information (PMI), and Normalized Google Similarity
Distance (NGD) [6]. It first clusters candidate words based on the statistical
distance, and then selects the exemplar terms. Finally, the candidate phrases
that contain exemplar terms are selected as keyphrases.

Table 1. Overview of the approaches

Category Methods Information sources

Co-occurrence based CM [5], SW [11], TextRank
[21], ExpandRank [27]

Input documents

Statistic-based Wan’07 [28], SC [18], TPR [17] External text corpus, e.g.,
Wikipedia article

Semantics-based Our method Knowledge graphs, e.g.,
DBpedia

However, the existing methods suffer from two drawbacks: information loss
and information overload.

– Information Loss. The co-occurrence based methods heavily depend on the
co-occurrence relations between two words. If two words never occur together
within a predefined window size in an input document, there will be no edges
to connect them in the built co-occurrence graph even though they are seman-
tically related. Furthermore, as reported in [11], the performance improves lit-
tle by increasing the window size w if w exceeds a small threshold (w ranges
from 3 to 9).

– Information Overload. The statistic-based methods exploit external text cor-
pus to enrich the input document. Nevertheless, the real meanings of words in
the document may be overwhelmed by the large amount of introduced exter-
nal texts. Furthermore, they can only acquire very limited useful knowledge
about the words in the input document since they just use the statistical
information of two words in the external texts actually.
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Running Example. Figure 1 shows a document from the dataset DUC2001,
where the keyphrases are labeled in red font.

In the co-occurrence based methods, the words adjacent to more other words
tend to rank higher. Let us consider two candidate phrases “disaster” and “Hur-
ricane Andrew”. They do not occur together within a window if the window
size is 10. Thus no edges will be induced to connect them in the co-occurrence
graph, which indicates they are not highly related while “Hurricane Andrew” is
an instance of “disaster”. Hence, “disaster” is not delivered as a keyphrase using
the co-occurrence based methods, e.g., TextRank and ExpandRank.

The statistic-based methods directly map a word to the words with the same
surface form in the external text resources. The real meaning of a word in the
input document may be overwhelmed by the extended corpus. For instance, the
most common meaning of “house” in Wikipedia is “House Music”, which is dif-
ferent from the meaning “United States House of Representatives” in the example
document. Hence, statistic-based methods fail to exclude the wrong senses and
result in bad similarity relations.

Fig. 1. An example of input document. (Color figure online)

In this paper, we propose a novel method to extract keyphrases by consid-
ering the underlying semantics. Relying on semantics, we can address the prob-
lems above. (1) Using semantics, we can find the latent relations between two
keyterms (see Sect. 2.1). As shown in the example document in Fig. 1, although
the distance between “disaster” and “Hurricane Andrew” in the document is
large, it is easy to add an edge between them if we know “Hurricane Andrew”
is an instance of “disaster” according to their semantic relation. (2) In order to
avoid introducing many noisy data, we attempt to include the useful informa-
tion by incorporating semantics. For example, through entity linking, our method
could select “United States House of Representatives” as the proper meaning of
“house” in the example document in Fig. 1 and only bring in the corresponding
semantic relations, thus excluding the noisy relations caused by “House Music”.

In order to incorporate the semantics for keyphrase extraction, we resort
to knowledge graphs in this paper. A knowledge graph, e.g., DBpedia [3], cap-
tures lots of entities, and describes the relationships between the entities. Note
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that two earlier work communityRank [8] and SemanticRank [25] utilize the
Wikipedia page linkage as the external knowledge. However, they just use the
link information in a coarse-grained statistical way. Different from the work
above, we propose to incorporate semantics into keyphrase extraction by adopt-
ing the structure of knowledge graph (e.g., DBpedia).

The major contributions of this paper are summarized as follows:

– We are the first to use the structure of knowledge graphs to provide semantic
relations among keyterms in keyphrase extraction task.

– We propose a systematic framework that integrates topic clustering and graph
ranking for keyphrase extraction.

– By considering the real observations, we give a novel and reasonable definition
of keyphrases, i.e., the important noun phrases of a document.

– Extensive experiments over real data show that our method achieves bet-
ter performance compared with the classic co-occurrence based methods and
statistic-based methods.

The rest of this paper is organized as follows. Section 2 formulates the task of the
work and gives an overview of our method. To cover more topics of a document,
we perform the topic clustering in Sect. 3. Section 4 studies how to incorporate
knowledge graphs to model the keyterms. Followed by the process of generating
keyphrases in Sect. 5. Section 6 reports experiments on real data. In Sect. 7, we
review related work in recent years. Finally, we conclude this work in Sect. 8.

2 Problem Definition and Framework

In this section, we first formulate our problem and then give the overview of our
methods. Table 2 lists the notations used in the paper.

2.1 Problem Formulation

A named entity is a real-world object such as location, organization, person and
so on. To name a few, “George Bush”, “Florida”, “Red Cross”, “Gulf of Mexico”.
A noun phrase is composed of continuous noun words or named entities. For
example, “president George Bush”, “Hurricane Andrew”, “New York City” are
all noun phrases.

Noun words and named entities in the document are called Keyterms. For
example, “hurricane”, “Florida”, “George Bush” are all keyterms.

Definition 1 (Keyphrase). A keyphrase consists of keyterms and is highly
relevant to the topics of a document.

For instance, “president george bush”, “hurricane andrew”, “florida”,
“louisiana”, “election campaign”, “emergency relief” and “disaster” are the
keyphrases of the example document in Fig. 1.
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Table 2. Notations

Notation Definition

d Document

G = (V, E, LA) Knowledge graph

P = {p1, p2, ..., pn} A group of noun phrases

KT = {kt1, kt2, ..., ktm} A group of keyterms

C = {c1, c2, ..., cr} Clusters of KT

AN = {va1 , va2 , ..., vat} A group of anchor nodes

EV ⊂ V A group of expanded nodes

L The path between two anchor nodes

EV.L The expanded nodes on the path L

KGh(AN) h-hop keyterm graph induced by AN

μ (EV.L, AN) The semantic relatedness between EV.L and AN

τ The semantic relatedness threshold

Remark. In this paper, we specify that a keyphrase should be a noun phrase.
The reasons are listed as follows: (1) Noun phrases are more substantive, while
adjectives always serve as the descriptive function. Table 3 presents some phrases
with and without adjectives, while the meanings of phrases do not change much.
Moreover, the rate of noun phrases in the manually labeled keyphrases by Wan
and Xiao is 64% [27]. (2) In general, different annotators may label different
groups of keyphrases according to their understanding. But they always reach
high agreement on noun phrases, which is verified through our experiments (see
Sect. 6.3).

Table 3. Phrases with and without adjectives

With adjectives W/o adjectives

Widespread destruction Destruction

Severe damage Damage

Serious injury Injury

Massive aircraft Aircraft

Large immigrant population Immigrant population

Small twister Twister

Problem 1 (Keyphrase Extraction). Keyphrase extraction is the task of extract-
ing a group of keyphrases from a document with good coverage of the topics.
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2.2 Framework of Our Method

Figure 2 shows our framework. Given a document, we first select the keyterms.
Then, we apply clustering algorithms on keyterms based on the semantic simi-
larity which aims at covering more topics of the document. The keyterms in each
cluster are linked to entities in the knowledge graph. For each cluster, taking the
mapped entities as anchor nodes, we can detect the latent keyterm-keyterm rela-
tions in the input document through extracting the h-hop keyterm graph (please
refer to Definition 2) from the knowledge graph. Then, we apply Personalized
PageRank (PPR) [10] on each keyterm graph and obtain the ranking score of
each keyterm. To distinguish the importance of different clusters, we regard the
centers of all the clusters as keyterms and form a new cluster and then rank
these centers using the similar method as keyterms. Finally, the keyphrases are
generated based on the ranking scores of keyterms.
Topic clustering. In general, a document consists of multiple topics. Thus we pro-
pose a clustering method to cover more topics. Specifically, the keyterms are clus-
tered according to the semantic similarity. Then we try to generate keyphrases
from each cluster. Different from the existing methods that employ single word
or n-gram as the clustering element, we use keyterms (i.e., the noun words and
named entities) in this paper.
Keyterm graph construction. For the keyterms in each cluster, we build a
keyterm graph by exploiting the structure of the knowledge graph. The keyterm
graph describes the semantic relations among keyterms.
Graph-based ranking and phrase generation. We can adopt the ranking algo-
rithms, such as PPR and SimRank [14], to compute the importance of each
keyterm. Then we can get the ranking score of each candidate phrase. The k
candidate phrases with the largest scores are delivered as keyphrases.

Fig. 2. System framework.

3 Topic Clustering

Since a document always has more than one topics, keyphrases should represent
all these topics. Hence we propose to cluster the keyterms according to semantics,
and then generate the keyphrases based on the clusters.
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3.1 Keyterm Selection

The existing method SC [18] also proposes a clustering approach to cover the
topics of a document. However, it clusters all words of the document without
distinguishing the parts of speech, which may introduce many noisy data. Mostly,
noun words and named entities describe the key points of a document. Hence, we
propose to take noun words and named entities as keyterms. Since the knowledge
graph consists of entities and relations, it is easy to integrate the knowledge
graph into keyphrase extraction by mapping keyterms to entities. To extract the
keyterms, we resort to the existing NLP tools, e.g., Stanford CoreNLP [20].

3.2 Keyterm Clustering

In this paper, we apply k-means clustering algorithm [19] to divide the keyterms
into r clusters. K-means is one of the simplest unsupervised learning algorithms
to solve the well-known clustering problem. It partitions m objects into r clusters
such that each object belongs to the closest cluster in terms of mean distance.

For each cluster, we select the keyterm which is nearest to the corresponding
centroid and has candidate entities in the knowledge graph G as the final cen-
troid. In order to convey the semantics, we use Google Word2vec [22] to compute
the semantic distance of two keyterms. If a keyterm kt is a named entity that
consists of multiple words, we compute the vector representation of kt according
to the words that are contained in kt as the work [16] does.

Example 1. Figure 3 shows the clustering result on the example document, where
r is set to be 7. As the color deepened, the corresponding cluster is more impor-
tant and relevant to the main topics of the example document. Keyterms in blue
are the cluster centroids.

Fig. 3. Clustering result when cluster number r = 7. (Color figure online)

4 Incorporating Knowledge Graphs into Keyphrase
Extraction

As discussed above, considering the semantics, we can detect more relations,
which can improve the ranking results. In this paper, we propose to adopt knowl-
edge graph to assist keyphrase extraction. However, it is unclear how to integrate
knowledge graph in a better way since there is no such related study. We try to
give a solution in this work.
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4.1 Keyterm Linking

Given a knowledge graph G, the keyterm linking task is to link keyterms to G,
i.e., find the mapping entity in G for each keyterm. A keyterm, regarded as a
surface form, usually has multiple mapping entities. For example, the keyterm
“Philadelphia” may refer to a city or a film. There have been many studies that
focus on sense disambiguation. Most of the existing methods demand that each
entity in G has a page p that describes the entity. Then the semantic relatedness
between p and the input document d could be computed, e.g., computing the
cosine similarity between them. The entity that corresponds to the page with
the largest similarity score is selected as the mapping entity.

Since the surface forms are keyterms, we build a mapping dictionary for
keyterms, which materializes the possible mappings for a keyterm kt. Each pos-
sible mapping is assigned a prior probability. To compute the prior probability,
we resort to Wikipedia articles. For each linkage (i.e., the underlined phrase that
is linked to a specific page) in Wikipedia, we can get a pair of surface form and
entity. Then we can get the probability of each candidate entity ei by calculat-
ing the proportion of its co-occurrence number with kt over the total occurrence
number of kt as shown in (1).

Pr{(kt, ei) |kt} =
T (kt, ei)
T (kt)

, (1)

where T (kt, ei) is the co-occurrence number of kt and ei, and T (kt) is the
occurrence number of kt. Given a keyterm kt, we explore the dictionary to
find its candidate mappings. For an entity in Wikipedia, we use the corre-
sponding Wikipedia page as its context. For entities in DBpedia, we use the
dataset “long abstracts en.ttl” as the context. If the knowledge graph has page
descriptions, we can integrate the semantic relatedness (we adopt cosine similar-
ity between the context of an entity and the input document in our experiments)
and the prior probability to decide the correct mapping.

Example 2. Consider the keyterm “house” in the example document, there are
several candidate entities in Wikipedia, including “House music”, “United States
House of Representatives”, “House”, “House system”. Our method successfully
selects “United States House of Representatives” as the appropriate entity.

4.2 Keyterm Graph Construction

After the keyterm linking, we obtain the mapping entities of keyterms, which
are also called anchor nodes. Next we build a h-hop keyterm graph to capture
the semantic relations among keyterms for each cluster. Consider a knowledge
graph G = (V,E,LA), where V is the set of nodes, E is the set of edges,
and LA is the set of node labels. Let AN denote the set of anchor nodes, i.e.,
AN = {va1 , va2 , ..., vat

} ⊂ V . Definition 2 describes the h-hop keyterm graph.
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Definition 2 (H-hop Keyterm Graph). Given the set of anchor nodes AN
in the knowledge graph G, the h-hop keyterm graph, denoted by KGh (AN), is
the subgraph of G that includes all paths of length no longer than h between vai

and vaj
, where vai

, vaj
∈ AN and i �= j.

Each path in the h-hop keyterm graph describes the relation between two
anchor nodes. Since the anchor nodes are the mapping entities for keyterms,
the h-hop keyterm graph models the semantic relations among the keyterms.
The newly introduced nodes in KGh (AN) excluding the anchor nodes are the
expanded nodes, denoted by EV . In order to eliminate the noisy nodes, we need
to refine the h-hop keyterm graph by considering the semantics of the whole
set of anchors. Algorithm 1 shows the process of constructing the h-hop keyterm
graph. For ∀vai

∈ AN , we apply Breadth-first search (BFS) to extract the paths
no longer than h between vai

and vaj
(∀vaj

∈ AN and i �= j). Next we remove
the paths which are less related with AN . Let us consider the path L between
two anchor nodes in KGh (AN). The set of expanded nodes in L is denoted as
EV.L. Then we compute the semantic relatedness μ (EV.L,AN) between EV.L
and AN . If μ (EV.L,AN) is less than a threshold τ , L is removed from the h-hop
keyterm graph. To compute the semantic relatedness μ (EV.L,AN), we utilize
Word2vec and compute cosine similarity between the vector representations of
EV.L and AN . The complexity of Algorithm 1 is O(N · ( |E|

|V | )
h), where N is the

number of anchor nodes.

Example 3. Figure 4 shows part of the h-hop keyterm graph for the cluster in
the middle of Fig. 3, where ellipses are anchor nodes and rectangles are expanded
nodes. As the dotted bordered rectangle shows, although “History of the United
States Republican Party” connects with “republicans” and “george bush”, it is
less associated with other anchor nodes. Hence, it is removed in the expansion
process.

After incorporating the knowledge graph, we can add some relations that are
derived from the input document to the keyterm graph. Consider two anchor

Algorithm 1. H-hop Keyterm Graph Construction
Input: Knowledge graph G = (V, E, LA), anchor nodes AN , semantic relatedness
threshold τ
Output: H-hop keyterm graph

1: for vai ∈ AN do
2: for vaj ∈ AN and i �= j do
3: Path(vai , vaj ) ← extract all the simple paths no longer than h between vai

and vaj

4: for L ∈ Path(vai , vaj ) do
5: μ(EV.L, AN) ← compute the semantic relatedness between EV.L and AN
6: if μ(EV.L, AN) < τ then
7: remove L from Path(vai , vaj )
8: return the subgraph consisting of Path(vai , vaj )
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Fig. 4. H-hop keyterm graph.

nodes vai
and vaj

. If their corresponding keyterms kti and ktj occur in the
same window, an edge is added between vai

and vaj
. For each cluster, we build

a keyterm graph. To measure the importance of each cluster, we can use the
centroids of all clusters as the input keyterms, and build a corresponding keyterm
graph for all the centroids using the same method.

5 Keyphrase Generation

5.1 Keyterm Ranking

After constructing keyterm graphs, the next focus is how to measure the impor-
tance of different keyterms. Note that our keyterm graph is a semantic graph,
where edges reflect semantic relations between keyterms. But the existing meth-
ods show that term frequency is a very important feature of keyphrase. Hence,
we need a graph centrality method that ranks keyterms by considering both
the semantic structure of the keyterm graph and the frequency of keyterms.
Although PageRank ranks nodes using the graph structure, the jump probability
of PageRank is normalized, which indicates that it fails to reflect the difference
of node features. In contrast, Personalized PageRank (PPR), which is a variant
of PageRank, assigns a biased jump probability to each node and ranks graph
nodes based on the graph structure. Therefore, it is able to reflect the keyterm
frequency by assigning the jump probability according to the keyterm frequency.
We formulate the PPR based on keyterm frequency as follows:

PPR (vi) = λ ×
∑

vj→vi

PPR (vj)
outdegree (vj)

+ (1 − λ) × p (vi) , (2)

where PPR (vi) is the PPR score of vi, outdegree (vj) is the outdegree of vj ,
p (vi) is the jump probability of vi and λ is a damping factor which is usually
set to 0.85 [23]. The jump probability p (vi) is computed according to (3), where
N is the number of nodes.

p (vi) =
tf (vi)

N∑
i=1

tf (vi)
, i = 1, ..., N. (3)
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Since the expanded nodes do not have matching keyterms in the document,
their jump probabilities are set to be 0. We perform PPR on the keyterm graph
that corresponds to each cluster and cluster centroids. Then we obtain the rank-
ing scores of the corresponding anchor nodes, including the PPR score of each
cluster centroid.

5.2 Keyphrase Generation

With the ranking scores of keyterms, next we extract the keyphrases. The main
idea is to generate candidate phrases first and then rank them based on the
scores of keyterms.

The existing phrase generation methods [18,27] adopt the syntactic rule
(JJ)∗(NN|NNS|NNP) +, where “JJ” is an adjective, “NN”, “NNS”, and “NNP”
are nouns, “*” and “+” mean zero or more adjectives and at least one
noun word should be contained in the candidate phrase. For instance, given
a sentence “Federal/NNP Emergency/NNP Management/NNP Agency/NNP
has/VBZ become/VB the/DT ultimate/JJ patronage/NN backwater/NN ”, using
this rule, candidate phrases “federal emergency management agency” and “ulti-
mate patronage backwater” are generated.

We propose to extract important noun phrases as keyphrases in Sect. 2.1.
Hence, we design a rule by removing the adjectives, i.e., (NN|NNS|NNP) +.
Following this rule, except named entities, all the candidate phrases are a chain
of continuous noun words. For the example sentence, candidate phrases “federal
emergency management agency” and “patronage backwater” are generated.

After generating the candidate noun phrases, we propose a method to com-
pute the ranking score of a candidate phrase by combining the scores of keyterms
contained in it. Since keyterms in different clusters cannot be compared directly,
we put forward a measurement to compare keyterms from different clusters. In
the semantic subgraph construction step, we build a keyterm graph for cluster
centroids. Similar to the keyterms in the same cluster, different cluster centroids
can be compared as well. It makes sense that if a cluster contains more keyterms,
i.e., tf is larger, the cluster is more important. So we combine the ranking score
of a cluster centroid and the total tf of the cluster to form a comprehensive score
for the cluster, as shown in (4). Next we combine the PPR score of a keyterm
and the ranking score of its cluster to form a global utility score for the keyterm,
as shown in (5).

SC (ci) = α × PPR (ci) + (1 − α) ×

t∑
j=1

tf (ktij)

log2 t
,∀ci ∈ C, ktij ∈ ci.

(4)

Score (ktij) = PPR (ktij) × SC (ci) , ∀ktij ∈ ci,∀ci ∈ C. (5)

Now, each keyterm is comparable in the whole document. The score of a candi-
date noun phrase pi ∈ P is the sum of scores of keyterms contained in it, as (6)
shows.

Score (pi) =
∑

ktij∈pi

Score (ktij) . (6)
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After we get the scores of all candidate noun phrases, we select the top-K
phrases with the largest ranking scores as the keyphrases of the input document.

6 Experimental Evaluation

For ease of presentation, our proposed knowledge graph based method to rank
keyterms for keyphrase extraction is denoted as KGRank.

6.1 Datasets and Evaluation Metrics

We use the dataset DUC20011 to evaluate the performance of our method. The
manually labeled keyphrases on this dataset are created in the work [27]. The
dataset contains 308 news articles. The average length of the documents is about
700 words. And each document is manually assigned about 10 keyphrases. Since
our task is to extract noun phrases as defined in Sect. 2.1, to construct the golden
standard, we drop adjectives from the manual phrases.

In the experiments, we adopt precision, recall, and F-measure to evaluate
the performance of keyphrase extraction. Their formal definitions are given
in (7), (8), and (9) respectively, where countcorrect is the number of correct
keyphrases extracted by automatic method, countoutput is the number of all
keyphrases extracted automatically, and countmanual is the number of manual
keyphrases. We use Wikipedia and DBpedia as knowledge graphs respectively
to assist keyphrase extraction.

The codes to preprocess data are implemented in Python. The other algo-
rithms are implemented in C++. All experiments are conducted on a Windows
Server with 2.4 GHz Intel Xeon E5-4610 CPU and 384 GB memory.

precision =
countcorrect
countoutput

. (7)

recall =
countcorrect
countmanual

. (8)

F-measure =
2 × precision × recall

precision + recall
. (9)

6.2 Comparison with Other Algorithms

We compare our method KGRank (Wikipedia as the knowledge graph) and
DBRank (DBpedia as the knowledge graph) with two co-occurrence graph
based methods SingleRank [27] and ExpandRank [27], one cluster-based method
SCCooccurrence [18], one statistic-based clustering method SCWiki [18], and tf -
idf based methods. Our method which adopts Wikipedia as the knowledge graph
achieves better performance than using DBpedia. The reason we think is due
to the better coverage ratio of keyterms in Wikipedia, which is about 0.8, while
1 http://www-nlpir.nist.gov/projects/duc/past duc/duc2001/data.html.

http://www-nlpir.nist.gov/projects/duc/past_duc/duc2001/data.html
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the coverage ratio of DBpedia is about 0.6. For KGRank, the best results are
achieved at r = 3 and τ = 3.0 (Euclidean distance threshold). For DBRank,
the best results are achieved at r = 5 and τ = 0.4 (cosine similarity threshold).
The windowsize W for SingleRank is varied from 2 to 20. The best results are
achieved at W = 17. For ExpandRank, we set the expanded document number
k = 5, 10, and vary windowsize W from 2 to 20. The best results are achieved
at k = 10 and W = 17.

Figure 5 shows the performances of the seven methods on precision, recall,
and F-measure respectively, where the keyphrase number K = 5, 10, 15, 20. It
is clear that our method almost always performs the best. With the growth
of K, the precision decreases and recall increases. F-measure achieves the best
performance when K is 10, which is the average number of manual keyphrases.
Note that SC selects keyphrases according to the exemplars, it is not able to
control the number of keyphrases. For example, it cannot return enough phrases
when K = 20.

Table 4 shows the keyphrases extracted by six methods above from the
example document when K = 10. The keyphrases in red and bold are correct
keyphrases.
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Fig. 5. Comparison with other algorithms

Table 4. Case study: keyphrase extraction results for the example document

Method Keyphrases

KGRank
florida, hurricane andrew, emergency relief cost, disaster, relief, persident carter, president george

bush,president, dollars, election campagin

ExpandRank
hurricane andrew, american insurance services group, president george bush, andrew card, florida,
us insurer, president carter, federal emergency management agency, emergency relief cost, president

SingleRank
president george bush, president carter, hurricane andrew, american insurance services group,

andrew card, president, white house chief, emergency relief cost, grain export programme,
federal emergency management agency

SCWiki
sign, election campaign,president george bush, initial response, administration, assistance, business,

farm, presidential rival

SCCooccurrence
sign, hurricane andrew, inhabitant, florida, louisiana, election campaign, president george bush,

initial response, president, administration

Tf-idf
president george bush, andrew card, hurricane andrew, american insurance services group,

president carter, emergency relief cost, wallace stickney, federal emergency management agency, grain
export programme, james baker
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6.3 Effect of Noun Phrase

To validate our opinion that different annotators reach high agreement on noun
phrases, we randomly select 20 articles and annotate keyphrases that may contain
adjectives for each article, denoted by S. Then we compare our manually labeled
keyphrases with the benchmark that is used in the work [27], denoted by T . We
find that the proportion of common general phrases is |S ∩ T |/|S ∪ T | = 44%.
Meanwhile, the proportion of common noun phrases is |S′ ∩ T ′|/|S ∪ T | = 70%,
where S′ and T ′ are the keyphrases by removing adjectives from S and T , respec-
tively. Thus, this observation confirms our conclusion that different annotators
reach high agreement on noun phrases.

The phenomenon above also can be convinced through automatic keyphrase
extraction methods. We compare the common keyphrases extracted by different
methods, SingleRank [27], ExpandRank [27], and SCCooccurrence [18]. The rate
of noun phrases in the common general keyphrases that are extracted by the
three methods is 72%.

To further study the two types of candidate phrases, we use phrases contain-
ing adjectives as keyterms and noun phrases as keyterms respectively to extract
keyphrases. The results are shown in Table 5. It is clear that noun phrases per-
form better than adjective noun phrases.

Table 5. Adjective noun phrase vs. noun phrase

Phrase type Precision Recall F-Measure

Adjective noun phrase 0.16461 0.215415 0.184411

Noun phrase 0.205 0.30502 0.243754

6.4 Effect of Clustering Parameter

There are a lot of clustering algorithms (e.g., hierarchical clustering, k-means and
spectral clustering) and similarity measures (e.g., cosine similarity, Wikipedia-
based similarity, and Euclidean distance) can be used in the task of clustering
keyterms. Since Google Word2vec performs well in measuring semantic similarity
between words and k-means is a simple and effective method to clustering high-
dimensional points, we adopt Word2vec vector and k-means in this paper.

We study the impacts of cluster number r in k-means on performance.
Figure 6(a) shows the effects of cluster number r when semantic relatedness
threshold τ is 3.0 and the keyphrase number K is 10 using Wikipedia as the
knowledge graph. As shown in Fig. 6(a), the topic based clustering could improve
the performance of keyphrase extraction. Keyterms in the same cluster tend to
have more semantic relations, so the h-hop keyterm graph would contain less
noises.
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6.5 Effect of Keyterm Graph

Due to the large vertex degree of Wikipedia and DBpedia, we fix h = 2 in our exp-
eriments. If we do not screen out the expanded nodes, the extracted keyterm graph
would inevitable contain a lot of nodes that are not related to the topics of the input
document. So we use the semantic distance between expanded nodes and anc-
hor nodes to filter the noisy expanded nodes. In this subsection, we study how the
semantic relatedness threshold τ affects the performance of keyphrase extraction.

Figure 6(b) and (c) show the effects of relatedness threshold τ using
Wikipedia and DBpedia respectively, where the cluster number r is 10 and the
keyphrase number K is 10. From the two figures, we can see a suitable seman-
tic relatedness threshold could improve the performance since it filters some
noisy expanded nodes. A large semantic relatedness threshold would decrease
the improvement of performance since it filters too much semantic relations
including meaningful relations and expanded nodes.
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Fig. 6. Effect of cluster number r and similarity threshold τ

7 Related Work

The co-occurrence based methods, e.g., TextRank [21], SingleRank [27],
ExpandRank [27], build a word co-occurrence graph and apply PageRank or
its variation to rank the words. TextRank [21] is the first to solve the task by
building a word co-occurrence graph and applying PageRank algorithm on the
graph to rank words. If top-k ranked words are adjacency in the document, then
they combine a phrase. ExpandRank [27] explores neighborhood information to
help keyphrase extraction. Given a document, it first adopts cosine similarity to
find the top-k similar documents and combines the k + 1 documents as a set.
Then it builds a word co-occurrence graph on the document set and gets the
ranking score of each word by PageRank. Finally, the score of a candidate phrase
is the sum of the scores of the words contained in it. SW [11] adopts connected-
ness centrality, betweenness centrality, and a combination centrality algorithm
to rank candidate phrases. Experiments show that there is no obvious difference
in the three measures. And they achieve comparable performances with super-
vised methods KEA [29]. CM [5] compares several centrality measures: degree,
closeness [2], betweenness, and eigenvector centrality. The experiments on three



Keyphrase Extraction Using Knowledge Graphs 147

datasets show that degree is the best measure in the undirected graph, which
indicates that tf is a very important feature for keyphrase extraction. So in our
method, we choose to use PPR algorithm to rank the keyterms, where the jump
probability is set to be proportional to tf .

Instead of just using the input document, the statistic-based methods, e.g.,
Wan’07 [28], SC [18], TPR [17], exploit some external resources. TPR [17] builds
a word co-occurrence graph. The difference is that it trains Latent Dirichlet
Allocation (LDA) model [4] on Wikipedia articles and gets some topics on the
words. Then it runs Topical PageRank [10] under each topic, where the jump
probability of each word is related with its occurrence probability under the
current topic. The final ranking score of each word is the sum of its ranking
score under each topic multiply by its occurrence probability given the topic.
However, for a single document, the number of topics is much smaller than the
topical number used in the experiments.

8 Conclusions

In this paper, we study on automatic single-document keyphrase extraction task.
We propose a novel method that combines semantic similarity clustering algo-
rithms with knowledge graph structure to help discover semantic relations hidden
in the input document and cover more topics. We also design a measure to com-
pare different clusters by constructing a semantic graph for the centroids of all
clusters. Experiments show that our method achieves better performances than
the state-of-art methods.
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Abstract. With the development of the Semantic Web, an increas-
ingly large number of organizations represent their data in RDF format.
A single machine cannot efficiently process complex queries on RDF
graphs. It becomes necessary to use a distributed cluster to store and
process large-scale RDF datasets that are required to be partitioned. In
this paper, we propose a semantic-aware partitioning method for RDF
graphs. Inspired by the PageRank algorithm, classes in the RDF schema
graphs are ranked. A novel partitioning algorithm is proposed, which
leverages the semantic information of RDF and reduces crossing edges
between different fragments. The extensive experiments on both syn-
thetic and real-world datasets show that our semantic-aware RDF graph
partitioning outperforms the state-of-the-art methods by a large margin.

Keywords: Graph partitioning · Semantic-aware · RDF graph ·
Schema

1 Introduction

The Resource Description Framework (RDF) is a W3C recommendation for
describing and organizing resources on the Semantic Web. The RDF data model
is a type of graph model, which consists of a set of triples (s, p, o), where s is
the subject, p the predicate, and o the object. Each triple (s, p, o) represents a
statement that s has the relationship p with o, thus being a directed edge in the
RDF graph. With the Linked Data initiative, large amounts of RDF graphs have
been publicly released, which often contain millions or even billions of triples.

How to partition a big RDF graph while reducing its crossing edges between
different machines and improving the performance of RDF query processing has
been recognized as a challenging issue. There exists several methods to partition
c© Springer International Publishing AG 2017
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RDF graphs in terms of vertices [2,3], edges [4], and paths [5]. However, these
methods are all based on the traditional graph partitioning, which merely con-
sider the structural information of graphs. In this paper, we propose a semantic-
aware RDF partitioning algorithm that leverages the type information specified
by the rdf:type predicate to achieve high-quality partitioning of RDF graphs.

Our main contributions include: (1) we propose an efficient algorithm,
inspired by PageRank, for ranking classes in RDF schema graphs; (2) a novel
RDF partitioning method is proposed, which can use the semantic information
embedded RDF graphs to reduce crossing edges between different fragments;
(3) the extensive experiments on the synthetic and real-world RDF graphs have
been conducted to verify the effectiveness and efficiency of our approach. The
experimental results show that our approach outperforms the state-of-the-art
methods by a large margin.

2 Related Work

The existing partitioning methods on general graphs can be classified as follows:

Vertex-Based Approach. Thus far, METIS [3] is widely considered to be the
most popular graph partitioning algorithm. In [2], Huang et al. propose an RDF
partitioning approach based on METIS, which duplicates the vertices that are
within n-hop distance from the boundary vertices and assigns them into the
same partition. Although this approach can make more queries being executed
locally, it may result in a large amount of data redundancy.

Edge-Based Approach. Margo and Seltzer [4] propose a scalable distributed
graph partitioner (Sheep) which can produce edge partitions by reducing the
graph to an elimination tree without sacrificing the partition quality. However,
the cost of edge cut in this approach is unbounded and may be prohibitively
high.

Path-Based Approach. Wu et al. [5] present a method to partition RDF
graphs with paths as the basic partition unit, which partitions paths shar-
ing merged vertex into the same fragment. By using the end-to-end path, this
method makes use of the structural information of RDF graphs to minimize the
number of crossing edges. However, the sizes of paths may differ significantly, so
using the number of paths as the balance metrics may lead to data skewness.

RDF graphs are such kind of graphs that have inherent semantics. Thus far,
the existing works of partitioning RDF graphs mainly include two types. The
first type is to adapt the METIS method to some extent for RDF graphs. In
fact, it is also a vertex-based approach with the feature of METIS, which cannot
leverage the semantics embedded in RDF graphs. The second type is a naive
hash partitioning approach, which generates a key according to each subject (or
object) and assigns an RDF triple to a fragment simply based on its key. Thus,
the number of crossing edges is large and the cost of RDF query processing may
be expensive. In contrast, our partitioning method is able to take full advantages
of the semantics inherently embedded in RDF graphs.
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3 Preliminaries

An RDF dataset is a set of triples which can be represented as a directed labeled
graph, i.e., RDF graph, which is defined as follows.

Definition 1 (RDF graph). Let U and L be the disjoint infinite sets of URIs
and literals, respectively. A tuple (s, p, o) ∈ U × U × (U ∪ L) is called an RDF
triple, where s is the subject, p is the predicate (a.k.a. property), and o is the
object. A finite set of RDF triples is called an RDF graph.

Given an RDF graph T , we use S(T ), P (T ), and O(T ) to denote the set
of subjects, predicates, and objects in T , respectively. For a certain subject
si ∈ S(T ), we refer to the triples with the same subject si collectively as the
entity si, denoted by Ent(si) = {t ∈ T | ∃p, o s.t. t = (si, p, o)}.

We can use RDF Schema (RDFS) to define classes of entities and the rela-
tionships between these classes. For example, (s, rdf:type, C) declares that the
entity s is an instance of the class C. Given an RDF graph T , we assume that for
each subject s ∈ S(T ) there exists at least a triple (s, rdf:type, C) ∈ Ent(s),
denoted by s ∈ C. We believe that this assumption is reasonable since every
entity should belong to at least one type in the real world.

Given RDF graph T and a subject s ∈ S(T ), the class set of s is C(s) =
{C | s ∈ C ∧ �C ′ s.t. (C ′, rdfs:subClassOf, C) ∈ T}. The direct class of s is
defined as C(s) =

⋂
Ci∈C(s) Ci. The class system of an RDF graph T is defined

as C(T ) = {C(s) | s ∈ S(T )}.

Definition 2 (Schema graph). Given an RDF graph T , the schema graph of
T is an undirected labeled graph, denoted by GS(T ) = (VS , ES , lS), where (1)
VS = C(T ) is the finite set of vertices; (2) ES ⊆ VS × VS is the finite set of
edges; (3) lS : ES → P (T ) is a function that assigns a predicate as the label to
an edge; (4) for an edge e = (C1, C2) ∈ ES, a triple exists (s, p, o) ∈ T such that
C1 = C(s), C2 = C(o), and lS(e) = p.

Let T be an RDF graph and Ci, Cj ∈ VS . We use T (Ci, Cj) to denote the
set of all triples whose subjects are of type Ci and objects are of type Cj .
T (Ci, Cj , pk) is used to denote the subset of T (Ci, Cj) where the predicates are
pk, and the set of predicates in T (Ci, Cj) is denoted as P (Ci, Cj).

Definition 3 (Predicate ratio). Given an RDF graph T and its schema graph
GS(T ), the predicate ratio of a predicate pk between two classes Ci, Cj ∈ VS is
defined as pr(Ci, Cj , pk) = |T (Ci,Cj ,pk)|

|T (Ci,Cj)| .

Given an RDF graph T and its schema graph GS(T ), the cardinality of a
predicate pk between two classes Ci, Cj ∈ VS is denoted by card(Ci, Cj , pk) =
(m,n) which means that for each entity s in Ci there are on average n entities
in Cj that are connected to s via triples, and vice versa, for each entity s in Cj

there are on average m entities in Ci that are connected to s via triples.
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Definition 4 (Cardinality factor). The cardinality factor of a predicate pk
between two classes Ci, Cj ∈ VS is defined as

cf(Ci, Cj , pk) =

⎧
⎪⎨

⎪⎩

1 if n ≥ m ∧ card(Ci, Cj , pk) = (1, n)
−1 if n < m ∧ card(Ci, Cj , pk) = (m, 1)

n−m
max (m,n) otherwise

(1)

4 Ranking RDF Classes

The algorithm classRank, inspired by PageRank, is shown in Algorithm1. Intu-
itively, we consider the k classes with top-k highest rank scores (denoted as rs)
as the significant classes. The differences between classRank and PageRank are:
(1) instead of distributing rank score evenly in PageRank, in classRank, the rank
score of each class is divided and distributed to its adjacent classes in proportion
to pr · |cf|; (2) a fragment of rank score is distributed to an adjacent class only if
the corresponding cf < 0.

Algorithm 1: classRank // Rank classes in an RDF schema graph

Input : A schema graph GS and the number of iterations k.
Output: The schema graph GS with rs on each vertex.

1 foreach class Ci ∈ VS do Ci.rs ← 1/|VS |; // Initialise rs
2 while k > 0 do
3 foreach class Ci ∈ VS do Ci.δ ← 0; // δ will record the change of rs
4 foreach class Ci ∈ VS do
5 Pin ← {(Cj , pk) | cf(Ci, Cj , pk) < 0};
6 foreach (Cj , pk) ∈ Pin do
7 Cj .δ ← Cj .δ + Ci.rs · pr(Ci, Cj , pk) · |cf(Ci, Cj , pk)|;
8 Ci.δ ← Ci.δ − Ci.rs · pr(Ci, Cj , pk) · |cf(Ci, Cj , pk)|;
9 foreach class Ci ∈ VS do Ci.rs ← Ci.rs + Ci.δ;

10 k ← k − 1;

11 sort(C.rs); // In descending order

12 return GS

Algorithm 1 assigns each class in the RDF schema graph an initial rank score
rs (line 1). The rank score rs of Ci is distributed to each of Ci’s neighbour-
ing classes Cj , and the amount of the rank score frament rs · pr(Ci, Cj , pk) ·
|cf(Ci, Cj , pk)| is added to Cj .rs. This process (lines 2–10) will be iteratively
executed k times. During each iteration, for each class Ci, the variable δ is used
to record the changed value of rs. If the cf value of two adjacent classes Ci and
Cj is less than zero (line 5), then Ci will distribute a fragment of rs to Cj (lines
6–8). At the end of each iteration, we update the rs of each class by adding its
δ to rs (line 9).
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It can be observed that the time complexity of classRank is bounded by
O(|VS |2|AEm|), where |VS | is the size of the RDF schema graph and |AEm| is the
maximum number of edges between adjacent vertices in the schema graph. Note
that the size of the RDF schema graph GS is much less than its corresponding
RDF graph.

5 Semantic-Aware Partitioning

We can obtain the k classes with top-k highest rs values from the result of
Algorithm 1. Based on these top-k ranked classes, we propose a novel RDF par-
titioning algorithm semPartition, which is able to leverage the inherent semantics
embedded in RDF graphs as heuristic information to make a better RDF parti-
tioning. Note that entity s is the basic partitioning unit in our algorithm.

Algorithm 2: semPartition // Partition an RDF graph

Input : An RDF graph T , the schema graph GS with top-k classes returned
by Algorithm 1, the number of fragments n, and the threshold.

Output: A fragmentation F = {F1, . . . , Fn} of T .
1 for i ← 1 to k do // Partitioning phase

2 foreach s ∈ C do // Class C with the highest rs
3 if s has not been processed then
4 d ← hash(s) mod n; Fd ← Fd ∪ Ent(s);

5 foreach Ci ∈{C’s neighbouring classes} do
6 foreach p ∈ {edges between C and Ci} do
7 if cf(C, Ci, p) > threshold ∧ T (C, Ci, p) has not been processed then
8 foreach o ∈ {o | ∃ (s, p, o) ∈ T ∧ s ∈ C ∧ o ∈ Ci} do
9 if frag(o) = null then

10 d ← frag(s); Fd ← Fd ∪ Ent(o);

11 foreach T (Ci, Cj , p) that has not been processed do // Postprocessing phase

12 switch (s, p, o) ∈ T (Ci, Cj , p) do
13 case frag(s) �= null ∧ frag(o) = null
14 d ← frag(s); Fd ← Fd ∪ Ent(o);
15 case frag(s) = null ∧ frag(o) �= null
16 d ← frag(o); Fd ← Fd ∪ Ent(s);
17 case frag(s) = null ∧ frag(o) = null
18 if cf(Ci, Cj , p) > threshold then
19 d ← hash(s) mod n; Fd ← Fd ∪ Ent(s);
20 else
21 d ← hash(o) mod n; Fd ← Fd ∪ Ent(o);

22 return F = {F1, . . . , Fn};
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Algorithm 2 consists of two phases. During the partitioning phase (lines 1–
10), the algorithm starts with the class C with the highest rs. For each subject
s in the class C, Ent(s) is assigned to a certain fragment Fd randomly by a
hash function hash(s) on subjects and a modulo of the number of fragments n
(lines 2–4). Then, for each neighbouring class Ci of C, the factor cf(C,Ci, p)
and the threshold are used to decide whether an object o in class Ci need to
be distributed into the same fragment as the subject s (i.e., frag(s)) (lines 5–
10). If cf(C,Ci, p) > threshold and T (C,Ci, p) has not been processed yet, then
objects in class Ci will be partitioned (lines 8–10), otherwise the partitioning of
Ci will be ignored and the algorithm will (go to line 2 to) start a new iteration
to process the class with the next highest rs in the top-k ranked classes.

In the postprocessing phase (lines 11–21), the remaining RDF triples are
partitioned in three cases: (1) if the subject s has been assigned to a fragment
but not the object o, then Ent(o) is assigned to the same fragment as s (lines
13–14); (2) if the object o has been assigned to a fragment but not the subject
s, then Ent(s) is assigned to the same fragment as o (lines 15–16); (3) if neither
the subject s nor object o has been assigned to a fragment, then the assignment
of s or o is determined by the comparison of cf(Ci, Cj , p) and threshold.

We have proved that Algorithm2 can get a fragmentation F = {F1, . . . , Fn}
of an RDF graph T , and every (s, p, o) ∈ T satisfies (s, p, o) ∈ Fi ∧ Fi ∈ F .

It can be observed that the time complexity of semPartition is bounded by
O(|degm||AEm||Cm| + |ES |), where |degm| is the largest degree in GS , |AEm|
is the maximum number of edges between adjacent vertices in GS , |Cm| is the
largest number of subjects in a class, and |ES | is the number of edges in GS .

6 Experiments

We have conducted the experiments on both synthetic and real-world RDF
graphs to verify the effectiveness and efficiency of our method. The prototype
program, which is implemented in Python, is deployed on a desktop computer
that has a Intel i5-6500 CPU with 4 cores of 3.2 GHz, 8 GB memory, 500 GB disk,
and 64-bit Ubuntu 14.04 as the OS. We generated 3 synthetic datasets using the
LUBM benchmark, i.e., LUBM3, LUBM50, and LUBM100, which have 337K,
6.9M, and 13.9M RDF triples, respectively. We also run our algorithms on the
real-world RDF graph DBpedia (version 2015-10) with 23M RDF triples. We
compared our method with hash partitioning and METIS, and we did not con-
sider the method in [5] because its sophisticated partitioning heuristics suffer
from high preprocessing cost and high replication that is verified by [1].

Experiment 1: Performance with Different Parameters. Let n denotes
the number of fragment. We carried out experiments on LUBM100 and DBpedia,
in which k varies from 2 to 14 and 1 to 400, respectively. As shown in Fig. 1(a) and
(c), where n = 5, different values of k have significant impact on the partitioning
results. The results are much better with k = 2, 4, 6 on LUBM100 and k = 1
on DBpedia. After k is over a certain value, the larger k is, the more subjects
whose classes in top-k are partitioned randomly rather than according to the
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Fig. 1. The result of changing parameters

cf factor between classes, which results in the increasing of crossing edges. As
shown in Fig. 1(b), semPartition was executed over LUBM100 with k = 6 and
n = 5. When threshold ≥ 0.9, the results are the best. The reason is that the
threshold determines the strength of the cf factor between classes.

Experiment 2: Comparison Between Algorithms. We compared semPar-
tition with hash partitioning and METIS. The comparison experiments were
conducted on LUBM and DBpedia whose results are shown in Fig. 2.
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Fig. 2. Comparison between algorithms

(1) Different Size of Datasets. We conducted experiments on three LUBM
datasets with n = 5. When k = 6 and threshold = 0.9, our algorithm showed
a much better result than hash partitioning and METIS, as shown in Fig. 2(a).
We can observe that semPartition demonstrates a better fragmentation in which
the numbers of crossing edges are 9.5k, 604.6k, and 1212.7k on LUBM3, 50, and
100, respectively. Our algorithm can generate the best partitioning on LUBM.
For DBpedia, as shown in Fig. 2(e), when k = 1, threshold = 0, and n = 20, the
number of the crossing edges of METIS and hash partitioning is more than that
of semPartition. We believe that the reason why our method outperforms METIS
includes: (1) semPartition fully leverages semantics in RDF graphs, while MEITS
only considers the structure of graphs; (2) semPartition uses RDF triples as the
units of partitioning, while METIS uses vertices as the units of partitioning.
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(2) Scalability by Varying the Number of Fragments. The performance of sem-
Partiton was verified on LUBM100 by varying n from 3 to 11 with k = 2, as shown
in Fig. 2(b). We can see that our method is always the best one. For DBpedia,
when changing n from 3 to 25, as shown in Fig. 2(f), the numbers of crossing
edges in all methods have increased, which verifies our intuition. However, the
growth rate of crossing edges in METIS is higher than that of our method, and
the number of crossing edges of METIS has overtaken that of our method after
the number of fragments becomes larger than 20.

(3) Efficiency on Different Datasets. We verified the time efficiency of our
method on LUBM and DBpedia. As shown in Fig. 2(c) and (g), hash partition-
ing has the least execution time on both types of datasets, while the execution
times of our algorithm are competitive to that of METIS, since they are of the
same order of magnitude though semPartition is just slower than METIS by a
constant factor 1.14 on DBpedia. Not surprisingly, as hash partitioning does not
need to consider any structural or semantic information, it is the fastest one.

(4) Balance on Different Datasets. As shown in Fig. 2(d) and (h), when n = 5, we
can observe that semPartition partitions RDF graphs approximately uniformly
on LUBM100 and DBpedia, which is slightly inferior to METIS and hash par-
titioning. However, METIS overemphasizes the trade-off between balance and
crossing edges, while our algorithm sacrifices a little bit balance to reduce the
number of crossing edges. Therefore, the communication cost of parallel process-
ing on RDF graphs partitioned by our algorithm can be reduced.

7 Conclusion

We have presented a semantic-aware method for partitioning RDF graphs based
on ranked classes in RDF schema graphs. We argue that a partitioner should
not only consider the structure of RDF graphs, but also take into account the
inherent RDF semantics. Our experimental results on both synthetic and real-
word data have verified the effectiveness and efficiency of our method, which
outperforms the state-of-the-art RDF graph partitioning methods by a large
margin.
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Abstract. Clustering coefficient is an important measure in social network
analysis, community detection and many other applications. However, it is
expensive to compute clustering coefficient for the real-world networks, because
many networks, such as Facebook and Twitter, are usually large and evolving
continuously. Aiming to improve the performance of clustering coefficient
computation for the large and evolving networks, we propose an incremental
algorithm based on random walk model. The proposed algorithm stores previous
random walk path and updates the the average clustering coefficient estimation
through reconstructing partial path in an incremental approach, instead of
recomputing clustering coefficient from scratch as long as graph changes.
Theoretical analysis suggests that the proposed algorithm improves the perfor-
mance of clustering coefficient estimation for dynamic graphs effectively
without sacrificing in accuracy. Extensive experiments on some real-world
graphs also demonstrate that the proposed algorithm reduces the running time
significantly comparing with a state-of-art algorithm based on random walk.

Keywords: Clustering coefficient � Graph analysis � Incremental algorithm �
Random walk

1 Introduction

Clustering coefficient [1] plays an important role in mining useful knowledge from
real-world networks, such as the World Wide Web and online social networks. Clus-
tering coefficient describes the homophily (people become friends with those similar to
themselves) and transitivity (friends of friends become friends) of a network, which is
widely used in community detection [2], spam detection [3], protein-protein interaction
network analysis [4] and many other applications.

In many real-world applications the networks are large and evolving all the time.
For example, Google crawls more than 600 K new webpages every second [5] and the
number of users of Facebook is over 1.6 billions and increases rapidly. Though many
researches have optimized the performance of computing clustering coefficient based
on static graph model, it is still expensive to compute clustering coefficient for large
and evolving networks.
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L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 158–165, 2017.
DOI: 10.1007/978-3-319-63579-8_13



Aiming to improve the performance of clustering coefficient computation for
dynamic graphs, we propose an incremental algorithm in this paper. It computes
clustering coefficient via random walk initially. As the graph changes, it reuses pre-
vious random walk and gets result updated via reconstructing random walk path
incrementally, instead of recomputing from scratch. Theoretical analysis and experi-
mental evaluations both demonstrate that the proposed algorithm improves the per-
formance effectively.

2 Preliminary and Prior Works

The clustering coefficient was first introduced in [1] to describe the degree of how
nodes are closed to their neighbors. In this paper, we focus on the average clustering
coefficient [6], a widely used version of clustering coefficient.

Let G = (V, E) be an undirected connected graph with n nodes and m edges. We
donate by vi a node in G and by di the degree of node vi. We define D ¼ Pn

i¼1 di. The
adjacency matrix, donated by A, is a n � n symmetric matrix, Aij = Aji = 1 if and only
if there is an edge between vi and vj, and Aij = Aji = 0 otherwise. For any node vi,
Aii = 0.

If Aij = Aik = 1, and j < k, the triplet (vj, vi, vk) is defined as a wedge. For any
wedge (vj, vi, vk), if Ajk = 1, we define it a triangle, denoted as <vj, vi, vk> . For any
node vi, the number of triangles <vj, vi, vk> is donated by li. It is obvious that li is equal
to the number of edges between vi’s neighbors.

The local clustering coefficient of any node vi is donated by ci. For node vi where
di > 1, we define ci as 2li/di(di−1). For node vi where di � 1, ci is defined as 0. The
average clustering coefficient, donated by cl, is the average of local clustering coeffi-
cient over the set of nodes, which is defined as Eq. (1).

cl ¼ 1
n

Xn
i¼1

ci ð1Þ

It is expensive to compute cl for a large graph due to counting the number of triangles is
a challenging task. The best known algorithm for exact triangles counting requires
Oðm2x= xþ 1ð ÞÞ time [7], where x < 2.376 is the exponent of matrix multiplication [8].
However, it is not practical for large graphs due to its considerable cost of memory.

Random sampling based algorithms [9, 10] are preferable because an accurate
approximation is sufficient in a large amount of real-world applications. Among these
algorithms, the random walk based algorithm [9] performs well in both accuracy and
efficiency. Its another advantage is that it only relies on external access to the graph and
requires no prior knowledge of the graph (e.g. the number of nodes). It makes the
algorithm adapt to the real-world social network analysis well, because for many online
social networks it is not realistic to access the entire graph or another extra information
for security and performance reasons.

A main limitation of the work in [9] is that it deals with graphs statically. So it is
still expensive to deal with dynamic graphs due to the global recomputation as graph
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changes. Though streaming algorithms, such as Buriol et al. [11] and Becchetti et al.
[12], estimate the clustering coefficient in a streaming model, these algorithms require
to access each edge once at least, which limits their performance and make them
inefficient comparing to the algorithms based on random walk, which only access a
small number of edges among the whole graph.

3 Incremental Algorithm

3.1 Method

To improve the performance of computing clustering coefficient for dynamic graphs,
we proposed an incremental algorithm based on the idea of reusing as much previous
results as possible. The proposed algorithm stores previous estimated clustering
coefficient and random walk path. It gets the estimation updated as graph evolves via
reconstructing partial of the stored random walk path. We suppose that the average
clustering coefficient is computed initially by the algorithm in [9], and we call the
algorithm in [9] as baseline algorithm in the rest of this paper. The baseline algorithm
generates a random walk with r steps, R = (x1, x2,. .., xr) representing the random walk
path, and estimates cl according to ĉl ¼ Ul=Wl, where ĉl is the estimation, Ul andWl are
defined as Eq. (2) and Eq. (3). And the variable uk is defined as Eq. (4).

Ul ¼ 1
r � 2

Xr�1

k¼2
/k dxk � 1ð Þ�1 ð2Þ

Wl ¼ 1
r

Xr

k¼1
dxkð Þ�1 ð3Þ

uk ¼ Axk�1;xkþ 1 ; 2� k� r � 1 ð4Þ

As an arbitrary edge euv added or removed, the proposed algorithm finds the set of
positions where u and v emerging in the random walk path. We donate by X the set of
positions of u in the random walk path, X = {x | the xth entry of R is u}. Similarly, we
define the set of positions of v, donated by Y. Then we compute the position where we
start to replace the random walk path. We define two nonnegative integers z1 and z2. z1
is the minimum entry in both X and Y and z2 is the maximum number in these two sets.
z1 ¼ min z z 2 X [ Yjf g and z2 ¼ max z z 2 X [ Yjf g.

If z1 equals to z2, we compare z1 and r, the length of the stored random walk path. If
z1 is greater than r/2, we start replacing the random walk path from z1 to the end of the
random walk path. Otherwise, we start from z1 and replace the random walk path
backward to its beginning. If z1 and z2 are not equal, we compute the summation of
them. If their summation is smaller than r, we replace the random walk path from z2 to
the end. Otherwise, we start our replacement from z1 backward to the beginning.
Figure 1 sketches how the stored random walk updated in different situations.

If X and Y are both empty, the proposed algorithm returns previous result directly
without any recomputation. As the steps in the random walk path replaced, we also
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update uk and dk correspondingly and recompute Ul and Wl according to Eqs. (2) and
(3) respectively. So we get the estimation of clustering coefficient updated eventually.

3.2 Correctness

It is instinctive to explain why the proposed incremental algorithm works. So we only
give a simple version of explanation due to limitations on space. Supposing an arbitrary
edge changes, there are only two situations: (1) the stored random walk path passes the
endpoints of the changed edge; (2) the stored random walk path misses the endpoints.

In the first situation, the proposed algorithm updates random walk around the newly
changed graph, thus it is equivalent to computing the clustering coefficient via the
baseline algorithm on the newly changed graph.

In the second situation, the random walk doesn’t get involved in the changing of
graph, which is equivalent to computing the clustering coefficient via the baseline
algorithm on the newly changed graph without accessing the newly changed edges. It is
supposed there is only an edge changed at a time point, which takes a very tiny
percentages of the millions of edges. The length of random walk is always relatively
short, only takes 1 or 2 percentages of the number of nodes. Therefore, it is in a quite
large probability that the baseline algorithm gets estimations updated for the newly
changed graph without accessing the endpoints of the changed edge.

Consequently, the proposed incremental algorithm is correct as long as the baseline
algorithm is correct. A detailed proof of the correctness of the baseline algorithm is
provided in [9]. So we could confirm that the proposed algorithm is correct.

3.3 Computing Complexity

The main computation of the proposed algorithm is reconstructing the stored random
walk path and updating Ul and Wl. Thus the amount of computation of the proposed
algorithm is linear to the number of steps of the stored random walk path rerouted.

It is intuitive that most edges in the graph are not accessed in the random walk. As
euv arriving at time t, a random walk is needed to be updated only if it passes through
either u or v. The probability that node u is accessed by a random walk, donated by pu,
is equal to du/D, which is proved in [9]. Define M to be the number of random walk
path needed to be updated as an arbitrary euv changes, we get its expectation E[M] as
Eq. (5). Because the upper bound of amount of steps needed to be replaced is r. Hence,
the amount of expected work as a randomly picked edge changes is O(mr2) at most.

updated if z1 r/2 updated if z1 > r/2

updated if z1+z2 < r

(a) z1 = z2 (b) z1 z2

updated if z1+z2 r

1st rth z1th1st rthz2thz1th

Fig. 1. Random walk updated according to the relations between r, z1 and z2
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4 Evaluation

4.1 Experiment Setup

We evaluate the accuracy and performance of our algorithm via comparing with the
algorithm in [9] as baseline. We implement both the algorithms in Java and run our
experiments on a machine with Intel(R) Core(TM) i7-2600 CPU@3.80 GHz and 8 GB
of RAM. We use some real-world graphs downloaded from SNAP [13]. The key
parameters of these graphs are listed in Table 1.

We use graphs with edges added to simulate evolving graphs in our experiments.
We randomly remove a certain number (e.g. 1000, 2000, …, 10000) of edges in each
graph and use the rest part as the initial graph. We compute the average clustering
coefficient on the initial graph via the baseline algorithm. Then we add the removed
edges one by one and update the estimations via the proposed algorithm and its
competitor. For both algorithms, we set r = 0.02n by default, which is enough for
accurate estimations [9].

4.2 Accuracy

We use RMSE, defined as Eq. (6), to evaluate the accuracy. We run each experiment
for 1000 times and compute the average RMSE in our evaluation.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ĉl=cl � 1ð Þ2
h ir

ð6Þ

The comparison of RMSE between our algorithm and the baseline algorithm is
depicted as Fig. 2, where the dotted lines show the average RMSE among experiments
with different number of added edges. Smaller RMSE means performing better in
accuracy.

We find that for all experiments, our algorithm achieves close (or even smaller)
RMSE as its non-incremental competitor. The average RMSE of the proposed

Table 1. Main parameters of data sets

Graph Background Nodes Edges Average clustering coefficient

com-Amazon Product network 335 K 926 K 0.3967
com-DBLP Collaboration network 317 K 1050 K 0.6324
web-Stanford Web graph 282 K 2312 K 0.5976
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algorithm is larger about 1% (on Amazon and DBLP) and smaller about 2% (on
Web-Stanford) than the baseline algorithm. The results demonstrate that the accuracy
of our algorithm is in the same order of the baseline.

We also evaluate the effects of r, the length of the random walk path, on the
accuracy of our algorithm. We run experiments with r = 0.01n and r = 0.02n respec-
tively. A distinct comparison of the accuray of experiments with different r is depicted
as Fig. 3. It is clear that as the rise of r, RMSE decreases distinctly. More precisely, as
r increases as much as 200% and RMSE decreases by over 28% at most.

4.3 Performance

To evaluate performance of our algorithm, we compare the running time on each graph.
We find that our incremental algorithm runs much faster than the baseline algorithm.
To depict the performance improvement directly, we present the speedup ratio of the
incremental algorithm to the baseline algorithm in Fig. 4, where the dotted lines present
the trends of speedup ratio as the number of added edges increasing.

From the results we find that the proposed algorithm improves the performance of
estimating clustering coefficient for dynamic graphs significantly. Comparing to the
baseline algorithm, it speeds up the computation over 20 times around all experiments.
Moreover, it speeds up the computation more than 140 times at the best cases (on
Amazon). The trends of the speedup ratios among all experiments also provide an
obvious rise as the amount of added edges increasing. It implies that the proposed
algorithm performs better for graph with a larger number of changed edges.
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The comparison of running time of experiments on different graphs is shown as
Fig. 5(a). It depicts the running time of the proposed algorithm on each graphs for 1000
times respectively. We find that the running time of the proposed algorithm is almost
linear with the number of edges. Moreover, the running time of experiments is roughly
proportional to the number of edges of the graph. The running time on Web-Stanford
dataset is about 3.2 times that of the runing time on DBLP, and almost 4.9 times that of
the runing time on Amazon. We also count the number of times of the endpoints of the
changed edges emerging in the stored path. As Fig. 5(b) depicted, the counted number
is linear with O(rm), which supports our analysis above.

We run experiments with r = 0.01n and r = 0.02n respectively, to evaluate the
effects of r on the performance of the proposed algorithm.We find that the running time
is about linear to r2 on each graph, depicted as Fig. 6. It meets our analysis in theory.
As there are 10000 edges inserted, the running time of the proposed algorithm with
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r = 0.02n is about 4 times that of experiment with r = 0.01n. The result is intuitive, a
longer random walk means a higher probability of the changed edges accessed by the
random walk and a bigger amount of computation as a random walk updated.

5 Conclusion

In this paper, we propose an incremental algorithm for estimating the average clus-
tering coefficient for dynamic graphs based on random walk. As an arbitrary edge is
added and/or removed, the proposed algorithm replaces partial random walk path
around the evolving part and updates the estimation based on previous result. The
performance improvement of the proposed algorithm is verified through analysis in
theory and experiments on real-world graphs. Comparing with a state-of-art algorithm
based on random walk, the proposed algorithm improves the performance effectively
without sacrifices in accuracy.
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Abstract. Huge volumes of images are aggregated over time because
many people upload their favorite images to various social websites such
as Flickr and share them with their friends. Accordingly, visual search
from large scale image databases is getting more and more important.
Hashing is an efficient technique to large-scale visual content search, and
learning-based hashing approaches have achieved great success due to
recent advancements of deep learning. However, most existing deep hash-
ing methods focus on single label images, where hash codes cannot well
preserve semantic similarity of images. In this paper, we propose a novel
framework, deep multi-label hashing (DMLH) based on a semantic graph,
which consists of three key components: (i) Image labels, semantically
similar in terms of co-occurrence relationship, are classified in such a way
that similar labels are in the same cluster. This helps to provide accurate
ground truth for hash learning. (ii) A deep model is trained to simulta-
neously generate hash code and feature vector of images, based on which
multi-label image databases are organized by hash tables. This model
has excellent capability in improving retrieval speed meanwhile preserv-
ing semantic similarity among images. (iii) A combination of hash code
based coarse search and feature vector based fine image ranking is used
to provide an efficient and accurate retrieval. Extensive experiments over
several large image datasets confirm that the proposed DMLH method
outperforms state-of-the-art supervised and unsupervised image retrieval
approaches, with a gain ranging from 6.25% to 38.9% in terms of mean
average precision.

Keywords: Learning based hashing · Deep hashing · Image retrieval ·
Convolutional neural networks

1 Introduction

With the explosive growth of image contents aggregated in the Internet, it is
getting more and more important to search images efficiently over massive data-
bases. Latest research shows that learning based hashing is a promising solution
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 169–184, 2017.
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to content-based visual retrieval and search over large-scale databases [1–3] due
to their high efficiency in computation and storage. The idea of image hashing
is to map high-dimensional image features to low-dimensional binary hash codes
while still preserving semantic similarity between images. In this way, calculat-
ing the similarity is easier and quicker based on compact hash codes of images
than exhaustive search with high-dimensional features. For example, Hamming
distance is usually used to describe image similarity in binary hashing space
[4,5], the smaller the distance is, the more similar two images are.

Existing content-based image hashing methods for visual search mainly can
be divided into two categories: data-independent and data-dependent [6,7].
Data-independent methods generate hash functions randomly without consid-
ering any prior information, whose performance is unstable and heavily relies on
the qualities of hashing functions. In contrast, data-dependent methods [8] are
attracting more attentions due to their better performance, which learn hash
functions by exploring the attributes of prior information. Early data-dependent
approaches [9,10] learn hash codes from hand-crafted features of images. Fea-
tures like GIST and Scale-Invariant Feature Transform (SIFT) are extracted
from images and then mapped to compact hash codes. However, the distances
in hand-crafted features sometimes cannot well capture the semantic similarity
from human perception [11], which limit their performance. Recently, deep learn-
ing algorithms have become more and more popular because of their powerful
abilities in various multimedia applications such as image retrieval and recogni-
tion. Inspired by the advancement of deep learning, researchers have proposed
many image hashing algorithms based on convolutional neural networks (CNNs)
[12–14]. While the majority of existing deep hashing approaches aim to learn
models from single label images, which has limited semantic representation of
images.

In this paper, we introduce a novel Deep Multi-Label Hashing (DMLH)
framework to realize visual content search on large-scale image databases. The
main characteristic of our DMLH is to mine the abundant semantic information
hidden in multi-label images and preserve it in hash code and feature vector. This
method includes the following three main components: (i) Pre-processing via
label clustering. The same concept may be annotated with different labels(such
as sea and ocean) by different users. Label clustering is to classify similar labels
to the same cluster and provide accurate ground truth for the training step.
(ii) Deep learning-based hashing. A CNNs based deep learning framework is
constructed to learn feature vectors and compact hash codes simultaneously.
(iii) Visual content search based on hashing and refined ranking. In the online
stage, the feature vector and hash code of a query image are predicted by the
trained model, using which we can retrieve most similar images from large-scale
dataset rapidly in two steps.

Our deep hashing architecture for visual content search over large-scale
datasets contributes in the following aspects:

(1) A semantic graph is proposed to cluster labels to reduce data sparsity mean-
while preserving inner information of images based on the co-occurrence
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relation among labels. This helps maintain semantic information more suffi-
ciently and generate more accurate ground truth for the training step com-
pared with other descriptors.

(2) A novel deep CNNs framework is presented to learn visual contents and
compact description of images with multi-label semantic vector as input
directly, by fine tuning the pre-trained Caffe ImageNet model, which has
powerful ability in learning the semantic similarities between multi-label
images.

(3) We proposed to rank with high-dimensional feature vector the candidate
images found by hash code of the query image, which helps to improve
retrieval performance significantly with little computational consumption.

Extensive evaluations on several benchmark datasets confirm that our
method achieves high performance in terms of several evaluation metrics com-
pared with other state-of-the-art image retrieval approaches, with a gain ranging
from 6.25% to 38.9% in terms of mean average precision.

The rest of this paper is organized as follows: The related work about image
retrieval is briefly discussed in Sect. 2. Section 3 introduces our deep hashing-
based visual search framework in detail. Experimental setting and results are
presented in Sect. 4. Finally, we conclude our paper in Sect. 5.

2 Related Work

In recent years, researchers have proposed many methods for hashing based
image retrieval [1,9,15,16]. Here we focus on data-dependent methods. These
methods can be divided into three categories: unsupervised hashing, supervised
hashing and semi-supervised hashing algorithms.

Unsupervised hashing algorithms, such as K-Means Hashing (KMH) [10],
Spectral Hashing (SH) [9] and ITerative Quantization (ITQ) [6], do not consider
any label information when learning hash functions. SH is a pioneering and clas-
sic image retrieval algorithm, which generates hash codes from query images by
non-linear functions and Principal Component Analysis (PCA). KMH performs
k-means clustering on data firstly and then uses Hamming distances between
cluster indices to indicate the similarity among images.

Considering pre-labeled information when training a model, supervised hash-
ing algorithms [2,16,17] can further boost image retrieval performance compared
to unsupervised methods. Liu et al. [2] proposed a kernel-based supervised hash-
ing model based on limited amounts of information by minimizing the distances
of similar image pairs and maximizing the distances of dissimilar pairs. Zhang
et al. [16] learned image hash functions based on a latent factor model. Lin
et al. [18] achieved fast supervised hashing and high precision by training boosted
decision trees.

Sometimes only little information is available for object retrieval. In this
case, semi-supervised hashing approaches have remarkable performance. One of
them proposed by Wang et al. [4] is designed to learn hash functions through
minimizing hash code loss on the labeled data while maximizing variance over the
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labeled and unlabeled data. Semi-supervised hashing algorithm is useful when
labeled data is limited.

Compared to shallow models, deep learning models have shown significant
performance in image classification [19,20], retrieval [21], and feature extraction
[22,23]. Encouraged by the powerful learning capability of deep learning like
CNNs, many frameworks have been proposed by researchers to learn compact
hash codes for images to achieve scalable image retrieval [12,14,21,24]. Oquab et
al. [25] proved that rich image semantic information can be extracted from the
mid-levels of CNNs. Erin et al. [13] learned a supervised deep hashing (SDH)
framework by dividing a training set into positive and negative sample pairs.
Kevin et al. [26] extracted a hidden layer of CNNs model to generate hash codes
for images. This approach is constructed on the successful ImageNet architecture
described in [19] and uses single label as supervisal information. However, due
to the semantic limitation, single label supervisal information cannot describe
the contents of images well and results in semantic information loss, as shown
in Fig. 1. Lai et al. [12] presented an image hashing approach by incorporating a
triplet ranking loss function in deep CNNs model to preserve relative similarities
between images. Zhao et al. [24] constructed a deep learning framework based on
semantic ranking with multi-label images. Xia et al. [27] embedded the pair-wised
image similarity matrix into a deep convolutional model to learn hash functions.
These image comparison based hashing algorithms achieve good performance
in image retrieval. However, the pre-processing similarity matrixes limit their
availabilities in practice. For example, suppose 100k images (a small dataset in
large-scale image retrieval) are used in the training phase, the size of pair-wise
similarity matrix will be 10 billion, consuming considerable computation and
storage resources.

Deep learning algorithms especially CNNs have significant performance in
image processing. Inspired by their powerful learning abilities, in this paper,
we propose a novel image hashing learning framework DMLH by combining
multi-label supervision information and deep CNNs model. Not only semantic
information of images is adequately taken into account in our algorithm, but also
the practicability and scalability can be ensured in large-scale data environment.
The detailed strategy is discussed in the next section.

Fig. 1. Example of image label information.
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3 Deep Multi-label Hashing Based Visual Search

As introduced in the previous section, to obtain the discriminating capability
of features, the CNNs were used to extract visual features and a hashing layer
was combined together to learn binary codes through single-label supervision.
However, an image usually contains a diverse content with different aspects.
Obviously, single-label deep hashing limits the semantic descriptions of images.
For the purpose of improving semantic representations of images and narrowing
semantic gap, the task of multi-label based deep hashing is attracting more
attentions. In this work, we mainly focus on developing multi-label deep hashing
architecture for efficient and accurate visual search of images on large databases.

Figure 2 shows our framework, which consists of two main stages: offline
training and online processing. In the offline stage, a training dataset with multi-
label images is used to train a deep multi-label hashing model that predicts hash
code and feature vector for an image. To provide accurate ground truth, a pre-
processing step, label clustering, is performed. Particularly, the set of diverse
image labels is classified to semantic clusters according to label co-occurrences
in the annotations of images. Similar labels are classified to the same cluster as far
as possible. Then, cluster labels are taken as ground truth to train a multi-label
hashing model by aid of CNNs. With the trained model, images in the database
are organized in hash tables according to their hash codes. In the online stage,
a query image without any label is taken as an input. With the trained deep
model, its hash code and feature vector are predicted. The predicted hash code
helps to find a small portion of candidates from the database, based on which a
ranked list is generated by computing the similarity with feature vector. In the
following, we describe the main components of the DMLH framework separately.

Fig. 2. The framework of DMLH.
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3.1 Label Clustering

Multi-label image hashing methods always have superior performance compared
with single-label hashing approaches, because multiple labels contain more accu-
rate and abundant semantic information compared with single label, such as
images shown in Fig. 1. However, the same objects often are described by dif-
ferent words due to the diversity of language habits. For example, we can use
“people”, “human” and “person” to represent “people”. What’s more, differ-
ent objects often co-occur in the same image, such as sky and cloud, tree and
mountain, which represent another kind of semantic similarity. But each image
usually only contains a small number of objects, and is annotated with a small
set of labels from a large corpus. Thus, multi-label image hashing approaches are
faced with the diversity and sparsity of labels, and computational complexity if
a model such as bag-of-words is used to represent the annotation of an image.

For our DMLH framework, in order to reduce computational cost and gen-
erate more reliable ground truth for the training step, we propose a novel
graph partition algorithm to cluster labels, which contains three parts: Building
Label Co-occurrence Graph, Partitioning Semantic Graph, and Extracting Image
Semantic Vector.

Building Label Co-occurrence Graph. Collaborative Filtering (CF) [28] is
one of most efficient algorithms in recommendation systems, and is widely used
in industry nowadays. Take item-based CF recommendation as an example. One
shopping cart contains a subset of goods, and the similarity between goods is
represented by their co-occurrence frequency in the same carts. Two goods are
highly similar if they often occur in the same carts. Motivated by the idea of
item-based CF, we take labels as goods and images as carts, and use label co-
occurrence frequency to represent label semantic similarity. On this basis, we
build a label co-occurrence graph (LCG) using labels as nodes and the co-occur
frequency of labels as the weight of edges connecting nodes, as shown in Fig. 3(a),
in which there are 8 labels and 9 similarity values.

Partitioning Semantic Graph. According to the idea of item-based CF [28],
in LCG, two labels have higher semantic similarity if the edge between them has
a larger weight. To extract reliable ground truth and reduce data sparsity, we

Fig. 3. Label clustering to preserve semantic similarity.
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propose a graph partition algorithm to cluster labels. We hope that labels with
semantic similarity can be classified into the same cluster. Our graph partition
algorithm is shown in Alg 1. Given a LCG graph (line 2) and K, the number of
connected sub-graph (CSG) (line 3), our algorithm removes the edge with the
smallest weight in each iteration until the LCG is divided into K CSGs (line
6–10). Here, a CSG is a sub-graph where from each node there is at least one
path to all other nodes. Therefore, a CSG can be built starting from any of its
nodes, by iteratively add the neighbors of nodes already found in the CSG. For
example, if we set K = 4, the LCG in Fig. 3(a) will be divided into 4 CSGs after
graph partitioning, as shown in Fig. 3(b). Removing the edge with the smallest
weight, this algorithm keeps the edges with large weights in CSGs, preserving
the semantic similarity information as far as possible.

Alg 1: Graph Partition

program
1 Output: Sg; # K clusters of labels
2 Input : LCG; # Label Co-occurrence Graph
3 K; # Number of target CSGs
4 var
5 NumOfCSG = 1;
6 While NumOfCSG < K do:
7 edge = FindEdgeWithSmallestWeight(LCG);
8 Remove edge from LCG;
9 NumOfCSG = FindNumberOfConnectedSubGraph(LCG);
10 end while
11 Regard all labels in each CSG as a cluster and add them in Sg;
12 return Sg with K clusters of labels;
end.

Extracting Image Semantic Vector. The whole label set is clustered into K
subsets by graph partitioning Alg 1. In each label subset, there are the highest
semantic similarity between each other. Having generating K CSGs, we extract
semantic vectors for each multi-label image. Each image is represented by a
K-dimensional image semantic vector III ∈ {0, 1}K , each dimension of which
corresponds to one cluster. Given an image with multiple labels, a bit of the
vector will be set to 1 if any of its labels appears in the corresponding cluster;
Otherwise, this bit is 0. In this way, two images will be represented by similar
semantic vectors if there is high similarity between their labels.

The label clustering algorithm not only preserves the semantic similarities
between images, but also reduces the sparsity of labels, which help to extract
compact and reliable semantic feature vectors from images for the training step
and improve the performance of the DMLH model.
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Fig. 4. CNNs hashing structure to learn image hash code and feature vector.

3.2 Deep CNNs Based Hashing Learning

Suppose we have an image datasetDDD = {xxxi}Ni=1 and a class label setLLL = {yj}Mj=1.
Each image xxxi ∈ DDD is associated with SSSi ⊆ LLL, a small subset of all labels. |SSSi|,
the size of SSSi, is 1 in a single-label task and greater than 1 in our multi-label
task. The target of image hashing is to learn a mapping as:

FFF : DDD → {0, 1}K (1)

where an input image xxxi is encoded into a K-dimensional hash code HHHi = F (xxxi),
and K � M . The hash codes should preserve the semantic similarities between
images after mapping. In specific, if image xxxi is similar to xxxj , the hash codes
HHHi and HHHj should have a small Hamming or Euclidean distance. Otherwise, the
distance between HHHi and HHHj should be large.

Here, we construct a deep learning structure, based on the pre-trained Ima-
geNet model proposed by Krizhevsky et al. [19]. The ImageNet model is trained
on the 1.2 million images in the benchmark dataset ImageNet, which achieves
high accuracy in classifying images into 1,000 object classes. Specifically, the
ImageNet model contains five convolutional layers, three pooling layers and two
full-connected (Fc) layers. Except for the Fc8 layer, all layers are followed by a
ReLU activation layer. The detailed parameter settings can be found in [19].

The structure of our deep multi-label hashing model is shown in Fig. 4, which
contains two main steps: (1) deep CNNs used to extract semantic representations
of images and (2) deep hashing mapping semantic information to compact hash
codes. The deep CNNs step contains eight layers, the first seven layers of which
have the same structure as ImageNet framework [19]. The number of nodes in
the last layer, Fc8, is equal to hash code length K. The deep CNNs step is
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followed by a nonlinear hashing layer, which is used to convert the output of Fc8
layer to hash codes. Here we select f(xxx) = Sigmoid(xxx) ∈ FFF as the hash function
and all input nodes from Fc8 are mapped to {0,1} approximately. HHHi, the ith
bit in the hash code HHH, is generated as follows:

HHHi = sgn(f(xxx) − 0.5) =
{

1 f(xxx) > 0.5,
0 otherwise.

(2)

In the training phase, the initial weights of the first seven layers of our model
are set the same as in the pre-trained ImageNet model provided by Caffe group,
and the connection parameters between Fc7 and Fc8 layers are initialized ran-
domly. Then, we fine-tune the DMLH model on different image datasets to adapt
the model to different retrieval requirements. The training goal of our DMLH
is to keep the hash codes consistent with the image semantic vectors extracted
from images in Sect. 3.1. The Euclidean distance between hash codeHHH and image
semantic vector III is selected as the loss function for back-propagating:

Loss =
1

2K
||HHH − III||22 =

1
2K

K∑
i=1

(HHHi − IIIi)22. (3)

where H, IH, IH, I ∈ RRRK . Most deep multi-label image hashing methods train models
with a pairwise or triple-wise similarity between images, such as [24,27]. Except
for causing computational explosion, these methods usually need to define com-
plex similarity descriptions between images in the training step. In comparison,
our DMLH method uses the image semantic vectors directly, which help our
model to extract and preserve visual contents of images sufficiently, achieving
high performance and scalability in large-scale visual content search.

3.3 Visual Search by a Combination of Hashing and Fine Ranking

The target of visual content search in this paper is to find top N images most
similar to the query image from the database. Our method is performed in two
steps for rapid and accurate image retrieval: (1) Deep multi-label hashing is
employed for a “coarse” search, narrowing the search region to images having a
non-negligible similarity to the query. (2) Ranking of the coarse search is refined
by further using feature vector, returning images with a much higher similarity.

Coarse Search. Given a query image QQQ, we firstly extract the output of the
hash layer from the trained DLMH model and convert it to hash code HHHQ with
Eq. 2. Then, we use HHHQ as a key to build a candidate pool PPP from the hash
table of the image database. An image with hash code HHHi is added in PPP if the
Hamming distance between HHHQ and HHHi is less than a pre-defined threshold.

Fine Ranking. Studies in [19,30] show that the Fc6–8 layers of the ImageNet
model can preserve sufficient visual information of an input image. The output of
Fc7 layer is a 4,096 dimensional feature vector, which preserves more abundant
visual information of images compared with hash code. Given one query image QQQ
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and each image iii its candidate poolPPP , we extract high-dimensional feature vector
vvvQ and vvvi for QQQ and iii from Fc7 layer, respectively. Then, we rank image iii ∈ PPP
based on the Euclidean distance between vvvQ and vvvi to improve the performance
of the proposed DMLH method. The smaller the distance is, the more similar
two images are. The top N similar images in the candidate pool PPP are the final
retrieval results for the query image QQQ.

4 Experiment

The performance of DMLH is verified in this section. Our experiments are
conducted on a Centos7.2 server, which contains CUDA7.0, Caffe0.14.5 and
python2.7. Furthermore, it is configured with E5-1650v4 CPU (3.6 GHz), DDR4-
2400 Memory (64 G) and GeForce GTX TITAN GPU (6144 MB).

4.1 Datasets

Two benchmark datasets are chosen to evaluate the performance of our strategy.

NUS-WIDE Dataset. This dataset [29] contains 269,648 images collected from
the social media sharing website Flickr. Each image is associated with one or
several labels in 81 concepts, such as sky, people, and ocean. More specifically,
images are marked by a small subset of 5,018 unique semantic tags. For a fair
comparison, we follow the works in [7,12,27] to use the images associated with
the 21 most frequent concepts, where each concept has more than 5,000 images.
Our experimental image datasets contain 4,509 tags out of 5,018 unique tags,
with approximately all semantic labels. We randomly select 100 images from the
top 21 concepts to form query set and 10,500 images are used in the training
step, 500 samples for each concept.

MIRFLICKR-25K Dataset. This dataset [30] consists of 25,000 images also
collected from the Flickr. All images are associated to 24 concepts, such as ani-
mals, car and night. 14 stricter concepts are used to label images if a concept
is salient in one image. After confirmed, the stricter labels are ignored in our
experiments since all images with stricter labels have the concepts before inten-
sified. Further, each image is annotated by a 1,384 dimensional semantic tag
vector, in which each tag has appeared more than 20 times in the image dataset.
2,400 images, 100 per concept, are extracted to build the query set and the 9,600
images, 400 images per concept, are used to train the deep CNNs model.

4.2 Evaluation Methods

DMLH algorithm is a two-step visual content search method in which candi-
date images generated by hash codes are ranked with high-dimensional feature
vectors. We evaluate and compare DMLH with several state-of-the-art image
hashing methods, including unsupervised methods SH [9], LSH [31], ITQ [6],
and supervised methods SDH [32], KSH [2]. For DMLH, we use the raw images
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as input. For the other baseline methods, one image is represented by a 512-
dimensional GIST feature vector. For a fair comparison, we have modified the
parameters of baseline methods provided by the original authors to fit with
experimental datasets. All approaches use the same ground-truth: a retrieved
image is irrelevant if it shares no common concepts with the query image.

4.3 Evaluation Metrics

Three metrics are selected to measure the retrieval performance of different meth-
ods: (1) Precision of top N retrieved images, which is calculated as the ratio of the
number of correctly retrieved images to that of all retrieved images. (2) Recall,
which measures the proportion of similar samples that can be retrieved from the
image database successfully. (3) Mean Average Precision (MAP), which provides
a single figure measure of quality across recall levels.

4.4 Hashing and Ranking

The verification results (Precision and Total Searching Time) of the visual con-
tent search method proposed in Sect. 3.3 are shown in Fig. 5. Directly ranking
images via exhaustive search (Ranking) using high-dimensional feature victors
has the best precision because semantic information of images is better preserved.
However, it consumes much more time than the other two methods. Hash codes
as hashing key (Hashing) help to search images with O(1) time, which achieves
fast image search with the time consumption being almost negligible. However,
its precision is poor. In our DMLH method, images in the database are assigned
to buckets based on the hash codes. In the retrieval stage, candidate images are
found by hash codes firstly. Then, high-dimensional feature vectors are used to
refine the retrieval results. In this way, its retrieval time is reduced to about
3/10 compared with Ranking while the degradation in precision is suppressed.
Therefore, DMLH achieves a better tradeoff than the two extremes (Hashing
and Ranking) in terms of retrieval performance (precision) and retrieval time.

4.5 Results on NUS-WIDE

In the offline stage, the semantic graph is constructed on the co-occurrence
relations between 4,509 image tags. Then, 128, 96 or 64 subgraphs are generated
by Alg1. The proposed DMLH is constructed on the opensource Caffe framework.
Fig. 6 shows the Precision and Recall results of different hashing methods on the
NUS-WIDE dataset. As can be seen, compared with unsupervised approaches,
supervised approaches have better performance by training models under the
guidance of a supervised information. And the proposed DMLH significantly
outperforms that of other state-of-the-art image retrieval algorithms, regardless
of the number of hash bits, 64, 96, 128, used in the hashing. Learning compact
image description by a deep CNNs model, our method has better capability to
utilize semantic supervised information to capture the visual features of images.
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Fig. 5. The equilibrium between image ranking and efficiencies. Hashing means retriev-
ing images only with hash codes. And ranking means that images are retrieved only
by high-dimensional feature vectors.

Fig. 6. Comparison of hashing performance of our approach and other hashing methods
based on multi-label feature dataset: NUS-WIDE.

Table 1. Comparison of MAP with different methods on NUS-WIDE. We calculate
the MAP values within the top 5,000 returned samples.

Method ITQ [6] LSH [31] SH [9] KSH [2] SDH [32] DMLH

64 bits 0.452 0.426 0.391 0.493 0.502 0.543

96 bits 0.465 0.456 0.414 0.501 0.514 0.553

128 bits 0.479 0.466 0.427 0.507 0.528 0.561
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Fig. 7. Comparison of hashing performance of our approach and other hashing methods
based on multi-label feature dataset: MIRFLICKR-25K.

Further, we calculate the MAP values within the top 5,000 retrieved images.
Table 1 shows the evaluation results of MAP of different retrieval methods, which
indicate that our DMLH has the best ability in retrieving similar images. Its gain
over other methods ranges from 6.25% to 38.9% according to Table 1.

4.6 Results on MIRFLICKR-25K

For the MIRFLICKR-25K, we follow the same experimental setup as NUS-
WIDE, where the semantic graph is built on the co-occurrence relations among
1,384 semantic tags. Figure 7 and Table 2 show the experimental results of dif-
ferent image retrieval approaches. As can be seen, our DMLH achieves the best
performance and is much superior than other hashing methods.

Table 2. Comparison of MAP with different methods on MIRFLICKR-25K. We cal-
culate the MAP values within the top 5,000 returned samples.

Method ITQ [6] LSH [31] SH [9] KSH [2] SDH [32] DMLH

64 bits 0.426 0.410 0.398 0.439 0.464 0.501

96 bits 0.430 0.425 0.410 0.454 0.477 0.509

128 bits 0.440 0.431 0.420 0.459 0.489 0.530
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5 Conclusion

In this paper, we proposed a novel visual content search method, DMLH, based
on a deep multi-label hashing model. A semantic graph is proposed to pre-
serve the semantic information of images, with which one image is represented
by a multi-dimensional semantic vector. Given a raw image without any label,
our approach predicts a compact hash code description and high-dimensional
feature vector via a carefully designed deep CNNs framework. Compared with
other image hashing methods, this method uses multi-label features of images as
supervising information, which exploits semantic details of images sufficiently.
Furthermore, DMLH has higher scalability in contrast with other pairwise and
triplet-wise deep learning algorithms. Experimental results on two benchmark
datasets with multi semantic labels show that our DMLH achieves higher perfor-
mance than other state-of-the-art image retrieval approaches, whose gain ranges
from 6.25% to 38.9% in terms of MAP.
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Abstract. Nowadays, online data shows an astonishing increase and
the issue of semantic indexing remains an open question. Ontologies and
knowledge bases have been widely used to optimize performance. How-
ever, researchers are placing increased emphasis on internal relations
of ontologies but neglect latent semantic relations between ontologies
and documents. They generally annotate instances mentioned in doc-
uments, which are related to concepts in ontologies. In this paper, we
propose an Ontology-based Latent Semantic Indexing approach utiliz-
ing Long Short-Term Memory networks (LSTM-OLSI). We utilize an
importance-aware topic model to extract document-level semantic fea-
tures and leverage ontologies to extract word-level contextual features.
Then we encode the above two levels of features and match their embed-
ding vectors utilizing LSTM networks. Finally, the experimental results
reveal that LSTM-OLSI outperforms existing techniques and demon-
strates deep comprehension of instances and articles.

1 Introduction

With the rapid development of Internet, the information is growing explosively
on the web and document indexing technology is becoming increasingly more cru-
cial. The core task of existing search engine is to understand the real intention of
user and semantic meanings of web content, aiming to obtain more semantically
expressive resources. Generally, the semantic indexing methods in the literature
can be distinguished according to the following two categories: (1) ontology-
based approaches utilizing ontology and knowledge base as background knowl-
edge and (2) statistical approaches, to identify groups of words that commonly
appear together and therefore may jointly describe a particular reality [16].

The first category which utilizes ontologies and knowledge bases [3,11,14] to
understand semantic context has recently been an area of considerable interest
in semantic indexing. An ontology is a formal knowledge description of concepts
and their relationships, an ontology together with a set of individual instances
of classes constitutes a knowledge base. There are two main challenges: utilizing
relations among concepts in ontologies and mapping information in documents

c© Springer International Publishing AG 2017
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into knowledge bases. However, researchers are placing increased emphasis on
internal relations of ontologies but neglect latent semantic relations between
ontologies and documents. They generally annotate all instances mentioned in
documents, which are related to concepts in ontologies.

Meanwhile, as for the second category, probabilistic topic models view each
document as a mixture of various topics and each topic as a mixture of words
[4,13], which possess fully generative semantics of documents. The sense of a
word is a hidden random variable that is inferred from data. However, they do not
carry the explicit notion of sense that is necessary for word sense disambiguation.
Fortunately, background ontologies and knowledge bases are generally exploited
to determine the meaning and the contextual information of an ambiguous word.

Thus, we propose an Ontology-based Latent Semantic Indexing model utiliz-
ing topic models and Long Short-Term Memory networks (LSTM-OLSI). An
instance’s contextual information is extracted utilizing semantic relations in
ontology knowledge base; a document’s general topic (a sequence of words)
is extracted by an importance-aware topic model. The similarity between an
instance and a document is measured by the distance between their corre-
sponding sequences (an instance’s contextual information and a general topic
information) embedding vectors computed by the LSTM networks. The results
indexed by the instances with profound meanings intuitively depict that LSTM-
OLSI outperforms existing techniques and demonstrates deep comprehension of
instances and articles.

Our main contribution is outlined as follows:

• We take into account both word-level contextual information to resolve word
sense ambiguity and document-level semantics to clarify the semantics of the
documents.

• We propose an importance-aware topic model to generate a general topic,
which is a comprehensive topic composed of all the subtopics.

• Further, we present a strategy for explicitly encoding semantic relationships
between the documents and the knowledge base using LSTM networks.

In Sect. 2, we discuss related work in ontology-based and machine learning
based indexing approaches. We present the LSTM-OLSI model in Sect. 3. Fur-
ther, we discuss the experimental methods and compare the LSTM-OLSI with
some state-of-the-art methods in Sect. 4. Finally, Sect. 5 concludes our work.

2 Related Work

Several research approaches for indexing documents have been proposed. We
classify them as ontology-based indexing approaches and machine learning based
indexing approaches, discuss these two types of related work.

Ontology-Based Indexing Approaches. For a variety of text analysis prob-
lems, the knowledge representation is useful, such as document similarity com-
putation, search result re-ranking and semantic indexing [15,17]. There are a
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variety of semantic search approaches [3,14,19] utilizing ontology knowledge
base which span the four main processes of an IR system: indexing, querying,
searching and ranking [9]. The ideal indexing is to choose a set of features to
represent documents. Posch [19] enriched domain-specific ontologies with ency-
clopedic background knowledge, leveraged textual and structural information to
implement automatic classification and subject indexing of documents. Gödert
[11] proposed an index structure which is based on the concept of ontology. Lee et
al. [14] presented effective semantic indexing and search techniques considering
the semantic relationships in ontologies and proposed a weighting measure for
the semantic relationships. Concretely, they considered the number of meaning-
ful semantic relationships, the coverage of the keywords, and the discriminating
power of the keywords. Hahm [10] proposed an indexing method dealing with
semantic path in ontologies, which computed semantic scores among different
instances in ontologies for each term. Those semantic instances with shorter
paths had larger score.

Machine Learning Based Indexing Approaches. Several studies have
developed indexing techniques leveraging supervised and unsupervised machine
learning methods. A standardized supervised learning approach is the bag-of-
words approach, which represents documents by the words they contain and
neglectes the order of the words. Moreover, sequences of words (n-grams) are
utilized to represent a document and the words are weighted by different schemes
such as TF-IDF. However, these approaches cannot depict the semantic meaning
of the documents. To address this shortcoming, some novel methods are pro-
posed. Latent Semantic Indexing (LSI) [8] maps documents to low-dimensional
concept vectors utilizing a document-word matrix called singular value decompo-
sition (SVD). The relevance of a document to one or several keywords is assumed
to be proportional to the cosine similarity between their concept vectors. A sig-
nificant step forward in this regard was Probabilistic Latent Semantic Indexing
(PLSI) [13] model, which views documents as mixtures of topics and ranks the
documents by the probability of the query given the document distribution over
topics. Utilizing topic models is one of the state-of-art unsupervised learning
approaches to index documents. Latent Dirichlet Allocation (LDA) [4] extends
PLSI and assumes that topic distributions have a Dirichlet prior. Newman et al.
[18] exploited an unsupervised Bayesian model and applied the method Dirichlet
process segmentation for extracting key phrases from a document. Ma et al. [16]
proposed a semantic search method based on LDA and view each theme gen-
erated from topic models as the basic message block that waits constantly to
be searched. Chebil et al. [6] exploited a possibilistic network that carries out
partial matching between documents and a biomedical vocabulary to index the
biomedical documents.



188 N. Ma et al.

3 Ontology-Based Latent Semantic Indexing Model

We design a novel semantic indexing framework by taking into account both the
word-level contextual information and the document-level semantics, to resolve
word sense ambiguity and to clarify the semantics of the documents, respectively.

Instance's
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information

3. LSTM
encoding
process

A semantic
vector of the

document

A semantic
vector of the

instance

4.
Matching
process

A
document

2. Ontological
extension process
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Fig. 1. The architecture of LSTM-OLSI.

The LSTM-OLSI is performed as follows: Firstly, we extract a single general
topic (a sequence of words) for each document utilizing an importance-aware
topic model inspired by Latent Dirichlet allocation (LDA) [4] (Step 1). After
that, we extract an instance’s contextual information utilizing semantic relations
in ontology knowledge base (Step 2). Finally, we encode a semantic vector of
a general topic and a semantic vector of an instance using LSTM networks,
respectively (Step 3). And we measure the similarity between an instance and
a document utilizing the cosine similarity between the semantic vectors of two
sequences (Step 4).

In general, the overall LSTM-OLSI model consists of the following three
essential components (see Fig. 1), which are described in more detailed in
Sects. 3.1, 3.2 and 3.3:

(1) The probabilistic topic modeling process (Step 1);
(2) The ontological extension process (Step 2); and
(3) The LSTM sequence encoding and matching process (Step 3 and Step 4).

3.1 Probabilistic Topic Modeling Process

The importance-aware topic model in LSTM-OLSI is inspired by Latent Dirichlet
allocation (LDA) [4]. We start with a brief introduction of LDA. LDA models
each of D documents as a mixture over K latent topics, each of which describes
a multinomial distribution over a W word vocabulary. The original space of
vocabulary is mapped to several topics, which can better depict the semantic
meaning of the documents. After conducting the Gibbs sampling process to train
the model, given the parameters α and β, the joint distribution of a topic mixture
θ, a set of N topics z, and a set of N words w, it is easy to obtain the following
useful results related to the words, documents and topics in the documents set:

• Latent topics with the most likely words in each topic and a topic-to-word
probability distribution (i.e., p(w | z, β));

• A document-to-topic probability distribution (i.e., p(z | θ)).
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Fig. 2. The generation process of the general topic.

The LDA model is somewhat more elaborate than the three-level models
often studied in the classical hierarchical Bayesian literature. However, to index
the documents with high accuracy, we target to take a sequence of the most
semantically expressive words to represent each document. Certainly, it is inap-
propriate to take one or more topics with higher probabilities to represent a
document, for the reason that the words with higher probabilities in the topics
with lower probabilities may be ignored. Therefore, we propose an approach to
directly compute the semantic relations between the documents and the words.
We generate a single general topic for each document which differs from con-
ventional topic models (Fig. 2). By marginalizing over the hidden topic variable
z, however, we can understand LDA as a two-level model and capture direct
semantic relations between the documents and the words. To capture relations
between the documents and the words, we derive the document-specific word
probability distribution p(w | θ, β) as:

p(w | θ, β) =
∑

z

p(w | z, β)p(z | θ) (1)

However, the semantically expressive capacities are different between the two
levels of probabilities, namely, the document-specific topic probabilities and the
topic-specific word probabilities. In other words, without considering the differ-
ent importance between the above two levels of probabilities, some words with
low first-level probabilities but high second-level probabilities may be computed
with a high correlation score. For example, we assume a document has a health
related topic with a probability of 0.6 and has a technology related topic with a
probability of 0.2. So the theme of the document is more likely about health. We
also assume that the health related topic has a word disease with a probability
of 0.2, but the technology related topic has a word tech with a probability of 0.8.
So the relevant score of tech is calculated as 0.2 × 0.8 = 0.16, and the relevant
score of disease is computed as 0.6 × 0.2 = 0.12, which is the smaller than tech.
As we described above, the word disease is more relevant to this document than
tech, since the theme of this document is more likely about health.

Therefore, we propose a self-adaptive approach utilizing an importance-aware
manner applied to various realistic scenarios. Specifically, we define a correlation
score Correl(wn, d) of a word wn for a document d is computed as:

Correl(wn, d) =
∑

z

(f(p(wn | z, β))g(p(z | θd))) (2)
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where f(p(wn | z, β)) represents the importance score of the probability of word
wn occurring in topic z, g(p(z | θd) represents the importance score of the
probability of topic z occurring in document d for any given word.

The f(p) score function and the g(p) score function are given as follows:

f(p) = pr (3)

g(p) = pq (4)

where r is the penalty factor acting on the topic specific word probability and q
is the penalty factor acting on the document specific topic probability.

The penalty factor q greater than 1 can increase the gap between those topics
with larger probabilities and those with smaller probabilities. If q is less than 1,
it can reduce the gap. The same applies to the penalty factor r which acts on the
topic-to-word probability. As we have described above, in this indexing system,
the document-to-topic level is more semantically expressive than the topic-to-
word level, so we fix r = 1 and tune q. Finally, we select the first several W words
in the whole vocabulary with the highest correlation scores for each document,
thus deriving the general topic, which is a comprehensive topic composed of all
the sub-topics.

It is a key issue in the topic model to determine the value of parameter K,
the number of latent topics. Inappropriate setting of K customarily imposes an
adverse impact on the modeling results. In particular, we computed the per-
plexity of a held-out test set to evaluate the models. The perplexity, used by
convention in language modeling, is monotonically decreasing in the likelihood
of the test data, and is algebraically equivalent to the inverse of the geometric
mean per-word likelihood [4]. More formally, for a test set of M documents, the
perplexity is:

perplexity(Dtest) = exp(−
∑M

d=1 log(p(wd))∑M
d=1 Nd

) (5)

where wd denotes text document d and Nd represents the number of words in
document d. Moreover, a lower perplexity score indicates a better generalization
performance [4].

3.2 Ontological Extension Process

The DBpedia ontology is leveraged to depict the word-level semantics in the
process of LSTM-OLSI, collaborating with the probabilistic topic model which
depicts the document-level semantics. The main tasks performed by this onto-
logical extension process (Step 2 in Fig. 1) are discussed in detail below (Fig. 3).

For each instance, it has a verbal description in the ontology and we extend
its semantic representations utilizing the ontology and knowledge base to depict
its semantic meaning. The semantic representation of an instance is illustrated
in its verbal description and its contextual instances’ verbal descriptions. Intu-
itively, instances are stored in RDF statements which are triples of the form
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(subject, property, object). The form of subject or object typically indicates an
instance in the knowledge base. A semantic path is composed of one or more
properties. As the length of a semantic path gets longer, the relevance between
the source and the destination decreases [14]. Therefore, for the single instance,
we regard the set of its adjacent instances directly connected with a 1-length
path in the knowledge base as its contextual instances.

Semantic instances 
generation

Single instance in ontology Contextual instances in ontology

Fig. 3. The ontological extension process.

The verbal descriptions of the instance and its contextual instances are
regarded as the instance’s ontological contextual information, which essentially
are a sequence of words and depict the word-level semantics.

3.3 LSTM Sequence Encoding and Matching Process

In Sect. 3.1, a document is encoded into a general topic (a sequence of words),
and in Sect. 3.2, an instance is encoded with its ontological contextual informa-
tion (also a sequence of words). We treat the above two levels of information as
two sequences of words with internal structures, i.e., word dependencies. And
the two sequences are about the same length.
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x(t)

x(t)

Input Gate

Forget Gate

Output Gate

c(t-1)
c(t-1)

f(t)
The hidden

sequence embedding

Fig. 4. The LSTM architecture used for sequence embedding.

The recurrent neural networks (RNN), a type of deep neural networks, have
been widely used in time sequence modeling. However, it is generally difficult
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to learn the long term dependency within a sequence due to vanishing gradients
problem. One of the effective solutions is using memory cells named Long Short
Term Memory (LSTM). Therefore, we use LSTM recurrent networks to sequen-
tially take each word in a sentence, extract its information, and embed it into
a semantic vector. Due to its ability to capture long term memory, the LSTM
accumulates increasingly richer information as it goes through the sequence. The
encoding process is performed word-by-word sequentially. At each time step, a
new word in the sequence is encoded into the semantic vector, and the word
dependencies embedded in the vector are updated. So when it reaches the last
word, the semantic vector has embedded all the words and their dependencies,
the hidden layer of the network provides a semantic representation of the whole
sequence [12].

We use the architecture of LSTM illustrated in Fig. 4 for the proposed
sequence embedding method. LSTM has three gates: input gate (i(t)), forget
gate (f(t)) and output gate (o(t)) which slows down the disappearance of past
information and makes Backpropagation through Time (BPTT) easier. In this
figure, σ() is the sigmoid function, c(t) is the cell state vector and h(t) is the hid-
den activation vector, which can be used as a semantic representation of the t-th
word. We utilize this architecture to find an embedded vector for each word, then
use the h(last) corresponding to the last word in the sentence as the semantic
vector for the entire sequence.

However, the core task is the learning of the embedding vector for a sentence,
that is, to train a model that can automatically transform a sequence of words
to a vector that encodes the semantic meaning of the sequence. Our approach
of sequence encoding is inspired by the work in sequence to sequence learning
(seq2seq) [21]. They utilize a recurrent network as an encoder to read in an
input sequence into a hidden state, which is the input to a decoder recurrent
network that predicts the output sequence. To derive the sequence embedding,
we encode a sequence and reconstruct the original sequence to train the seq2seq
model. Thus we can automatically transform a sequence of words to a vector
that encodes the semantic meaning of the sequence. The weights for the decoder
network and the encoder network are the same.

The method developed in this paper trains the model so that sequences that
are paraphrase of each other are close in their semantic embedding vectors. We
adopt the cosine similarity C(document, instance) between the semantic vectors
of two sentences as a measure for their similarity:

C(D, I) =
hD(LD)ThI(LI)

‖hD(LD)‖ · ‖hI(LI)‖ (6)

where LD and LI are the lengths of the document’s semantic sequence D and
the instance’s semantic sequence I, respectively, hD() and hI() are the hidden
activation vectors of D and I, respectively.
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4 Experiments

To demonstrate the reliability and stability of our approach, we conduct further
experiments. The ontology-based processing part is fully-implemented in Java
and the topic modeling part is in Scala. The LSTM sequence encoding and
matching process is implemented utilizing TensorFlow [2].

We first describe the datasets, the preprocessing details, the performance
measure method and the baseline methods in Sect. 4.1. Then we report the
experimental process and the comparison with the other four baseline models in
Sect. 4.2. Finally, we illustrate the results indexed by many instances with pro-
found meanings, which intuitively depict that LSTM-OLSI has deeper semantic
comprehension of both instances and news articles.

4.1 Experimental Setup

Dataset. We exploit a real world news corpus collection, a movie sentiment
dataset and a rich ontology knowledge base to conduct the experiments.

• MSNNews: The news articles are extracted from a large news corpus, which
are news articles searched from MSN news web pages. We organize volunteers
to classify these news articles manually into categories according to its arti-
cle content, and we select five categories: crime, health, politics, soccer and
technology. We select one million news articles and current affairs happened
recently, and the average word count of news articles is about 250.

• IMDB: The IMDB movie sentiment dataset contains 25,000 labeled and
50,000 unlabeled documents in the training set and 25,000 in the test set [1].
The average length of each document is 241 words and the maximum length
of a document is 2,526 words. We utilize this dataset to train the seq2seq
model and to derive the LSTM networks’ weights.

• DBpedia: We exploit the version of DBpedia 2016-04 as instance data base,
which involves 9.5 billion pieces of information (RDF triples). The DBpe-
dia ontology currently covers 685 concepts which form a subsumption hier-
archy, described by 2,795 different properties and contains about 4,233,000
instances. The knowledge base is big enough to contain most domains of
knowledge in our daily life so the knowledge in daily news can be represented.

Data Preprocessing. Before our algorithm is capable to index news docu-
ments, we first perform certain preprocessing procedures. First, we extract con-
text information from DBpedia knowledge base to establish our experimental
basis for indexing. In the context of this work, we extract 6.0M instances from
DBpedia that we eventually utilize in our work. Next, after extracting news
corpus involving the five categories, we lowercase all characters, perform word
segmentation and remove stop words. In each category, we randomly held out
10% of the data for test purposes and trained the models on the remaining 90%,
to conduct 10-fold cross-validation.
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Performance Measure. We conduct an evaluable method to estimate accu-
racy of the indexing results. More concretely, if a document in the corresponding
category crime is searched by the query keyword crime, we consider it as a rel-
evant news document. We compute precision as:

precision =
|relevant news| ⋂ |retrieved news|

|retrieved news| (7)

and recall as:

recall =
|relevant news| ⋂ |retrieved news|

|relevant news| (8)

Baseline Methods. We exploit a comparative evaluation with four index-
ing approaches to estimate our approach: a topic modeling-based approach, an
ontology-based approach, a LSTM sentence matching approach and a TF-IDF
approach.

LDA Based Approach. The first baseline model in comparison is a probabilistic
topic modeling approach from Ma et al. [16] which generates the latent topics
with the most likely words in each topic. According to a user query, the first
several thematic keywords with the highest probabilities of each possible seman-
tically related topic are recommended to the user. With the user-selected topic
or topics of interest, a ranked list of documents is returned.

Ontology-Based Approach. The second baseline approach utilizes ontology-based
method. In this method [11], indexing of documents is a statement about the
aboutness of documents, that is, an indexing term is only assigned if the corre-
sponding concepts are covered issues within the context of the document.

LSTM Text Matching Approach. Another baseline method utilizes LSTM net-
works to encode and match the documents and the instances’ ontological infor-
mation, but it does not encode the documents into the general topics.

TF-IDF. The last baseline model in comparison is the standardized indexing
model Term Frequency Inverse Document Frequency (TF-IDF) [20], a statistical
measure used to evaluate how important a word is to a document in a collection
or corpus. The importance increases proportionally to the number of times a
word appears in the document but is offset by the frequency of the word in the
corpus.

4.2 Experimental Results

The experiments conducted in the implementation and evaluation stages are
classified as two categories of experiments. The first category aims to tune the
parameters and coefficient in order to optimize the performance of the proposed
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LSTM-OLSI. The set of experiments belonging to the first category are: initial-
izing α, β and the number of iterations in topic model; tuning the number of
topics (K) by computing perplexity; and tuning the length of the general topic
(W ) and the penalty factor q utilizing a grid search method. The second cate-
gory aims to highlight the effectiveness of LSTM-OLSI. The set of experiments
belonging to the second category are: comparing the performance of LSTM-
OLSI to some existing approaches, evaluating the deep semantic comprehension
capacity of LSTM-OLSI. The next subsections discuss the above two categories
in details.

Implementation and Optimization
First, we tune the parameters and coefficient to optimize the performance of
LSTM-OLSI. The probabilistic topic model is trained with 5000 iterations of
Gibbs sampling using α = 50/|K| and β = 0.01 (the default values used, e.g., in
[5,23]).
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Fig. 5. Perplexity resulting curve using 10-fold cross-validation.

Afterwards, in order to determine the optimal number of topics for the news
corpus (parameter K), we present a 10-fold cross-validation process to compute
the curves of perplexity (Fig. 5). The ten Folds represent the result when the
corresponding 10% held out data was treated as the test data and Average
depicts the average value of the 10 folds. It is depicted that in most cases, the
values of perplexity reach relatively low scores when K is greater than 50. In
addition, the Average curve gets its lowest point in the case that the number of
topics is 50. Therefore, the optimal number of topics of the news corpus should
be 50.

Finally, we compute the length of the single general topic (W ) and the
penalty factor (q). We utilize the grid search method to tune W in the range
from 100 to 300 and q = {1, 2, 3}. Figure 6 (left) depicts the average precision



196 N. Ma et al.

of the five categories during tuning parameter W and q. The curves reach their
maximum values in the case that W = 120. Figure 6 (right) depicts when W is
greater than 120, the recall curves slightly increase when W is growing. Basically,
in our experiments, the setting of W = 120 and q = 3 consistently provides an
optimal performance than other configurations of W . To keep the balance of the
precision and recall effectively, we fix W = 120 for these data sets. As for the
distinct data set, the performance of LSTM-OLSI is also optimal when q = 3,
that is, LSTM-OLSI is fairly robust to the change of data sets. So we fix W = 120
and q = 3 for the news corpus.
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Fig. 6. Grid search of W and q.

In this way, we derive a general topic (a sequence of words) of each document
and each instance’s ontological contextual information (also a sequence of words).
We utilize both the word2vec embeddings and the seq2seq encoder weights to
initialize the LSTM model for the sequence embedding task. After training the
sequence encoding model for roughly 500K steps with a batch size of 128 [7],
we obtain the embedding vectors of the news articles and the instances. Finally,
the cosine similarity is utilized to match and index the news articles and the
instances.

Evaluation
To highlight the effectiveness of our indexing approach, we compare the perfor-
mance of LSTM-OLSI with other approaches, namely, the LDA based method,
ontology-based indexing model (OIM in Fig. 7), the LSTM text matching method
and the TF-IDF method (see Fig. 7). For each approach, we computed the pre-
cision on the five categories of news corpus respectively and the average preci-
sion of them. We consider TF-IDF as the baseline against the other comparing
approaches to evaluate the stability of the news corpus since TF-IDF is the stan-
dardized indexing model. Figure 7 indicates LSTM-OLSI (95.4%) has statisti-
cally significant improvements over LSTM (92.8%), LDA (91.3%), OIM (90.2%)
and TF-IDF (82.3%), respectively. The proposed LSTM-OLSI outperforms all
the other methods with a significant margin.

To intuitively evaluate the performance of LSTM-OLSI, we show many intu-
itive examples. Take a semantic instance Heart and Crime as an example, the
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Fig. 7. Comparison with baseline models.

word heart is semantically relevant to news articles about heart and love, and
the word crime is relevant to the news articles about violence and crime. It is
interesting to see that the theme of the indexed news articles is an ingenious
combination of heart related topics and crime related topics, which is maternal
and parent-child related crime (see Table 1).

Table 1. Intuitive LSTM-OLSI results of profound instances.

Instance Sample indexed news titles

Heart and crime Mom who killed kids in reincarnation case gets life
Knife with blood found in home where children killed
Dad of Ohio girl found dead in crib gets 3 years in prison

Knife play Pokémon Go: armed robbers use game to lure players into trap
Vigil held for teen shot dead after basketball game

Politics of love Seen and not heard: homeless people absent from election even as
ranks grow
For Clinton, sisterhood is powerful - and Trump helps
Barkley: ‘More power to Draymond for slapping the hell out of
that kid’

Music technology IBM is making a music app that can create entirely new songs
just for you
CloudPlayer now lets you take your playlists everywhere
Apple links with NASA to make music from space

Sports nutrition Top 10 rules you must follow every day to lose 10 pounds
Make These 3 changes, burn more calories

Happy nation Defender Riise announces retirement at 35
The incredible career of Zlatan Ibrahimović

Moreover, we exploit more intuitive examples to estimate the performance
of LSTM-OLSI. Table 1 reports some sample news results indexed by several
instances with profound meanings. LSTM-OLSI demonstrates deep comprehen-
sion besides literal comprehension of the instances. For example, the instance
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Knife Play indexes robbery or murder (interpretation of Knife) news relevant
to the Pokémon Go mobile game or basketball games (interpretation of Play).
Since music has the meanings of art, the instance Music Technology can index
technology news about music apps. And the instance Politics of Love indexes
politic news about homeless people and current events about Clinton’s sister-
hood (interpretation of Love). More detailed information is located in Table 1.
The results indicate that utilizing LSTM-OLSI model, we can retrieve more
semantically expressive news articles with complex queries containing multiple
topics.

5 Conclusions and Future Work

The work presented in this paper develops a novel ontology-based latent seman-
tic indexing approach to extract both word-level contextual features (via ontol-
ogy and knowledge base) and document-level contextual features (via the
importance-aware topic model) from text. Then the LSTM networks make effec-
tive use of the extracted two levels of features to encode and match the docu-
ments and the instances. We summarized a method of selecting adjustable para-
meters to achieve higher accuracy according to the complexity and the diversity
of the news documents. Moreover, the indexing results indicate that LSTM-OLSI
outperforms the state-of-the-art and has deep semantic comprehension of both
instances and news articles. Our future work will further extend the methods
to include (1) Using the proposed semantic indexing method for other impor-
tant information retrieval tasks for which semantic indexing has a key role, (2)
Developing more general version of the proposed model exploiting more knowl-
edge bases.
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Abstract. Collaborative Web services QoS prediction has become an
important tool for the generation of accurate personalized QoS. While a
number of achievements have been attained on the study of improving
the accuracy of collaborative QoS prediction, little work has been done
for protecting user privacy in this process. In this paper, we propose
a privacy-preserving collaborative QoS prediction framework which can
protect the private data of users while retaining the ability of generating
accurate QoS prediction. We introduce differential privacy, a rigorous
and provable privacy preserving technique, into the preprocess of QoS
data prediction. We implement the proposed approach based on a general
approach named Laplace mechanism and conduct extensive experiments
to study its performance on a real world dataset. The experiments eval-
uate the privacy-accuracy trade-off on different settings and show that
under some constraint, our proposed approach can achieve a better per-
formance than baselines.

Keywords: Collaborative QoS prediction · Privacy-preserving · Differ-
ential privacy · Data distribution

1 Introduction

Quality of service (QoS) has been widely used for describing nonfunctional char-
acteristics of web services. QoS-based Web services selection, composition and
recommendation [1,9,10] have been discussed extensively in the recent litera-
ture. A common assumption of these proposed approaches is that accurate QoS
values of Web Services are always available. It is, however, still an open problem
to obtain accurate QoS values. On one hand, the QoS values advertised by ser-
vice providers or third-party communities are not accurate to service users, as
they are susceptible to the uncertain Internet environment and user context. On
the other hand, it is impractical for service users to directly evaluate the QoS
of all available services due to the constraints of time, cost and other resources.
As an effective solution to this problem, personalized collaborative web services
QoS prediction [22,24] which draw from personalized recommendation [17,18]
has received much attention recently. The basic idea is that similar users tend
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to observe similar QoS for the same service, so it is possible to predict the QoS
value of the service observed by a user based on the QoS values of the service
observed by the similar users to this particular user. By this kind of computa-
tion, different users are typically given different QoS prediction values even for
the same service and the final prediction values in fact depends on their specific
context. Based on these provided QoS values, a variety of techniques have been
employed to improve the quality especially accuracy of prediction [19,21].

Though many achievements have been attainted on the study of improving
the accuracy of collaborative QoS prediction, little work has been done for pro-
tecting user privacy in this process. In fact, the observed QoS values could be
sensitive information, so users may not be willing to share them with others.
For example, the observed response time reported by a user typically depends
on her location [19], which means that the user’s location could be deduced
from the QoS information she provided. Consequently, an interesting but chal-
lenging question is whether or not a recommender system can make accurately
personalized QoS prediction for users while protecting their privacy.

Homomorphic encryption [8] which allows computations to be carried out
on ciphertext is a straightforward way to achieve privacy. However, all these
operations require not only a large computation cost [7,11], but also sustained
communication between parties [3]. Not even to mention the difficulty to apply
some complicated computations into the encrypted domain. Hence, it is infeasible
to deal with our problem by the usage of Homomorphic encryption.

Another technique, randomized perturbation which is proposed by Polat and
Du [15], claimed that accurate recommendation could still be obtained while
randomness from a specific distribution are added to the original data to prevent
information leakage. The same idea is introduced in a recent work [28] which is
also achieved by adding random in a certain range to the original data. However,
the range α of randomness was chosen by experience and does not have provable
privacy guarantees. What’s worse, it is recognized that with the application
of the clustering on the perturbed data, adversaries can accurately infer users’
private data with accuracy up to 70% [23].

Though the privacy protection of randomized perturbation is insecure, it
inspires us to design a lightweight and provable perturbation. Specifically, we
develop our privacy preserving QoS prediction for users with the integration of
a strong and provable privacy model, differential privacy, which is the state-of-
art technique for privacy preserving data publishing. Differential privacy [6] has
drawn much research attention literally, as it aims at providing effective means to
minimize the noise added to the original data with respect to a specific privacy.

Despite the prosperity of differential privacy, applications of QoS prediction is
rather limited. To the best of our knowledge, [12,13] are two differential privacy
based privacy preserving recommendation systems which are the most related
works to our problem. Machanavajjhala et al. [12] studied the privacy preserv-
ing of personalized social recommendation which is solely based on user’s social
graph. With differential privacy, sensitive links in the social graph can be pre-
served effectively which means that attackers cannot deduce the existence of a
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single link in the graph by passively observing a recommendation result. But, it
is also found that good recommendations were achievable only under weak pri-
vacy parameters, or only for a small fraction of users. McSheery and Mironov [13]
applied differential privacy to collaborative filtering, a general solution for recom-
mendation systems. They split the recommendation algorithms into two parts;
they are the learning phase which can be performed with differential privacy
guarantees, and individual recommendation phase in which the learned results
are used for individual prediction. Different from the work done by [12,13], we
focus on the privacy guarantees of data publishing instead of knowledge learning
and we explore additional approaches beyond those being investigated in [13],
like latent factor models.

To sum up, the main contribution of this work is to formulate a differential
privacy based privacy preserving collaborative Web Services QoS prediction. The
task is non-trivial and our approach has the following advantage:

– For the approach we consider, privacy-preserving algorithms can be parame-
terized to essentially match the prediction to their non-private analogues.

– By integrating the privacy guarantees into an application, we can provide
user with unfettered access to the raw data.

– Experiments on the real world dataset show that prediction accuracy on our
disguised data is very close to that on users’ private data.

This paper is organized as follows: Sect. 2 introduces some techniques used to
building our privacy-preserving solution. Section 3 presents the system architec-
ture of our privacy-preserving QoS prediction framework and the detail of our
approach. Experimental results of proposed framework are presented in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Differential Privacy

It’s necessary to distinguish between differential privacy and traditional cryp-
tosystems. Differential privacy gives a rigorous and quantitative definition on
privacy leakage under a very strict attack model, and has it proved. Based
on the idea of differential privacy, user can get privacy protection at utmost
with ensuring the availability of data. The biggest advantage of this method is:
although based on data distortion, the noise needed for perturbation is inde-
pendent of data size. We can achieve high level of privacy protection by adding
a very small amount of noise [20]. Despite many privacy preserving methods,
like k-anonymity and l-diversity, have been proposed, differential privacy is still
recognized as the most rigorous and robust privacy preserving model because of
its solid mathematical foundation.

2.1 Security Definition Under Differential Privacy

There are two hypothesizes of differential privacy. On one hand, the output of any
computation such as SUM, should not be affected by any operation like inserting
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or deleting a record. On the other hand, it gives a rigorous and quantitative
definition on the privacy leakage under a very strict attack model: an attacker
cannot distinguish a record with a probability more than ε even she has the
knowledge of the entire dataset except the target one. The formal definition is
as follows.

Definition 1 (ε-Differential Privacy [5]). A randomized function K gives ε-
differential privacy if for all data sets D1 and D2 differing on at most one element,
and all S ⊆ Range(K),

Pr[K(D1 ∈ S)]
Pr[K(D2 ∈ S)]

≤ exp(ε) (1)

D is a database of rows, D1 is a subset of D2 and the larger data set D2

contains exactly one additional row. The probability space Pr[.] in each case is
over the coin flips of K. The privacy parameter ε > 0 is public, and a smaller ε
yields a stronger privacy guarantee.

Since differential privacy is defined under probabilistic, any method to achieve
this is necessarily random. Some of these, like the Laplace mechanism [6], rely
on adding controlled noise. Others, like the exponential mechanism [14] and
posterior sampling [4], sample from a problem-dependent distribution instead.
We will elaborate the construction in the following part.

2.2 Laplace Mechanism via Global Sensitivity

Apart from the definition of differential privacy, Dwork et al. [6] also claimed that
differential privacy can be achieved by adding random noise with distribution
like Laplace. A random variable has a Laplace(μ, b) distribution if its probability
density function is:

f(x |μ, b) =
1
2b

exp(−|x − μ|
b

) (2)

μ and b are the location parameter and scale parameter, respectively. For the
sake of simplicity, we set μ = 0, so the distribution can be regarded as the
symmetric exponential distribution with the standard deviation of

√
2b.

To add noise with Laplace distribution, b is set to Δf/ε and the generation
of noise is referred as:

laplace(Δf/ε) (3)

here, Δf is global sensitivity, the definition is given next. ε is privacy parameter
which used to leverage the privacy. As we can see from the equation, the added
noise is proportional to Δf , and is inversely proportional to ε.

Definition 2 (Global Sensitivity [5]). For f : D → Rd, the Lk-sensitivity of f is

Δf = maxD1,D2 ||f(D1) − f(D2)||k (4)

for all D1,D2 differing in at most one element and || · ||k denotes the Lk-norm.
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3 Privacy Preserving Collaborative Web Service
Prediction

3.1 System Model

As we have discussed in introduction, [23] has testified that randomized pertur-
bation is not safe as it can be inferred by the technique of clustering, but the
system model proposed by [28] is mature and suitable for many scenarios, so we
adopt and adapt this model here. Specifically, each user disguises her observed
QoS values of the services she has invoked and collected locally, and then sends
to the server, the owner of all disguised QoS values. It’s safe to upload QoS
values since the server cannot derive any sensitive information about individual
with disguised data. However, the data disguising scheme should still be able to
allow the server to conduct collaborative filtering (either neighborhood-based or
model-based) from the disguised data. Based on the predicted QoS values, the
server can run a variety of applications such as QoS-based selection, composition
and recommendation (Fig. 1).

USER1 USER2 USERn

- - - - - - -
Data Disguising

SERVER

QoS Database

QoS Prediction
(e.g. UIPCC, MF)

Web Service
(e.g. selection, composition, 

top-k recommendation)

Disguised Data

Original Data

Fig. 1. Privacy preserving collaborative QoS prediction

Data disguising is the key component of privacy preserving collaborative web
service QoS prediction. The basic idea of data disguising is to perturb the raw
data with randomness in such properties: (a) randomness should be able to
guarantee no sensitive information (such as each individual user’s QoS value)
can be deduced from perturbed data; (b) though information of individual is
limited, the aggregate information of these users can still be evaluated with
decent accuracy when the number of users is significantly large. Such property
is useful for computations that are based on aggregate information. For those
computation, we can still generate meaningful outcome without knowing the
exact values of individual data items because the needed aggregate information
can be estimated from the perturbed data.
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Another focus of our method is the trade-off between accuracy and privacy.
The more the number of randomness, the bigger the gap between disguised
data and original data, which presents a higher level of privacy. Oppositely, the
less the randomness number, the more obvious the data characteristics. For the
computation based on context, this means a more accurate outcome. It has been
an open problem to deal with the trade-off between the accuracy and privacy.
In this paper, the privacy is parameterized by ε and given by each user. By
taking advantages of differential privacy, the randomness number added in the
observed QoS values is the least which preserves a decent accuracy with respect
to a specific privacy.

3.2 Privacy Preserving Collaborative Web Service QoS Prediction

Collaborative filtering (CF) is a mature technique adopted by most modern rec-
ommender systems. In this section, we adopt two representative CF approaches:
Neighborhood-based Collaborative Filtering and Model-based Collaborative Fil-
tering. We will show how to integrate differential privacy into two representative
CF approaches for Web services QoS prediction. More details about these two
methods can be found in [16,24].

Differential Privacy Based Data Disguising. We begin with the data dis-
guising. We use rui to denote a QoS value collected by user u for web service
i, ru for the entire vector of QoS values evaluated by user u, and similarly, Iui
and Iu denote the binary elements and vectors indicating the presence of QoS
values respectively. cu = |Iu| is the number of QoS values evaluated by user u. In
our exposition, differential privacy is the key technique used for data disguising.
Laplace mechanism [6] obtains ε-differential privacy by adding noise of Laplace
distribution.

Definition 3 (Laplace Mechanism [5]). Given a function g: D → Rd, the fol-
lowing computation maintains ε-differential privacy:

X = g(x) + Laplace(Δf/ε) (5)

We distinguish between disguised data and original data with upper case
and lower case, respectively. ε is privacy parameter used to leverage the privacy
and smaller ε provides a stronger privacy guarantee. Δf is global sensitivity, the
definition is given forehead. Here, we compute Δf with L1-norm:

Δf = maxD1,D2 ||g(D1) − g(D2)||1 (6)

For simpleness, ε-differential privacy of each user u is achieved by the follow-
ing equation:

Rui = rui + Laplace(Δf/ε) (7)

where, Δf is defined as the maximum difference between QoS values, which is:

Δf = max(rui − ruj) (8)
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After disguising, all user sends disguised QoS values Ru to server, sensitive
information about original data rui is preserved by randomness. However, the
aggregate information of users can still be estimated. Thus, QoS prediction can
be performed with direct access to Rui independently.

Collaborative Web Service QoS Prediction. Next, we will show how to
extend the two representative collaborative filtering approaches to perform our
differential privacy based QoS prediction based on disguised data.

(1) Neighbourhood-Based Collaborative Filtering

Here, we divide all process into three parts: z-score normalization, data disguising
and QoS prediction.

Step 1: to eliminate the difference between user data and facilitate better
accuracy, the user needs to perform z-score normalization on the observed QoS
data. Z-score normalization is performed on the QoS value with the following
equation:

qui = (rui − ru)/ωu (9)

where ru is the mean and ωu is the standard deviation of QoS vector ru. After
the normalization, QoS data have a zero mean and unit variance.

Step 2: user perform disguising on the normalized QoS value by:

Qui = qui + Laplace(Δf/ε) (10)

where, ε, the privacy parameter, is set by user u. Δf is defined according to the
distribution of QoS value, which is: Δf = max(rui − ruj). After disguising, the
user sends their own disguised values Qu to server, sensitive information about
original data qui is preserved by randomness. Nevertheless, the aggregate infor-
mation of users can still be estimated. Thus, QoS prediction can be performed
with direct access to Qui.

During the process of QoS prediction, two types of similarity are calculated
in order to improve prediction accuracy: user similarity and service similarity.
In particular, the similarity between two users u and v are calculated based on
the services they have commonly invoked using the following equations:

Sim(u, v) =

∑
si∈S(ru,i − r̄u)(rv,i − r̄v)

√∑
si∈S(ru,i − r̄u)2

∑
si∈S(rv,i − r̄v)2

, (11)

where S = Su

⋂
Sv is the set of services that user u and user v have commonly

invoked, ru,i is the QoS value of service i observed by user u, r̄u is the average
QoS value of all services observed by user u.

However, due to the disguising of QoS values, at server side we only have the
disguised QoS value Qui, rather than true value qui. Therefore, we consider to
employ Qui to approximately compute the similarity value as follows.
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According to the z-normalization, ωu =
√∑

si∈S(ru,i − r̄u)2/cu, and by sub-
stituting this formula into computation, the similarity can be calculated as

Sim(u, v) =

∑
si∈S(ru,i − r̄u)(rv,i − r̄v)

ωuωv
√

cucv
, (12)

also, we observe that during the z-normalization, qui = (rui − ru)/ωu. Then, it
is easy to get that

Sim(u, v) =

∑
si∈S qu,iqv,i√

cucv
, (13)

Next, we will prove that though with data disguising, the scalar product
property between two vectors remains the same. To make it clear, we denote the
two vectors as a = (a1, a2, · · · , an) and b = (b1, b2, · · · , bn) respectively. After
disguising, the two vectors are A = (A1, A2, · · · , An) and B = (B1, B2, · · · , Bn).
We have

AB =
∑n

i=1
AiBi

=
∑n

i=1
(ai + Laplace(Δfa/εa))(bi + Laplace(Δfb/εb))

=
∑n

i=1
(aibi + Laplace(Δfa/εa)Laplace(Δfb/εb))

+
∑n

i=1
(aiLaplace(Δfb/εb) + biLaplace(Δfa/εa))

because ai and Laplace(Δfb/εb) are independent vectors and Laplace(Δfb/εb) is
symmetric exponential distribution with μ = 0, we have

∑
aiLaplace(Δfb/εb) ≈

0. Likewise, we have
∑

biLaplace(Δfa/εa) ≈ 0and
∑

Laplace(Δfa/εa)Laplace(Δfb/εb) ≈ 0.

(14)
Hence, we derive the following equation:

AB ≈
∑

aibi = ab. (15)

Furthermore, we can get

Sim(u, v) ≈
∑

si∈S Qu,iQv,i√
cucv

. (16)

Note that Sim(u, v) is ranging from [−1, 1], and a larger value indicates that
two users (or services) are more similar [24].

Based on the above similarity values, the QoS value of service i observed
by user u can be predicted directly. We make use of the similar users to user u
through the following equation:

q′
u,i = Q̄u +

∑

v∈User

Sim(u, v)(qv,i − q̄v)∑
v∈User Sim(u, v)

, (17)
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Like the user based QoS prediction, the item based QoS prediction can be
computed the same, or as proved in [24], these two ways can be combined
together to improve the accuracy of QoS prediction. Due to the limit of space,
we omit the description of these approaches here.

(2) Model-Based Collaborative Filtering

Matrix factorization (MF) [25] is a typical solution of model based collaborative
filtering which improves the accuracy of prediction effectively by studying latent
factor models.

Suppose that the observed QoS values of n users and m services are in a
sparse matrix denoted by Qn∗m where each element qij reflects a QoS value
of user i for service j. With the input of Qn∗m, MF aims to factorize the user-
services matrix Qn∗m into two latent matrices of a lower dimension d: user-factor
matrix Un∗d and service-factor matrix Vm∗d. Then, vacant elements in Qn∗m can
be approximated as the product of U and V , i.e., unknown QoS value q′

ij is
evaluated by q′

ij = Ui · V T
j .

MF is often transformed into an optimization problem, and the local optimal
solution is obtained by iteration. The objective function (or loss function) of MF
is defined as:

minU,V

∑

qij∈Q

[(qij − UiV
T
j )2 + λ(||Ui||2 + ||Vj ||2)] (18)

The first part is the squared difference between the existing QoS matrix and
the predicted one, but only for elements that have evaluated by users. The latter
part is the regularization term, added to deal with overfitting induced by the
sparsity of input. By dealing with this optimization, we get user-factor matrix
Un∗d and service-factor matrix Vm∗d eventually.

Alternative least squares (ALS) and stochastic gradient descent (SGD) are
two commonly used methods for solving this optimization problem. We take
SGD as our solution since ALS is more difficult which requires the computation
of inverse matrix. Iterative equations of SGD are as follows:

Ui ← Ui + γ((qij − UiV
T
j )Vj − λ′Ui) (19)

Vj ← Vj + γ((qij − UiV
T
j )Ui − λ′Vj) (20)

γ is the learning rate, λ′ is the regularization coefficient. The selection of both
parameters affects the result significantly. When the value of γ is big, it results in
divergence and the results cannot get into convergence. To get a convergence, we
set γ to a small value, 0.001 by experience, though it requires a longer training
time. And λ′ is set to 0.01 which is also selected by experience.

In the first iteration, U and V are set randomly. But a better selection can
help to accelerate the computation effectively. Hence, we initialise U and V near
the average of all QoS value that have been observed. The iteration will terminate
when the objective function value is less than a certain threshold.
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4 Experiments

In this section, we conduct three series of experiments on a real data set to
evaluate our privacy-preserving QoS prediction framework.

4.1 Experimental Setup

We first note that a real Web services QoS dataset is introduced in [26,27], which
includes QoS values of 5,825 real-world Web services observed by 339 users. This
dataset is quite useful when studying the accuracy of QoS prediction. According
to the dataset, we focus on two representative QoS attributes: response time (RT)
and throughout (TP). Table 1 describes the statistics of the dataset, AVE and
STD is the average and standard deviation of data respectively, density means
the ratio of observed data to all data. More details of the dataset can be found
in [26,27]. During the presentation of our experiment, we set the performance
of RT in the left and TP in the right.

We use cross validation to train and evaluate the QoS prediction. The dataset
here is collected motivated and complete, but in practice, for limited time and
resource, a user usually invokes only a handful of services, and the density of
data is under 10% generally. To simulate such sparsity in our experiment, we
randomly remove entries from the full dataset and only keep a small density of
historical QoS values as our training set. And the removed data is treated as
testing set for accuracy evaluation.

Then, we perform algorithms of QoS prediction on training set and evaluate
the prediction on testing set. Four algorithms are implemented and evaluated
here. UIPCC which is proposed in [24] is a representative implementation of
neighbourhood-based collaborative filtering and MF introduced in [25] is an
implementation of model-based collaborative filtering. LUIPCC and LMF are
two methods intergrading with differential privacy which is achieved by Laplace
mechanism.

To quantize the accuracy of QoS prediction, we employ Root Mean Square
Error (RMSE) as the metric which has been widely used in related work (e.g.,
[2,13]):

RMSE =

√∑
R(qui − q′

ui)2

|R| (21)

R consists of all value needed to be predicted in training set and |R| is the
number of set R. q′

ui is the predicted value of set R and qui is the corresponding
value in testing set. Generally, a smaller RMSE indicates a better prediction.

Table 1. Statistic of datasets

QoS # User # Service AVE STD Density

RT (s) 339 5825 0.90 1.973 94.8%

TP (kpbs) 339 5825 47.56 110.797 92.7%
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Noted that, the default setting of parameters follows Table 2. We choose
parameters of UIPCC and MF by experiences of [24,25]. Generally, ε is set to
0.5 by default which can preserve sufficient privacy.

Table 2. Parameter setting

UIPCC k = 20 λ = 0.1 -

MF d=20 γ = 0.001 λ′ = 0.01

Laplace ε = 0.5 - -

4.2 Privacy vs Accuracy

Figure 2 is the comparison corresponding to RT and TP between our differential
privacy based QoS prediction and original approaches under varying privacy. By
introducing differential privacy into QoS prediction, users can achieve privacy.
But for users who adopt our approaches, they do need to consider the trade-
off between privacy and accuracy. On one hand, a user can attain high level
privacy by adding more Laplace noises which definitely decreases the utility of
data. On the other extremal hand, a user can get a 100% accuracy without
adding any Laplace noises. To study the performance of changing accuracy, we
perform algorithms of QoS prediction on testing set and evaluate the prediction
on testing set. The privacy parameter, ε, changes from 0.5 to 4 stepped by 0.5.
We can observe that both LUIPCC and LMF decrease in RMSE when ε gets
larger. A larger ε means a looser privacy constraints and the utility of data is
less limited, thus user can get a better accuracy. It is also noticeable that when
ε gets larger, e.g., larger than 2.0 in Fig. 2, our privacy-preserving approaches,
both LUIPCC and LMF, can acquire almost the same or even more accuracy
than UIPCC. Especially, when ε is as large as 4, the prediction accuracy of
LMF is much better than the baseline UIPCC. Additionally, we find that MF
outperforms UIPCC. This suggests the superior effectiveness of model-based
approaches in capturing the latent structure of the QoS data, which conforms
to the results reported in [25].

Another fact which requires our attention is that though a recent work [28]
claims a better performance than both original algorithms, UIPCC and MF,
the randomness added to prevent the information leakage is not large enough,
adversaries can accurately infer users’ privacy data with the application of the
clustering [23].

To sum up, our differential privacy based algorithms can provide a privacy
preserving QoS prediction with a parameterized privacy. And the results show
that recommendation on our disguised user data is very close to that on user’s
private data under a loose constraint.
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Fig. 3. Influence of services

4.3 Influence of Data Size

To evaluate the influence of data size, we design the experiments by changing
the number of services and users respectively. In Fig. 3, the number of users is set
to 339 and the number of service is varying from 1000 to 5000 with a step 1000,
where the service is selected randomly from the original dataset. And the other
parameters of the experiment are set as Table 2. We do the same experiment
setting in Fig. 4 which contains 5825 services.

It is straightforward that both the number of services and the number of
users have a positive influence on the accuracy of algorithms which means that
the more the data is given, the better the prediction can be. In other words,
with more data, we can provide a better accuracy.

Another finding is that though the accuracy differs significantly between
different data size, the trend of original algorithms and our differential privacy
based algorithms are the same, such as the trend of UIPCC and LUIPCC or the
trend of MF and LMF. It infers an dramatically advantage of differential privacy
that the noise needed for data disguising is independent of data size, so users can
achieve a high level of privacy protection by adding a very small amount of noise.
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4.4 Influence of Density

In addition to data size, density denoted as θ is also a subject to the performance
of algorithms. Figure 5 presents the results of the accuracy comparison under
different density. Though the influence of density on original algorithms is not
obvious, it does have an significant influence of our differential based algorithms.
The dataset with a higher density performs better. This result implies that the
density is also a crucial factor for determining the performance of our differential
privacy based approaches. More importantly, we can observe that when the
number of services gets larger, the gap between traditional approaches and our
differential privacy based approaches gets smaller. More precisely, in Fig. 5, when
the density is set to 5, the gap between LUIPCC and UIPCC is 5. However, when
the density increased to 30, the gap between LUIPCC and UIPCC decreases to
1. So, users are suggested to use the dataset with a higher density to preserves
a closer prediction to original results.
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5 Conclusion

To the best of our knowledge, this is the first piece of work that introduces differ-
ential privacy into a collaborative web services QoS prediction framework. Dif-
ferential privacy gives a rigorous and quantitative definition on privacy leakage
under very strict constraints. Based on the idea of differential privacy, users can
get privacy protection at utmost with ensuring the availability of data. Empiri-
cal results show that our framework provides a secure and accurate collaborative
Web services QoS prediction.
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Abstract. High-utility sequential pattern mining is an emerging topic
in recent decades and most algorithms were designed to identify the
complete set of high-utility sequential patterns under the single mini-
mum utility threshold. In this paper, we first propose a novel framework
called high-utility sequential pattern mining with multiple minimum util-
ity thresholds to mine high-utility sequential patterns. A high-utility
sequential pattern with multiple minimum utility thresholds algorithm,
a lexicographic sequence (LS)-tree, and the utility-linked (UL)-list struc-
ture are respectively designed to efficiently mine the high-utility sequen-
tial patterns (HUSPs). Three pruning strategies are then introduced to
lower the upper-bound values of the candidate sequences, and reduce the
search space by early pruning the unpromising candidates. Substantial
experiments on real-life datasets show that our proposed algorithms can
effectively and efficiently mine the complete set of HUSPs with multiple
minimum utility thresholds.

Keywords: Data mining · Sequence · High-utility sequential pattern ·
Multiple thresholds

1 Introduction

Sequential pattern mining (SPM) [1–4] has been emerging as an interesting and
critical topic in recent years. The main target of SPM is to discover the set of
frequent sequences measured by a user-specified minimum support threshold.
This process may, however, not be informative for decision makers since they
cannot discover the patterns with high profit or having great impact. To address
this issue, high-utility itemset mining (HUIM) has been introduced [5,6] to con-
sider both the quantity and the unit of profit of itemsets to mine the high-utility
itemsets (HUIs). Considering the ordered sequences in real-life situations, high-
utility sequential pattern mining (HUSPM) [7–10] was introduced for mining
more informative sequential patterns. However, HUSPM meets an important
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limitation since it necessitates to measure all patterns with a single minimum
utility threshold for finding the complete set of high-utility sequential patterns
(HUSPs). Utilizing a single threshold for all itemsets or sequences in databases
means that they are treated as the same importance, which is not convincing in
real-world situations.

In this paper, we first design a new framework called high-utility sequential
pattern mining with multiple minimum utility thresholds for mining the set of
HUSPs. It allows to set different thresholds for items instead of a single minimum
utility threshold and avoid the “rare item” problem [11]. Besides, a lexicographic-
sequence (LS)-tree is introduced as the search space to mine the complete set of
HUSPs. A novel compressed utility-linked (UL)-list structure is further designed
to store the information of patterns. Three pruning strategies are then developed
to reduce the search space and improve mining performance of the designed
algorithm, which can be observed in the experiments.

2 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , im} be a finite set of distinct items. A quantitative itemset,
denoted as v = [(i1, q1)(i2, q2) . . . (ic, qc)], is a subset of I and each item in the
quantitative itemset is associated with a quantity (internal utility). An itemset,
denoted as w = [i1, i2, . . . , ic], is a subset of I without quantities. A quantita-
tive sequence is an ordered list of one or more quantitative itemsets, which is
denoted as s =< v1, v2, . . . , vd >. A sequence is an ordered list of one or more
itemsets without quantities, which is denoted as t =< w1, w2, . . . , wd >. For
convenience, we use “q-” as the abbreviation of “quantitative”. Thus, the “q-
sequence” indicates the sequences with quantities, and “sequence” indicates the
sequences without quantities, which can be also defined for the “q-itemset”. For
example, <[(a, 2) (b, 1)], [(c, 3)]> is a q-sequence while <[ab], [c]> is a sequence.
[(a, 2) (b, 1)] is a q-itemset and [ab] is an itemset. A quantitative sequential
database is a set of transactions D = {S1, S2, . . . , Sn}, where each transaction
Sq ∈ D is a q-sequence, and has a unique identifier q, named its SID. In addi-
tion, each item in D is associated with a profit (external utility), and denoted
as pr(ij).

Table 1. A quantitative sequential database

SID Q-sequence

S1 <[(a:2)(c:3)], [(a:3)(b:1)(c:2)], [(a:4)(b:5)(d :4)], [(e:3)]>

S2 <[(a:1)(e:3)], [(a:5)(b:3)(d :2)], [(b:2)(c:1)(d :4)(e:3)]>

S3 <[(e:2)], [(c:2)(d :3)], [(a:3)(e:3)], [(b:4)(d :5)]>

S4 <[(b:2)(c:3)], [(a:5)(e:1)], [(b:4)(d :3)(e:5)]>

S5 <[(a:4)(c:3)], [(a:2)(b:5)(c:2)(d :4)(e:3)]>

S6 <[(f :4)], [(a:5)(b:3)], [(a:3)(d :4)]>
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A running example of the quantitative sequential database is shown in
Table 1, which consists of 6 transactions and 6 items. The external utility of
each item is defined in profit-table as: {pr(a):5, pr(b):3, pr(c):4, pr(d):2, pr(e):1,
pr(f):6}. From the given example, it can be seen that [(a:2)(c:3)] is the first
q-itemset in a transaction S1. The quantity of an item (a) in this q-itemset is 2,
and its utility is calculated as (2 × 5)(= 10).

Definition 1. The minimum utility threshold of an item (ij) in a quantitative
sequential database D is denoted as mu(ij), and the multiple minimum utility
threshold table (denoted as MMU-table) consists of the minimum utility threshold
of each item in D, which can be defined as:

MMU-table = {mu(i1),mu(i2), . . . ,mu(im)}. (1)

In Table 1, we assume that the MMU-table is defined as MMU-table
= {mu(a),mu(b),mu(c),mu(d),mu(e),mu(f)} = {500, 500, 500, 200, 500, 70}.

Definition 2. The minimum utility threshold of a sequence t is denoted as
MIU(t), which is the least mu value among the items in t and defined as:

MIU(t) = min{mu(ij) | ij ∈ t}. (2)

In Table 1, MIU (<[a]>) =min{mu(a)} = 500, and MIU (<[ad ]>) =min
{mu(a),mu(d)} =min{500, 200} = 200.

Definition 3. The utility of an item (ij) in a q-itemset v is denoted as u(ij , v),
and defined as:

u(ij , v) = q(ij , v) × pr(ij), (3)

where q(ij , v) is the quantity of (ij) in v, and pr(ij) is the profit of (ij).

In Table 1, the utility of an item (c) in the first q-itemset of S1 is calculated
as: u(c, [(a : 2)(c : 3)]) = q(c, [(a : 2)(c : 3)]) × pr(c) (= 3 × 4)(= 12).

Definition 4. The utility of a q-itemset v is denoted as u(v) and defined as:

u(v) =
∑

ij∈v

u(ij , v). (4)

In Table 1, u([(a:2)(c:3)]) = u(a, [(a:2)(c:3)]) + u(c , [(a:2)(c:3)]) (= 2 × 5 +
3 × 4)(= 22).

Definition 5. The utility of a q-sequence s =<v1, v2, . . . , vd> is denoted as
u(s) and defined as:

u(s) =
∑

v∈s

u(v). (5)

InTable 1,u(S1) = u([(a : 2)(c : 3)])+u([(a : 3)(b : 1)(c : 2)])+u([(a : 4)(b : 5)
(d : 4)]) + u([(e : 3)])(= 22 + 26 + 43 + 3)(= 94).
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Definition 6. The utility of a quantitative sequential database D is denoted as
u(D) and defined as:

u(D) =
∑

s∈D

u(s). (6)

In Table 1, u(D) = u(S1) + u(S2) + u(S3) + u(S4) + u(S5) + u(S6)(= 94 +
67 + 56 + 67 + 76 + 81)(= 441).

Definition 7. Given a q-sequence s = <v1, v2, . . . , vd> and a sequence t =<
w1, w2, . . . , wd′>, iff d = d′ and the items in vk are the same as the items in wk

for 1 ≤ k ≤ d, t matches s, which is denoted as t ∼ s.

In Table 1, <[ac], [abc], [abd ], [e]> matches S1. However, the target sequence
may have multiple matches in a q-sequence. For example, <[a],[b]> has three
matches as <[a:2],[b:1]>, <[a:2],[b:5]> and <[a:3],[b:5]> in S1. This feature
brings more challenges to the designed framework.

Definition 8. Given two itemsets w and w′, w is said to be contained in w′ as
w ⊆ w′ iff w is a subset of w′. Given two q-itemsets v and v′, v is said to be
contained in v′ as v ⊆ v′ iff for any item in v, there exists the same item having
the same quantity in v′.

In Table 1, an itemset [ac] is contained in the itemset [abc]. The q-
itemset [(a:2)(c:3)] is contained in [(a:2)(b:1)(c:3)], but is not contained in
[(a:2)(b:3)(c:1)].

Definition 9. Given two sequences t = <w1, . . . , wd> and t′ =<w′
1, . . . , w

′
d′>, t

is said to be contained in t′ as t ⊆ t’ iff there exists an integer sequence 1 ≤
k1 ≤ k2 ≤ · · · ≤ d′ such that wj ⊆ w′

kj
for 1 ≤ j ≤ d. Given two q-sequences

s =<v1, . . . , vd> and s′ =<v′
1, . . . , v

′
d′>, s is said to be contained in s′ as s ⊆ s′

iff there exists an integer sequence 1 ≤ k1 ≤ k2 ≤ · · · ≤ d′ such that vj ⊆ v′
kj

for
1 ≤ j ≤ d. For convenience, we use t ⊆ s to indicate that t ∼ sk ∧ sk ⊆ s.

In Table 1, <[(a:2)],[(e:3)]> and <[(a:4)],[(e:3)]> are contained in S1, but
<[(a:1)],[e:3]> and <[(a:4)],[(e:4)]> are not contained in S1.

Definition 10. The utility of a sequence t in a q-sequence s is denoted as u(t, s)
and defined as:

u(t, s) = max{u(sk) | t ∼ sk ∧ sk ⊆ s}. (7)

In Table 1, u(<[a],[b]>, S1) = max{u(<[a:2],[b:1]>), u(<[a:2],[b:5]>),
u(<[a:3],[b:5]>)} = max{13, 25, 30} = 30. From this example, it shows that
a sequence has multiple utility values in a q-sequence, which is much different
from traditional SPM and HUIM.

Definition 11. The utility of a sequence t in a quantitative sequential database
D is denoted as u(t) and defined as:

u(t) =
∑

s∈D

{u(t, s) | t ⊆ s}. (8)
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In Table 1, u(<[a],[b]>) = u(<[a],[b]>, S1) + u(<[a],[b]>, S2) + u(<[a],[b]>,
S3) + u(<[a],[b]>, S4) + u(<[a],[b]>, S5) (= 30 + 31 + 27 + 37 + 35)(= 160).

Definition 12 (High-Utility Sequential Pattern, HUSP). A sequence t in
a quantitative sequential database D is defined as a high-utility sequential pattern
(HUSP) iff its utility is no less than the minimum threshold of t as:

HUSP ← {t |u(t) ≥ MIU(t)}. (9)

In Table 1, u(<[a],[b]>)(= 160) and MIU (<[a],[b]>)(= 500); <[a],[b]> is not
a HUSP since u(<[a],[b]>)(= 160) < MIU (<[a],[b]>) (= 500).

Problem Statement: Given a quantitative sequential database and a MMU-
table, the problem of high-utility sequential pattern mining with multiple min-
imum utility thresholds is to discover the complete set of HUSPs whose utility
values are no less than their MIU values.

3 Proposed Framework

Based on the above concepts, a baseline high-utility sequential pattern algo-
rithm with multiple minimum utility thresholds is first designed. The proposed
algorithm first scans the database to find the 1-sequences for building the lex-
icographic sequence (LS)-tree. For each node in the LS-tree, a corresponding
projected database is built and consisting of the utility-linked (UL)-lists trans-
formed from the transactions in the original database, which is used to calculate
the actual utilities and upper-bound values of the generated candidates. Each
UL-list can be used to represent each transaction (q-sequence). To generate the
child nodes (supersets) of the node in the LS-tree, the I-Concatenation and S-
Concatenation operations are used to combine the candidate HUSPs with items,
forming new candidate HUSPs. Each new candidate HUSP (child node) will be
evaluated to determine whether it is an actual HUSP and whether the algorithm
should explore its supersets (child nodes). The above processes are recursive per-
formed until no candidates are required to be determined. After that, the set of
HUSPs are then returned.

3.1 Lexicographic Sequence (LS)-tree

In the designed algorithm, a lexicographic sequence (LS)-tree is built to ensure
the completeness and correctness for mining the HUSPs. The database is
first scanned to find the satisfied 1-sequences against their PMIU value (which
will be described below). The LS-tree is then built from 1-sequences by adopt-
ing a depth-first search strategy. The child nodes the are combination results
of I -Concatenation or S -Concatenation of the parent node. Figure 1 shows a
LS-tree built from the running example of Table 1. In Fig. 1, a circle represents
an I -Concatenation sequence while the square represents a S -Concatenation
sequence. Notice that nodes in the LS-tree represent the candidates (search
space) of the HUSPs.
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Fig. 1. A lexicographic sequence (LS)-tree

3.2 Utility-Linked (UL)-List Structure

In the designed algorithm, the utility and upper-bound values of candidates
are calculated from each transaction. This process has the problem of multiple
matches, and requires more computations. To handle this situation, we introduce
a novel compact utility-linked (UL)-list structure to store the utility information
of each transaction. This structure efficiently helps generate the utility of the I -
Concatenation and S -Concatenation sequences for later mining process. The
UL-list structure of S1 is shown in Table 2.

Table 2. The utility-linked (UL)-list structure of S1

U&P information <[(a, 10, 84, 3)(c, 12, 72, 5)], [(a, 15, 57, 6)(b, 3, 54, 7) (c,
8, 46, -)], [(a, 20, 26, -)(b, 15, 11, -)(d, 8, 3, -)], [e, 3, 0, -]>

Header table (a, 1) (b, 4) (c, 2) (d, 8) (e, 9)

For the header table in the UL-list structure, it represents the set of distinct
items with their first occurrence positions in the transformed transaction. In
Table 2, the distinct items of S1 are (a), (b), (c), (d), and (e) and their first
occurrence positions in S1 are respectively 1, 4, 2, 8 and 9. For the U&P (utility
and position) information, each element respectively represents the (1) item
name, the (2) utility of the item, the (3) remaining utility of the item,
and the (4) next position of the item. In Table 2, the utility of the item (a)
in the first element is calculated as 10 in S1; the total utility except the item (a)
in S1 (named as remaining utility) is calculated as 84, and the next position of
the item (a) in S1 is found as 3. The utility and the remaining utility of item
can be used to calculate the utility values and the upper-bound values of pat-
terns respectively. The next position of item will be used for concatenation and
selecting the maximal utility values (based on Definition 10) and the maximal
upper-bound values of patterns. For each node in the LS-tree, transactions con-
taining this node (sequence) are transformed into a utility-linked (UL)-list and
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attached to the projected database of this node. The utilities and upper-bound
values of the candidates can be easily calculated from the projected database
based on the UL-list structure.

3.3 Concatenations

In the designed algorithm, two operations such as I -Concatenation and S -
Concatenation are used to generate the child nodes (supersets) of the processed
nodes.

Definition 13. Given a sequence t and an item ij , the I-Concatenation of t
with ij is to append ij to the last itemset of t, denoted as <t⊕ij>I−Concatenation;
the S-Concatenation of t with ij is to add ij as a new itemset to the last of t,
denoted as <t ⊕ ij>S−Concatenation.

For example, given a sequence t =< [a], [b]> and a new item (c), we can
obtain that <t ⊕ c>I−Concatenation =<[a], [bc]> and <t ⊕ c>S−Concatenation =
<[a], [b], [c]>. Based on those two operations, the candidates can be thus easily
formed in the search space for mining the HUSPs.

As mentioned before, the UL-list structure can be used to find the utilities
and the upper-bound values of the candidates for deriving HUSPs. A sequence
may, however, find the multiple matches in a q-sequence, which makes a sequence
have multiple utilities in a q-sequence. Thus, it necessitates to find the posi-
tions of the matches to calculate the utilities and the upper-bound values of
the processed node (sequence). For convenience, the position of the last item
within each match is defined as the concatenation point, and the first con-
catenation point is named as start point. For example in Table 1, assume a
sequence t = <[a],[b]>, it has three matches in S1 as <[a:2],[b:1]>, <[a:2],[b:5]>
and <[a:3],[b:5]>. The concatenation points of t in S1 respectively are 4, 7 and
7, and the start point is 4. The candidate items for I-Concatenation are the
items appearing in the same itemsets where concatenation points appear. In
the above example, the candidate items for I-Concatenation are {(c:2),(d :4)}.
The items in the itemsets after the start point are the candidate items for
S -Concatenation. In the above example, the start point (= 4) appears in the
second itemset. Hence, the items after the second itemset are candidate items
for S-Concatenation, which are {(a:4),(b:5),(d :4),(e:3)}. Besides, to discover the
complete set of HUSPs, the designed algorithm enumerates all candidates by
two concatenations in lexicographic-ascending order.

3.4 Proposed Algorithm

Since the downward closure property does not hold in the problem of high-
utility sequential pattern mining with multiple minimum utility thresholds, new
downward closure property is required to reduce the search space for mining the
HUSPs. Details are described below.
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Definition 14. Given two q-sequences s and s′, if s ⊆ s′, the extension of s in
s′ is the rest of s′ after s, which can be denoted as <s′ −s>rest. Given a sequence
t and a q-sequence s, if t ⊆ s, the extension of t in s is the rest of s after sk,
which can be denoted as <s − t>rest, where sk is the first match of t in s.

For example, given two q-sequences s =<[a:2],[b:5]> and S1 in Table 1, the
extension of s in S1 is <S1 − s>rest =<[(d : 4)], [(e : 3)]>. Given a sequence t =
<[a], [b]>, there exists three matches of t in S1, and the first one is <[a:2],[b:1]>.
Thus, <S1 − t>rest =<[(c : 2)], [(a : 4)(b : 5)(d : 4)], [(e : 3)]>.

Definition 15. The extension items of a sequence t in a quantitative sequential
database D is denoted as I(t)rest and defined as:

I(t)rest = {ij | ij ∈<s − t>rest ∧ t ⊆ s ∧ s ∈ D}. (10)

In the above example, I (<[a],[b]>)rest = {a, b, c, d, e}.
To speed up mining process and maintain the downward closure property,

a sequence-weighted utilization (SWU) [12] was thus proposed to maintain the
sequence-weighted downward closure (SWDC) property for mining the HUSPs.
Based on the SWDC property, it can ensure that if the SWU of a sequence t is
less than a threshold, the utility of t is less than the threshold; the utilities of the
supersets of t are also less than the threshold. Numerous unpromising candidates
can be pruned. The SWU of a sequence t is still much larger than the actual
utility of t. Thus, the potential utility (PU ) model [12] was also introduced
to estimate the lower upper-bound values of the candidates. However, in the
designed framework, the thresholds for sequences are different; the SWDC and
PU properties cannot be directly applied. To address this issue, we propose the
following theorems to maintain the downward closure property in the proposed
framework.

Definition 16. The potential minimum utility threshold of a sequence t in a
quantitative sequential database D is denoted as PMIU(t) and defined as:

PMIU(t) = min{mu(ij) | ij ∈ t ∨ ij ∈ I(t)rest}. (11)

In Table 1, PMIU (<[a], [b]>) =min{mu(ij) | ij ∈<[a], [b]> ∨ij ∈ {a, b, c,
d, e}} = min{500, 500, 500, 200, 500} = 200.

Theorem 1. Given a sequence t, let UB be the upper-bound of t, if UB <
PMIU(t), then t and the supersets of t cannot be HUSPs.

Proof. Let t′ be a superset of t, we can obtain that {ij | ij ∈ t′} ⊆ {ij | ij ∈
t ∨ ij ∈ I(t)rest} and I(t′)rest ⊆ I(t)rest. Based on the definition of upper-
bound, u(t′) ≤ UB and u(t) ≤ UB. Then, we have u(t′) ≤ UB < PMIU(t) =
min{mu(ij) | ij ∈ t ∨ ij ∈ I(t)rest} ≤ min{mu(ij) | ij ∈ t′ ∨ ij ∈ I(t′)rest} =
PMIU(t′) ≤ min{mu(ij) | ij ∈ t′} = MIU(t′), u(t) ≤ UB < PMIU(t) =
min{mu(ij) | ij ∈ t ∨ ij ∈ I(t)rest} ≤ min{mu(ij) | ij ∈ t} = MIU(t). Thus, we
can obtain that t and t′ cannot be the HUSPs.
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From Theorem 1, it can be seen that if the upper-bound of a sequence t is less
than the PMIU of t, then t and the supersets of t are not HUSPs. The upper-
bound (UB) is the maximal possible utility, which can be either the SWU and
PU of t, and the PMIU is the least minimum utility threshold of the sequence.
With the help of the above theorems, we can ensure that the designed algorithm
maintains the completeness and correctness of the discovered HUSPs. Based
on the proposed framework and the above theorem, the baseline algorithm for
HUSPM with multiple minimum utility thresholds and PGrowth mining app-
roach are respectively introduced in Algorithms 1, 2 and 3.

The PGrowth function uses the depth-first search strategy to enumerate
the possible sequences in our defined alphabetic-ascending order. The enumer-
ated sequences are based on the I-Concatenation and S-Concatenation opera-
tions. After the concatenation operations, new sequences are measured by Judge
function. Details are given in Algorithm3.

Algorithm 1. Proposed algorithm
Input: D, a quantitative sequential database; utable, a utility table containing

the unit profit of each item; MMU-table, a table containing the
minimum utility threshold of each item.

Output: The set of HUSPs.
scan D to: 1). calculate u(s) for each s ∈ D; 2). build the UL-list for each s ∈ D;1

HUSPs ← ∅;2

for each ij ∈ D do3

PD(<ij>)←{the UL-list of s | <ij>⊆ s ∧ s ∈ D};4

calculate SWU (<ij>), u(<ij>), PMIU (<ij>), and MIU (<ij>);5

if SWU(<ij>)≥ PMIU(<ij>) then6

if u(<ij>)≥MIU(<ij>) then7

HUSPs←HUSPs∪<ij>;8

PGrowth(<ij>, PD(<ij>), HUSPs);9

return HUSPs;10

Algorithm 2. PGrowth(prefix, PD(prefix ), HUSPs)
scan PD(prefix) to get CI ; // measured by SWU1

for each ij ∈ CI do2

Judge(<prefix⊕ij>I−Concatenation, PD(prefix), HUSPs);3

scan PD(prefix) to get CS ; // measured by SWU4

for each ij ∈ CS do5

Judge(<prefix⊕ij>S−Concatenation, PD(prefix), HUSPs);6
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Algorithm 3. Judge(prefix’, PD(prefix ), HUSPs)
PD(prefix’ )←{the UL-list of s | prefix’⊆ s ∧ s ∈ PD(prefix)};1

calculate u(prefix’ ), PU (prefix’ ), PMIU (prefix’ ), and MIU (prefix’ );2

if PU(prefix’)≥PMIU(prefix’) then3

if u(prefix’)≥MIU(prefix’) then4

HUSPs←HUSPs∪prefix’ ;5

PGrowth(prefix’, PD(prefix’ ), HUSPs);6

3.5 Designed Pruning Strategies

The designed baseline algorithm can effectively discover the complete set of
HUSPs. However, the search space of the algorithm is still large since the SWU
and PU are the over-estimated upper-bound values, which are both larger than
the actual utility of the pattern. To reduce a large number of candidates, three
strategies are designed to improve the performance of the baseline algorithm.
First, we will introduce a tighter upper-bound for mining HUSPs. Details are
respectively given below.

Definition 17. The maximal extension utility of a sequence t in a q-sequence s
is denoted as MEU(t, s) and defined as:

MEU(t, s) = max{u(sk) + u(< s − sk >rest) | t ∼ sk ∧ sk ⊆ s}. (12)

In Table 1, given a sequence t =<[a], [b]>, t has 3 matches in S2, which are
<[a : 1], [b : 3]>,<[a : 1], [b : 2]> and <[a : 5], [b : 2]>. Thus, u(<S2 − <[a :
1], [b : 3]>>rest) = u(<[(d : 2)], [(b : 2)(c : 1)(d : 4)(e : 3)]>) = 25; we cal also
obtain that u(<S2 − <[a : 1], [b : 2]>>rest) = u(<[(c : 1)(d : 4)(e : 3)]>) = 15
and u(<S2 − < [a : 5], [b : 2]>>rest) = u(< [(c : 1)(d : 4)(e : 3)]>) = 15.
The utilities of 3 matches respectively are 14, 11 and 31. Thus, MEU (<[a], [b]>
, S2) = max{14 + 25, 11 + 15, 31 + 15} = 46.

Definition 18. The maximal extension utility of a sequence t in D is denoted
as MEU(t) and defined as:

MEU(t) =
∑

s∈D

{MEU(t, s) | t ⊆ s}. (13)

In Table 1, given a sequence t = <[a],[b]>, MEU(t) is calculated as (67 +
46 + 37 + 48 + 54) (= 252), which is smaller than PU (t) (= 279).

Theorem 2. Given a quantitative sequential database D, and two sequences t
and t′. If t ⊆ t′, we can obtain that

MEU(t′) ≤ MEU(t). (14)
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Proof. Suppose s is a transaction in D and contains t and t’. Let sq be a q-
sequence satisfying {u(sq)+u(<s−sq>rest)} = MEU(t, s), where t ∼ sq ∧ sq ⊆
s. Let sq′ be a q-sequence satisfying {u(sq′) + u(<s − sq′>rest)} = MEU(t′, s)
where t′ ∼ sq′ ∧ sq′ ⊆ s. Since t ⊆ t′, we can divide t′ into two parts as
the prefix t and the extension e such that t + e = t′. Similarly, the sq′ can
also be divided into two parts as the prefix sq′

t
matching t and the extension

sq′
e

matching e such that sq′
t
+ sq′

e
= sq′ . Thus, MEU(t′, s) = {u(sq′) + u(<

s − sq′ >rest)} = {u(sq′
t
) + u(sq′

e
) + u(< s − sq′ >rest)} ≤ {u(sq′

t
) + u(< s −

sq′
t
>rest)} ≤ {u(sq) + u(< s − sq >rest)} = MEU(t, s). We can thus obtain

that MEU(t′) =
∑

s∈D{MEU(t′, s) | t′ ⊆ s} ≤ ∑
s∈D{MEU(t, s) | t′ ⊆ s} ≤∑

s∈D{MEU(t, s) | t ⊆ s} = MEU(t).

Theorem 2 indicates that if the MEU value of a sequence t is less than the
minimum utility threshold, the MEU values of the supersets of t are less than
the minimum utility threshold.

Theorem 3 (MEU Strategy, MEUS). Given a quantitative sequential data-
base D and a sequence t, we can obtain that

MEU(t) ≤ PU(t) ≤ SWU(t) (15)

Proof. Since u(sk) ≤ max{u(sk) | t ∼ sk ∧ sk ⊆ s} = u(t, s) and u(<s−sk>rest)
≤ u(<s − t>rest), MEU(t, s) = max{u(sk) + u(<s − sk>rest) | t ∼ sk ∧ sk ⊆
s} ≤ u(t, s) + u(<s − t>rest) ≤ u(s). Thus MEU(t) =

∑
s∈D{MEU(t, s) | t ⊆

s} ≤ ∑
s∈D{u(t, s) + u(<s − t>rest) | t ⊆ s} = PU(t) ≤ ∑

s∈D{u(s) | t ⊆ s} =
SWU(t).

Theorem 3 indicates that the MEU model is a tighter upper-bound compared
to the PU and SWU models. With the MEU model, the designed algorithm can
reduce more candidates than that of PU and SWU models. The MEU model
can be used to estimate the utility values of the candidate sequences and the
supersets of candidate sequences. Based on the definition of HUSP and the above
theorems, we can obtain that if the MEU of a sequence t is less than the PMIU
of t, t and the supersets of t will not be considered as the HUSPs.

For a candidate sequence t, amounts of candidate items are still required to
be processed for I-Concatenation and S-Concatenation. To reduce the number of
candidate sequences in advance, we then propose the look ahead strategy (LAS)
to remove the unpromising candidate items.

Theorem 4 (Look Ahead Strategy, LAS). Given a sequence t and a quan-
titative sequential database D, two situations can be considered to generate the
supersets as:

(1) if ij is a I-Concatenation candidate item of t, the maximal utility of
< t ⊕ ij >I−Concatenation is no more than

∑
s∈D{MEU(t, s) | < t ⊕

ij>I−Concatenation⊆ s}.
(2) if ij is a S-Concatenation candidate item of t, the maximal utility of

< t ⊕ ij >S−Concatenation is no more than
∑

s∈D{MEU(t, s) | < t ⊕
ij>S−Concatenation⊆ s}.
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Proof. For (1), let t′ = < t ⊕ ij >I−Concatenation for convenience. From Def-
inition 17 and Theorem 2, we have u(t′) ≤ MEU(t′) and MEU(t′, s) ≤
MEU(t, s). Thus u(t′) ≤ MEU(t′) =

∑
s∈D{MEU(t′, s) | t′ ⊆ s} ≤∑

s∈D{MEU(t, s) | t′ ⊆ s}. In the same way, (2) is true.

Based on the LAS, it can be used to quickly remove the unpromising candi-
date items for I-Concatenation and S-Concatenation of sequence t without cal-
culating the MEU values of <t⊕ij>I−Concatenation and <t⊕ij>S−Concatenation.
Since the upper-bound in LAS can be calculated from the utility linked lists of
t, LAS can remove unpromising candidate items in advance. As a result, the
algorithm reduces the computation cost by exploring a smaller set of candidate
items for concatenation of t.

Theorem 5 (Irrelevant Item Pruning Strategy, IPS). Given a sequence
t and an item ij ∈ I(t)rest, the maximal utility of < t ⊕ ij >I−Concatenation

or < t ⊕ ij >S−Concatenation is no more than
∑

s∈D{MEU(t, s) | < t ⊕
ij>I−Concatenation⊆ s∨ <t ⊕ ij>S−Concatenation⊆ s}.
Proof. For <t ⊕ ij>I−Concatenation, based on Theorem 4, it can be found that∑

s∈D{MEU(t, s) | <t⊕ij>I−Concatenation⊆ s∨ <t⊕ij>S−Concatenation⊆ s} ≥∑
s∈D{MEU(t, s) | <t ⊕ ij>I−Concatenation⊆ s} ≥ u(<t ⊕ ij>I−Concatenation).

For <t ⊕ ij>S−Concatenation, it can be proven in the same way.

With the help of IPS, the remaining utility values of candidate sequences in
each transaction decrease since many irrelevant items can be greatly pruned. As
a result, the MEU values of candidate sequences can be greatly decreased; more
candidates will be removed by the IPS.

4 Experimental Results

For the convenience, the baseline and the baseline algorithm with three pruning
strategies are respectively named as Baseline and Baseline S in the experi-
ments. All the algorithms were implemented in Java and experiments were car-
ried out on a personal computer equipped with an Intel Core2 i7-4790 CPU
and 8 GB of RAM, running the 64-bit Microsoft Windows 7 operating system.
To automatically set different minimum utility thresholds for items, we then
defined that: mu(ij) = max{β × u(ij), LMU}, where LMU is a user-specified
parameter for the least minimum utility threshold, and u(ij) is the utility of
each item ij in the database. The β is a constant factor to adjust the mu values
of items. Four real-life [13] datasets were used in the experiments to evaluate the
performance of our proposed approaches. More details of the used datasets can
be found in [13].

4.1 Runtime

Figure 2 shows the runtime of the compared approaches under a fixed β with
various LMU. From Fig. 2, it can be seen that the Baseline S algorithm outper-
forms the Baseline algorithm. The reason is that the Baseline S algorithm has
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tighter upper-bound to prune the unpromising candidates early than that of the
Baseline algorithm. It can be seen that the runtime of the proposed approaches
increases along with the decrease of LMU. When LMU is set as a low value, the
runtime of the Baseline algorithm sharply increases due to a very large candi-
dates, such as in Fig. 2(b)–(d). Notice that there are no results of the Baseline
algorithm when LMU is set as a very low value, such as in Fig. 2(c) and (d). The
reason is that the large dataset with some long sequences causes a very large
number of candidates. Thus, the designed Baseline approach cannot return the
results within a reasonable time.
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Fig. 2. Runtime under fixed β with various LMU

4.2 Number of Candidates

The number of candidates and the number of actual discovered HUSPs of the
compared approaches under a fixed β with various LMU is evaluated and shown
in Fig. 3. From Fig. 3, it can be seen that the number of candidates of the Base-
line S algorithm is much less than that of the Baseline algorithm. This shows
that the designed pruning strategies can greatly reduce the unpromising candi-
dates for mining the HUSPs, and the requirements of runtime can be greatly
improved. From the results, it also can be seen that the difference of the number
of candidates is more obvious than that of the runtime. This is also reason-
able since it takes computations to apply the pruning strategies for reducing the
number of candidates.
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When the LMU is set lower, it is obvious to see that the Baseline S algorithm
generates much less candidates than that of the Baseline algorithm. Especially,
the Baseline algorithm has no results in Fig. 3(c) and (d). Notice that the number
of candidates sharply decreases in Fig. 3(c). The reason is that there are a large
number of candidates and patterns having similar utility values within a very
small interval in this dataset.

5 Conclusion

In this paper, we propose a novel high-utility sequential pattern mining with
multiple minimum utility thresholds framework for mining HUSPs. Based on the
proposed framework, a baseline approach is first proposed. With the help of the
designed LS-tree, UL-list structure, and the properties of HUSPM, the proposed
algorithm can discover the complete set of HUSPs with multiple minimum utility
thresholds. To improve the performance of the baseline algorithm, three pruning
strategies are then introduced to lower the upper-bound value of the sequences
and reduce the search space to find the HUSPs. Results are then evaluated to
show the effectiveness and efficiency for mining HUSPs in terms of runtime and
number of candidates.
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Abstract. In this paper, we present a web content extraction method
to extract different types of informative web content for news web pages.
A fuzzy sequential pattern mining method, namely FSP, is developed to
gradually discover fuzzy sequential patterns for various types of informa-
tive web content. To avoid the situation that the usage of HTML tags may
be changed with the development of web technology, fuzzy sequential pat-
terns are mined using a stable feature, in particular, the number of tokens
in each line of source code. We have conducted extensive experiments
and good clustering properties for the discovered sequential patterns are
observed. Experimental results demonstrate that the FSP method is effec-
tive compared with state-of-the-art content extraction methods. Besides
main articles of web pages, it can also find other types interesting web
content such as article recommendations and article titles effectively.

Keywords: Content extraction · Fuzzy sequential pattern · Recommen-
dation discovery

1 Introduction

With the increasing usage of the Internet, web pages become one of the most
important information sources. It is required by many applications that the
content of web pages be collected and analyzed appropriately. Most of traditional
web content extraction methods focus on extracting main articles of web pages.
However, besides main articles, there are a number other types of informative
web content. For example, titles of news articles are of special usage and are
usually given additional emphasis in the task of news document analysis. List
of news links on web pages are also useful because it often refers to the news
article recommendations which are needed for studying document relationships.
These informative web content blocks are either grouped with the main article
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as a single continuous unit or are discarded as non-informative content for the
traditional web content extraction approaches. Therefore, it is useful to develop
a web content extraction method which could identify and extract different types
of informative web content from web pages for real usage.

The first contribution of this paper is to tackle the task of extracting various
types of informative web content. A fuzzy sequential pattern mining method is
developed to recognize patterns for different types of informative web content
with a small set of sample web pages. The patterns are then used to identify
informative web content blocks for new coming web pages. The second contribu-
tion of this paper is to use stable features for recognizing patterns of informative
web content. Instead of HTML tags which are normally used to guide the display
format of a web page and changes along with the developing of web technology,
we make use of the information that can be obtained from the content-text of the
web page. When discarding HTML tags, we observe that one useful information
for identifying informative web content is the number of words in each line of
HTML source code, namely, text length. Based on this observation, we make
use of the variance of the text length as a key indicator of the informative web
content. The fuzzy sequential pattern mining method is developed to discover
sequential patterns with different level of fuzziness from web pages.

We have conducted extensive experiments with web pages collected from differ-
ent websites. Experimental results demonstrate that our proposed method is effec-
tive for extracting various types of web content where all web content are discov-
ered with the same process of FSP. The remaining parts of this paper are organized
as follows, Sect. 2 introduces our problem more deeply. The proposed FSP method
is described in detail in Sect. 3. Experimental results are presented in Sect. 4.

2 Problem Definitions

2.1 Problem Description

There are two interesting observations when going through the source code of
each web page. The first observation is that each web block is related to a
segment of source code separated by a number of HTML tags. As a result, a
web page block can be coded with a sequence of number of tokens in each line,
namely text length. The second observation is that web pages from the same
website always maintain similar web structures. In Fig. 1 we select four web
pages from one single website. For each web page, the length for each line of
source code is depicted. It is obvious that the source code of each web page is
composed of a number of common web segments depicted by a set of rectangles
and circles. Web blocks presented by those dash rectangle web segments are all
non-informative structural content in all four web pages, such as navigation bars
and title banners. These web blocks are with the same web codes in all web
pages. Web segments indicated by dash circles are used to code less structural
parts of the web page which are similar but not the same through all web pages.
Form the web display, we found that these part of source codes are all used to
depict article recommendations. Web segments indicated by regular rectangles
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Fig. 1. Sequential text length of source code for four pages from the same web site.

are all used to code main articles of the web page which are nonstructural and
are far different for different web pages. Therefore, we can encode web segments
by fuzzy sequential patterns of text length. The more structural a web block,
the more precise the pattern is. For less structural web blocks, fuzzy patterns
can be used to mark the blocks.

2.2 Definitions

Definition 1 (Item). Given a single line of a web page source code, let
[lmin, lmax] be the length range of the line, where lmin is used to indicate the
minimal number of tokens in a line and lmax is used to indicate the maximal
number of tokens in a line. An item ι is denoted by the length range [lmin, lmax]
of the source line.

Definition 2 (Sequential Item). Let I = {ι1, ι2, . . . , ιn} be a set of items. A
sequential item s is an ordered list of item denoted as 〈ιo1, ιo2, . . . , ιon〉 where
ιoi ∈ I for 1 ≤ i ≤ n.

Definition 3 (Fuzzy Sequential Item). Let s be a sequential item. A fuzzy
sequential item ε is defined as s together with the ordered list of fuzzy factors for
each item in s, denoted as (〈ι1, ι2, . . . , ιn〉, 〈f1, f2, . . . , fn〉) where fi is the fuzzy
factor for item ιi respectively.

Definition 4 (Fuzzy Identical). Let ε1 = (〈ι11, ι12, . . . , ι1n〉, 〈f11, f12,
. . . , f1n〉), and ε2 = (〈ι21, ι22, . . . , ι2n〉, 〈f21, f22, . . . , f2n〉) be two fuzzy sequen-
tial item. ε1 and ε2 are regarded to be identical i.e. ε1 = ε2, if and only if
ι1i ∧ ι2i �= NULL for all 1 ≤ i ≤ n.
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In our approach, we use an item to represent one line of HTML source code.
lmin and lmax is first initialized by the exact line length and will be scaled with
fuzzy factor in later processes. A fuzzy sequential pattern p is represented by four
components. The first component is a representative sequential item sp which is
used to match the web segments. The second component, denoted as fp is the
fuzzy factor of the sequential pattern. fp is calculated by selecting half of each
item with large values and taking their average. The third component, denoted
as mp is the block size of the sequential pattern p which is regarded as the
number of items in p. The fourth component, denoted as tp is the text length
of the fuzzy sequential pattern p. tp is calculated by selecting half of the item
with large values of lmax and taking their average of lmax. Specifically, a fuzzy
sequential pattern is represented as p = (sp : 〈ι1, ι2, . . . , ιmp〉, fp,mp, tp).

3 Fuzzy Sequential Pattern Mining (FSP)

The overall design of the fuzzy sequential pattern mining (FSP) method is
depicted in Fig. 2. Given a set of sample web pages, we removed all the HTML
tags and employed a state-of-the-art web segmentation method proposed by
Kohlschutter and Nejdl [2] for discovering web segments. A set of web segments
are obtained for each web page, denoted as εw = {εe}. As a result, a set of
segment set is obtained, denoted as {εw}, for all the sample web pages. {εw} is
used as the input to the FSP method. There are two main processes in the FSP
method. The first process is used to discover frequent fuzzy sequential items
from the set of web segments. All discovered frequent sequential items are then
be passed to the pattern generation process for generating fuzzy sequential pat-
terns and adjust the web segments with fuzzy factor. Adjusted web segments
will then be used to mine frequent fuzzy sequential items in the next iteration.
Detail explanations on the two main processes are described as follow.

Frequent Fuzzy Sequential Items Mining. Given a set of web segments,
we mine the frequent fuzzy sequential items with an Apriori-style algorithm.
The only difference between our method to the standard Apriori is that the
items used in our method should be fuzzy sequential item as described in Def-
inition 3. Two items are regarded as the same when they are fuzzy identical as
described in Definition 4. Besides, there is one parameter in the process of our
Apriori-style algorithm, namely minSup, which controls the minimal percentage
of occurrences of a frequent fuzzy sequential item in the set of web segments.

Pattern Generation. In the process of pattern generation, each frequent fuzzy
sequential items εp is evaluated for generating fuzzy patterns pεp . In the FSP
method, εp can be used to generate fuzzy sequential patterns only if it is fuzzy
identical to a web segments εe. Note that the pattern pεp can be generated with
εp as described in Sect. 2.2. εe will be removed as the web segments has been
identified by a certain pattern. Otherwise, εp is used to recognize web segments
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Fig. 2. The overall architecture design of the fuzzy sequential pattern mining.

or parts of web segments that cannot be marked by any frequent fuzzy sequential
items. These web segments are scaled according to the current fuzzy factor for
the next round. Detail explanation of the pattern generation process is discussed
in Algorithm 1.

By combining the features of fuzzy sequential patterns, in particular, the
pattern fuzzy factor fp, the pattern size mp, and the pattern length tp, good
clustering properties of fuzzy sequential patterns can be observed. We employed
the standard multi-class SVM model [3] to identify the types of fuzzy sequential
patterns. The SVM model is trained by the labeled fuzzy sequential patterns
discovered from the sample web pages and is applied to all patterns discovered
from various web sites.

Content Extraction. Given the set of fuzzy sequential patterns discovered,
for a new web page, web content blocks are extracted in the process of content
extraction. Web segments are first generated with web segmentation method
introduced in [2]. Each web segment is then marked by fuzzy sequential patterns.
The matched pattern with the smallest fuzzy factor is return.

4 Experiments

4.1 Experiment Setup

We arbitrarily crawled 2000 news web pages each website from 10 popular Eng-
lish news websites. Each web page was manually annotated with article title,
main article, and article recommendations.

There is only one parameter to be setup in our proposed FSP method, in par-
ticular, we set minimum support of the fuzzy sequential item mining algorithm
as described in Sect. 3 to 80% for all experiments. For each website, we randomly
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Algorithm 1. Pattern Generation
Input:

- Frequent fuzzy sequential items {εp};
- Web segment set {εw}; - Current fuzzy factor f ;

Output:
- Adjusted web segment set {εw}; - Fuzzy sequential pattern set {p}

1: for each we segment εe ∈ {εw} do
2: Scale the range [lmin, lmax] of each ιi ∈ εe;
3: for each frequent fuzzy sequential items εp do
4: for each web page w do
5: match εp with it’s supported web segments εe, εe ∈ εw;
6: if εp = εe then
7: Remove εe from {εe};
8: if p /∈ {p} then
9: {p} ← Generate Pattern pεp ;

10: else
11: for each ιi ∈ εe which be matched by εp do
12: Unscale ιi;
13: Empty {εp};
14: Adjust fuzzy factor for next round: f++;

select 5 pages for discovering fuzzy sequential patterns and the remaining pages
are used for testing. Following the discussion in Sect. 3, we trained a multi-class
SVM classifiers for identifying the type of web content for each sequential fuzzy
pattern.

For comparative study, we investigated 4 state-of-the-art web content extrac-
tion approaches with different strategies for extracting informative web contents.
The first method is Content Code Blurring, denoted as CCB [1]. The second
method is CETR designed by Weninger et al. [6]. The third method is a standard
vision-based method implemented by Popela, denoted as jVIPS [4]. The CETD
is a state-of-the-art DOM-based content extraction method which involves the
usage of text density [5]. Note that all these approaches are designed to extract
the main article of web pages. Other informative parts discussed in our paper
are regarded as noise and discarded.

4.2 Experiment Results

Experimental Results on Main Article Extraction. Table 1 presents the
experimental results of our proposed FSP method on main article extraction. It
shows that the FSP method achieves the best performances for 8 out 10 datasets.
There is only one dataset, the Mail Online dataset, from which the FSP gets
slightly worse results. The reason is that web pages from the Mail Online dataset
contain a large number of long user comments which have similar written style
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with main articles. These long user comments confuse the FSP method. In real
practice, we found that the FSP recognized a number of small web segments
labeled as main articles. This problem can be greatly improved if we reconstruct
the web segments by linking those continuous small main article web segments
and only selecting the largest one as the final result.

Table 1. Experimental results on main article content extraction. Winners are bold

Sources CCB CETR jVIPS CETD FSP
F1-score Precision Recall F1-score

YAHOO 93.09% 95.21% 93.51% 95.84% 97.21% 98.56% 97.88%
NY Times 89.57% 86.92% 91.26% 96.95% 97.23% 96.07% 96.65%

BBC 88.71% 90.66% 90.28% 96.10% 98.44% 96.60% 97.51%
CNN 86.09% 92.83% 84.58% 97.17% 95.86% 97.11% 96.48%
NBC 83.45% 93.17% 81.06% 94.41% 93.78% 96.54% 95.14%

Washington Post 83.14% 93.41% 82.96% 95.43% 95.83% 97.81% 96.81%
Huffington Post 82.19% 91.32% 88.97% 94.58% 96.28% 99.02% 97.63%

Mail Online 91.03% 96.51% 89.87% 96.31% 89.68% 91.44% 90.55%
The Guardian 80.80% 90.84% 87.14% 93.21% 94.37% 95.01% 94.69%

Reuters 84.10% 91.82% 90.41% 93.99% 94.76% 92.99% 93.87%
Average 85.01% 91.34% 85.50% 95.24% 95.34% 96.12% 95.72%

Experimental Results on Article Recommendation and Article Title
Extraction. Besides main articles, the proposed FSP method is also able to
detect other interesting web contents like article recommendations and article
titles. Experimental result shows that the FSP method obtains good performance
for extracting article recommendations. The average F1-score for the 10 datasets
is 86.60%. For some dataset, such as the BBC, the FSP is able to achieve over
90% on the F1-score.

For the experimental results on article title extraction, Table 2 shown that
the FSP performs slightly worse compared with the main article and article
recommendation results. The main reason is that the FSP method uses the web
segments as the input, which are obtained by a state-of-the-art web segmentation
method [2]. However, web segments of article title are not precise. For some news
pages, news article titles are merged to the main article segments when there is no
obvious HTML tag boundary between them. For some other news pages, main
articles and articles recommendations can be split to small pieces due to the
inserted advertisements or format tags. Those extremely small segments may
be accidentally mislabeled as main articles or article recommendations in our
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Table 2. Experimental results on article recommendation and article title extraction.

Sources Rcommendation Title
Precision Recall F1-score Precision Recall F1-score

YAHOO 87.57% 74.47% 80.49% 58.09% 84.47% 68.84%
NY Times 80.76% 94.73% 87.19% 67.31% 79.47% 72.89%

BBC 90.12% 95.87% 92.91% 65.33% 75.65% 70.11%
CNN 78.61% 99.07% 87.66% 71.09% 79.04% 74.85%
NBC 83.57% 92.04% 87.60% 68.72% 82.04% 74.79%

Washington Post 77.24% 87.68% 82.13% 60.38% 77.68% 67.95%
Huffington Post 76.34% 90.24% 82.71% 62.07% 78.44% 69.30%

Mail Online 79.85% 88.13% 83.79% 64.59% 70.13% 67.25%
The Guardian 89.03% 95.01% 91.92% 57.86% 71.05% 63.78%

Reuters 86.34% 93.17% 89.63% 63.47% 72.17% 67.54%
Average 82.94% 91.04% 86.60% 63.58% 77.52% 69.75%

experiments. However, given these difficulties, the average results of article title
extraction on F1-score is about 70% which can surely be improved by considering
more pattern features such as the text-hyperlink ratios.

5 Conclusions

In this paper, we proposed a novel method, namely FSP, to extract various web
content blocks from web pages, by only using text length information of HTML
source codes. A fuzzy sequential pattern mining approach is employed to discover
sequential patterns which are then be used to mark different web blocks. Exper-
imental results demonstrate that the proposed FSP method is effective. Besides
the main article, more interesting web blocks, such as article recommendation
blocks and article title blocks, can be discovered.
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Abstract. Most studies have considered the frequency as sole inter-
estingness measure for identifying high quality patterns. However, each
object is different in nature, in terms of criteria such as the utility, risk,
or interest. Besides, another limitation of frequent patterns is that they
generally have a low occupancy, and may not be truly representative.
Thus, this paper extends the occupancy measure to assess the utility
of patterns in transaction databases. The High Utility Occupancy Pat-
tern Mining (HUOPM) algorithm considers user preferences in terms
of frequency, utility, and occupancy. Several novel data structures are
designed to discover the complete set of high quality patterns without
candidate generation. Extensive experiments have been conducted on
several datasets to evaluate the effectiveness and efficiency of HUOPM.

Keywords: Frequency · Occupancy · Utility occupancy · Data
structure

1 Introduction

Frequent itemset mining (FIM) and association rule mining (ARM) are some
of the most important and fundamental KDD techniques [1,2,5,6], which are
applied in numerous domains. In recent decades, the task of frequent pattern
mining has been extensively studied by mainly considering the frequency mea-
sure for selecting patterns. In real-life applications, the importance of objects
or patterns is often evaluated in terms of implicit factors such as the utility,
interestingness, risk or profit. Hence, the knowledge that actually matters to
user may not be found using traditional FIM and ARM algorithms. Thus, a
utility-based mining framework called high utility pattern mining (HUPM) was
proposed [4,9], which considers the relative importance of items (item utility).
The utility (i.e., importance, interest or risk) of each item can be predefined
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based on users’ background knowledge or preferences, it has become an emerg-
ing research topic in recent years [3,4,7–9,13].

Recently, a study [12] has shown that considering the occupancy of patterns
is critical for many applications. This allows to find patterns that are more
representative, and thus of higher quality. However, implicit factors such as the
utility, interestingness, risk or profit of objects or patterns are ignored [12], and it
ignores the fact that items/objects may appear more than once in transactions.
Besides, HUPM does not assess the occupancy of patterns, the discovered high
utility patterns may be irrelevant or even misleading if they are frequent but are
not representative of the supporting transactions. Hence, it is desirable to find
patterns that are representative of the transactions where they occur. Recently,
the OCEAN algorithm was proposed to address the problem of high utility
occupancy pattern mining by introducing the utility occupancy measure [11].
However, OCEAN fails to discover the complete set of high utility occupancy
patterns and also encounter performance problems.

Therefore, this paper proposes an effective and more efficient algorithm
named High Utility Occupancy Pattern Mining in transactional databases
(HUOPM). The proposed algorithm extracts patterns based on users’ inter-
ests, pattern frequency and utility occupancy, and considers that each item may
have a distinct utility. The major contributions are summarized as follows. (i) A
novel and effective HUOPM algorithm is proposed to address the novel research
problem of mining high utility occupancy patterns with the utility occupancy
measure. To the best of our knowledge, no prior algorithms address this prob-
lem successfully and effectively. (ii) Two data structures called utility-occupancy
list (UO-list) and frequency-utility table (FU-table), are developed to store the
required information about a database, for mining HUOP without repeatedly
scanning the database. And the remaining utility occupancy is utilized to calcu-
late an upper bound to reduce the search space. (iii) Extensive experiments have
been conducted on real-world datasets to evaluate how effective and efficient the
proposed HUOPM algorithm is.

2 Preliminaries and Problem Statement

Let I = {i1, i2, . . ., im} be a finite set of m distinct items in a transactional
database D = {T 1, T 2, . . ., Tn}, where each quantitative transaction T q ∈ D
is a subset of I, and has a unique identifier tid. The support count of an itemset
X, denoted as sup(X), is the number of supporting transactions containing X
[2]. Transaction Tq supports X if X ⊆ Tq, and the set of transactions supporting
X is denoted as ΓX . Thus, sup(X) = |ΓX |. An itemset X is a frequent pattern
(FP) in D if sup(X) ≥ α × |D|, where α is minimum support threshold.

Definition 1. Each item im in a database D has a unit profit denoted as pr(im),
which represents its relative importance to the user. Item unit profits are indi-
cated in a profit-table, denoted as ptable = {pr(i1), pr(i2), . . ., pr(im)}. The util-
ity of an item ij in Tq is u(ij , Tq) = q(ij , Tq)×pr(ij), in which q(ij) is the quantity
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of ij in Tq. The utility of an itemset X in Tq is u(X,Tq) =
∑

ij∈X∧X⊆Tq
u(ij , Tq).

Thus, the utility of X in D is u(X) =
∑

X⊆Tq∧Tq∈D u(X,Tq). The transaction
utility of Tq is tu(Tq) =

∑
ij∈Tq

u(ij , Tq) [4,9].

Definition 2. The utility occupancy of an itemset X in Tq and D are respec-

tively defined as uo(X,Tq) =
u(X,Tq)
tu(Tq)

and uo(X) =

∑
X⊆Tq∧Tq∈D uo(X,Tq)

|ΓX | .

Definition 3. Given a minimum support threshold α (0 < α ≤ 1) and a mini-
mum utility occupancy threshold β (0 < β ≤ 1), an itemset X in a database D
is said to be a high utility occupancy pattern, denoted as HUOP , if it satisfies
the following two conditions: sup(X) ≥ α × |D| and uo(X) ≥ β.

3 Proposed Algorithm for Mining HUOPs

The search space of HUOPM can be represented as a Set-enumeration tree [10].
The downward closure property does not hold for HUOPs, it is a critical issue to
design more suitable data structures and efficient pruning strategies to reduce
the search space for mining HUOPs.

Definition 4. A frequency-utility tree (FU-tree) is designed as a sorted Set-
enumeration tree using the total order ≺ on items. Each child node (called
extension node) is generated by extending its prefix (parent) node.

Definition 5. The remaining utility occupancy of an itemset X in Tq is denoted
as ruo(X,Tq), and defined as the sum of the utility occupancy values of each

item appearing after X in Tq: ruo(X,Tq) =

∑
ij /∈X∧X⊆Tq∧X≺ij

u(ij , Tq)

tu(Tq)
.

Definition 6. The utility-occupancy list (UO-list) of an itemset X in a database
D is a set of tuples corresponding to transactions where X appears. A tuple
contains <tid, uo, ruo> for each Tq containing X, the uo element is the utility
occupancy of X in Tq, i.e., uo(X,Tq); the ruo element is defined as the remaining
utility occupancy of X in Tq, w.r.t. ruo(X,Tq).

Definition 7. A frequency-utility table (FU-table) of an itemset X con-
tains four informations: the name of the itemset X, the support of X, the
sum of the utility occupancies of X in database D (uo(X)), and the sum
of the remaining utility occupancies of X in D (ruo(X), and ruo(X) =∑

X⊆Tq∧Tq∈D ruo(X,Tq)

|ΓX | ).

The construction procedure of the UO-list and FU-table is shown in Algo-
rithm1, it returns Xab which having the UO-list and FU-table of Xab, denoted
as Xab.UOL and Xab.FUT .
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Lemma 1. Let there be a subtree rooted at X, and ΓX be the supporting
transactions of X. For any possible itemset W in the subtree, we have: uo(W ) ≤∑

W⊆Tq∧Tq∈D(uo(X,Tq) + ruo(X,Tq))

|ΓW | .

Lemma 2. Given a minimum support threshold α, a subtree rooted at X. For
any pattern W in the subtree, an upper bound on the utility occupancy of W

is: φ̂(W ) =

∑
topα×|D|,Tq∈ΓX

(uo(X,Tq) + ruo(X,Tq))

α × |D| ≥ uo(W ). Thus, we can

directly calculate an upper bound φ̂(W ) on the utility occupancy of a subtree
rooted at a processed node X.

Algorithm 1. Construction procedure
Input: X, Xa: extension of X by adding a, Xb: extension of X by adding b.
Output: Xab.

1 set Xab.UOL ← ∅, Xab.FUT ← ∅;
2 for each tuple Ea ∈ Xa.UOL do
3 if ∃Ea ∈ Xb.UOL ∧ Ea.tid == Eb.tid then
4 if X.UOL 
= ∅ then
5 Search for element E ∈ X.UOL, E.tid = Ea.tid;
6 Eab ←< Ea.tid, Ea.uo + Eb.uo − E.uo, Eb.ruo >;
7 Xab.FUT.uo += Ea.uo + Eb.uo − E.uo;
8 Xab.FUT.ruo += Eb.ruo;

9 else
10 Eab ←< Ea.tid, Ea.uo + Eb.uo, Eb.ruo >;
11 Xab.FUT.uo += Ea.uo + Eb.uo;
12 Xab.FUT.ruo += Eb.ruo;

13 Xab.UOL ← Xab.UOL ∪ Eab;
14 Xab.FUT.sup ++;

15 else
16 Xa.FUT.sup - -;
17 if Xa.FUT.sup < α × |D| then
18 return null;

19 return Xab

Theorem 1 (Global downward closure property in the FU-tree). In the
FU-tree, if a tree node is a FP, its parent node is also a FP. Let Xk be a k-
itemset (node) and its parent node be denoted as Xk−1, which is a (k-1)-itemset.
The relationship sup(Xk) ≤ sup(Xk−1) holds.

Theorem 2 (Partial downward closure property in the FU-tree). In the
FU-tree, the upper bound on utility occupancy of any node in a subtree is no
greater than that of its parent node always holds, that is φ̂(Xk) ≤ φ̂(Xk−1).

Strategy 1. If a tree node X has a support count less than (α × |D|), then any
nodes containing X (i.e. all supersets of X) can be directly pruned.
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Strategy 2. In the FU-tree, if the upper bound on the utility occupancy of a
tree node X is less than β, then any nodes in the subtree rooted at X w.r.t. all
extensions of X can be directly pruned and do not need to be explored.

Strategy 3. During the construction of the UO-list, if the remaining support
of Xa for constructing Xab is less than α × |D|, the support of Xab will also be
less than α × |D|, Xab is not a FP, and not a HUOP. Then the construction
procedure return null, as shown in Algorithm1 Lines 16–18.

Based on the above pruning strategies, Algorithm2 shows the pseudocode
of the designed HUOPM algorithm. Details of the HUOP-Search and the
UpperBound procedures are shown in Algorithms 3 and 4, respectively.

Algorithm 2. HUOPM algorithm
Input: D, ptable, α, β.
Output: The complete set of high utility occupancy patterns.

1 scan D to calculate the sup(i) of each item i ∈ I and and tu(Tq) of each
transaction;

2 find I∗ ← {i ∈ I|sup(i) ≥ α × |D|};
3 sort I∗ in the designed total order ≺;
4 scan D once to build the UO-list and FU-table for each 1-item i ∈ I∗;
5 call HUOP-Search(φ, I∗, α, β);
6 return HUOPs

Algorithm 3. HUOP-Search procedure
Input: X, extenOfX, α, β.
Output: The complete set of HUOPs.

1 for each itemset Xa ∈ extenOfX do
2 obtain sup(Xa) and uo(Xa) from the built Xa.FUT ;
3 if sup(Xa) ≥ α × |D| then
4 if uo(Xa) ≥ β then
5 HUOPs ← HUOPs ∪ Xa;

6 φ̂(Xa) ← UpperBound(Xa.UOL, α);

7 if φ̂(Xa) ≥ β then
8 extenOfXa ← ∅;
9 for each Xb ∈ extenOfX such that Xa ≺ Xb do

10 Xab ← Xa ∪ Xb;
11 call Construct(X, Xa, Xb);

12 call HUOP-Search(Xa , extenOfXa , α, β);

13 return HUOPs
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Algorithm 4. UpperBound procedure
Input: Xq.UOL, α.

Output: The upper bound φ̂(Xa).

1 sumTopK ← 0, φ̂(Xa) ← 0, Voccu ← ∅;
2 calculate (uo(X, Tq) + ruo(X, Tq)) of each tuple from the built Xa.UOL and put them into

the set of Voccu;

3 sort Voccu by descending order as V ↓
occu;

4 for k ← 1 to α × |D| in V ↓
occu do

5 sumTopK ← sumTopK + V ↓
occu[k];

6 φ̂(Xa) =
sumTopK

α × |D| ;

7 return φ̂(Xa)

4 Experimental Results

Only two prior studies, DOFIA [12] and OCEAN [11], are closely related to
our work. Major differences are that DOFIA considers both the frequency and
occupancy for mining high qualified patterns, but the occupancy is based on the
number of items in itemsets/transactions rather than the concept of utility [12].
Thus, OCEAN [11] is implemented to generate high utility occupancy patterns
(denoted as HUOPs*), and HUOPs are generated by HUOPM. All algorithms in
the experiments are implemented using the Java language and executed on a PC
with an Intel Core i5-3460 3.2 GHz processor and 4 GB of memory, running on
the 32 bit Microsoft Windows 7 platform. Two real-world datasets, BMSPOS [1]
and chess [1], are used in the experiments with a simulation method [13]. Note
that there are three versions, HUOPMP12 (with strategies 1 and 2), HUOPMP13

(with strategies 1 and 3), and HUOPMP123 (with strategies 1, 2 and 3), are
compared to evaluate the efficiency of HUOPM.

Table 1. Number of patterns under various parameters

BMSPOS (β: 0.3) α (%) 0.010 0.015 0.020 0.025 0.030 0.035

HUOPs* 29389 17005 11876 8961 7065 5884

HUOPs 29444 17048 11899 8987 7094 5905

chess (β: 0.3) α (%) 60 61 62 63 64 65

HUOPs* 2423 1776 1374 1108 903 695

HUOPs 11469 8949 7075 5510 4273 3351

BMSPOS (α: 0.02%) β (%) 0.24 0.26 0.28 0.30 0.32 0.34

HUOPs* 287850 106239 34195 11876 5089 2696

HUOPs 287902 106285 34233 11899 5115 2721

chess (α: 62%) β (%) 0.26 0.28 0.30 0.32 0.34 0.36

HUOPs* 9820 4837 1374 514 125 14

HUOPs 24905 14050 7075 3153 1170 357
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Pattern Analysis. To analyze the usefulness of the HUOPM framework, the
derived pattern HUOPs* and HUOPs are evaluated. Results for various parame-
ter values are shown in Table 1. It can be clearly observed that the sets of derived
HUOPs* is always smaller than that of HUOPs, which means that numerous
interesting patterns are effectively discovered by HUOPM, while most of them
are missed by OCEAN. Thus, OCEAN fails to discover the complete set of
HUOPs. Both HUOPs* and HUOPs decrease when α is increased, less HUOPs*
and HUOPs are obtained when β is set higher. Besides, the number of missing
patterns (i.e. HUOPs - HUOPs*) sometimes increases when varying β, while it
sometimes decreases. It can be concluded that the proposed HUOPM algorithm
is acceptable and solve a serious shortcoming of OCEAN.

Efficiency Analysis. A performance comparison of the different strategies used
in HUOPM is presented in Fig. 1. It can be clearly observed that the runtime
of OCEAN is the worst, compared to the other algorithms in most cases. We
also draw the following conclusions. (i) The difference between HUOPMP12 and
HUOPMP123 indicates that pruning strategy 3 always reduces the search space
by pruning subtrees. (ii) By comparing HUOPMP13 and HUOPMP123, it can be
concluded that pruning strategy 2, using the upper bound of utility occupancy,
provides a trade-off between efficiency and effectiveness. Because it needs to
spend additional time to calculate the upper bounds, but sometimes unpromising
itemsets can be directly pruned by other pruning strategies. (iii) HUOPM applies
pruning strategies to prune unpromising itemsets early, which greatly speed up
the mining efficiency, compared to the OCEAN algorithm.
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5 Conclusions

In this paper, we proposed an effective HUOPM algorithm to address a new
research problem of mining high utility occupancy patterns with utility occu-
pancy. The utility occupancy can lead to useful itemsets that contribute a large
portion of total utility for each individual transaction representing user inter-
ests or user habit. Based on the two downward closure properties and pruning
strategies, HUOPM can directly mine HUOPs without candidate generation.
Extensive experiments show that HUOPM can efficiently find the complete set
of HUOPs and significantly outperforms the state-of-the-art OCEAN algorithm.
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Abstract. Community Question Answering (CQA) services on Web
provide an important alternative for knowledge acquisition. As an essen-
tial component of CQA services, question retrieval can help users save
much time by finding relevant questions. However, there is a “gap”
between queried questions and candidate questions, which is called lex-
ical chasm or word mismatch problem. In this paper, we improve tra-
ditional Topic inference based Translation Language Model (T2LM) by
using the topic information of queries. Moreover, we make use of user
information, specifically the number of user adoption answers, for fur-
ther enhancing our proposed model. In our model, the translation model
and the topic model “bridge” the word gap by linking different words.
Besides, user information that has no direct relation with semantics is
used to help us “bypass” the gap. By combining both of them we obtain
a considerable improvement for the performance of question retrieval.
Experimental results on a real Chinese CQA data set show that our pro-
posed model improves the retrieval performance over T2LM baseline by
7.5% in terms of Mean Average Precision (MAP).

Keywords: Question retrieval · Translation model · Topic model · User
information

1 Introduction

Community Question Answering (CQA) services have become a popular alter-
native for online information access, such as Yahoo! Answers1, Zhihu2 and
Sogouwenwen3. Meanwhile, a huge number of User Generated Content (UGC)
has been accumulated in the form of Question and Answer (QA) pairs. Their
large amount of access historical data makes it possible that users can find
the answers of their questions from answered questions. As we know, question
1 http://answers.yahoo.com.
2 http://www.zhihu.com.
3 http://wenwen.sogou.com.
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retrieval in CQA services returns several relevant questions with possible answers
directly. By that way, users do not need to wait for answers from human, which
helps users save a lot of time. Therefore, the retrieval of relevant issues and their
corresponding answers become an important task for CQA services. Here we
define question retrieval as a task where new questions are used as queries to
find relevant questions that have already been provided answers. For simplicity
and consistency, we use the term “query” to denote a new question raised by a
user and “question” to denote the answered question in the CQA archive [16].

Meanwhile, question retrieval can also be considered as a solution of tradi-
tional Question Answering problem, by transforming the focus of the Question
Answering task from answer extraction, answer matching and answer ranking to
searching relevant questions with good ready answers [14]. One of the major chal-
lenges for question retrieval is the lexical gap, i.e., the word mismatch between
queried questions and candidate questions. For example, “Where can I listen to
rock for free online?” and “I need a music sharing website.” probably have the
same meaning but in different word forms. In addition, the limited length of
questions causes the sparsity of word features [17]. Therefore, retrieval models
based on word frequency and document frequency statistics are no longer suit-
able for question retrieval tasks. Jeon et al. [2] proposed language model based
question retrieval model. In their model, questions are ranked by their similari-
ties to a query which depends on the exact match of words. However, the model
cannot solve the word mismatch problem between the query and their relevant
QA pairs in an archive.

To conquer the gap, on the one side, researchers are constantly trying
to develop more enhanced models that can bridge the chasm by linking dif-
ferent words. Since the relationship between different words can be modeled
through word-to-word translation probabilities, translation-based approaches
have obtained some good results [3–7]. To control the noises in translation
model, some researchers introduced potential topic information in translation-
based model, namely, the topic inference based translation model [11] that is the
state-of-the-art translation-based language model. On the other side, researchers
are incessantly looking for new ways that can help people bypass the gap. Omari
et al. [18] proposed an approach that ranks answers based on their novelty. Other
work mainly resorts to query expansion. For example, category Information [19],
Key Concept [16,22], Dependency Relation [20] and Topic Information [21] were
used to expand queries.

In this paper, we focus on the improvement of translation-based language
model by metadata information. We take two major actions to solve the word
mismatch problem in question retrieval. Firstly, we improve topic inference based
translation model by introducing the topic information of queries. Our improved
approach controls the translation noises by leveraging the topic information and
balances the impact of each topic by using the topic information of query as
weights. Secondly, we add user adoption answer number information into the
improved model. Questions from users who have more adoption answers will be
ranked higher than others. We do that not only for inspiring users to answer ques-
tions, but also because of our assumption that questions from users who have
better answer behavior may have higher quality. Specifically detailed analysis
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will be introduced in Sect. 3.3. By combining both, we further improve the per-
formance of question retrieval in CQA.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work about question retrieval. Section 3 describes our improved retrieval model
and the strategy of combining the model with user adoption answer number.
Experiments and result analysis are reported in Sect. 4. Finally, conclusions and
future work are discussed in Sect. 5.

2 Related Work

Ponte and Croft [1] proposed language model based information retrieval model
firstly. Then it is widely used in all relevant areas of information retrieval. Jeon
et al. [2] took the lead in applying the language model to question retrieval.
They exploited Unigram language model to model QA pairs in CQA services
and it was applied to find similar questions. However, the above approaches
cannot bridge the lexical chasm well. In other words, these methods cannot find
relevant questions that have different words from queries.

2.1 Translation-Based Model

To compensate for the lack of traditional retrieval methods, researchers intro-
duced statistical machine translation model into information retrieval model.
They used word-to-word translation probabilities to model the relationship
between different words.

Berger et al. [3] introduced statistical techniques to bridging the lexical gap in
FAQ retrieval. They studied similarity calculation method in question retrieval
from the lexical level towards the semantic level firstly. Riezler et al. [4] availed of
monolingual translation based retrieval model for answer retrieval. They utilized
sentence level paraphrasing approach to capture similarities between questions
and answers. Xue et al. [5] presented a question retrieval model that combined a
translation-based language model for the question part with a query likelihood
method for the answer part. Since they used QA pairs as training data of trans-
lation model, the improvements are limited. Bernhanrd and Gurevych [6] relied
high quality parallel corpora that has QA pairs collected from the WikiAnswer
website, the definitions and glosses of the same term in different lexical semantic
resources, and then used this corpora to train a translation model. Finally they
obtained a better result. Zhou et al. [7] availed of phrase level translation model
to capture similarities between query and question and get a better result than
word level.

However, the current translation models in question retrieval only rely on
statistics co-occurrence information in parallel corpus to capture word-to-word
translation probabilities, which makes the word-to-word translation information
have lots of noises. Especially in the present circumstances, monolingual parallel
corpus with high quality is few and researchers usually use QA pairs or question
title and question description pairs as training data. Figure 1 show an aligned
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Fig. 1. An aligned example of IBM Model 1

example of IBM Model 1. From Fig. 1 we can see that there is no correlation
between word pairs except “weight” and “fat”. That makes the word-to-word
translation probabilities produced by translation model are biased and affects
the performance of retrieval.

2.2 Topic-Based Model

Topic modelling based approaches, such as PLSA [12] and LDA [13], provide an
elegant mathematical tool to analyze shallow semantics. Naturally, these tech-
niques have attracted question retrieval researchers attention for a long time.

Wei and Croft [8] proposed an LDA-based document model within the lan-
guage modeling framework, and evaluated it on several TREC collections. Cai
et al. [9] combined the semantic similarity based latent topics with the
translation-based language model to improve the retrieval performance. Ji et
al. [10] presented Question-Answer Topic Model to model the question-answer
relationships, with the assumption that a question and its paired answer share
the same topic distribution. However, questions and answers are different in
many aspects. They do not share the same topic distribution in many cases.
Caused by this, the disadvantage of their model is obvious. Zhang et al. [11] pro-
posed a model that controls translation noise by leveraging the topic information.
They focused on similarity of topic distribution between word in query and ques-
tion. They utilized word distribution information under topic to improve accu-
racy of word-to-question similarity and further obtained better performances.
But their model did not consider the topic information of query that is also
valuable for question retrieval.

In this paper, we utilize the topic distribution information of queries to
improve the performance of retrieval on the basis of Zhang’s model [11]. We add
the topic information of queries as weights into the process of word-to-question
similarity to balance the impact of each topic.

2.3 Metadata Enhanced Model

Taking into account the social properties of CQA services, QA pairs are accom-
panied by metadata in real CQA archives usually. The metadata include infor-
mation of categories, information of askers, information of responders, and infor-
mation of other users’ feedback and so on. It is natural to think that this kind
of metadata information is valuable to improve the performance of question
retrieval. The category information attracts the attention of researchers imme-
diately because of their relationship with semantics. Cai et al. [9] presented
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topic model involved category information to discover the latent topics in the
content of questions. Cao et al. [14] proposed the category smoothing based
and question classification based methods to enhance the performances of exist-
ing models. Certainly the methods depend on metadata information that is not
always feasible for researchers.

In this paper, we focus on exploiting user information, specifically askers’
adoption answer number, to improve the performance of question retrieval.
Because questions from user who have better answer behavior could have higher
value and they are more acceptable to user.

From the above work in question retrieval, using translation model to capture
the similarity of words and using the metadata to improve the performance are
two state-of-the-art techniques for question retrieval. In this paper, we take the
advantages of the previous approaches and further integrate topic information
and user information into a unified probabilistic ranking model to tackle the
lexical gap in question retrieval.

3 User Adoption Answer Number for Translation
Language Enhancement Model

In this section, we give a brief introduction about the Topic inference based
Translation Language Model (T2LM) [11]. Then we present two our main con-
tributions. Firstly, by using the topic information of queries as weights to balance
the impact of each topic, we improve the T2LM. Secondly, by introducing the
adoption answer information of a question asker into the improved model, we
further optimize the ranking list.

3.1 Topic Inference Based Translation Language Model

In the T2LM, given a query query and a QA pair (q, a) consisted of a question
q and an answer a, a ranking score P (query|(q, a)) is computed as follows:

P (query|(q, a)) =
∏

w∈query

( |(q, a)|
|(q, a)| + λ

Pt2lm(w|(q, a)) +
λ

|(q, a)| + λ
Pml(w|C)

)

(1)

Pt2lm(w|(q, a)) = μ1Pml(w|q) + μ2

(
∑

t∈q

p(w|t)Pml(t|q)
)

+ μ3

(
∑

t∈q

Pml(t|q)
K∑

i=1

p(w|zi)p(t|zi)
)

+ μ4Pml(w|a)

(2)

Pml(w|q) =
tfw,q

|q| , Pml(w|a) =
tfw,a

|a| , Pml(w|C) =
tfw,C

|C| (3)

The explanations of terms in Eqs. 1 to 3 are showed in Table 1. w is a word in
query query, and t is a word in question q. |q|, |a|, |C| have similar meanings to
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Table 1. Explanation of terms

Term Explanation

C The background collection

λ The smoothing parameter

|(q, a)| The word lengths of (q, a)

tfw,q The frequency of term w in q

Pml(w|q) The maximum likelihood estimate of word w in q

p(w|t) The probability that t is the translation of word w

p(w|zi) The distribution probabilities of word w under topic zi

K The topic number

|(q, a)|; tfw,a and tfw,C have similar meanings to tfw,q; Pml(w|a) and Pml(w|C)
have similar meanings to Pml(w|q); p(t|zi) has a similar meaning to p(w|zi); and
μ1, μ2, μ3 and μ4 balance the impact of each component and μ1+μ2+μ3+μ4 = 1.

3.2 Incorporating the Topic Information of Query

From the Eq. 2 we can see that the significance of each topic is equal in T2LM.
And the word topic distribution probabilities from static corpus are used sta-
tically for a dynamic query. Although the diverse topic information of various
queries is beneficial for question retrieval generally, the information is ignored.
In this paper, we propose an approach to exploit this topic information. In our
approach, the topic information of queries is used as weights of each topic to
improve the process of capture word-to-question similarity. More formally, given
a query query and a topic zi, P (query|zi) denoting the weight of topic zi for
query query is computed as follows:

P (query|zi) =

∏
w∈query p(w|zi)

∑K
j=1

∏
w∈query p(w|zj)

(4)

Here w is a word in query query; p(w|zi) and p(w|zj) are the distribution
probability of word w under topic zi and zj ; and K is topic number. The denom-
inator in Eq. 4 may be zero in some cases. To solve the problem, we make a
compromise that we set P (query|zi) = 1/K for each topic zi if the problem
happens. Then the P (q|zi) is used as weights of each topic in the process of
capturing word-to-question similarity. The specific method is showed as follows:

Pt2lm∗(w|(q, a)) = μ1Pml(w|q) + μ2

(
∑

t∈q

P (w|t)Pml(t|q)
)

+ μ3

(
∑

t∈q

Pml(t|q) · K ·
K∑

i=1

P (query|zi) · p(w|zi) · p(t|zi)
)

+ μ4Pml(w|a)
(5)



Translation Model Enhancement for Community Question Retrieval 257

Here w is a word in query query. By multiplying K we control the range of
topic part unchanged so that scope of μ3 is the same as before. We denote the
improved model as T2LM* in this paper.

3.3 Incorporating the User Information

Thinking about PageRank, a technique for Web search, we see that the impor-
tance of web pages relied on web structure building by links have nothing to
do with the web content. This technique optimizes the ranking lists of search
results significantly. Inspiring by that, we consider a way to measure the impor-
tance of questions. In CQA archive, there are no links between QA pairs. What
come into our mind is that users’ feedback information and user answer number
information. For feedback information, there is a problem that users’ feedback
object are answers usually, users can thumb up or down an answer. It has no
direct relation with questions. However, user answer number information can be
contacted with questions by question askers. In all kinds of user information,
user adoption answer number is most representative for user answer behavior.
Therefore, we develop a technique to measure the importance of question by its
asker adoption answer number.

Our experiment data set contains metadata of user information including the
answer number of each user and their adoption rate. We can get adoption answer
number of each question’s asker by letting answer number multiply adoption
rate. We suspect that the data are related to the retrieval results. So we did some
experiments about our conjecture. We selected 100 questions from the data set as
queries, and utilized Lucene, TLM and T2LM to get top 10 candidate questions.
Then each question in the result was labelled with “relevant” or “irrelevant” by
persons. Table 2 and Fig. 2 show the statistical results of a survey on retrieval
result.

Table 2. Distributions of question askers’ adoption answer number (Sum denotes the
summary of the three models; Background indicates the results of all 578926 questions
in data set).

Number Lucene TLM T2LM Sum Background

Relevant Irrelevant Relevant Irrelevant Relevant Irrelevant Relevant Irrelevant

0 0.6307 0.6994 0.6410 0.6311 0.6642 0.6192 0.6453 0.6499 0.6614

1–5 0.1477 0.1600 0.1667 0.2017 0.1418 0.2002 0.1521 0.1873 0.1722

6–10 0.0682 0.0303 0.0513 0.0415 0.0448 0.0359 0.0547 0.0359 0.0412

11–15 0.0284 0.0218 0.0192 0.0237 0.0224 0.0336 0.0233 0.0264 0.0228

16–20 0.0284 0.0145 0.0256 0.0261 0.0299 0.0208 0.0280 0.0205 0.0183

21–30 0.0114 0.0218 0.0128 0.0178 0.0224 0.0220 0.0155 0.0205 0.0191

31–40 0.0227 0.0073 0.0192 0.0095 0.0149 0.0081 0.0190 0.0083 0.0117

41–50 0.0057 0.0048 0.0064 0.0071 0.0000 0.0069 0.0040 0.0063 0.0072

51–100 0.0114 0.0145 0.0256 0.0166 0.0224 0.0255 0.0198 0.0189 0.0174

101–200 0.0114 0.0109 0.0128 0.0083 0.0075 0.0081 0.0105 0.0091 0.0101

201– 0.0341 0.0145 0.0192 0.0166 0.0299 0.0197 0.0277 0.0169 0.0187
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Fig. 2. Distribution of question askers’ adoption answer number

Table 3. Average adoption answer number of question asker (Average* indicates that
the averages are captured after removing outliers; Sum denotes the summary of the
three models; Background denotes the result came from entire data set)

Lucene TLM T2LM Sum Background

Relevant Irrelevant Relevant Irrelevant Relevant Irrelevant Relevant Irrelevant

Average 17.381 12.644 14.160 58.676 31.657 53.317 21.066 41.546 39.025

Average* 10.382 3.926 6.183 4.738 7.786 6.162 8.117 4.942 5.035

From Table 2 and Fig. 2, we can find that most askers have no adoption
answer. And relevant question and irrelevant question have similar interval dis-
tribution on asker’s accepted answer number. To find the difference between
them, we calculate their average. Unexpectedly, we get that the average number
of irrelevant question is bigger than relevant. That is contrary to our conjecture.
However, by studying the retrieval result carefully we find the reason is that
there are some outliers in our data. The outliers often have more than 20,000
adoption answers which make a huge impact on the results. To eliminate the
effects of outliers, we decided to clear it. In our plan, the top 2% users in adop-
tion answer number are removed. After removing outliers, we get Average* which
show us askers of relevant question have more accepted answer than irrelevant,
on average. The result is showed in Table 3.

By combining Tables 2 and 3, it is appropriate to consider if question from
asker have more adoption answers, it may have higher correlation probability.
The reason may be that those users who have answered more questions correctly
will give higher quality questions. And those questions have higher likelihood of
being accepted. So the data of question asker’s adoption answer may be beneficial
to question retrieval. Based on this we further enhance our proposed T2LM* by
adding the information. More formally, given a QA pair (q, a), the Sui((q, a))
that denotes user information part score in our model is computed as follows:

Sui((q, a)) =
{

s(uj) (s(uj) ≤ 20)
20 (s(uj) > 20) , where s(uj) =

√
Auj

· Ruj
(6)
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Here user uj is asker of q; Auj
and Ruj

are answer number and the adoption rate
of uj . In order to eliminate the impact of abnormal data and enhance the applica-
bility of the model, instead of clearing the outliers directly, we set a limit for
the score. The score will not be more than 20, for the reason that the maximum
of adoption answer number near 400 after removing top 2%. After normalizing,
we get Pui((q, a)). Then we introduce it into our model. More formally, given a
query query and a QA pair (q, a), the ranking score P (query|(q, a)) is computed
as follows:

P (query|(q, a)) = (1− θ)Pui((q, a))

+ θ
∏

w∈query

( |(q, a)|
|(q, a)|+ λ

Pt2lm∗ (w|(q, a)) +
λ

|(q, a)|+ λ
Pml(w|C)

)
(7)

Here θ controls the impact of user information component. We call our final
improved model as User information for Topic inference based Translation Lan-
guage Model (UT2LM).

4 Experiments

In this section, experiments are conducted on a real CQA archive to demonstrate
the effectiveness of our proposed two question retrieval models.

4.1 Experimental Setup

The data set in our experiment comes from NDBC CUP2016, specifically comes
from Sogouwenwen that is one of most popular CQA services in China. It is a Chi-
nese data set with two parts. One is QA pairs and the other is user information.
For QA pairs, each QA pair consists of three fields: “question” and “answer”, as
well as metadata “asker ID”. For user information, each of user information con-
sists of three fields: “ID”, “answer number” and “adoption rate”. The data set
contains 1,729,263 QA pairs, which have 578608 single questions, and 2,047,669
user information.

For data preprocessing, we segment words and remove the stop words for
each QA pair in the data set firstly. Then we select 300 QA pairs from the data
set randomly. After removing QA pairs that question lengths are too short and
questions are same, we get 253 questions as queries. Among them, 210 questions
which are selected by randomly are used as test set to test and other 43 questions
are used as development set to adjust the parameters.

We use the GIZA++ toolkit [15] for learning the IBM Translation Model 1
to get the word-to-word translation probabilities. We pool the QA pairs and the
answer-question pairs together as the input to this toolkit [5]. We get a word-to-
word translation probability list after training. For topic model part, we think
of questions as documents and utilize LDA [13] model to model question set.
All 578608 single questions are used as data of Gibbs sampling to get the word
topic distribution probabilities.

For a practical Question Retrieval System, search results should be presented
to the user in a hierarchical way where a list of questions is first presented,
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and after the user selects a specific question the corresponding answers are pre-
sented [5]. Question list is more concise and efficient than QA pair list. Thus, in
our experiments, relevance judgments are based on questions. It is easy to trans-
form a QA pair rank into a question rank by taking the highest rank among
a group of QA pairs for the same question. In this paper, all the experiments
are conducted by getting QA pair ranks firstly and then transforming it into
question ranks.

We use three question retrieval models, the Language Model (LM) [2], the
Translation-based Language Model (TLM) [5] and the Topic Inference-based
Translation language Model (T2LM) [11], as baseline methods. We conduct
experiments to demonstrate the effect of our proposed two models in Sect. 3,
T2LM* and UT2LM. For each method, the top 10 retrieval results are kept.

As a common evaluation process used by other researchers in QA field, we
recruit three students who their mother tongue is Chinese to label the relevance
of the candidate questions regarding to queries. Given a query and its candidate
questions list, a student is asked to label the questions in list with “relevant”
or “irrelevant”. If a candidate question is considered semantically similar to the
query, the student will label it as “relevant”; otherwise, the student will label it
as “irrelevant”. As a result, each candidate question gets three labels and the
majority of the labels are taken as the final decision for a query candidate pair.

In order to evaluate the performance of different models, we employ Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR) and Precision at 1
(P@1) as evaluation measures [22]. These measures are widely used in the liter-
ature for question retrieval in CQA.

By experiments on development set, we adjust the parameters of the baseline
systems and our systems to the best. Some results are showed in Figs. 3, 4 and 5.
From Fig. 3 we can see that MAP reduces with μ2 growing overall. Figure 5 shows
that with the growth of θ MAP grows first and then decreases and maximizes
at θ = 0.66. Finally for T2LM* we set μ1 = 0.5, μ2 = 0.1, μ3 = 0.3, μ4 =
0.1, K = 70, and for UT2LM we set μ1 = 0.5, μ2 = 0.1, μ3 = 0.3, μ4 =
0.1, θ = 0.66, K = 70. We set smoothing parameter λ = 1 according to the
previous work [5].

4.2 Experimental Results

Table 4 shows the compare results of our models and baseline models. We can
see that among the three baseline models, T2LM performs the best and LM
performs the worst; TLM between LM and T2LM. TLM and T2LM has better
performance since they are able to retrieval question that do not share com-
mon words with the query, but are semantically similar to the query. T2LM
introduces the topic information to control the translation noise in translation
model, it has the best performance. Comparing results of LM and TLM, we find
the improvement is very small. We speculate that this is related to our training
data of translation model. We use QA pair to train IBM Model 1. That makes
word-to-word translation probabilities inaccurate. Showing in the T2LM*, the
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Fig. 3. The influence of μ1, μ2 on the performance of T2LM∗

Fig. 4. The influence of μ1 on the performance of T2LM∗ when μ2 = 0.1

Fig. 5. The influence of θ on the performance of UT2LM
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μ3 is very small. That means translation model part has very small weight. The
results are consistent with the reported in previous work [11].

Table 4. Question retrieval results (Bold indicates our method and the correspond-
ing results. T2LM* and UT2LM have a statistically significant improvement over the
baseline using the t-test, p-value < 0.05)

MAP % of MAP improvements over P@1 MRR

LM TLM T2LM T2LM*

LM 0.3583 N/A N/A N/A N/A 0.2516 0.1958

TLM 0.3746 +4.5 N/A N/A N/A 0.2846 0.2372

T2LM 0.4361 +21.7 +16.4 N/A N/A 0.3208 0.2641

T2LM* 0.4592 +28.1 +21.3 +5.2 N/A 0.3385 0.3195

UT2LM 0.4687 +30.8 +25.1 +7.5 +2.1 0.3401 0.3244

The T2LM* performs better than the T2LM, and the UT2LM performs better
than the T2LM*. The underlying reasons are that the T2LM* utilizes the topic
information of query as weight to improve the topic component on the basis
of T2LM. UT2LM introduce the user information into the T2LM*. Because of
the reason that we describe in Sect. 3.3, the performance of question retrieval is
improved further. Comparing with T2LM*, the improvement of UT2LM is small
too. The reason is that main function of user information is optimization the
ranking list, not affects result strongly. By observing data, we find the difference
between Rank 1 and Rank 5 usually is between 1 to 10 in T2LM*, here we take
the logarithmic technology in the calculation process to prevent underflow. And
the optimal value of θ is relatively small 0.5 that illustrates this problem from
the side.

The topic number K in the LDA model also has an impact on retrieval
result, so we conduct an experiment on development set to find the relationship
between them. Figure 6 shows the result of the experiment. We can see that
MAP increases as the growth of K when K does not exceed 70. However, when
exceeding 70, MAP no longer grows or even lower. Possible reasons are that dis-
tinction between topics reduces with topic number growing when topic number
is too large. That causes the overlap between topics. After studying the result
of LDA model, we find that some words repeat in different topic top words list
when topic number exceeds 70. That confirms our previous conjecture.

Figure 7 shows a retrieval example of T2LM, T2LM* and UT2LM. Here we
briefly explain the content of results in English. Query is about children’s English
learning interest. Three Rank 1 of three models are same which is about helping
children learn English. Rank 2 and 3 of T2LM are about children’s English
learning institutions. Rank 2 of T2LM* and Rank 3 of UT2LM are same and
both are about helping children learn English. Rank 3 of T2LM* and Rank 2 of
UT2LM are same and they are about cultivating children’s interest in learning
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Fig. 6. The influence of topic number on the performance of T2LM* and UT2LM

Fig. 7. An example of T2LM, T2LM*, UT2LM (Bold indicates relevant; Underline
indicates the most relevant)

English which are the most relevant result with the query. From Fig. 7 we can see
that T2LM* performs better than T2LM. The results all have a relationship with
English, but the results of T2LM* and UT2LM focus the topic on the methods
and interests in learning English. And we can see that UT2LM improve ranking
list by user information.

5 Conclusion and Future Work

Question retrieval is an important component in Community Question Answer-
ing (CQA) services. In this paper, we propose a novel approach by first using
topic information of query to improve the quality of the word-to-question sim-
ilarity estimates. In addition, we exploit user adoption answer number asso-
ciated with questions in CQA archives for further improving the performance
of question retrieval. Experiments on a real CQA data set from Sogouwenwen
demonstrate the effectiveness of the proposed retrieval model.
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Although the topic model can be used as a potential semantic extension to
enhance the performance of question retrieval in CQA services, there is a problem
of ambiguity between topics. It is interesting to find an approach to solve the
problem. Meanwhile, thinking of keyword extraction techniques, it could be very
meaningful to capture weight of each topic by keywords of query instead of all
words in query. Besides, it is promising to explore other metadata in CQA archive
for improving retrieval performance.
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Abstract. Lexical chain has been widely used in many NLP areas. However,
when using it for Web text summarization, especially for domain-specific text
summarization, we got low accuracy results. The main reason is that traditional
lexical chains only take nouns into consideration while information of other
grammatical parts is missing. We introduce lexical chains of predicates and
adjectives (adverbs) respectively. These three types of lexical chains together are
called holographic lexical chains (HLCs), which capture most of the information
included in the text. A specifically designed construction method for HLC is
presented. We applied HLC method to Chinese text summarization and used
machine learning methods whose features are adapted to the new method. In a
comparative study of Chinese foreign trade texts, we got summarization results
with accuracy of 86.88%. Our HLC construction method obtained improvements
of 7.02% in accuracy than the known best methods in Chinese text summarization.

Keywords: Holographic lexical chain � Text summarization � Machine
learning � Lexical cohesion

1 Introduction

Lexical cohesion is a classical tool for analyzing the content of natural language text.
Lexical chain is a list of “about the same thing” words, which exploit the lexical
cohesion among related words and contributes the continuity of text meaning [13, 19].
Lexical chain has been widely used in many natural language applications, such as text
summarization [1–4, 10], machine translation [23], discourse quality measurement [20]
and some other areas [5, 17, 22].

The influx of large amount of web documents in the web age results in a great deal
of attention on automatic text summarization [14, 15]. Lexical chain is a good tool for
text summarization because of its easy computation and high efficiency. There are
many efforts of lexical chain based text summarization [2, 4, 10, 19]. Generally, these
lexical chain based text summarization methods can be decomposed into two
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procedures: (1) Lexical chains construction; (2) Select sentences relating to lexical
chains as summary.

In the first procedure, several lexical chains will be computed from each article.
Barzilay and Elhadad described the procedure of lexical chain construction as com-
posed of three steps [2]:

1. Select candidate words, including nouns and named entities;
2. For each candidate word, find an appropriate chain to insert, relying on a relatedness

criterion between candidate word and members of the lexical chains;
3. If found, insert the word into the chain and update it accordingly; If not, construct a

new chain and insert the word into the new chain.

However, when using it for Web text summarization, especially for domain-specific
text summarization, we got low accuracy results. The main reason is that traditional
approaches for lexical chain construction only take nouns (and named entities, as
shown in [2]) into consideration, while information of other grammatical parts, such as
predicates or adjectives, which carry important information for text summarization, is
missing. On the other hand, these methods adopt the assumption that “one sense per
discourse”, which had been proved not valid by other researchers [9].

The novelty of our approach is to introduce other two kinds of lexical chains,
namely the predicates lexical chains and adjectives (adverbs) lexical chains. In this way
we have lexical chains for all three major grammatical parts. These three types of
lexical chains together are therefore called holographic lexical chains (HLCs for short),
which capture most of the information included in the text. A specifically designed
construction method for HLCs is presented. Moreover, we present a scoring criterion to
identify strong chains and weak chains.

To illustrate this, let us consider the following text with seven sentences:

Rail freight giant Aurizon has cancelled its $91 million effort to standardize legacy systems onto a 
single SAP platform after an internal review found the project was at risk of delays and overspend.
In early 2014 the company revealed its plan to consolidate 18 separate legacy systems for logistics, 
planning, scheduling, ordering, and billing onto SAP HANA and SAP’s supply chain execution 
(SCE) platform 9.1.
The rail operator at the time said the system would improve visibility across the supply chain by 
"integrating long and short-term planning with resource availability and customer demand".
It had previously implemented SAP for ERP and asset maintenance, and called the HANA and 
supply chain platform a logical extension.
However, after three years the project will now be cancelled and an impairment charge of $64 
million recorded in the company's first quarter FY17 results, Aurizon said today.
Around $27 million of the project's total $91 million cost remains capitalized for software and 
licenses that are still in use, it said.
Aurizon CEO Andrew Harding said the project was not delivering value for the business.

Fig. 1. An example of Web text
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The HLCs can be identified as:

In Fig. 2, the digits in square brackets are sentence numbers.
We further investigate the connections between text summarization and lexical

cohesion. We apply HLC to Chinese text summarization. Our Chinese text summa-
rization method can be viewed as two-step process, too. The first step is to build HLC
of a text. The second step is selecting summarizing sentences using machine learning
methods whose features are adapted to our new HLC construction method.

Our aim is to:

1. Design an accurate and efficient HLC construction algorithm, which can process
documents of any length;

2. Design a robust Chinese text summarizer based on HLC approach together with
machine learning techniques.

The rest of this paper is organized as follows. In the next section, we survey the
related works about lexical chain construction and text summarization. Section 3
defines and illustrates the concept of HLC. A novel HLC construction algorithm and
scoring criterion to identify strong chains and weak chains are also presented in this
section. Section 4 illustrates HLC’s application in Chinese text summarization. The
experiments setup and experimental results analysis are shown. Finally, we conclude
the paper with hints on future work in Sect. 5.

Noun lexical chains:
rail[1], rail[3]; 
Aurizon[1], Aurizon[5], Aurizon[7];
million[1], million[5], million[6], million[6]; 
legacy system[1], SAP platform[1], legacy system[2], SAP HANA[2], SAP[2], 
platform[2], system[3], SAP[4], ERP[4], HANA[4], platform[4], software[6]; 
project[1], project[5], project[6], project[7]. 

Predicate lexical chains: 
cancel[1], cancel[5]; 
reveal[2], say[3] say[7]. 

Adjective(Adverb) chains:
single[1], separate[2]; 
long[3], short[3].

Fig. 2. An example of HLCs
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2 Related Works

Morris and Hirst first introduced the concept of lexical chain and showed it can be an
indicator of the whole text structure [13]. They used Roget’s thesaurus as the major
knowledge base for computing lexical chains. Since there was no computer-readable
thesaurus at that time, their algorithm cannot be implemented on the computer.

Hirst and St-Onge presented the first computer-implemented lexical chain con-
struction algorithm, which used WordNet [12] as knowledge base [7]. They defined
three kinds of word sense relations. When inserting a candidate word into an existing
chain, an extra-strong relation is sought throughout all chains. If a chain is found, the
word is inserted with the appropriate sense and the senses of other words are updated;
If not, strong relation is preferred to medium-relation to sought. Note that there is no
limit in distance for extra-strong relations, seven and three sentences are limited for
strong and medium-strong relations respectively.

However, Hirst and St-Onge’s “greedy disambiguation” resulted in low word sense
disambiguation (WSD) accuracy, since their method disambiguates a word at its first
encountering. Barzilay and Elhadad proposed a new method according to all possible
alternatives of word senses and chose the best one among them [2]. They also used
WordNet as knowledge base. This method significantly improves WSD accuracy but
with exponential complexity. It constructs all possible interpretations of candidate
words and selects that interpretation with the strongest cohesion, which causes the
inefficiency.

Based on Barzilay and Elhadad’s work, Silber and McCoy defined a linear time
algorithm [19]. They rewrote Wordnet noun database and tools to facilitate efficient
access, but still with low accuracy in WSD.

Galley and McKeown further investigated automatic lexical chains construction
[6]. They separated WSD and lexical chain construction into two different sub-tasks
and adopted the assumption of “one sense per discourse”. All word semantic links were
linked to a disambiguation graph in time OðnÞ and all wrong links are removed from
this disambiguation graph.

Remus and Biemann presented three knowledge-free methods for lexical chain
construction [18]. They used the Latent Dirichlet allocation (LDA) topic model for
estimating the semantic closeness of candidate terms. These corpus-driven methods
adopt the idea of interpreting lexical chains as clusters and a particular set of lexical
chains as a clustering. Other lexical chain applications are mostly based on Galley and
McKeown’s methods.

The above lexical chain methods only take nouns into consideration. Few efforts
focused on verb or adjective lexical chains. Novischi and Moldovan used WordNet to
create two types of lexical chains for question answering. Verb lexical chains were used
for propagating verb arguments, and noun lexical chainss were used to link semanti-
cally related arguments [16]. Jarmasz and Szpakowicz constructed lexical chains using
Roget’s thesaurus, whose hierarchical structure allow them to build lexical chains using
nouns, adjectives, verb, adverbs and interjections [8].
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Text summarization is a difficult but important research area in the web age of
information explosion. Generally, the methods can be categorized into two approaches:
abstract-based approaches and extraction-based approaches. Abstract-based approaches
can be considered as content synthesis of source text, which needs deep natural lan-
guage understanding. Extraction-based approaches extract important sentences to
generate a concise and coherent version of original text. Extraction-based approaches
are main approaches for text summarization.

Lexical chain based text summarization is a method of extraction-based summa-
rization. Many efforts of lexical chain based text summarization have been developed
to date. Barzilay and Elhadad presented a method of scoring chains. The sentences
containing these strong chains are chosen as summary sentences [2]. Ercan and Cicekli
implemented Galley’s lexical chain construction method and represented topics by sets
of co-located lexical chains to take advantage of more lexical cohesion clues [4]. They
segmented text into topic episodes by means of lexical chain clustering. The final
summary was sentences selected from each topic segments.

3 Holographic Lexical Chains

Since Morris and Hirst first proposed the concept of lexical chain, many lexical chain
construction methods along with lexical chain based applications have been presented
to date. However, these lexical chain construction methods only take nouns (and/or
named entities) into consideration, while information of other grammatical parts, such
as predicates or adjectives, which often carry important information for text summa-
rization, is neglected.

We introduce other two kinds of lexical chains: predicates lexical chains and
adjectives (adverbs) lexical chains in this section. Nouns, predicates and adjectives
(adverbs) form the major grammatical parts of a sentence. Their corresponding lexical
chains capture most of the information included in the text, which we call holographic
lexical chains.

The candidate words of holographic lexical chains contain three parts: noun can-
didate words, predicate candidate words and adjective (adverb) candidate words. All
the words were stemmed first. We selected all nouns and named entities as noun
candidate words, which describe the topics of a text. For each sentence, there’s only
one predicate, which describes the property that a subject has and can be recognized as
the root of dependency tree. All predicates from each sentence constitute predicate
candidate words. All adjectives and adverbs were selected as adjective (adverb) can-
didate words, which qualify nouns.

Definition 1 Holographic Lexical Chains (HLCs). Holographic lexical chains of a
discourse include three types of lexical chains. They can be summarized with a triple:

HLCs ¼ \NChains; PChains;AChains[ ð1Þ

where
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(1) NChains are noun lexical chains, each of which is a list of semantically related
nouns, whose elements consist of nouns or named entities;

(2) PChains are predicate lexical chains, each of which is a list of semantically related
predicates. The elements in each chain are usually verbs;

(3) AChains are adjective (adverb) lexical chains, each of which is a list of seman-
tically related adjectives and/or adverbs.

Let NChains[ PChains[AChains ¼ C1;C2; � � � ;Ckf g, where each Cið1� i� kÞ
is a lexical chain. We have the following properties:

(1) Ci \Cj ¼ ;; 1� i; j� k and i 6¼ j;
(2) C1 [C2 [ � � � [Ck ¼ C; C is the set of all candidate words.

Property (1) means there’s no common words between two different lexical chains.
In other words, every word occurrence can only belong to one lexical chain, there is no
overlapping word occurrences. Property (2) means for all candidate words, each word
should belong to one chain.

For each source text, the process of HLC construction is shown as follows (Fig. 3):
In the preprocessing procedure, we use Stanford CoreNLP Toolkit [11] for sentence

splitting, POS tagging and dependency parsing. Then all nouns, predicates and
adjectives (adverbs) are extracted, which form candidate words of HLCs. Finally, we
present holographic lexical chain construction method to compute HLCs.

Fig. 3. Process of holographic lexical chains construction
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Algorithm 1 Holographic lexical chain 
construction method

Input: Three types of candidate words, 
denoted by cws. 
Output: Holographic lexical chains, de-
noted by hlcs.

nounChains = 
getLexicalChains(cws.nouns);

predicateChains = 
getLexicalChains(cws.predicates);

adjectiveChains = 
getLexicalChains(cws.adjectives);

hlcs.setNounChains(nounChains); 
hlcs.setPredicateChains(predicateChains); 
hlcs.setAdjectiveChains(adjectiveChains); 

The function “getLexcialChains” above is a general method for constructing three
types of lexical chains. The novelty of our method has two aspects: (1) we adopt the
idea of “disambiguation graph” in Galley and McKeown’s method but get rid of their
assumption of “one sense per word”, different appearances of one word can have
different senses; (2) In the word sense disambiguation step, we define three kinds of
word sense relations and each with a weight to determine the final word sense.

We choose HIT IR-Lab Tongyici Cilin (Extended version) (means ‘Thesaurus of
Synonym Words’, TCE for short) [21] as our knowledge base for automatically
qualifying semantic similarity between words. TCE groups words into five levels
according to their senses. Each line in the fifth level refers to a common semantic
concept, which corresponds to a synset that contains words of similar meaning. Since
one word may have more than one sense, a word may occur in more than one synset.

We also define three kinds of word sense relations: extra-strong relation, strong
relation and medium-strong relation. They are different from the three kinds of relations
in Hirst and St-Onge’s definition. Empirically, we define extra-strong relation as a word
and its literal repetition, strong relation as two synonyms words or words with lowest
common ancestor level 4 in TCE, and medium-strong as two words belonging to the
same word class, where the lowest common ancestor level is 3 in TCE.

The function “getLexcialChains” has the following three steps:

1. Disambiguation graph construction. Disambiguation graph here is an undirected
graph, whose vertex denotes word occurrence, and edge denotes the semantic
relationship between two word occurrences.
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2. Word sense disambiguation. If a word occurrence has more than one senses, find
and preserve the most appropriate sense. Remove other senses and their corre-
sponding edges.

3. Final lexical chains building. Traverse disambiguation graph and the words related
by edges form one lexical chain. All building lexical chains consist of the final
lexical chains.

Algorithm 2 Disambiguation graph construction
Input: Candidate word list, denoted by cwl.
Parameter: The maximum number of sentences between 
two words who has strong relation, denoted by msr; 
The maximum number of sentences between two words 
who has medium-strong relation, denoted by mmsr. 
Output: Disambiguation graph.
Create an empty disambiguation graph, denoted by dg.
for each word icw in cwl
add icw to dg;
for each word jgw in dg

if icw and jgw has extra-strong relation

create edge between icw and jgw ; 

else if icw and jgw has strong relation and

distance( icw , jgw )<=msr
create edge between icw and jgw ;

else if icw and jgw has medium-strong relation

and distance( icw , jgw )<=mmsr
create edge between icw and jgw ;

end if
end for

end for

The “distance(cwi; gwj)” in Algorithm 2 denotes the number of sentences between
the sentence that contains cwi and sentence contains gwj. Empirically, we choose the
parameters “msr” and “mmsr” in Algorithm 2 as 7 and 3 respectively.

Holographic Lexical Chain and Its Application 273



Algorithm 3 Word sense disambiguation
Input: Disambiguation graph, denoted by dg.
Output: Disambiguation graph after word sense 
disambiguation.
for each word icw in dg
if icw has more than one sense

for each sense j
iscw of icw

compute the weight of j
iscw ; 

end for
preserve the sense with highest weight, remove 
other senses and their corresponding edges; 

end if
end for

In Algorithm 3, the weight of cwi ’s sense scw
j
i means the sum weight of all edges

that scw j
i related to. If scw j

i connects to n vertexes fv1; v2; � � � vng and their corre-
sponding edges are fe1; e2; � � � eng, then the weight of scw j

i is:

Wscwj
i
¼

Xn
k¼1

WrelationType � 1
distanceðcwi; vkÞ ð2Þ

where

WrelationType ¼
1; extra� strong relation
0:5; strong relation
0:3;medium � strong relation

8<
: ð3Þ

and distanceðcwi; vkÞ denotes the number of sentences between the sentence that
contains cwi and sentence contains vk .

After construction of HLC, there may be some weak chains, such as the chains
whose length is 1. One must identify the useful and strong chains. We propose a
scoring criterion for chains in HLC. For each chain, the sore can be computed as:

Score ¼ ChainStrength � HomogeneityIndex ð4Þ

where

ChainStrength ¼ Dchainspan

Nall sentences
� L �

X
WrelationType ð5Þ

and
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HomogeneityIndex ¼ 1� NdistinctMembers

L
ð6Þ

The symbol L in formulas (5) and (6) denotes the number of all words in the chain.
In formula (5), Dchainspan denotes the number of sentences included in a text block, in
which the first and the last sentence contain the first and the last element of the chain
respectively; Nall sentences denotes the number of all sentences of the text;

P
WrelationType

denotes the sum of all weights of relation between any two words in the chain.
NdistinctMembers in formula (6) denotes the size of distinct members in the chain. For
example, the distinct members in chain “apple, apple, fruit, banana, fruit” are “apple,
fruit, banana”, whose number is 3.

For each type of lexical chains in HLC, the strong chains satisfy the following
formula:

Score[AverageScoreþ a � StandardDeviation ð7Þ

The weak chains satisfy the following formula:

Weak chain ¼ length\2;
Score\AverageScore� b � StandardDeviation:

�
ð8Þ

Where AverageScore and StandardDeviation mean the average score and standard
deviation of this type of chains belonging to a text, respectively. Here a and b are
parameters which can be determined by specific requirements. Empirically, a and b can
be determined as 2 by default.

When using HLC to specify applications, weak chains can be removed or only
strong chains be selected for better performance and high efficiency.

4 Application in Chinese Text Summarization

In order to verify the validity of our HLC method, we applied it for Chinese text
summarization. Since there is no Chinese text summarization benchmark dataset, we
chose Chinese foreign trade texts as the domain of our experimental corpus and
extracted articles from the Internet. We randomly selected 159 texts as experiment
dataset, from which the summary sentences are tagged manually. The average sentence
length of these texts is 53.59 and the average number of sentences in each text is 13.53.
Excerpts of one of this text is shown in Fig. 4.

In the summary generation step, we used machine learning methods rather than
heuristic rules. We treated summary sentence selection as a binary classification
problem. Features used in this step are the following (Table 1):

a. Co-appearance of words from different types of lexical chains. Since nouns,
predicates and adjective (adverb) constitute all major grammatical parts, we took
those sentences as summary sentences, which contain words from two or more
types of lexical chains. For example, if a sentence contains three types of lexical
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chain words “进出口(Import-Export), 增长(Rise), 明显(Obviously)”, the sentence
may be a summary sentence. There are four vectors of this feature:

b. Appearance of the first word of any lexical chain. It means that this sentence is the
begin of a new topic, which should be considered as a summary sentence.

c. Appearance of the representative word of any lexical chain. A representative word
is the highest frequency word of a lexical chain. It means that the content of this
sentence is closely related to the topic of this lexical chain.

d. Appearance of two or more elements of the same lexical chain. It means that this
sentence is more closely related to the lexical chain than the others.

e. Appearance of words from more lexical chains than the others.
f. The first sentence of a text.
g. The long sentence. We define long sentence here as:

Length[AverageLengthþ k � StandardDeviation ð9Þ

where k is a parameter which was taken as 2 in this experiment.
According to these features the summary sentence of example text in Fig. 1 is its

first sentence.

For the foreign trade situation in the first quarter, Minister of Commerce Gao 
Hucheng said recently that various circles of society should be fully prepared to 
undertake the probable data fluctuation of foreign trade in February.

Gao Hucheng pointed out that the Spring Festival is not the only reason for the 
"double down" of China's import and export.

Due to the weak global market demand and the sluggish bulk commodity 
prices, the world's major economic entities were the poor performance of im-
ports and exports, resulting in a poor start of global trade trend.

Fig. 4. An example of Chinese foreign trade text (excerpt)

Table 1. Four vectors of word co-appearence feature

Noun + Predicate + Adjective (Adverb)
Noun + Predicate
Noun + Adjective (Adverb)
Predicate + Adjective (Adverb)
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In our experiment, after HLC construction, the algorithm filters out weaker lexical
chains for better performance and high efficiency (Table 2).

We used both linear regression and support vector machine methods with different
feature combinations for comparative study.

To evaluate our method comprehensively, we used four evaluation criteria: accu-
racy, precision, recall and F1 value, which measure the performance of our method on
different aspects (Table 3).

Where TP represents the number of tagged sentences that are correctly predicted as
summary sentences; FN represents the number of tagged sentences that are falsely
predicted as non-summary sentences; FP represents the number of non-tagged sen-
tences that are falsely predicted as summary sentences; TN represents the number of
non-tagged sentences that are correctly predicted as non-summary sentences.

The evaluation criteria are defined as follows.
Accuracy: the percentage of correctly predicted sentences out of all sentences:

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð10Þ

Precision: the percentage of correctly predicted as summary sentences out of all
tagged sentences:

Precision ¼ TP
TPþFP

ð11Þ

Recall: the percentage of correctly predicted as summary sentences out of all
predicted sentences:

Table 3. The confusion matrix

All sentences Predicted
Predicted as summary sentences Predicted as

non-summary sentences

Tagged sentences TP FN
Non-tagged sentences FP TN

Table 2. HLC filter operation

Chain type Filter operation

Noun chains Select strong chains
Predicate chains Remove weak chains
Adjective (Adverb) chains Remove weak chains
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Recall ¼ TP
TPþFN

ð12Þ

F1: the harmonic mean of Precision and Recall, which is calculated as:

F1 ¼ 2� Precision� Recall
PrecisionþRecall

ð13Þ

We used ten-fold cross validation and computed the average value of those above
four criteria.

The evaluation results using ten-fold cross validation are shown in Table 4, where
“a”, “b” and “c” denote the first three features respectively. “All” denotes all above
features from “a” to “g”. “All-a” denotes all above features except “a”. “a + b + c”
denotes combination of features “a”, “b” and “c”. The accuracy of 86.88% showed that
HLC is a good tool for Chinese text summarization. Furthermore, experimental results
confirmed that the feature of word co-appearance plays an important role in Chinese
text summarization, which captures most information of a sentence. Support vector
machine method outperforms linear regression method.

Table 4 only shows the average values of four criteria, from which we cannot get
the data fluctuation information of ten-fold experimental results. We take the results of
support vector machine method as an example. Figure 5 shows the data fluctuation of
four criteria from ten-fold experiments, from which we can see that the fluctuating
range of experimental results is small. Our experimental results of ten-fold cross val-
idation remain stable.

The reasons of failure of identifying the correct summary sentences including two
aspects: (1) the tagged sentences were falsely classified as non-summary sentences,
because existing features cannot cover all their characteristics; (2) the non-tagged
sentences were falsely classified as summary sentences, because these sentences cap-
ture common features with summary sentences. According to statistics, the percentage
of reason (1) is almost the same as that of reason (2).

For comparison, we re-implemented three main traditional lexical chain construc-
tion methods, and used them to construct traditional noun lexical chains on the same
Chinese foreign trade corpus. These three methods are listed as follows:

Table 4. Evaluation results (%) of text summarization

Methods Features Average
accuracy

Average
precision

Average
recall

Average
F1

Support vector
machine

All 86.88 84.40 73.89 76.47
All-a 83.67 85.61 60.32 67.35
a + b + c 80.23 73.21 71.38 69.54

Linear regression All 83.31 78.34 69.78 71.51
All-a 82.19 79.51 58.11 66.93
a + b + c 79.05 81.23 63.65 69.62
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H&S: Algorithm by Hirst and St-Onge [7], with TCE as its knowledge base.
B&E: Algorithm by Barzilay and Elhadad [2], with TCE as its knowledge base.
G&M: Algorithm by Galley and McKeown [6], with TCE as its knowledge base.

Previous lexical chain based text summarization methods used heuristic rules to
select summary sentences, such as appearance of the head word of a lexical chain,
appearance of representative word of a lexical chain, co-appearance of two or more
lexical chains. We used support vector machine method whose features are adapted to
these above rules.

The accuracy results in Table 5 show the advantage of our innovation in HLC
construction method and feature selection outperforms other methods with improve-
ment of 7.02% than the best of them(G&M method).

Meanwhile, we tested the running efficiency of our HLC method and other three
traditional lexical chain methods on the same platform. We used a PC with an I5 CPU
(2.50 GHz * 4 Cores) and 16 G memory.

Our method can construct three types of lexical chains at the same time while the
other three methods only construct noun lexical chains. Nevertheless, as Fig. 6 shows,
the time cost of our method is nearly the same as H&S method and G&M method.
These three methods are considerably faster than B&E method.

Fig. 5. Data fluctuation of four criteria (support vector machine method)

Table 5. Comparison (%) of different lexical chain construction methods for text summarization

Algorithm Accuracy Precision Recall F1

H&S method 76.39 67.37 60.34 60.82
B&E method 79.25 69.85 65.90 63.75
G&M method 79.86 70.21 64.28 64.03
Our method 86.88 84.40 73.89 76.47
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5 Conclusion

In this paper, we presented our approach of holographic lexical chains (HLCs), which
contain three kinds of lexical chains: noun lexical chains, predicate lexical chains and
adjective (adverb) lexical chains. HLCs capture most of the information included in the
text. A specifically designed HLC construction method and scoring criterion are also
presented in this paper. We applied HLC technique to Chinese text summarization. In
the summary sentence selection step, we used two machine learning methods: linear
regression and support vector machine whose features are adapted to HLC and other
text features. Comparative experiments on Chinese foreign trade text summarization
demonstrate that our holographic lexical chain construction method outperforms other
methods in Chinese text summarization.

One of the future works will be further improving efficiency and accuracy of the
HLC technique. A possible way is to integrate HLC with some other features, such as
those of discourse structure. Another important task is further applying HLC to other
NLP applications.
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Abstract. Source code authorship identification is an issue of author-
ship identification from documents, and it is to identify authors of source
codes or programs based on source code examples of programmers. The
main applications of authorship identification of source codes include
software intellectual property infringement, malicious code detection and
software maintenance and update. This paper proposes an approach
of constructing author profiles of programmers based on a logic model
of continuous word-level n-gram and discrete word-level n-gram, and a
multi-level context model about operations, loops, arrays and methods.
Further, we employ the technique of sequential minimal optimization for
support vector machine training to identify authorship of source codes.
The advantage of author profiles in this paper can discover explicit and
implicit personal programming preference patterns of and between key-
words, identifiers, operators, statements, methods and classes. Experi-
mental results on programs from two open source websites demonstrate
that our approach achieves a high accuracy and outperforms the baseline
methods.

Keywords: Authorship identification · Source code · Software foren-
sics · Discrete word-level n-gram · Sequential minimal optimization

1 Introduction

Source code authorship identification is to identify authors of source codes or
programs based on code examples of a given set of candidate programmers [1–6].
Authorship identification of source codes is an issue of authorship identification
which aims to determine authors of texts such as literatures, articles, essays,
emails, blogs, source codes and online forum messages [7,8]. In addition, author-
ship identification of source codes is an important task in the field of software
forensics, and this field is to analyze software source codes or executable codes
in order for distinguishing authors of softwares or personalities of those authors
[9,10].

The wide applications of authorship identification technique of source codes
include software intellectual property infringement, malicious code detection,
and software maintenance and update [1,3,10–14]. First, software intellectual
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 282–296, 2017.
DOI: 10.1007/978-3-319-63579-8 22
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property infringement contains copyright or patent infringement. Authorship
identification of source codes can be used to settle ownership disputes of unau-
thorised source codes [1,10,12–14]. Second, malicious code detection is to detect
computer viruses, computer worms, spyware and adware and so on [1,3,12,14].
Authorship identification can help to decide authors or developers of malicious
codes. Third, authorship identification of source codes can be utilized to identify
authors of previous programs or program modules and track the authorship of
program variations in the process of software maintenance and update [1,12].

However, it is infeasible and time-consuming to recognize authors of source
codes in a manual way [13,15]. Hence, this paper focuses on how to identify
authors of source codes or programs. The differences between authorship identi-
fication of source codes and authorship identification of natural language texts
are given as follows [14,16–18]: (1) a natural language is a kind of open and
complicated language. However, a programming language in which source codes
are written is a type of formal and restrictive language. (2) The flexibility of
source codes is mainly embodied in the aspects of layout, style, structure and
logic of programs. And features about layout, style, structure and logic of source
codes usually rely on personal experiences and habits of programmers.

The major challenges of authorship identification of source codes include
(1) how to extract features which are independent of functions or purposes of
source codes, and specific names of identifiers such as variables and methods;
(2) how to extract features which are relatively steady across different programs
of the same programmer and in the evolving process of programming charac-
teristics of developers [6,18]; (3) how to extract features which can highlight
distinctivenesses among different programmers [13,15].

In this paper, we propose an approach of constructing author profiles of
programmers based on a logic source code-oriented model of continuous word-
level n-gram and discrete word-level n-gram, and a multi-level context model
about operations, loops, arrays and methods. Further, we employ the technique
of sequential minimal optimization (SMO) for support vector machine (SVM)
training to identify authorship of source codes. Experimental results on programs
from two open source websites demonstrate that our approach achieves a high
accuracy and outperforms the baseline methods.

The principal contributions of this work are given as follows. (1) An approach
of building author profiles of programmers based on a logic source code-oriented
model of continuous word-level n-gram and discrete word-level n-gram, and a
multi-level context model about operations, loops, arrays and methods is pro-
posed in this paper. The author profiles capture explicit and implicit personal
programming characteristics of different programmers on the using of keywords,
identifers, operators, statements, methods and classes, and programming colla-
tion patterns between those different granularities of components of program-
ming languages. Moreover, extracted features within author profiles are purpose-
independent, and are not restricted by specific user-defined names of identifiers
such as variables, methods, classes and interfaces. (2) This paper provides a
promising technique to fulfill the task of source code authorship identification.
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Experimental results on programs from two open source websites show that the
identification performance based on our author profiles of programmers by using
SMO outperforms two baseline methods, is better than those of present features
in related works and those of decision tree and random forest.

The rest of the paper is organized as follows. Section 2 introduces related
works about authorship identification of source codes. Section 3 presents our
source code authorship identification algorithm. Experimental results are given
in Sect. 4. Section 5 concludes the paper and discusses future works.

2 Related Works

The authorship identification techniques of source codes include ranking
approaches and machine classifier approaches [14,17]. Further, the latter kind
of approaches can be classified into three types of methods: statistical analysis,
machine learning, and similarity calculation methods [14,17].

The representative works which used ranking approaches consist of works
of Burrows et al. [13,14,19–22] and Frantzeskou et al. [16]. Burrows et al. [13,
14,19–22] adopted an information retrieval technique to deal with the task of
authorship identification of source codes. First, they converted programs into
token sequences with operator tokens, keyword tokens, and white space tokens.
Second, transformed token sequences into a token-level n-gram representation.
Third, built an index of all programs and queried the index for a test program
with unknown authors. Fourth, selected the authors of top-ranked programs as
the authors of the test program. Frantzeskou et al. [16,23] applied a method of
Source Code Author Profiles with byte-level n-gram features to solve the problem
of source code authorship identification. Here, an author profile is composed of
the most frequent n-grams in training data of that author. To a test program
with unknown authorship, they first computed the number of common n-grams
between the test program and each author profile, and then chose the author
with the most common n-grams as the author of that test program.

Krsul and Spafford [24], Ding and Samadzadeh [2] and MacDonell et al.
[12] utilized statistical analysis methods to recognize authorship of source codes.
Krsul and Spafford [14,24] extracted metrics which contain programming layout
metrics, style metrics and structure metrics, and used a multiple discriminant
analysis method to identify authorship of source codes. MacDonell et al. [12] cal-
culated metrics about whitespace features, some specific character-level features
and some keyword features, and employed a multiple discriminant analysis app-
roach to address the issue of source code authorship identification. Furthermore,
Ding and Samadzadeh [2] adopted an canonical discriminant analysis technique
to judge authorship of source codes.

The main works of machine learning approaches include the works of Mac-
Donell et al. [12], Kothari et al. [1] and Elenbogen and Seliya [25]. MacDonell
et al. [12] used feed-forward neural networks and case-based reasoning to iden-
tify authorship of source codes. Kothari et al. [1] extracted programming style
metrics and character-level n-gram features, and utilized the Bayes classifier and
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the voting feature intervals to determine authorship of source codes. In addition,
Elenbogen and Seliya [25] computed style metrics including number of lines of
code, number of comments, average length of variable names, number of vari-
ables, and adopted an decision tree model to decide authorship of source codes.

Lange and Mancoridis [3] and Shevertalov et al. [26] employed the similar-
ity calculation method to identify authorship of source codes. The two works
computed distances between a program with unknown authors and programs of
known authors, and used the nearest-neighbor method to judge authorship of
codes.

3 An Authorship Identification Approach of Source
Codes

We first give the definition of source code authorship identification.

Definition 1. Given a set P of programmers and their source code examples,
the task of source code authorship identification is to determine which program-
mer in the set P wrote a program with unknown authors.

3.1 Overview of Our Approach

Our approach of authorship identification of source codes includes two phases:
author profiles construction and author identification, as shown in Fig. 1. The
phase of author profiles construction is composed of four steps: (1) programming
layout feature extraction, (2) programming style feature extraction, (3) program-
ming structure feature extraction, and (4) programming logic feature extraction
based on a continuous word-level n-gram model, a discrete word-level n-gram
model and a character-level n-gram model. Furthermore, a method based on the
sequential minimal optimization for SVM training is used to identify authorship
of source codes or programs.

3.2 Feature Extraction

Author profiles of programmers play an important role in the issue of source code
authorship identification. Author profiles should have relative stability within a
programmer and highlight distinctivenesses among programmers.

The features constituting author profiles can be divided into four categories:
programming layout features, programming style features, programming struc-
ture features and programming logic features. Table 1 gives the sets of program-
ming features which are used in our approach and other related works, while
Table 2 demonstrates the sets of programming features which are proposed in
our approach. Tables 1 and 2 show the category, ID, feature focus and feature
description. Here, the feature focus means the programming topic or entity which
the feature is concerned with. In this paper, lines of a program are classified into
four kinds of lines: code lines, comment lines, blank lines, and hybrid lines of
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Fig. 1. The process of our authorship identification approach of source codes.

code and comment. A hybrid line of code and comment means a line which con-
tains a piece of code and a piece of comment. Moreover, non-comment lines of a
program contain code lines and blank lines.

Programming Layout Feature Extraction. We will present how to extract
programming layout features in this subsection.

Definition 2. Programming layout features are features which reflect the layout
of a program or the arrangement of source codes and comments of a program.

The feature focuses of the programming layout features in Tables 1 and 2
constitute a set {import, if statement, format of operator, format of loop, leading
whitespaces of lines, percentage of blank lines}. For example, the feature focus
of the feature fl1 in Table 2 is “import” which denotes the action of importing
package. And fl1 means whether there is at least a blank line between the last
line includes the keyword “import” and the next line which contains codes.

The reason that features fl1, fl2 and fl3 in Table 2 are proposed in our
approach is given as follows. The goal of fl1 is to describe the layout charac-
teristic between lines of importing packages and other code lines. Furthermore,
fl2 and fl3 are to represent the arrangement of whitespaces within for loop
statements. Actually, those three features are independent of purposes of pro-
grams and exhibit preferences of programmers to the layout about import and
for loops. The set of programming layout features in our experiments includes
layout features in Tables 1 and 2, i.e., {fl1, f l2, f l3, tl1, tl2, tl3, tl4}.

Programming Style Feature Extraction. This subsection will discuss pro-
gramming style feature extraction from source codes.
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Table 1. Programming features used in our approach and other works

Category ID Feature focus Feature description

Layout tl1 Format of operator Average number of whitespaces adjacent to
operators

tl2 If statement Is the frequency of left braces on the end of lines
including “if(condition)” is greater than that of left
braces on the next lines of lines including
“if(condition)”

tl3 Percentage of
blank lines

Percentage of blank lines to all lines of a program

tl4 Leading
whitespaces of lines

Average number of leading whitespaces per line

Style ts1 Number of
comment lines

Is the number of hybrid lines is greater than that of
comment lines

ts2 Percentage of
comments

Percentage of comment lines and hybrid lines to
non-comment lines

ts3 Variable length Average number of characters per variable

ts4 Frequency of
for/while loop

Comparing the frequency of the keyword “for” with
that of “while”

ts5 Frequency of
if/switch

Comparing the frequency of the keyword “if” with
that of “switch”

ts6 Percentage of
static global
variables

Percentage of the number of static global variables
to non-comment lines of a program

ts7–ts9 Public, private,
protected

Respective percentages of the keywords “public”,
“private” and “protected”

ts10 Kinds of operators The kinds of occurred operators

ts11 Percentage of
operators

Percentage of the number of occurred operators to
non-comment lines

ts12–ts15 Percentage of
methods

Respective percentages of four kinds of methods
including int, char, void and String methods

ts16 Percentage of
methods

Percentage of methods to non-comment lines

ts17–ts19 Variable names Do variable names include underscores, numbers
and uppercase letters, respectively

ts20 Percentage of
variables

Percentage of the number of variables to
non-comment lines

ts21 Number of
variables

Sum of the numbers of all variables

ts22 Go to Is the statement “go to” used in a program

Structure tr1 Average length of
lines

Average number of characters per line

Logic tg1 Character-level
n-gram

Frequency of character-level n-grams
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Table 2. Programming features proposed in our approach

Category ID Feature focus Feature

focus

proposed in

our work

Metric

proposed in

our work

Feature description

Layout fl1 Import
√ √

Is there at least a blank line

between the last line includes the

keyword “import” and the next

line which contains codes

fl2 Format of for loop
√ √

Percentage of whitespaces

between left and right

parentheses of the form “for(...)”

to all “for” loops

fl3 Format of for loop
√ √

Is there at least a whitespace

between left parentheses and

right parentheses of the form

“for(...)”

Style fs1 Percentage of comments × √
Percentage of comment lines and

hybrid lines to all lines of a

program

fs2 Percentage of keywords × √
Percentage of the number of

keywords to non-comment lines

of a program

fs3 Percentage of loops × √
Percentage of loops of “for”,

“while” and “do-while” to

non-comment lines

fs4 Definition of loop

variable

√ √
Percentage of loop variables in

lines which include the keyword

“for” and definitions of those

variables to all “for” loops

fs5 Two-dimensional array
√ √

Is a two-dimensional array used

in a program

fs6 Array subscript
√ √

Is a computational formula used

within array subscripts in a

program

fs7 Addition operation
√ √

Percentage of the form like

“i+=j” to total of the forms like

“i=i+j” and “i+=j”

fs8 Return statement
√ √

Does “return 0;” occur in a

program

fs9 Percentage of import
√ √

Percentage of lines which include

the keyword “import” to all lines

of a program

fs10 Frequency of class and

interface

× √
Is the frequency of interfaces

greater than that of classes

Structure fr1 Percentage of defined

methods

× √
Percentage of defined methods to

non-comment lines

fr2 Average length of

comments

× √
Average length of comment lines

and hybrid lines

fr3 Average length of

methods

× √
Average number of lines per

method

Logic fg1 Word-level n-gram
√ √

Frequency of word-level

continuous n-grams of a program

fg2 Word-level n-gram
√ √

Frequency of word-level discrete

n-grams of a program
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Definition 3. Programming style features are ones which embody preferences of
programmers to stylistic characteristics of programming such as variable names
and variable lengths.

We will explain why the style features fs1, fs2, . . . , fs10 in Table 2 are
designed in our approach. (1) fs1, fs2, fs3 and fs7 are to reflect personal traits
of programmers about the using of comments, keywords, loop statements, and
statements of add operation. In particular, the feature fs4 means that whether
a developer frequently defines loop variables in for loop statements. (2) The
essence of features fs6 and fs5 is to reflect the facts about how to define array
subscripts for programmers and whether a two-dimensional array is used in their
programs. (3) The feature fs8 is to depict the habit that a developer write a
statement “return 0;” on the end of a void method. (4) The aim of the features
fs9 and fs10 is to capture the characteristics of using frequencies of import,
interface and class for programmers. In our experiments, we used a set of pro-
gramming style features which is composed of style features in Tables 1 and 2,
i.e., {fs1, fs2, . . . , fs9, fs10, ts1, ts2, . . . , ts21, ts22}.

Programming Structure Feature Extraction. We will address how to
extract programming structure features in this subsection.

Definition 4. Programming structure features are features which reflect the
structure characteristics of programs such as average length of methods, which
are usually associated with programmers’ experiences.

The cause that the features fr1, fr2 and fr3 are proposed in our method lie in
that those three features embody the preferences of developers to the application
of methods and comments. The set of programming structure features in our
experiments contains fr1, fr2, fr3 and tr1 in Tables 1 and 2.

Logic Feature Extraction Based on Continuous and Discrete Word-
Level n-Gram Models. Figure 2 demonstrates a continuous word-level n-gram
model of source codes and a discrete word-level n-gram model of source codes
[27].

Definition 5. A continuous word-level n-gram model of source codes is a con-
tiguous sequence of n items from a program. Here, items of programs are defined
as any strings which are separated by whitespaces. Items can be keywords, oper-
ators, use-defined identifiers, punctuations and statements and so on. For a
sequence t1 t2 ...... tp−1 tp of items of a program, we can obtain sequences
of items shown in Fig. 2 according to that model.

For instance, to the following program (1), we can get sequences of 3 items,
as shown in (2), based on the continuous word-level 3-gram model.

public � void � setUseGradient( � boolean � useGradientV alue � ) (1)
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Fig. 2. Continuous and discrete word-level n-gram models of source codes.

(1) public void setUseGradient(
(2) void setUseGradient( boolean
(3) setUseGradient( boolean useGradientV alue
(4) boolean useGradientV alue )

(2)

Definition 6. For a sequence t1 t2 ...... tp−1 tp of items of a program, a discrete
word-level n-gram model with m skip items means a sequence of n items, like
tk tk+m+1 ...... tp (1 ≤ k ≤ p − (n − 1)(m + 1)), shown in Fig. 2.

As an illustration, to the program (1), we can acquire sequences of two items
with one skip item, as shown in (3), according to the discrete word-level 2-gram
model with one skip item.

(1) public setUseGradient(
(2) void boolean
(3) setUseGradient( useGradientV alue
(4) boolean )

(3)

We first extract a set of the top-k most frequent continuous word-level n-
gram sequences, a set of the top-k discrete word-level n-gram sequences, and a
set of character-level n-gram sequences from programs in the corpus. The feature
fg1, fg2 and tg1 of a program are occurring frequencies of sequences in those
three sets, respectively.

The reason that we proposed features based on the continuous and discrete
word-level n-gram models are analyzed as follows. (1) Extracted features based
on the continuous and discrete word-level n-gram models reflect the using pref-
erences of keywords, identifiers, operators and statements. (2) The continuous
word-level n-gram model capture implicit programming patterns of program-
mers, that is, the collocation patterns between keywords and user-defined iden-
tifiers, between operators and identifiers. Here, user-defined identifers include
variable names, methods names and class names and so on. However, it is dif-
ficult for the character-level n-gram model to achieve this goal. (3) Features
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founded on the discrete word-level n-gram model discover underlying colloca-
tion patterns of developers between keywords themselves, between user-defined
identifies themselves, between keywords and operators. (4) Features based on
the continuous and discrete word-level n-gram models are easy to be extracted
from source codes, and they do not need any preprocessing. Therefore, those
features based on those two models are irrelevant to the specific purposes of
programs, can embody unconscious, relatively stable and personal programming
characteristics of programmers.

3.3 An Authorship Identification Algorithm

Programs in the corpus have been represented as feature vectors after the process
of feature extraction. Further, the problem of source code author identification
was transformed into a multi-class classification problem in this paper. The clas-
sifier of sequential minimal optimization (SMO) for SVM training [28–30] was
employed to determine authorship of source codes.

The sequential minimal optimization is designed to solve the quadratic pro-
gramming problem, that is, the Lagrangian dual problem of SVM, as shown
in (4) [28–30]:

max
α

n∑

i=1

αi − 1
2

n∑

i=1

n∑

j=1

yiyjK(xi, xj)αiαj ,

s.t. 0 ≤ α ≤ C, for i = 1, 2, ..., n,
n∑

i=1

yiαi = 0,

(4)

where xi is the input vector of a training source code example, yi is a class label
for xi, n is the number of training examples, αi are Lagrange multipliers, C is
an hyperparameter, and K(xi, xj) is the kernel function.

The advantages of the SMO approach are that it reduces the computation
time and obtains a better scaling characteristic than the SVM training method
[28–30]. Now we give our identification algorithm in Algorithm1.

Algorithm 1. Authorship identification from source codes
Input: The source codes C of anonymous authors.
Output: the author of each program in C.

1: for ci ∈ C, i=1, 2, ..., n do
2: Build the layout feature set {fl1, f l2, f l3, tl1, tl2, tl3, tl4}.
3: Extract the style feature set {fs1, fs2, ......, fs10, ts1, ts2, ......, ts22}.
4: Construct the structure feature set {fr1, fr2, fr3, tr1}.
5: Extract the logic feature set {fg1, fg2, tg1}.
6: Build the feature vector v of ci.
7: end for
8: Employ the sequential minimal optimization (SMO) to classify the authorship of

each program.
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4 Experiments

4.1 Experimental Results

The two datasets of source codes in the java programming language are used in
our experiments, which come from two source code websites (i.e., github.com,
planet-source-code.com), respectively. The first dataset include 8000 programs
of eight programmers (1000 programs per person), while the second dataset is
composed of 502 programs of 53 programmers, and is a imblanced dataset. We
utilize the 10-fold cross-validation to evaluate the performance of our approach.

Two baseline methods were implemented on the same two datasets for per-
formance comparison. Those two method are ones which apply the decision tree
based on the feature set B1 and B to identify authorship of source codes, respec-
tively. The formulas in (5) define seven sets B1, B2, B, F1, F2, F3, F .

B1 = {tg1}, B2 = {tl1, ..., tl4, ts1, ..., ts22, tr1}
B = B1 ∪ B2

F1 = {fl1, f l2, f l3, fs1, ..., fs10, fr1, fr2, fr3}
F2 = {fg1}, F3 = {fg2}
F = F1 ∪ F2 ∪ F3

(5)

Table 3. The identification accuracy with DT, RF and SMO on dataset 1

B1 B F F∪B1 F∪B
Features of
the 1st
baseline

Features of
the 2nd
baseline

Our
features

Features in
B1 and our
features

Features in B
and our
features

Decision tree (%) 95.95 96.03 96.45 97.61 97.54

Random forest (%) 97.74 97.66 98.08 98.00 98.05

SMO (%) 97.68 97.73 98.40 99.03 99.08

Table 4. The identification accuracy with DT, RF and SMO on dataset 2

B1 B F F∪B1 F∪B
Decision tree (%) 71.31 70.52 72.71 73.31 72.51

Random forest (%) 72.91 74.30 81.27 75.70 74.70

SMO (%) 72.31 75.50 80.28 82.47 83.47

Tables 3 and 4 show the identification accuracy of decision tree (DT), random
forest (RF) and sequential minimal optimization (SMO) by using the features
B1, B, F , F ∪ B1 and F ∪ B on dataset 1 and dataset 2, respectively. B1 is the

https://github.com/
http://planet-source-code.com/
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feature set of character-level 6-grams. F2 and F3 are the feature set of continuous
word-level 3-grams and the feature set of discrete word-level 2-grams with 1-skip
item. The dimensions of B1, F2 and F3 are all 2000.

The following facts can be seen from Tables 3 and 4. (1) With DT, RF and
SMO on dataset 1 and dataset 2, the accuracy of F , F ∪B1 and F ∪B is higher
than those of B1 and B. Hence, our proposed features which either are or are
not integrated with feature sets B1 and B of two baseline methods improve the
accuracy of B1 and B. (2) The feature set F ∪B including our proposed features
and B achieves the highest accuracy (i.e., 99.08% and 83.47%) on dataset 1 and
dataset 2 by utilizing the SMO technique. (3) SMO obtains higher accuracy than
those of DT and RF on both dataset 1 and dataset 2 on three feature sets B,
F ∪ B1 and F ∪ B.

Table 5. The identification accuracy on dataset 1 by using single feature set

B1 B B2 F1 F2 F3

Features of

the 1st

baseline

Features of

the 2nd

baseline

Present

features in

Table 1

Our

features in

F1

Our

features in

F2

Our

features in

F3

Decision tree (%) 95.95 96.03 62.44 54.00 96.60 96.58

Random forest (%)97.74 97.66 76.23 65.59 98.15 97.83

SMO (%) 97.68 97.73 54.90 48.04 98.13 98.06

Table 6. The identification accuracy on dataset 2 by using single feature set

B1 B B2 F1 F2 F3

Decision tree (%) 71.31 70.52 51.20 45.82 71.12 69.32

Random forest (%) 72.91 74.30 71.51 57.57 77.89 77.49

SMO (%) 72.31 75.50 51.79 24.30 74.30 80.28

Tables 5 and 6 give the the identification accuracy of DT, RF and SMO
on dataset 1 and dataset 2 by using feature sets B1, B2, B, F1, F2 and F3,
respectively. Experimental results in Tables 5 and 6 show that the accuracy of
F2 and F3 is higher than those of B1, B2 and B on dataset 1 by using DT, RF
and SMO, while the performance of F3 is higher than those of B1, B2 and B on
dataset 2 by applying RF and SMO. Therefore, the fact demonstrate the validity
of our proposed feature sets F2 and F3. Moreover, A combination of the feature
set F2 with SMO on dataset 1 gets the highest performance in Table 5, while a
combination of the feature set F3 with SMO on dataset 2 obtains the highest
performance in Table 6.
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4.2 Parameters Analysis

In addition, we evaluate the influence of different dimensions of F2 and F3. The
dimensions of F2 and F3 are set as 1000, 2000, 3000, 4000 and 5000. Figures 3(a),
(b) and 4(a), (b) illustrate the accuracy curves of F ∪ B1 and F ∪ B by using
DT, RF and SMO on dataset 1 and dataset 2, respectively. The curves in Figs. 3
and 4 indicate that the accuracy of SMO is higher than that of DT and RF by
using F ∪ B1 or F ∪ B within all five cases on both dataset 1 and dataset 2. As
a whole, the performance with B and our proposed feature set F by using SMO
on dataset 1 and dataset 2 achieves the highest accuracy.
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Fig. 3. The identification accuracy of different feature dimensions on dataset 1
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Fig. 4. The identification accuracy of different feature dimensions on dataset 2



Authorship Identification of Source Codes 295

5 Conclusion

The task of author identification of source codes is an significant issue in the
field of author identification from on-line or off-line texts. Author identification
has been widely used in many areas including computer forensics, network pub-
lic opinion monitoring, intellectual property protection and information security
[2,6]. In this paper, an approach of building author profiles of programmers is
proposed, which is based on a logic model of continuous word-level n-grams and
discrete word-level n-grams, and a multi-level context model about operations,
loops, arrays and methods. Moreover, the classifier method of sequential minimal
optimization for training SVM is applied to identify authors of source codes. The
distinguish characteristic of author profiles not only represent personal prefer-
ences to using components of programming languages, i.e., keywords, identifers,
operators, statements, methods and classes; but also express explicit and implicit
personal combinative patterns among those components. Features within author
profiles are independent of purposes of programs, are not constrained by spe-
cific user-defined names of variables, methods, classes and parameters and so on.
Comparative experimental results on programs from two open source websites
indicate that our constructed author profiles with SMO significantly increase the
performance of source code author identification. In the future, we will introduce
feature selection algorithms to the task of author identification of source code.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China (NO. 61672098, NO. 61272361).
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Abstract. Document-level sentiment analysis is among the most popular
research fields of nature language processing in recent years, in which one of
major challenges is that discourse structural information can be hardly captured
by existing approaches. In this paper, a domain-independent framework for
document-level sentiment classification with weighting rules based on Rhetor-
ical Structure Theory is proposed. First, original textual documents are parsed
into rhetorical structure trees through a preprocessing pipeline. Next, the sen-
timent score of elementary discourse units is computed via sentence-level sen-
timent classification method. Finally, according to the rhetorical relation
between neighbor discourse units, we define weighting schema and composing
rules based on which scores of elementary discourse units are summed recur-
sively to the whole document. Experiment results show that our approach has
better performance on datasets in different domains, compared with state-of-art
document-level sentiment analysis systems based on RST, and the best result is
15% higher than baseline.

Keywords: Sentiment analysis � Rhetorical Structure Theory � Domain
independent

1 Introduction

With internet integrated everywhere in daily life, more and more people share their
opinions such as movie reviews, service feedback and so on, on social media or online
communities. Researches has proved that authors’ sentiments implicated by such data
can be of great value to business activities as well as public security [1–4].

Although sentiment analysis and opinion mining has been attractive in recent years
and yielded a great number of excellent results in different respects [5, 6], there are still
lots of challenges to be settled. This work mainly focuses on the classification of
sentiment polarities of textual documents, especially long texts.

Compared with sentiment classification at sentence-level, that of document-level
has its own special challenges. For example: there is a common phenomenon that
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several opposite sentiments may inhere in the same article, where the opposite opinion
may serve as a foil to the main opinion or the author just wants to make his review
more comprehensive, which are illustrated as follows:

“[It could have been a great movie.]A[it does have beautiful scenery,]B[some of the best since
Lord of the Rings.]C[The acting is well done,]D[and I really liked the son of the leader of the
Samurai.]E[He was a likeable chap,]F[and I hate to see him die.]G[But, other than all that,
this movie is nothing more than hidden rip-offs.]H” [7].

Although the review has a great length of praise, from sentence B to G, the author’s
main idea is to disparage the movie, which can be generated just by the sentences A
and H. However it is easy for human to make such a judgement but hard for a
computer.

The main reason is that the current approaches can hardly comprehend the structure
and rhetorical manners of the article. To address this problem, an intuitive idea is to
compose sentences’ scores to the whole text based on Rhetorical Structure Theory
(RST; Mann and Thompson [8]), where relations between neighbor sentences are
defined and several connected discourse units are separated into Nucleus (the more
important part) and Satellite (the less important part). Specifically, the example showed
in last paragraph can be parsed as Fig. 1 according to RST.

The leaf nodes are Elementary Discourse Units (EDUs) and the nodes with a line
below the label are nucleus. From Fig. 1, although the discourse has a lot of positive
words, we still know the discourse unit H is the main opinion of the author because H
is the Nucleus towards the composition of discourse units from A to G, which have a
great meaning for document-level sentiment analysis.

As automatic RST parser has improved considerably, for example, the state-of-
the-art automatic RST parsing system DPLP (also employed in this paper) proposed by
Ji [9], it is time to think about the possibility and practicability of combining discourse
parsing with sentence-level sentiment analysis approaches to deal with document-level
sentiment classification.

Fig. 1. Representation of the example after RST parsing
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In this paper, we proposed a Domain-independent Framework for Document-level
Sentiment analysis based on RST (DFDS), which has been proved to have more
competitive results on datasets in different domains. The main contribution of this work
is listed as follows:

• A novel domain-independent document-level sentiment analysis framework is
presented, which combines Rhetorical Structure Theory on discourse parsing and
recursive neural network on sentiment classification of elementary discourse units;

• Effective weighting schema and composing rules of discourse units are proposed;
• We explore the possibility and performance of composing different sentence-level

sentiment analysis methods with RST parser. And we believe that with improve-
ment of automatic discourse parsing, the contribution of this work will have ref-
erential significance.

2 Preliminaries

2.1 Rhetorical Structure Theory

Rhetorical Structure Theory is a compositional framework of discourse parsing that
defines 24 relations of discourse structure, such as condition, concession and so on.
Elementary discourse units (EDUs) are combined into larger discourse units according
to RST, recursively covering the whole text in the end. In each relation, there may be a
nucleus and a satellite which is called “Nucleus-Satellite” relation or several nucleus
which is called “Multinuclear”. The nucleus discourse unit plays a more important role
in the larger discourse unit, while the satellite is less important.

RST has been widely use in discourse structure parsing. In the early work on
discourse parsing, hand-crafted rules and heuristics were applied to build discourse
parsing trees according to Rhetorical Structure Theory [10]. Soricut and Marcu
introduced probabilistic models to identify elementary discourse units and built dis-
course parsing trees, which resultsin the birth of automatic parser SPADE [11].
But SPADE can only parse discourse within sentence-level. Feng and Hirst developed
an RST discourse parser, based on the HILDA discourse parser and rich linguistic
features [12]. By combining the machinery of large-margin transition based structure
prediction, the automatic discourse parser named DPLP has reached a satisfactory
accuracy about 62%, while the accuracy of human-annotated relation judgement is just
65.8% [9]. Li et al. first proposed to use dependency structure to represent the relations
between EDUs and got competitive performance [13].

2.2 Document-Level Sentiment Analysis

There has been plenty of sentiment analysis approaches proposed for document-level
sentiment polarity classification. Pang and Lee proposed a novel machine-learning
method with text-categorization techniques to classify the subjective portions of the
document [14]. Sharma et al. used three popular sentiment lexicons to extract sentiment
representing features and used BPANN to do classification [15]. Tang et al. proposed
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Gated Recurrent Neural Networks to overcome the challenge of encoding the intrinsic
relations between sentences in the semantic meaning of a document [16]. Xu et al.
presented Cached Long Short-Term Memory neural networks to capture the overall
semantic information and get the state-of-the-art results on three publicly available
document-level sentiment analysis dataset [17]. Approaches based on supervised
learning seem to have more competitive accuracy than unsupervised methods, but they
always have strong dependence on domain and scale of datasets, which makes most
document-level sentiment analysis methods inefficient and domain-dependent.

Contrary to consistent improvements on discourse parsing, there are few efforts to
incorporate RST into sentiment analysis. Voll and Taboada proved that RST could
improve the results of lexicon-based sentiment analysis with manually-annotated RST
parse trees [18]. However, it’s very time-consuming and expensive to annotate relation
between spans. Heerschop et al. proposed Pathos, a framework based on a document’s
discourse structure [19]. Wang et al. incorporated hierarchical discourse structure into
an unsupervised sentiment analysis framework, but they used manually-annotated
discourse parses and a small dataset (604 reviews) [20]. Li et al. focused on the
automation of recognizing intra-sentence level discourage relations for polarity clas-
sification with unsupervised method [21].

The researches summarized above specialized in document-level classification, but
just applied RST on intra-sentence level. Hogenboom et al. employed a weighting
scheme as well as HILDA on just one dataset [22], which is similar to our approach,
but our schema and rules do not only differentiate satellite and nucleus weights by
types of relations in RST, but also the sentiment polarities of satellite and nucleus.
Moreover we conduct experiments on four datasets in different domains and get better
results. Bhatia et al. showed that RST can improve text-level sentiment analysis and
proposed three methods, which employed the dependency-based discourse tree. But
their work based on lexicon just considered dependency of satellite and nucleus instead
of the rhetorical relation they belong to, and machine learning based methods they
proposed had little improvement compared with their baseline [7].

3 Overall Framework

The overall framework is shown in Fig. 2. Firstly, original texts are preprocessed
through a NLP pipeline, during which tokenization, part-of-speech tagging and sen-
tence splitting have been done. We apply StanfordCoreNLP1 in this step in view of its
good performance. Secondly, texts are parsed into rhetorical structure trees and
structural information in a text can be extracted. At the same time, the sentiment scores
of sentences are computed via a sentence-level analysis method. Finally, according to
rhetorical structure trees and relations, weighting rules are proposed to sum up the
scores of sentences recursively to the whole document and then the sentiment polarities
will be classified.

1 Available at http://stanfordnlp.github.io/CoreNLP/.
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In a RST parsing tree, sentiment scores of nodes except leaves, which correspond to
each elementary discourse unit, are computed via the following formula:

Si ¼
Xk

j¼1
uðsijÞ ð1Þ

Where sij is the jth child node of the node ni, which have k child nodes. The
sentiment scores of child nodes functioned in weighting rules u sum up to get the
sentiment score Si: If Si [ 0, we believe the node ni is positive, and if Sroot [ 0, we
believe the document is positive, otherwise ni is negative except the case of Si ¼ 0,
which is called neutral. Weighting rules u of each relation will be defined and intro-
duced in detail in Sect. 4.

For leaf nodes, sentence-level sentiment analysis approaches are introduced in to
get the sentiment scores of elementary discourse units. To select a more effective
approach, we compare two methods based on lexicon with Stanford-Sentiment
Annotator2. For lexicon based methods, the score of a sentence is computed via the
following formula:

+

-

-

list

concession

circumstance

+ + +

-

Texts

Texts

Preprocessing Tokenizer

Sentence splitting POS Tagger

RST Parsing Automatic RST parser

Sentence sentiment analyzer

sentence+sentence-

list

concession

circumstance

sentence+ sentence+

Weighting rules

Fig. 2. The overall framework of our method

2 http://nlp.stanford.edu/sentiment.
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S ¼
Xn

i¼1
wi ð2Þ

Where wi is the sentiment score of the ith word of the sentence according to the
lexicon.

4 Weighting Rules

Weighting rules include composing rules of discourse units in different rhetorical
relations and weighting schema w for each composing rule, both of which are defined
and explained in this section.

4.1 Weighting Schema

There are 24 rhetorical structure relations defined in RST where 20 relations are
“Nucleus-Satellite” and the others are multinuclear. In “Nucleus-Satellite” relations, we
define five types weights of w : wvs; ws; wl; wvl; we.

ws 2 ½0:3; 0:4� and wl 2 ½0:6; 0:7� are used to weaken or strengthen the influence of
discourse units to the overall document; wvs is used to eliminate the influence of the
discourse units that have not much to do with the author’s attitude, but if wvs ¼ 0, there
will be lots of neutral results, so we define wvs 2 0; 0:2ð � and accordingly define
wvl 2 ½0:8; 1Þ to retain the important units. These four types of weights are all below 1,
thus with sentiment scores summed recursively from leaves to the root in a RST tree,
sentences more far away from the root, which means they are less important, will have
less influence on the final sentiment score of the overall document. Particularly, we is
defined more than 1 to outstand kiscourse unit, such as for conclusion sentences.

4.2 Composing Rules of Rhetorical Structure Relations

In “Nucleus-Satellite” relations, given a node ni and sentiment scores of its two child
nodes, siðnucleusÞ and siðsatelliteÞ, we separate 20 RST N-S relations into 7 categories
functioned by different composing rules:

Categories 1.
Relations: antithesis, concession
Composing rules:

If siðnucleusÞ � siðsatelliteÞ\ ¼ 0

Si ¼ wl � siðnucleusÞ � ws � siðsatelliteÞ

else

Si ¼ wl � siðnucleusÞþws � siðsatelliteÞ
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Explanation: The nucleus span is thought to be the point of the authors, while the
satellite often has the opposite polarity like” Even though the picture is fine, I don’t like
the film without the plot”. In other cases, the score of nucleus part can be 0, but we can
take use of the opposite number of the satellite part to get the sentiment polarity of
larger discourse unit. If the satellite and nucleus have the same polarity, we just add
them up but put the nucleus at a prominent position via a larger weight.

Categories 2.
Relation: circumstance, background
Composing rules:

Si ¼ wvl � si nucleusð Þþwvs � siðsatelliteÞ

Explanation: As for the relations of circumstance and background, the satellite always
indicate the time or the place in which the nucleus part takes place, which has not much
to do with the opinion of authors, so we set wvs as the weight of satellite part to
eliminate its influence, and wvl as the weight of nucleus part.

Categories 3.
Relation: condition
Composing rules:

Si ¼ �wvl � siaðnucleusÞþwvs � siðsatelliteÞ

Explanation: It seems hard to tell whether the polarity of nucleus in relation of
condition can represent author’ true opinion, but in the domain of reviews, the satellite
part always states the case that actually does not happen, so the nucleus part most likely
stands in the opposite position with the author.

Categories 4.
Relation: motivation, purpose
Composing rules:

If siðnucleusÞ � siðsatelliteÞ\ ¼ 0

Si ¼ wvl � si nucleusð Þþwvs � si satelliteð Þ

else

Si ¼ wl � siðnucleusÞþws � siðsatelliteÞ

Explanation: In most cases, the satellite of relation motivation and purpose has the
same polarity with that of the nucleus, and we just sum them up multiplying different
weights. If their polarities are opposite, we only retain the scores of the nucleus in order
to eliminate the uncertainty of the satellite.
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Categories 5.
Relation: evidence, justification, restatement, reason, result, enablement
Composing rules:

If siðnucleusÞ � siðsatelliteÞ\ ¼ 0

Si ¼ wvs � si nucleusð Þþwvl � siðsatelliteÞ

else

Si ¼ max si nucleusð Þ; siðsatelliteÞf g

Explanation: As for these relations, in most cases, the satellite should have the same
polarity with the nucleus, and we choose the maximum as the score of the parent span.
Since the accuracy of sentence-level sentiment analysis method still doesn’t reach
100%, if the polarities of the satellite and the nucleus are different, the satellite are the
detailed description of the author’s attitude.

Categories 6.
Relation: evaluation, conclusion
Composing rules:

Si ¼ we � si nucleusð Þþwvs � si satelliteð Þ

Explanation: The nucleus part in relations of evaluation and conclusion is always the
summary of previous article, thus it is reasonable to enlarge the proportion of the
nucleus.

Categories 7.
Relation: other N-S relations in RST
Composing rules:

Si ¼ wl � siðnucleusÞþws � siðsatelliteÞ

Explanation: With regard of the others N-S relations in RST, we just add the scores of
the nucleus and the satellite up, although there may be several relations which may
make some difference to the sentiment classification of whole texts.

What’s more, for multinuclear relations, we follow the fomula:

Si ¼
Xk

j¼1
Sij ð3Þ

Where Sij is the sentiment score of jth child node among k child nodes of node ni.
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5 Experiments

We conduct experiments for document-level sentiment classification, based on
sentence-level method and weighting rules. We describe the details and results of the
experiments in this section.

5.1 Datasets and Setup

Experiments are conducted on four datasets3 in different domains, which were collected
by Blitzer et al. The datasets contain book reviews denoted as “books”, DVD reviews
denoted as “dvd”, electronics reviews denoted as “elec” and houseware reviews
denoted as “houseware”. All four datasets have both 1000 positive documents and
1000 negative documents.

Before weighting rules are used, original texts have to be preprocessed into RST
trees. Firstly, Stanford CoreNLP is applied to do tokenization, POS tagging and
splitting the texts into sentences. Secondly, we use an automatic parser named DPLP4

proposed by Ji et al. [13] to parse the texts to RST trees. In order to use the weighting
rules we defined, we restructure the RST trees with java and for leaf nodes, different
sentence-level sentiment classification methods are introduced to compute the senti-
ment scores of EDUs.

Since there are few related work on document-level sentiment analysis with RST,
we employed the state-of-the-art document-level sentiment classification system based
on RST, Discourse Depth Reweighting (DDR) proposed by Bhatia et al. [7], as our
baseline. It should be noted that there are three methods proposed in Bhatia’s work, but
only DDR based on lexicon, which is the baseline we choose in this paper, has great
improvement then their baselines while the other two methods seem to make little
contribution. What’s more, most machine learning methods do not have comparability
with our work since all weighting schema, composing rules and sentence-level senti-
ment in our work do not need to be trained on the datasets used in experiments, which
makes our method domain-independent and efficient. However, most document-level
sentiment analysis methods based on machine learning, such as neural network, need
large scale of data to train a model and the test performance have strong dependence on
the domain of train datasets.

5.2 Determination of Weights w

We have defined 5 types of weights (wvs, ws, wl, wvl, we) in Sect. 4 to adjust the
influence of discourse units in different categories, but specific value will be determined
in this Sect.

8 weighting schemas denoted as I, II, III,…are presented and tested on the same
dataset (book reviews). We apply two lexicons to get sentiment scores of sentences and

3 Available at http://www.cs.jhu.edu/*mdredze/datasets/sentiment/.
4 Available at https://github.com/jiyfeng/DPLP.
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evaluate the performance of each schema. The first lexicon5, which is proposed by
Wilson et al. and has also been applied in our baseline, contains 2721 positive words
and 4914 negative words. The second lexicon denoted as SWN6 (sentiWordNet) has
21714 positive words and 25173 negative words. Distribution of Part of speech of
words contained in both lexicon is shown in Table 1.

The 8 schemas are listed in detail in the Table 2. It should be noted that we don’t
want to train a schema by methods of machine learning, which may perform better
accuracy with a sentence-level sentiment analysis method on this dataset, because this
schema will have strong dependence on that dataset and can hardly adapt datasets in
different domains.

Two lexicon based methods are employed to evaluate the 8 schemas and choose the
best one among them as the final schema to be used in DFDS. We also compare the
weighting schemas we proposed with the weighting strategy that our baseline used. The
comparison of accuracy among 9 weighting methods are illuminated as Fig. 3.

Figure 3 shows the performance of each schema with two lexicon based methods.
We can see that schema III has better performance, which motivated us to apply it as
final weighting schema of our framework. In addition, with the same lexicon the
schema III has better results than our baseline DDR, which means the schema we
present on RST is more reasonable.

Table 1. Distribution of part-of-speech of words.

Lexicon Noun Adjective Verb Adverb
Pos Neg Pos Neg Pos Neg Pos Neg

Wilson et al. 1030 2002 1541 2462 473 1061 0 0
SentiWordNet 10082 13171 6330 7960 2928 3415 2674 627

Table 2. Proposed weighting schemas

Number wvs ws wl wvl we

I 0.2 0.4 0.6 0.8 4
II 0.1 0.4 0.6 0.9 4
III 0.1 0.3 0.7 0.9 4
IV 0.2 0.35 0.65 0.8 4
V 0.1 0.35 0.65 0.9 2
VI 0.2 0.3 0.7 0.8 2
VII 0.15 0.35 0.65 0.85 2
VIII 0.15 0.4 0.6 0.85 2

5 Available at http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/.
6 Available at http://sentiwordnet.isti.cnr.it/.
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What’s more, we also find that all results of 9 weighting methods are improved after
applying SWN lexicon. Investigation in results shows that lots of sentences with sen-
timents are judged to neutral. This is because some sentiment words are not collected in
the lexicon collected by Wilson, which results in large amount of neutral classification
results, especially in short documents. As shown in Table 1, SWN lexicon contains far
more sentiment words than Wilson lexicon, thus gets better accuracy using the same
weighting schema. This result also means better lexicon or sentence-level method may
also result in better accuracy, so we apply Stanford-Sentiment Annotator as the
sentence-level sentiment analysis method of our framework because of its good per-
formance on sentence-level sentiment polarity classification. It must be noted that this
annotator does not have the ability to classify the document-level textual corpus.

5.3 Experiments Results and Analysis

Experiments of document-level sentiment classification are conducted on four different
domain datasets. We evaluate and compared our method with the baseline on F-score
and accuracy. The results have been shown in Figs. 4 and 5.

From Fig. 4 we can see that our method outperforms better accuracy on all four
datasets than our baseline. The best result got on DVD reviews dataset has reached more
than 75% and has about 15% better than DDR. Even on the dataset of houseware
reviews, where DFDS gets the lowest accuracy, it still has about 7% better than DDR.
Although four datasets are from different domains, the accuracy of our method main-
tains at a level about 70%, which indicates good adaptability for different domains.

Figure 5 shows the comparison of F-score on all datasets of both methods, and results
show that DFDS outperforms better thanDDR.On dvd review dataset, DFDS reach about
77% with about 15% better than the baseline. On both book review and electronic
datasets, F-score of DFDS maintains about 70%, while DDR is just about 60%.
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Fig. 3. Comparison of accuracy of weighting schemas with two lexicon based methods
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The results above show that our method perform better than our baseline DDR, but
the method of sentence-level sentiment classification is based on Wilson lexicon, which
has been shown to have much fewer sentiment words. On the contrary, we proposed
novel weighting schemas and composing rules and employed better sentence-level
analysis method in DFDS, so it is necessary to prove whether the weighting schemas
and composing rules we used make sense. Therefore, we extended the work of DDR,
and use Stanford-Sentiment Annotator to do sentence-level sentiment classification,
denoted as DDRS. We evaluate the accuracy of DDRS on all four datasets with
comparison to DDR and DFDS, which is shown in Table 3.

We also compare the proportion of neutral results that the three methods have judge
out and the detail statistics are also listed in Table 3. The results showed that our
method have better results on all four datasets than DDRS, which have the same
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sentence-level sentiment analysis approach. That means the weighting schemas and
composing rules proposed in this paper performs better on semantic relations capture
and document-level sentiment classification. In addition, the proportion of neutral of
DFDS is much less than our baseline and DDRS, which also definitely results in the
improvement of our method. What’s more, DDRS performs better than DDR on all
datasets, which means the accuracy of overall document classification based on RST
has positive correlation with performance of sentence-level sentiment analysis method.

6 Conclusion

To capture the semantic relation between sentences is still a great challenge in
document-level sentiment classification. Improvement of discourse structure parsing in
recent years motivated us to present a document-level sentiment analysis framework
DFDS. We also proposed novel weighting schema and composing rules of discourse
units and apply sentence-level sentiment classification method in our framework.
Experiments has shown that our method gets competitive results on datasets in different
domains.

Acknowledgement. This work is supported bythe National Natural Science Foundation of
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Abstract. The method of state machine replication, adopting a sin-
gle strong Leader, has been widely used in the modern cluster-based
database systems. In practical applications, the recovery speed has a
significant impact on the availability of the systems. However, in order
to guarantee the data consistency, the existing Follower recovery pro-
tocols in Paxos replication (e.g., Raft) need multiple network trips or
extra data transmission, which may increase the recovery time. In this
paper, we propose the Follower Recovery using Special mark log entry
(FRS) algorithm. FRS is more robust and resilient to Follower failure
and it only needs one network round trip to fetch the least number of
log entries. This approach is implemented in the open source database
system OceanBase. We experimentally show that the system adopting
FRS has a good performance in terms of recovery time.

Keywords: Raft · State machine replication · Follower recovery

1 Introduction

Paxos replication is a popular choice for building a scalable, consistent and
highly available database systems. In some Paxos variants, such as Raft [1],
when a replica recovers as a Follower, it is ensured that its state machine is
consistent with the Leader’s. Therefore, the recovering Follower has to discard
the invalid log entries (e.g., they are not consistent with the committed ones)
and get the valid log records from the Leader. Figure 1 shows an example of log
state of 3-replica system at a particular point in time. R1 is the Leader at that
moment, and R3 which used to be the Leader crashes.

The cmt (commit point) indicates that the log before this point can be applied
to local state machine safely, which is persistent in local. The div (divergent
point) is the log sequence number (LSN) of the first log entry which are invalid
in log order. The lst is the last LSN in the log. Note that the cmt, div and lst

c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 311–319, 2017.
DOI: 10.1007/978-3-319-63579-8 24
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of R3 are 2, 5 and 6 respectively. Therefore, when R3 restarts and recovers, it
can reach a consistent state only if it discards the log in the range [5, 6], gets
remaining log from the Leader (R1) and applies the committed log entries.

R1 (L) x=1

cmt div lst

x=2 x=3 x=4 y=1 y=2

R3 x=1 x=2 x=3 x=4 x=5

LSN 1 2 3 4 5 6

R2 x=1 x=2 x=3 x=4 y=1

y=3

7

y=2

x=6

unknown

Fig. 1. An example of log state of 3-replica at one point in time.

Unfortunately, R3 does not know the state of the log after the LSN point 3.
The existing approaches of Follower recovery do not pay attention to locating
the divergent point directly. In Raft [1], the recovering Follower discards the last
entry in local by executing AppendEntries remote procedure call (RPC) repeat-
edly until it finds the divergent point1. This approach need numerous network
interactions. The Spinnaker [2] truncates the log after cmt (which may be zero
if it is damaged) logically and gets the write data after cmt from the Leader,
which increases the number of transmitted log entries and need a complicated
mechanism to guarantee the data consistency of log replacement.

In this work, we present the Follower Recovery using Special mark log entry
(FRS) algorithm, which does not depend on commit point strongly and requires
only one network round trip for fetching the minimum log entries from the Leader
when a Follower is recovering. The following is the list of our main contributions.

• We give the notion of the special mark log entry, which is the delimiter at
the start of a term.

• We introduce the FRS algorithm, explain why this mechanism works and
analyze it together with other approaches.

• We have implemented the FRS algorithm in the open source database system
OceanBase2. The performance analysis demonstrates the effectiveness of our
method in terms of recovery time.

2 Preliminaries

2.1 The Overview of Paxos Replication

Paxos replication, adopting the strong leadership and log coherency features of
Raft, is introduced first. During normal processing, only the Leader can accept
1 There is a optimization in Raft for reducing the number of network interactions, but

the optimized approach does not find the divergent point directly yet.
2 https://github.com/alibaba/oceanbase/.
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the write requests from clients. When receiving a write, the Leader generates
a log record which contains the monotonically increasing LSN, its own term id
and updated data. The Leader replicates the log record to all Followers. When
the entry is persisted on a majority of nodes, the Leader can apply the write to
local state machine and update the cmt piggybacked by the next log message.
The Followers only store successive commit logs, and replay the local log before
the point (cmt + 1) in order of log sequence.

The Leader sends heartbeats to all followers periodically in order to maintain
its authority. If a Follower finds that there is no Leader, it becomes a Candidate
and increases the current term id, and then launches a Leader election. Accord-
ing to the newest log entry, a new Leader with the highest term id and LSN can
provide services only when it receives a majority of votes.

2.2 Handling Log Entries in Unknown State

Recall that a replica node flushes a log entry to local storage first. Then the
log entries, whose LSN is ≤ cmt, can be safely applied to local state machine.
However, the state of the log after cmt is unknown. In other words, a log entry
whose LSN is greater than cmt may be committed or invalid.

Fortunately, a recovering Follower f can get the cmt from local—which is
denoted by f.cmt—and ensure that the log entries whose LSN is equal to or less
than this point are committed. Next, it needs to handle the local log after f.cmt
carefully. There are two ways to handle the log entries in unknown state:

• Checking (CHK): The recovering Follower f gets the next log entry from
the Leader l, and then checks whether it is continuous with local last log
record. If not, it discards the log entry and repeats the above process; other-
wise, it is back to normal.

• Truncating (TC): The recovering Follower f gets the log after the local cmt
from the Leader l. Then it replaces the local log after the cmt with received
log, all of these operations should be done atomically.

It is clear that the CHK is simple and the TC is complicated, because the
replacement operation of TC can be interrupted and more steps are required to
handle each exceptions, e.g., if a recovering Follower fails again and the append-
ing operation is not finished, it has to do the appending when it restarts. Both of
approaches can not locate the div directly, which leads to more network round
trips or more transmitted log entries in the Follower recovery. We will propose
a new approach in the next sections, which needs only one network round trip
for getting the minimum number of log entries.

3 The Special Mark Log Entry

In order to reduce the overhead of Follower recovery, we must provide additional
mechanism, which can record necessary information used in the recovery of a
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Follower. In this section, we introduce the special mark log entry and how a new
Leader utilizes the special entry to take over the requests form the clients.

A special mark log entry S is the delimiter at the start of a term. Let Si

and S denote the special mark log entry of the term i and the set of all existing
special entries respectively. And we use the notation l.par to access the parameter
named par of a log entry l (e.g., Si.lsn represents the LSN of special log entry
Si). In order to distinguish the other log entries from the special ones, we call
them the normal operation log entries, which are the members of the set N .
And a mark flag is embedded in each log entry. An S, differing from the normal
operation log entries, does not contain any operation data except the mark flag
which is set to true.

When a replica is elected as a new Leader, a new term gets started. The new
Leader must take some actions—which guarantee that the local log entries from
previous term are committed—before it provides normal services. Therefore, the
Leader using special mark log entry has to take following steps to take over:

(1) According to the new term id t, the Leader generates the special mark log
entry St. More specifically, it produces a log record with a greater LSN and
the new term id t, and sets its mark flag to true. Then the Leader sends
St to all other replicas.

(2) The Leader gets local cmt, and replays local log entries to this point in
the background. It obtains the Followers’ information and refreshes the cmt
periodically until this point is equal to or greater than St.lsn. Note that the
Leader can not service the requests from the clients in this phase.

(3) The Leader can safely apply the whole local log entries to local memory
table. After that it can provide the clients with the normal services.

4 Follower Recovery

When a replica node recovers as a Follower from a failure, it has to take some
measures to ensure that its own state is consistent with the Leader’s. In other
words, the recovering Follower has to discard the inconsistent log entries in local
storage and get the missing committed log from the Leader. Then it can apply
the log records to local memtable, so that the Follower can reach a consistent
state with the Leader. The procedure of Follower recovery using special mark
log entry (FRS) is shown as follows:

(1) The recovering Follower gets the cmt information and the last LSN
last point from local first. Then it obtains the last committed special log
entry s (i.e., there exists a log entry l where l ∈ N and l.lsn > s.lsn). Two
variables start and end are set to max(commit point, s.lsn) and last point
respectively. The start indicates the last committed log entry’s LSN, which
can be figured out by the Follower itself. After that, the Follower sends a
confirm request to the Leader with these information.
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(2) When the Leader receives the confirm request from the Follower, it gets
the embedded parameters start and end first. Then the Leader obtains the
first special log entry s in the log range (start, end]. If no one satisfies the
requirement, the Leader replies a result value zero to the Follower; otherwise,
it returns the LSN of the record s.

(3) When the Follower receives the response of the confirm request, it checks
the result value v. If v is not zero, the Follower will first discard the entries
from the local log after the index which is equal to v − 1. Then it gets the
rest log from the Leader, and appends these entries to the local. If v is zero,
the Follower will not copy with the local log.

When a Follower recovers from a failure, it first the above procedure to
eliminate invalid log entries in local storage and to acquire the coherent ones from
the Leader. Then it processes the log replication using the normal approaches
described in Sect. 2.1. Note that the Follower can apply the log entries—whose
LSNs are ≤ the local cmt—to local state machine in parallel with the recovery.

The FRS algorithm is applied not only to the restarting from a failure but also
to the scenario where a Follower finds that a new Leader is elected. Generally, if
the term is changed, the lease of previous Leader is expired, and the Follower will
turn to Candidate and then convert to Follower again when it knows that the
new Leader is not itself. In this case, the Follower executes the FRS algorithm
actively. There is another case that a Follower receives a special mark log entry
or a log entry containing a newer term value. In this scenario, the Follower dose
not change its role, and it only discards the buffered log and executes the FRS
algorithm as well.

5 Performance Evaluation

5.1 Experimental Setup

We conducted an experimental study to evaluate the performance of the pro-
posed FRS algorithm, which is implemented in OceanBase 0.4.2.

Cluster Platform: We ran the experiments on a cluster of 12 machines, and
each machine is equipped with a 2-socket Intel Xeon E5606 @2.13 GHz (a total
of 8 physical cores), 96 GB RAM and 100 GB SSD while running CentOS version
6.5. All machines are connected by a gigabit Ethernet switch.

Database Deployment: The Paxos group (RootServer and UpdateServer as
a member) is configured with 3-way replication and each of them is deployed
on a singe machine in the cluster. Each pair of MergeServer and ChunkServer is
deployed on one of the other 9 servers.

Competitors: We compare the FRS algorithm to other approaches described in
the Sect. 2.2. In order to increase efficiency, the CHK approach is responsible for
locating the divergent point. When finding the log index, the recovering Follower
requests the log after div (including) as a group to the Leader. Therefore, the
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number of requests of CHK is about half of the results described in Raft. The
Follower adopting the TC approach gets the log after cmt which is contained by
one message package from the Leader.

Benchmark: We adopted YCSB [3]—a popular benchmark with key-value
workloads from Yahoo—to evaluate our implementation. Since we pay atten-
tion to the Follower recovery relying on log replication, we modify the workload
to have a read/write ratio of 0/100. The clients, which request the writes to the
database system, are deployed on the MergeServer/ChunkServer nodes. The size
of each write is about 100 bytes value.

5.2 Experimental Results

To measure the Follower recovery, we need to kill a replica node and then restart
it. Therefore, each experimental case is conducted as follows first. We ensure that
the three replicas work normally and about one million records are inserted into
the system. Next, we make the Leader r disconnect from the other replicas before
its lease expires in 2 s. When r loses the leadership and a new Leader is elected,
we kill and restart r. Then r recovers as a Follower.
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Fig. 2. The statistics of a recovering Follower, which used to be a Leader and failed in
different workloads measured by the number of clients.

Follower Recovery Statistics: We first measure the statistic of the Follower
recovery in terms of received requests in the Leader and received log entries in
the recovering Follower. Therefore, we get the results by adding code to cumulate
the corresponding values in the program.

Figure 2 shows the statistics of a recovering Follower, which fails in different
workloads denoted by different numbers of clients. As the number of clients
increases, we find that the size of the log after local cmt or div becomes larger,
which can lead to more requests and received log entries in the Follower recovery.
Figure 2(a) shows that CHK approach needs hundreds of requests to locate the
div point, and the other approaches need only few network interactions in the
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recovery phase. Figure 2(b) shows that the TC transmits the most log entries
containing the unnecessary ones. Since the log transmitted in locating div is not
preserved, the number of log received are about twice as the FRS’s. All of these
results conform to the analysis described above.
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Fig. 3. Follower recovery time with invalid cmt.

Follower Recovery Time: Note that the recovery of a Follower has two phases:
handling log in unknown state and applying the log to local machine state. Since
the applying phases of all the Follower recovery approaches are the same, we only
measure the time of handing the uncertain log entries. In this experiment, the
recovering Follower fails when the number of clients (workload) is 400.

Figure 3 shows the Follower recovery time with invalid cmt when the system
is in different workloads or network delays. We use Linux tool tc to add network
delay in the specified ethernet interface of the recovering Follower. We find that
the recovery time of FRS is shortest and is not impacted by workloads and
network delays at all. As the workload increases in Fig. 3(a), the result of CHK
was linearly correlated with the number of clients, which indicates that the
higher workload can lead to more time of handling a request in the Leader. A
recovering Follower adopting TC needs to get the whole log from the Leader. Due
to the long time of transforming the whole log, the recovery time of TC—which
is between 5 s and 6 s—is not desired. The trend in Fig. 3(b) is similar to 3(a).
Therefore, we can conclude that the FRS has the best performance in terms of
recovery time, no matter what the workload or the network delay is, and no
matter whether the cmt is valid.

6 Related Work

State machine replication (SMR) [4], a fundamental approach to designing fault-
tolerant services, can ensure that the replica is consistent with each other only if
the operations are executed in the same order on all replicas. In reality, database
systems utilize lazy master replication protocol [5] to realize SMR.
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Paxos replication is widely used to implement a highly available system. [6]
describes some algorithmic and engineering challenges encountered in moving
Paxos from theory to practice and gives the corresponding solutions. To further
increase understandability and practicability, some multi-Paxos variants adopt-
ing strong leadership are proposed. In Spinnaker [2], the replication protocol
is based on this idea. Nevertheless, its Leader election relies an external coor-
dination service ZooKeeper [7]. Raft [1] is a consensus algorithm designed for
educational purposes and ease of implementation, which is adopted in many
open source database systems, e.g., CockroachDB [8] and TiDB [9]. Although
these protocols can guarantee the correctness of Follower recovery, they neglect
to locate the divergent point directly.

There are many other consensus algorithms which are similar to multi-Paxos.
The Viewstamped Replication (VR) protocol [10] is a technique that handles
failures in which nodes crash. Zab [11] (ZooKeeper Atomic Broadcast) is a repli-
cation protocol used for the ZooKeeper [7] configuration service, which is an
Apache open source software implemented in Java. In these protocols, When a
new Leader is elected, it replicates its entire log to Followers. [12] presents the
differences and the similarities between Paxos, VR and Zab.

7 Conclusion

Follower recovery is not non-trivial in Paxos replication systems, which not only
guarantees the correctness of data, but also should make the recovering replica
back to normal fast. In this work, we introduced the Follower recovery using
special mark log entry (FRS) algorithm, which does not rely on the commit
point and transmits the least number of log entries by using only one network
round trip. The experimental results demonstrate the effectiveness of our method
in terms of recovery time.

Acknowledgments. This work is partially supported by National High-tech R&D
Program (863 Program) under grant number 2015AA015307, National Science Foun-
dation of China under grant numbers 61432006 and 61672232, and Guangxi Key Lab-
oratory of Trusted Software (kx201602).

References

1. Ongaro, D., Ousterhout, J.: In search of an understandable consensus algorithm.
In: ATC, pp. 305–320 (2014)

2. Rao, J., Shekita, E.J., Tata, S.: Using Paxos to build a scalable, consistent, and
highly available datastore. In: VLDB, pp. 243–254 (2011)

3. Cooper, B.F., Silberstein, A., Tam, E., et al.: Benchmarking cloud serving systems
with YCSB. In: Socc, pp. 143–154 (2010)

4. Schneider, F.B.: Implementing fault-tolerant services using the state machine app-
roach: a tutorial. ACM Comput. Surv. 22(4), 299–319 (1990)

5. Gray, J., Helland, P., O’Neil, P., et al.: The dangers of replication and a solution.
SIGMOD Rec. 25(2), 173–182 (1996)



Fast Follower Recovery for State Machine Replication 319

6. Chandra, T.D., Griesemer, R., Redstone, J.: Paxos made live: an engineering per-
spective. In: PODC, pp. 398–407 (2007)

7. ZooKeeper website. http://zookeeper.apache.org/
8. CockroachDB website. https://www.cockroachlabs.com/
9. TiDB website. https://github.com/pingcap/tidb

10. Oki, B.M., Liskov, B.H.: Viewstamped replication: a new primary copy method to
support highly-available distributed systems. In: PODC, pp. 8–17 (1988)

11. Junqueira, F.P., Reed, B.C., Serafini, M.: Zab: high-performance broadcast for
primary-backup systems. In: DSN, pp. 245–256 (2011)

12. Van Renesse, R., Schiper, N., Schneider, F.B.: IEEE TDSC 12(4), 472–484 (2015)

http://zookeeper.apache.org/
https://www.cockroachlabs.com/
https://github.com/pingcap/tidb


Laser: Load-Adaptive Group Commit
in Lock-Free Transaction Logging

Huan Zhou1, Huiqi Hu1(B), Tao Zhu1, Weining Qian1, Aoying Zhou1,
and Yukun He2

1 School of Data Science and Engineering, East China Normal University,
Shanghai, China

{zhouhuan,zhutao}@stu.ecnu.edu.cn, {hqhu,wnqian,ayzhou}@dase.ecnu.edu.cn
2 Bank of Communications, Shanghai, China

he.yk@bankcomm.com

Abstract. Log manager is a key component of DBMS and is consid-
ered as the most prominent bottleneck in the modern in-memory OLTP
system. In this paper, by addressing two existing performance hurdles in
the current procedure, we propose a high-performance transaction log-
ging engine Laser and integrate it into OceanBase, an in-memory OLTP
system. First, we present a lock-free transaction logging framework to
eliminate the lock contention. Then we make theoretical analysis and
propose a judicious grouping strategy to determine an optimized group
time for different workloads. Experiment results show that it improves
1.4X–2.4X throughput and reduces more than 60% latency compared
with current methods.

Keywords: Logging · Group commit · Lock-free · Load-adaptive

1 Introduction

Recent years have seen a shift in the design of high throughput OLTP systems:
from the conventional transaction engine to the widespread adoption of multi-
core memory system. To improve concurrency, many transaction engines focus on
eliminating fundamental bottlenecks, such as lock-based shared data structure,
concurrency control, centralized log manager etc. Among them, the log manager
is considered as the most prominent bottleneck due to centralized design and
dependence on I/O [2]. The state of art method [4] integrates three most widely
used techniques, i.e. parallel buffering, flush pipelining and group commit, to
form an efficient logging procedure and results show that the procedure can
significantly achieve better performance than the traditional logging approaches.

In this paper, we propose a high-performance transaction logging engine
called Laser. In particular, we observe two defects that limit the performance of
the existing procedure: (1) current approach depends on a lock-based method to
manage transaction log records, it involves many lock contentions and reduces
the CPU utilization as load increases [6]. (2) existing method uses a fixed group
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 320–328, 2017.
DOI: 10.1007/978-3-319-63579-8 25
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commit strategy which cannot achieve a good performance when the workload
changes. To obtain better latency and throughput, We present a new lock-
free transaction logging framework with the help of a well-designed multi-group
structure and CAS operation and propose an adaptive group commit where we
make theoretical analysis and propose a judicious grouping strategy to deter-
mine an optimized grouping time when the workload varies. Then we implement
these methods and integrate them into the in-memory OceanBase OLTP system.
Results show that it achieves 1.4X–2.4X better performance over the compared
methods in throughput as well as reduces more than 60% latency.

2 Related Work

The write-ahead logging (WAL) [5] is widely employed in database systems to
provide data durability and recovery. Compared to traditional system, the latest
OLTP systems have demonstrated significant performance improvement, how-
ever, the log manager is still prone to bottlenecks due to its centralized struc-
ture [2].

Many technologies are explored to reduce the overhead of logging. Johnson
et al. [4] identify four bottlenecks of the write-ahead logging named I/O-related
delay, log-induced lock contention, context switching and log buffer contention.
Parallel buffering [4] is used to reduce the log buffer contention. Group commit [1]
reduces the I/O-related delay by aggregating multiple log records into one I/O

operation. Helland et al. [3] turns out that the database can set group timer to
minimize average response time, however it assumes the system load is unchange-
able and only examines the effect of grouping time on CPU response time based
on the traditional single thread system. Aether [4] utilizes flush pipelining to
reduce the overhead of context switching and integrates it with parallel buffer-
ing and group commit to form an efficient logging procedure.

3 Preliminary

Transaction logging generally consists of two distinct steps: pre-logging and
commit logging . In the pre-logging step, each transaction fills its log records
into an in-memory log buffer. It first acquires a unique log sequence number(LSN)
using a lock to indicate its allocated space within the buffer, then copies the log
records into the log buffer. The usage of lock is to keep transactions acquiring
their LSN in a monotonous serial order. In the second step, log records are
physically flushed into disk following the LSN order through some I/O operations.

Three mature techniques such as parallel buffering, flushing pipelining and
group commit have been adopted to optimize the procedure as illustrated in
Fig. 1. It is non-trivial to combine the three techniques together in a logging
procedure. As log records are filled in parallel and must be written to disk in
LSN order, log records of large LSN orders cannot be flushed until the front
transactions (transactions with small LSN orders) completed buffering. To this
end, the flushing thread has to identify a “safe” region (of offset) in the log buffer
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Fig. 1. Transaction commit processing in memory transaction engine

for group commit. In the example, before notifying its region to flushing thread,
the work thread of T1 must wait until T0 releases its buffer space. To solve the
problem, the state of art [4] forms a linked list to release the buffer region in LSN

order. For log records, work threads acquire their LSN and enqueue themselves
into the list which protected by a lock. Each node in the list contains a “safe”
region which indicates the range of log records starting from it and ending at
the first successor that has not yet finish buffering. The “safe” region is figured
out in a delegated way. Once a work thread finishes filling log records, it first
abandons its node in the linked list and merges its offset into the range of its
predecessor. When a flushing thread triggers log flushes using group commit
policies, it first figures out buffer region of finished log records from the head of
linked list. Log records within the region can be flushed into disks.

4 Lock-Free Transaction Logging Framework

Data Structure. We use a buffer (denoted by B) with a constant size |B| to
store log records. The buffer is used in a round-robin manner. We rely on a
multi-group and a global offset of B (denoted by of ) to manage the logging.

The multi-group structure is formed by a sufficiently large array denoted by
{G0, G1 · · · Gn} (n is large, e.g. n = 10000) and each group Gi is consisted of a
sextuple 〈group statei, LSNi, si, ei, ni, fi〉, where group statei is the current
state of the group, LSNi is used by work threads to acquire LSN, si and ei are
the logical start and end offset of the group in B, ni is used to record the number
of active transactions which do not complete filling in the group, fi is used to
indicate whether Gi is frozen. Details of their usages are introduced subsequently.
Each group has three possible states Available, Ready and Durable. Available
means the group is empty and the values (LSNi, si, ei, ni, fi,) of the group can
be set. Ready indicates the work threads that join into the group can start to
acquire LSN and their log records are allowed to be filled into B. Durable means
that all the work threads in the group have completed buffering their log records
and can flush log records into disk. It is worth notice that the multi-group is
also used in a round-robin manner.

We also maintain a logical offset of to mark the start offset of transaction
log records which will be flushed (i.e. the start offset for the next flush). Notice
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that we all use logical offset here (of/si/ei) and their physical address can be
easily corresponded as of%|B|, si%|B| and ei%|B| respectively.

Transaction Logging Procedure. As shown in Fig. 2, we adopt a lock-free
mechanism which maintains a global 128 bits structure Q= 〈Gi, ri, oi〉, where
Gi is the group used for acquiring LSN, ri and oi are used to record the relative
log serial number and offset in the Gi. When a work thread comes to acquire
a LSN, it first retrieves Q and generates a new Q by increasing ri = ri + 1,
oi = oi + |T | (where |T | is the size of log records) with a CAS operation. After
acquiring Q, it sets the ni = ni + 1. When Gi is ready, the work thread detects
if its log records can be buffered by comparing si + oi − of <= |B|. If the B has
enough space, the work thread assigns the LSN of its transaction as LSNi +ri −1
and fills its log records with its offset. After completing buffering, it decreases
the value of ni by one, then it can turn to serve other transactions. When the
last work thread completes buffering, it changes the state of group from Ready
to Durable. A work thread confirms itself as the last thread if it finds ni = 0 and
its frozen indicator fi = true assigned by a grouping thread.

Note that LSNi and si is required for the work thread. Both of them are
computed in a grouping thread which is used to construct groups. When the
condition of group commit is satisfied, the grouping thread generates a new Q
as 〈Gi+1, ri+1 = 0, oi+1 = 0〉 with a CAS operation. Then it sets the end offset
of the previous group Gi as ei = si + oi, fi = true. Next if the state of Gi+1

is Available, it assigns si+1 = ei, LSNi+1 = LSNi + ri and makes the state into
Ready so that the next coming transaction can acquire LSN on Gi+1.

The flushing thread maintains a position indicator (denoted by seqL) to
determine which group will be written into disk with an I/O operation. When
seqL = i, if the state of Gi becomes Durable, the flushing thread flushes its
contained log records from (si%|B|, ei%|B|) (or (si%|B|, |B|) and (0, ei%|B|))
into disk, then it increases of = ei, group statei = Available and increases
seqL to directing the next group for the next flush.
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Fig. 2. Lock-free transaction logging framework

5 Load-Adaptive Group Committing

Observation. In this section, we investigate the influence of different grouping
strategy on logging performance. We observe that the best grouping time (group
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timer) is distinguishing for different loads as shown in Fig. 3. We exploit the
observation by decomposing the executing time of transaction logging into five
main components (1) Wa: the average time that a transaction waits for a group
changing to Ready. (2) Wb: the average time that a transaction waits for its
group becoming Durable. (3) Wc: the average time that a transaction waits for
its log records to be flushed after its group becomes Durable. (4) Wd: the average
time that the flushing thread writes the log records into disk. (5) We: the rest
time spent for logging.

We breakdown the executing time when load throughput and log record size
are different in Fig. 3. Consider load throughput, given a small one (320 k tps),
group timer = 0.9 ms have the largest latency where Wb takes the most time cost,
because the procedure provides a large time window of 0.9 ms to make threads
acquire their LSNs and buffer their log records. In fact, Fig. 3(c) proves 0.15 ms
is a sufficient gap when the throughput is 320 k. On the contrary, 0.15 ms is
not sufficient to sever when the throughput is high due to the smaller timer
generates more groups to be flushed in every seconds. Many transactions in
groups have to wait for the flushing thread, which causes a largest overhead of
Wc. Timer = 0.9 ms significantly reduces the overhead as it lowers the generation
rate of group. Similarly, increasing the record size extends the time to flush a
group (Wd) in Fig. 3(d). Therefore there is a largest overhead of Wc when group
timer is 0.15 ms and record size is 160 byte. On the contrary, the larger timer
does not have the overhead of Wc.

In summary, when the load throughput or the record size grows, it involves
increasing overhead of Wc. Expand the grouping time increases cost of transac-
tions waiting for the group becoming durable (Wb), but it can reduce the overhead
of transactions in a group waiting for flushing (Wc).
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Fig. 3. Time decomposition of different loads

Theoretical Analysis. We further discuss the above conclusion through some
theoretical analysis. First, we demonstrate an I/O property between the log size
and its respect flushing time. Note that it is a general property for I/O operation
that well recognized by many data accessing test. Figure 4(a) demonstrates the
property: the amortized time for writing a larger size of log is less than a smaller
one. For example, when it writes 100 kb log, it spends about 0.4 ms, however, if
it only costs about 0.7 ms to write 500 kb (5 times large than 100 kb) log. Based
on the property, we analyze the reason why increasing the grouping time can



Laser: Load-Adaptive Group Commit in Lock-Free Transaction Logging 325

reduce the overhead of Wc. Let λ and |T̄ | denote the load throughput and log
record size. Let D denotes the group timer and F(|Ḡ|) be the total time to write
log records where |Ḡ| is the size of grouping log that contained in one group for
flushing. Obviously, if F(|Ḡ|) > D, the procedure produces overhead of Wc since
the group requires to wait its prior group. |Ḡ| can be computed by the following
equation:

|Ḡ| =

{
|T̄ | ∗ D ∗ λ λ < 1/tCAS

|T̄ | ∗ D ∗ 1/tCAS λ ≥ 1/tCAS .

where tCAS is the constant time for a transaction to acquire LSN with the
atomic CAS operation and D ∗ 1/tCAS is the largest number of contained log
records. Therefore, when |T̄ | is constant, we adjust the value of D according to
the variation of λ to make sure F(|Ḡ|) ≤ D. Similarly, we can change the D based
on the variation of |T̄ | when λ is fixed. As shown in Fig. 4(b), if D = 0.15 ms and
|T̄ | = 10 byte when λ = 320k tps, F(|Ḡ|) = 0.158 ms. This is close to its group
timer, thus there is almost not overhead of Wc. If the record size increases, e.g.
|T̄ | = 160 byte, the |Ḡ| enlarges and F(|Ḡ|) becomes 0.3 ms where F(|Ḡ|) > D
and causes large overhead of Wc. Now consider using the larger group timer (e.g.
D = 0.9 ms), though |Ḡ| increases several times as larger D, but only smaller
growth is generated on flushing time due to the I/O property. When D = 0.9 ms
and |T̄ | = 160 bytes, F(|Ḡ|) is 0.35 ms where F(|Ḡ|) << D and avoids the
overhead of Wc.
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Fig. 4. Exploiting the Flushing Time

To conclude, we find (1) increasing the grouping time will increase the time
of group being durable (Wb), but it reduces the overhead of Wc. (2) When the
flushing time is less than the group timer (F(|Ḡ|) < D), it eliminates or sig-
nificantly reduces the overhead of Wc. (3) When D is small, D is smaller than
F(|Ḡ|), but when D is large enough, D will be larger than F(|Ḡ|) due to the I/O
property.

Grouping Strategy. Based on the above conclusions, we propose our group
strategy as choosing the group timer which generates smallest cost of Wb by
eliminating the overhead of Wc. Formally, it is the minimum group timer D∗

that avoids Wc by satisfying the following equation:

D∗ ≥ F(|Ḡ|D∗). (1)
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where |Ḡ|D∗ is the size of grouping log by utilizing D∗ as group timer.
To implement the grouping strategy, we monitor the flushing time Wd (where

Wd is closed to F(|Ḡ|D∗)). We turn the group timer based on the previous value
and the current flushing time in case of it changing too heavily at a time. In
particular, it is tuned as D = 1/2 ∗ D + 1/2 ∗ F(|Ḡ|D∗). D is tuned by the
grouping thread and after several times, D will become close to F(|Ḡ|D). If we
observe Wa increase heavily over a threshold τ (e.g. 0.1 ms), it means the load
throughput has increased and the group is not available, we also increase D as
D = D + δ where δ is a constant time (e.g. δ = 2τ).

6 Experiment

Experimental Setup. The experiments are conducted on a linux server with
268 GB main memory and two Interl Xeon E5-2630@2.20GHZ processors, each
with 10 physical cores. We use RAID5 with flash-based write cache (FBWC)
which has high performance on I/O accesses. We implement Laser and the com-
paring methods into OceanBase [7]. We compare Laser with (1) Baseline: the
origin transaction logging manager that Oceanbase adopts, it uses a single log-
ging thread to acquire LSN order and fills logs in sequence, and flushes the logs
with group commit. (2) Aether [4]: it utilizes parallel buffering, flush pipeline
and group commit to form a logging procedure as described in Sect. 3. We test
the methods on YCSB workload which is popular in evaluating the read/write
performance for a database system. We only utilize the update transaction and
the record size is from 10 B to 160 B.

Evaluation of Lock-Free Transaction Logging. First we compare the scal-
ability, peak throughput, latency and CPU utilization with Baseline, Aether and
Laser+Fixed timer by varying the number of work threads and clients. When we
vary one of parameters, the rest parameters are setting by default values where
the number of threads is 20, the number of client is 3200, group timer = 0.3 ms
and record size is 10 byte. The results are reported in Fig. 5. We can see
Laser+Fixed timer always achieves the best throughput under all the situations,
which improves 1.2X–2X better performance.

Scalability. As shown in Fig. 5(a), the performance of Laser+Fixed timer increases
nearly linearly when the number of work threads grows. The peak throughput of
Aether increases slowly when the number of work threads is bigger than 12 due to
acquiring LSN based-on lock which limits the scalability. Baseline quickly becomes
saturated when thread count is 8 since the single logging thread becomes the
critical bottleneck.

Client-Side Throughput. Figure 5(b) shows the performance of Laser+Fixed timer

increases when the number of client varies however Aether increases very slowly
when client= 1600 and Baseline becomes saturated when client= 800.

Latency. Figure 5(c) shows Laser+Fixed timer always takes the lowest time when
the number of client grows, which improves the latency of Aether and Baseline

more than 45%.
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Fig. 5. Evaluation of optimized transaction logging

CPU Utilization. Figure 5(d) shows the utilization of Laser+Fixed timer increases
gently until the number of client equals 64. However, the cpu utilization of Aether
increases fleetly until the client count is 56 due to lock contention appears. The
CPU utilization of Baseline does not increase when the number of client equals
32 due to its single thread is saturate.

Evaluation of Adaptive Group Commit. Next we compare the adaptive
grouping strategy with three fixed group timers in YCSB. We vary the number
of client to increase load throughput (each client generates 10k transactions
per second) and grow the record size where the default value of load is 320k.
Results are shown in Fig. 5(e) and (f). Adaptive group commit always has lowest
latency compared to fixed group timer. For instance, when the record size is 10
bytes, the latency of timer 0.15 ms, 0.3 ms and 0.9 ms is roughly 0.44 ms, 0.64 ms
and 1.21 ms respectively, and the latency of Adaptive is 0.4 ms. Meanwhile, the
adaptive group commit improves the peak throughput. Adaptive can serve for
730 k load throughput, and the timer 0.15 ms, 0.3 ms, 0.9 ms only serve for 560 k,
640 k and 700 k respectively.

Overall Performance. Finally, we integrate the lock-free logging framework
and the adaptive group commit as Laser+Adaptive and evaluate the overall per-
formance. Results are reported in Fig. 5. We can see (1) Laser+Adaptive offers
the best throughput, which improves 1.4X–2.4X better peak throughput
than Baseline and Aether. For example, in Fig. 5(b), when the number of client
equals 3200, the peak throughput of Laser+Adaptive is about 730 k, where the
peak throughput of Baseline, Aether and Laser+Fixed timer are 300 k, 520 k and
640 k respectively. (2) Laser+Adaptive has the lowest latency when varying load
throughput which improves the latency by 60%. For example, in Fig. 5(c), when
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the number of client is 32, the latency of Baseline, Aether and Laser+Fixed timer is
2.9 ms, 1.1 ms and 0.6 ms respectively, and Laser+Adaptive is nearly 0.4 ms.

7 Conclusion

In this paper, we propose an optimized transaction logging engine by proposing
a new lock-free transaction logging to improve scalability based on a designed
multi-group structure and CAS operation, and presenting a judicious group-
ing strategy which economizes the running time of logging for varied workload
through some theoretical analysis. Implementation in Oceanbase and experi-
ment results show the new logging engine can reduce more than 60% latency
and achieve 1.4X–2.4X better throughput compared with existing methods.
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Abstract. User occupation refers to the professional position of a user in real
world. It is very helpful for a number of applications, e.g., personalized rec-
ommendation and targeted advertising. However, because of the risk of privacy
leaks, many users do not provide their occupation information on microblogging
platforms. This makes it hard to detect user occupations on microblogging
platforms. In this paper, we conduct an experimental study on this issue. Par-
ticularly, we propose an experimental framework of detecting user occupations
on microblogging platforms. We first implement a number of classification
models and devise various sets of features for user occupation detection. Then,
we propose to construct an occupation-oriented lexicon, which is collected by an
iterative extension algorithm considering semantic similarity and importance
between words. We combine the lexicon with the word embedding approach to
detect user occupations. We conduct comprehensive experiments and present a
set of experimental results. The results show that the lexicon-based word
embedding method achieves higher accuracy compared with traditional
feature-base classification models.

Keywords: Occupation detection � Feature extraction � Word embedding

1 Introduction

Microblog platforms have been an importance source for information extraction [1].
Users’ information on microblog platforms is very helpful for many applications such
as personalized recommendation and targeted advertising, due to the great number of
microblog users. There are many aspects regarding user information, among which user
occupation information is of particular business values for commercial applications [2].
However, because of privacy considerations, users usually do not provide their occu-
pations on microblogging platforms. Thus, it is a challenging issue to automatically
detect user occupation on microblogging platforms.

There are already some efforts concentrating on mining users’ profile information
[3–6, 12, 14, 15, 18, 22], such as detection of gender, age, and political orientation.
A multi-source integration framework concentrates more on building feature set of
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content model and network information, which conducts extensive empirical studies for
user occupation industry inference [24], and latent feature representation such as word
clusters and embedding is used to classify occupations, but they only generate simple
semantic features without comparison to classical models [25]. However, predicting
user occupations based on microblog platforms is still a new problem. So far, only a few
research works are focused on it, and most of them are related to “occupation field” [10,
23–25]. An occupation field indicates an area, which is less specific than an occupation.
Thus, it is not sufficient for real applications. For example, “entertainment” is an “oc-
cupation field”, but we may wonder whether a user is an actor/actress or a singer.

In this paper, we focus on detecting user occupation on microblogging platforms
like Sina Weibo. We address it by leveraging available information such as observable
digit contents, user behavior, custom tags, and linguistic messages of users. We
experimentally compare several classical models over different feature sets to measure
the performance on user occupation detection. Further, we propose a lexicon-based
feature selection method and combine it with the word embedding method for user
occupation detection. Briefly, we make the following contributions in this paper:

(1) We build a framework for detecting microblog user occupations. It takes
advantages of two kinds of information resources, namely the observable digit
information and the linguistic messages of users.

(2) We extract features from message contents according to three linguistic models,
i.e., BOW (bag-of-words), n-gram, and topic model. Then, we apply these feature
sets into a number of classification models including the logistic regression model
(LR), SVM, and the random forest model.

(3) We propose to construct an occupation-oriented lexicon that adapts semantic
similarity and word importance to refine the feature set. The occupation-oriented
lexicon is used to simplify the feature selection work and reduce the dimension of
features. We integrate the lexicon with the word embedding method to detect user
occupations and the experimental results suggest the effectiveness of this design.

(4) We conduct experiments on a real data set from Sina Weibo. The performance of
different classification models over different feature sets is compared, and the
lexicon-based method is also evaluated in terms of different settings.

2 The Proposed Framework for User Occupation Detection

Figure 1 shows the framework of detecting user occupations on microblogging plat-
forms. It consists of occupation identification, feature extraction, occupation-oriented
lexicon integration and classification. In the first stage of occupation identification, we
screen the signed “V” users from huge and mixed unlabeled datasets, and then choose 8
occupations to label the users via manual and rule-based methods. We collect micro-
blogs and custom tags by a web crawler according to selected users IDs, finally forming
the whole occupation labeled dataset. In the feature-extraction stage, we divide the
dataset into digit contents and message contents. The digit contents consist of basic
user profiles, social influence, and user behavior features, while the message contents
contain features described by three linguistic models including BOW (bag-of-words),
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n-gram, and topic model. Next, we utilize message contents to generate an occupation-
oriented lexicon, and remove irrelevant words. The remaining words are represented by
the word embedding method. Finally, we perform feature-based extraction for user
occupations through a number of classification models.

2.1 Occupation Identification

Sina Weibo offers APIs for developers to collect data. However, due to the limitation of
the APIs, we can only obtain a set of “verified users”, whose occupations are
mandatorily labeled. Then, we extract the most popular occupations from the set of
verified users to form the occupation candidates for the experiments. In this paper, we
finally prepare eight occupations which are writer, reporter, lawyer, photographer,
actor, singer, doctor, and dietitian. These occupations are used as the targets to be
detected.

We randomly choose 8000 user IDs in the verified user set and use these user IDs to
fetch their microblogs from Sina Weibo. For each user, we finally collect a set of
microblogs, which contains 100 to 500 text messages. A user containing less than 100
microblogs are not considered.

2.2 Feature Extraction

In this part we describe in detail two types of information, namely digital information
and linguistic messages, which can help characterize a user.

Fig. 1. Framework of microblog user occupation detection
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2.2.1 Digital Features
Most microblogging platforms provide basic user profile information such as user
nickname, location, and a brief introduction. Sina Weibo also allows developer to get
basic user information such like the count of a user’s microblogs, friends and followers.
In summary, we design 38 digital features in this paper, which are denoted by the
symbol “DIGITAL” in the experiment. All these digital features can be classified as
three groups.

Basic Profile Feature. Gender, province, messages count and favorites count are the
only four basic profile features provided by Sina Weibo. Basic profile features are
widely studied in previous works on mining user attributions [3–7, 12, 14, 15, 18, 22].

Social Influence. Social influence of a user is evaluated by two kinds of features. The
first kind of features includes the number of followers, the number of friends, and the
number of mutual fans. The second one includes the average number of comments, the
average number of retweets, and the average number of likes. These are regarded as
quantitative indicators to determine the amount of information [21].

Behavior Feature. Generally, users use hashtag “#” to denote the topic of messages.
The hashtags “【” and “】” are also used to surround the news title. To this end, we
can find the behavior habit of a user. Posting behavior is described by a set of statistics
capturing the usage habits of social media such as the average number of messages per
day [6]. Such information is useful for constructing a model of a user intuitively [4]. In
this paper, we consider the following behavior features: the hashtag count per message,
the average number of topics and news, the average number of messages per day, and
the average number of messages per hour within one day.

2.2.2 Linguistic Features
Linguistic content information contains user name, description, custom tag and mes-
sages posted by users. We concatenate the name, description and custom tag together
as a short introduction for each user. In addition, we explore various linguistic content
features based on three linguistic models, as detailed below.

Bag-of-Words (BOW). The bag-of-words model is a simplifying representation of a
text. We always label one person as “writer” according to some keywords captured like
“new book”, “publishing house” and many book title marks when scanning one’s home
page, as in life, we also classify different types by typical keywords in classification
task, so a bag of words could represents a text in general. Rao and colleagues manually
built a list of words to characterize sociolinguistic behaviors, but it’s difficult to
translate into strong class-indicative because of much manual effort. Instead, we use
chi-square (CHI) to select feature words, which measures the degree of the indepen-
dence between the feature and categories. In addition, we use term frequency–inverse
document frequency (tfidf) which reflects how important a word is to a document in a
collection or corpus to represent words [9]. Three bags of words are extracted, we name
them “EMOTION”, “ENGLISH” and “WORDS”, while emotion and English characters
are all replaced by specific characters in “WORDS”.
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N-gram. N-gram is a contiguous sequence of n items from a given sequence of text
or speech. An n-gram of size 1 is referred to as a “unigram”; size 2 is a “bigram”.
Rao et al. uses a mixture of sociolinguistic features and n-gram models to represent
twitters [4]. In this paper we will also utilized this as an approach for our task by
deriving the unigram and bigrams of the text. We use “UNIGRAM” and “BIGRAM” to
express this feature set.

Topic Feature. Because of the short-text property of microblogs, the method of
representing a microblog by single words cannot reflect the topics of the microblog. For
this reason, we use topic models to extract the topic features of microblogs. As the
Latent Dirichlet Allocation (LDA) model [6, 13] and the Biterm Topic Model (BTM)
model [17] are commonly used as topic models, we consider these two models in our
work. Specially, for the LDS model, we concatenate all users’ messages as the input
and each user is represented as a multinomial distribution over different number of
topics. For the BTM model, we concatenate user name, description and custom tag into
a short text introduction, and use the BTM model to enhance the topic learning on the
new combined short introduction. The combined feature set of LDA and BTM is
named “T-DISTRIBUTION” in Table 1. In addition to topic distribution, topic related
words are also indispensable when judging user occupations. Thus, we use word2vec to
obtain topic related words and to produce word embedding. Through word2vec, a
relationship lexicon responding to preset occupations can be obtained, which is named
“T-WORDS” in Table 1.

2.3 Classification Models

There are a number of classification models proposed by the machine learning area. In
this paper, we compare three classification models: a linear SVC classifier with L2
regularized logistic regression [23], a Support Vector Machine (SVM) classifier with
linear kernel [4], and an ensemble classification of Random Forest.

Table 1. Feature sets

Feature Dimension Description

DIGITAL 38 Basic profile, social influence, behavior feature
BOW EMOTION 1501 Emotion feature. E.g. [cool], [orz]

ENGLISH 1746 Capital English character. E.g. TFBOYS
WORDS 9030 Ordinary words

N-gram UNIGRAM 2276 Unigram model. E.g. a, happy, ending
BIGRAM 7132 Bigram model. E.g. a happy, happy ending

Topic T-WORDS 2333 Topic related words
T-DISTRIBTION 2*k Topic distribution(BTM + LDA), k is topic number
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3 Occupation-Oriented Lexicon Integration

Traditional classification focuses much on feature extraction. Most of the existing
classification works on social network platforms have limitation because of data
sparseness and noise. Classical models may produce many features, but semantic
features are likely to be ignored. To solve this problem, we propose to build an
occupation-oriented lexicon to improve the performance of user occupation detection.
This is motivated by the fact that people usually conjecture their occupations by some
typically words; thus we can combine occupation-oriented lexicon with word
embedding to represent user features.

As shown in Fig. 2, we first use Word2vec to train the corpus. Then, we get a
model of word embedding, which expresses similarity between words. We use Tex-
tRank and CHI to generate the keyword set, which contains important words in users’
microblogs. Moreover, we invite several persons to conduct questionnaires, during
which each involved person is asked to give the words related with different occupa-
tions. These related words are used as an input of our lexicon extension algorithm.
Finally, we combine lexicon with word embedding to get occupation-oriented word
embedding features.

There are three tools used in Fig. 2, namely word2vec, CHI, and TextRank. As
described in the above section, word2vec can learn the vector representations of words
in the high dimensional vector space; it can find the semantic relationships by com-
puting the cosine distances between words. Thus, we apply its word embedding to
compute similarity and express words. CHI aims to select feature words, which
measures the degree of the independence between the feature and categories. In
addition, TextRank was proposed to solve keyword extraction and it is tasked with the
automatic identification of terms that best describe the subject of a document. There-
fore, we use these two methods to generate keyword set.

Fig. 2. Flow of occupation-oriented lexicon integration
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The lexicon extension algorithm in Fig. 2 is an iterative algorithm that integrates
important and occupation-oriented lexicon. Algorithm 1 shows its detailed process.

As shown in Algorithm 1, we utilize keywords and related words to filter out noise
to identify occupation. The functions SimilarityList and Distance are computed by
word2vec. We combine word embedding and lexicon to predict, and the accuracy
whether improved or not guides to stop iterating. Stated another way, we execute the
cyclical function continue until the experiment accuracy of lexicon integrated this
round is lower compared to last round.
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4 Experimental Results

4.1 Experimental Settings

We use the eight occupations discussed in Sect. 2.1 to label the 8000 verified users.
Each 1000 users are randomly divided into a training set (70% users) and a testing set
(30% users). Before implementing linguistic models, we use ICTCLAS to segment the
text words. Classification is performed using Scikit-learn [8, 26], which is a Python
module integrating a wide range of state-of-the-art machine learning algorithms. We
compare three machine learning methods: a linear SVC classifier with L2 regularized
logistic regression, an SVM classifier with linear kernel and an ensemble classification
of Random Forest on 3-fold cross validation of the training set. The SVM model has 4
parameters of “C” and the Random Forest has 23 candidate parameters of tree number
(n_estimators) which are between 40 and 500.

The corpus of word2vec is the combination of SouHu news and microblogs, which
contains 69.3 billion effective words. We adapt the Skip-gram model and set the
window size to 8 to train the corpus with different word representation sizes. The
TextRank and CHI are used on the microblogs of the labeled 8000 users, in which the
window size in extracting keywords is set to 5. Finally, we get 22.75 thousand key-
words and 9030 words selected by CHI.

We use accuracy, macro-averaging precision, recall, and F-measure as the metrics
[6]. Let U be the user set, N be the number of occupations, if we detect Ucorrect users
correctly from Utest users, the accuracy is computed as Formula 1. The
macro-averaging precision and recall for each occupation are expressed by Formulas 2
and 3, respectively, where Uk is the user number of occupation k, and Uk;predict is the
number of users that are detected to have occupation k.

accuracy ¼ jUcorrectj
jUtestj ð1Þ

precision ¼ avg
jUk;correctj
jUk;predictj

� �
k ¼ 1; 2; . . .;N ð2Þ

recall ¼ avg
jUk;correctj

Ukj j
� �

k ¼ 1; 2; . . .;N ð3Þ

4.2 Performance of Topic Model

First of all, the prediction performances for various numbers of topics are compared
based on the topic model. We use unified Random Forest with the same parameter to
predict. The results are shown in Table 2.

As shown in Table 2, with the increasing of the topic size, the precision of pre-
diction keeps growing until the topic size is 30, and then has a slight decreasing trend.
Thus we use 30 topics for the next experiments.
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4.3 Performance on Different Feature Sets

In this section, we compare different feature sets by 3 methods. Table 3 shows the
results on occupation prediction with different features. In this table, we use “B-ALL” to
express all bag-of-words features including “EMOTION”, “ENGLISH” and “WORDS”,
and we use tfidf to represent word feature. Similarly, we use “N-ALL” to express the
combination of unigram and bigram, and “T-ALL” indicates the topic feature involving
topic distribution and topic related words. We choose the best performance with var-
ious parameter candidates. Then, we list the accuracy of each occupation among the
best global performance in Table 4. In the Table 3 we use “P” represents precision, “R”
represents recall, and “F” represents F-measure).

According to Table 3, we can see that the topic feature on the fewer feature
dimensions reaches higher accuracy except some high dimensional feature set like
“WORDS” and “BIGRAM”. The features reflecting the main theme of the text, for
instance, “EMOTION” and “ENGLISH”, can only reflect small crowd’s behavior. The
Random Forest model performs best among the three classifiers when a fit parameter is
used.

Table 2. Performance of T-DISTRIBTION with different topic sizes (%)

Metric Topic size
10 15 20 25 30 35 40 45

Precision 63.71 68.79 70.54 71.92 75.54 74.62 73.67 73.92
Recall 64.40 69.53 71.26 72.54 75.09 74.97 74.29 74.33
F-measure 64.05 69.16 70.90 72.23 75.31 74.80 73.98 74.12

Table 3. Performance on different feature sets (%)

Features Classifier

LR SVM Random forest
P R F P R F P R F

DIGITAL 34.56 34.58 34.57 34.08 33.66 33.87 45.52 45.62 45.57
BOW 26.49 26.54 26.52 37.04 36.31 36.67 40.36 40.33 40.34 40.34

35.67 35.58 35.63 42.92 44.79 43.83 45.58 45.62 45.60 45.60
73.26 72.25 72.75 74.71 75.45 75.08 77.18 76.79 76.98 76.98
72.66 72.08 72.37 74.29 75.03 74.66 77.45 77.08 77.27 77.27

N-gram 62.95 62.29 62.62 69.71 70.38 70.04 73.08 69.71 70.04 70.04
72.52 71.62 72.07 74.96 75.66 75.31 77.43 77.04 77.24 77.24
73.17 72.50 72.83 74.83 75.58 75.21 77.18 76.58 76.88 76.88

Topic 65.15 64.50 64.82 71.58 72.71 72.14 77.00 76.46 76.73 76.73
72.81 71.88 72.34 68.04 69.47 68.75 75.77 75.29 75.53 75.53
67.05 66.46 66.75 74.42 75.46 74.94 77.56 77.08 77.32 77.32

ALL 75.42 74.67 75.04 75.95 75.21 75.58 78.42 77.92 78.17
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4.4 Performance on Different Feature Units

There is a feasible method provided by Scikit-learn, which can compute the contri-
bution of each feature unit in the detection process. Therefore, we use the parameter
“feature_importances” of the model trained by Random Forest, and then get the
contribution of each feature. We list top 10 features of “DIGITAL” in Table 4, and
show several greatest contributive topic words of “T-WORDS” in Table 5.

Table 4. Top 10 important features of DIGITAL (%)

Feature unit Contribution value

avgForward 0.0482728
avgBookmark 0.0472507
favouritesCount 0.0421770
avgTopic 0.0412609
time-1 0.0357934
avgNews 0.0353702
avgZan 0.0352574
followerCount 0.0314369
statusesCount 0.0299582
biFollowerCount 0.0294038

Table 5. Most contributive topic words of T-WORDS (%)
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Table 4 shows that popularity and speech recognition play an important role in the
detection, which are indicated by the feature “avgForward” and “avgZan”. We can also
identify a reporter due to the high rate of reprinting, reflected by the feature “avgTopic”
and “avgNews”. In addition, “time-1” is a special feature that means the number of the
microblogs posted between twelve and one o’clock, indicating that the user sleeps
much later. The results in Table 5 show the most contributive topic words of “T-
WORDS”. With this mechanism, we can build thesaurus for various occupations and
select useful topic-related words.

4.5 Impact of the Lexicon Size

To verify the impact of the lexicon extension, we apply 300 dimensions of word
embedding to represent remaining words, and integrate all vector representations by
computing the sum of each dimension. What’s more, in order to utilize more infor-
mation such as tf (term-frequency) and tfidf (term frequency and inverse document
frequency), we test three methods (as shown in Table 6): word-embedding, tf *
word-embedding, and tfidf * word-embedding. In this experiment, we use the Logistic
Regression model as the classifier. The results are shown in Table 6.

As shown in Table 6, tf * word-embedding, and tfidf * word-embedding both lead
to the decreasing of accuracy. We give two possible explanations. First, tfidf is helpful
to improve the weight of rare words, because we have removed unimportant words
previously. Second, combing the word-embedding feature with tf or tfidf is likely to
result in the loss of some semantics.

The results in Table also show that the accuracy of classification increases with the
increasing of the number of words. Thus, we can know that only two rounds of
extension steps can extract appropriate lexicon words. Further, when we use the lexicon
in user occupation detection, it is helpful to filter noise and improve the effectiveness of
detection.

Table 6. Accuracy of different lexicon size (%)

#Words Method Accuracy

1537 word-embedding 77.54
tf * word-embedding 75.08
tfidf * word-embedding 73.46

3530 word-embedding 82.50
tf * word-embedding 78.92
tfidf * word-embedding 78.21

6480 word-embedding 80.62
tf * word-embedding 78.04
tfidf * word-embedding 75.83
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4.6 Lexicon-Based Word Embedding

In this section, we show the performance of word embedding with different dimensions
using the lexicon consisting of 3530 words (see Table 6). We compare three classifiers
and show the best result of each in Table 7.

As shown in Table 7, with the increasing of the word dimension, we get better
performance of classification. It shows that combining the occupation-oriented lexicon
with the word embedding method is able to achieve higher accuracy compared with
traditional classification models. LR and SVM produce similar accuracy. Specially,
SVM achieves the best accuracy when it is set to “linear”. To this end, the linear model
is more suitable for user occupation classification.

The best result for different user occupations are shown in Table 8. The “lawyer”
gets highest accurate prediction, while the “reporter” is the hardest one to identify. It
indicates that the lawyer and the doctor group incline to post messages related to their
occupation, while others make less mention of occupation. Specially, reporters usually
reprint various kind of news involving other field, thus making much noise of messages
and increasing the difficulty to identify.

Table 7. Performance on different word dimension (%)

Dimension Classifier
LR SVM Random forest

100 76.79 76.46 64.04
200 80.21 79.96 66.21
300 82.50 82.33 67.04
400 83.62 83.58 68.21
500 84.25 84.62 67.50
600 84.58 85.46 67.29
700 85.42 86.29 68.67
800 85.42 86.21 68.62
900 85.12 86.54 68.08
1000 86.08 87.12 67.46

Table 8. Accuracy of each occupation among best performance (%)

Metric Occup.
writer reporter lawyer photographer actor singer doctor dietitian

Precision 78.33 77.33 92.67 82.00 79.67 83.00 86.00 90.00
Recall 78.20 78.24 92.21 82.14 81.02 82.04 87.46 87.52
F-measure 78.31 77.78 92.44 82.07 80.34 82.52 86.72 88.74

342 X. Lv et al.



5 Related Work

Many previous work has been done to mine users’ attributions on social media such as
Twitter and Sina Weibo, including age [14, 19, 22], language [14], gender [18],
location of origin [4], and political orientation [4]. Such previous work used a mixture
of sociolinguistic features and n-gram models. Most attributes are inferred from the
messages posted by users. In [24], the authors proposed a multi-source integration
framework concentrating on building a feature set of contents and network information.
Latent feature representation such as word clusters and embedding was used in [25] to
classify occupations. In [10], the researchers proposed a classification method for
detecting user occupations in microblogs. It uses the domain-specific features from the
text, user behavior and social network. The work in [23] considered personal infor-
mation, community structure and unlabeled data together to identify professions.

Topic model (e.g. LDA and PLSA) is very helpful in microblog analysis [20].
Some researchers adopted the Single-pass Clustering technique by using LDA to
extract the hidden microblog topics information [11], and other researchers proposed a
model named TweetLDA for Twitter classification tasks [13]. A bi-term topic model
(BTM) was proposed for modeling topics in short texts [17]. This model is demon-
strated to be helpful for Twitter analysis. Based on topic modeling, topic clustering was
also studied in [16].

The work of this paper focuses on microblog user occupation detection and differs
from previous researches on microblog user information extraction. We conduct an
experimental study to evaluate the traditional feature-based classification models on
user occupation detection. We fuse aggregated features according to user basic profile
information and user messages, and adopt three classical linguistic models to extract
features. Furthermore, we propose to build an occupation lexicon to improve the
effectiveness of user occupation detection.

6 Conclusion

Detecting user occupation from microblog platform is an important issue for infor-
mation extraction on short texts. This paper presents a framework for classifying eight
occupations based on Sina Weibo, and addresses the task through three classifiers and
the word embedding method. The result indicates that topic features perform well and
we get the best results when using the Random Forest model. We also propose an
occupation-oriented lexicon and integrate it with word embedding. The experimental
results show that the lexicon-based features with lower dimension achieve higher
accuracy compared with traditional models.

In future work, we will investigate deep learning for user occupation extraction on
microblogging platforms. As deep learning and multi-layered neutral networks have
been proven to be very effective in many applications such as image classification and
retrieval [27], they are likely to have high performance on user occupation detection.
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Abstract. Online social network (OSN) analysis has attracted much
attention in recent years. Edge and triangle counts are both fundamental
properties in OSNs. However, for many OSNs, one can only access parts
of the network using the application programming interfaces (APIs). In
such cases, conventional algorithms become infeasible. In this paper, we
introduce efficient algorithms for estimating the number of edges and
triangles in OSNs based on random walk sampling on OSNs. We also
derive a theoretical bound on the sample size and number of APIs calls
needed in our algorithms for a probabilistic accuracy guarantee. We ran
experiments on several publicly available real-world networks and the
results demonstrate the effectiveness of our algorithms.

Keywords: Graph sampling · Random walk · Triangle counting

1 Introduction

Triangle counting is a fundamental problem in network analysis and triangle
structure is widely used in many applications such as spam detection [10], hidden
thematic layers uncovery, [11] and community detection [25]. There is a rich
related work on enumerating all triangles [12–15]. However, exhaustive counting
is not scalable, since it has to explore every triangle. Even with state-of-art
algorithm, enumeration of all triangles has prohibitive cost for real-world large
networks.

One alternative way is to use sampling algorithm to speed up the counting
process with acceptable error [8,16], but both of these methods need to know the
complete data of the network. For example, in [8], the authors proposed to count
triangles by wedge sampling. In their method, we have to know the topology of
the network in advance, but most OSN’s service providers are unwilling to share
the complete data for public use.

As noted in [2], for a typical online social network (OSN), the underlying
social network may be available only through a public interface, in the form of
an application programming interface (API) which may provide a list of a user’s
neighbors. As in [2] we assume that we can only have external access to the
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 346–361, 2017.
DOI: 10.1007/978-3-319-63579-8 27
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social network via its public interface, and only a fraction of the users/nodes
can be sampled. Graph sampling through random walk is widely used in this
scenario to estimate graph properties such as degree distribution [4,5,9], clus-
tering coefficient [2], graph size [1,2] and graphlet statistics [6,17]. However, to
our knowledge, no one has considered how to get the counting of triangle or even
larger graphlets in OSNs without knowing the complete data.

In this paper, we propose a random walk-based method for triangle counting
in OSN (online social network), where we have no assumption on the graph, the
complete data of the OSNs is not available, and the number of vertices and edges
in the graph is not known. Specifically, our method runs a random walk based
on a subgraph relationship graph (SR graph) of the original graph by using API
calls during which some nodes of the SR graph are sampled and some states of
an expanded Markov chain that could be built on the random walk process are
also sampled. Then, based on the sampled nodes, we estimate the number of
edges/links in the SR graph (which could be instantiated as the number of edges
in the original graph in some case), based on which and also the sampled states,
we estimate the number of triangles in the original graph.

Our contributions are summarized as follows:

– We propose a novel random walk based algorithm to estimate the number of
edges and triangles in networks with restricted accesses. To the best of our
knowledge, we are the first to estimate the number of edges and triangles in
such a scenario.

– We derive a theoretical bound on the sample size for achieving an (ε, δ)-
approximation.

– Experiments are conducted on publicly available real-world networks which
verified the effectiveness of our algorithms.

The rest of the paper is organized as follows. Section 2 introduces the related
work. Section 3 introduces our problem, background and sampling algorithm.
Section 4 introduces our estimators, and Sect. 5 gives some implementation
details and cost analysis. Section 6 reports our experiment results, and Sect. 7
concludes the paper.

2 Related Work

In graphs with full access, edge counting is a trivial task, but triangle counting
has been a hot topic in graph analysis for a long time and a number of algorithms
have been proposed to solve this problem. Most of the algorithms can be classified
into two categories: exact counting and estimation by sampling.

Exact Counting. Enumeration of all triangle counting has a rich history
[12–15]. However, as the graphs become much larger, exhaustive counting is
not scalable, since it has to explore every triangle. Recently, many MapReduce
based algorithms have been proposed to solving exact triangle counting problem
[18–20]. In addition, using external memory is also considered as a solution to
this problem [21–23].
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Estimation by Sampling. Sampling methods are more related to our work.
Doulion [16] samples a subgraph from the original graph by keeping each edge
with probability p and then estimating triangle counting based on the sampled
graph. Another important algorithm is wedge sampling [24]. It samples several
wedges from the network as the sample set, and then estimating the number of
triangles based on how many triangles exists in the sampled wedge set. However,
these sampling methods are based on the facts that the topology of the network
is known and we can access the whole network, which are not the assumptions
in our scenario.

Most previous works on networks with restricted access are based on random
walk methods, such as estimating degree distribution [4,5,9], clustering coeffi-
cient [2] and graph size [1,2]. Recently, Chen et al. [17] proposed the state-of-art
algorithms for graphlet statistics. To the best of our knowledge, edge or triangle
counting has not been studied before in this setting.

3 Problem, Background, and Sampling Algorithm

An OSN can be captured by a simple graph G = (V,E) which is accessible via
APIs: given a query vertex u, the API returns all the neighbors of u. We are
interested in the problem of estimating two properties of the social network,
namely (1) the number of edges in G, |E|, and (2) the number of triangles in G,
denoted by N . To the best of our knowledge, this is the first attempt for these
problems in an online context.

Our solution is based on a random walk on a subgraph relationship graph [6,7],
from which we build an expanded Markov chain [17], and then construct the
count estimator based on some sampled states of the expanded Markov chain
and the sampled nodes of the random walk.

Our experiments show that our algorithm works best on the subgraph rela-
tionship graph when it reduces to the original graph, but since presenting the
algorithm based on the original graph requires the same complexity as the gen-
eral SR graph, we present our algorithm based on a general subgraph relationship
graphs in this paper

In the following, we first give some background knowledge about a subgraph
relationship graph and an expanded Markov chain process, and then introduce
our sampling algorithm.

3.1 Subgraph Relationship Graphs

Given a graph G = (V,E), and an integer d ≥ 1, the d-node subgraph rela-
tionship graph of G (SR graph in short) [6,7], denoted by G(d) = (H(d), R(d)),
is defined as follows. First, each node in H(d) corresponds to a connected and
induced d-node subgraph in G. For example, each node in H(1) corresponds to a
vertex in graph G and each node in H(2) corresponds to an edge in graph G. Sec-
ond, two nodes in H(d) are connected by an edge in G(d) if and only if they share
d−1 common vertices of G (exceptionally for d = 1, two nodes are connected by
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an edge if there exists an edge between their corresponding vertices in G), and
all these edges constitute R(d). Note that G(1) = G. Given a node y in G(d), N(y)
denotes the set of nodes adjacent to y (i.e., the neighbors of y) and dy denotes
the degree of y, i.e., dy = |N(y)|. Given two nodes y and y′, θ(y, y′) denotes the
number of common neighbors of y and y′, i.e., θ(y, y′) = |N(y) ∩ N(y′)|.
Example 1. For illustration, consider Fig. 1, where a graph G and its correspond-
ing 2-node SR graph G(2) and 3-node SR graph G(3) are shown. Here, each
dashed circle corresponds to a node in a SR graph. In G(2), consider the node y
containing vertices 1 and 5 and another node y′ containing vertices 2 and 5, dy

is 3, dy′ is 3, and θ(y, y′) is 1.

Fig. 1. G(1), G(2) and G(3)

In this paper, we use the subgraph relationship graph G(d) with three settings
of d, namely 1, 2, and 3 (G(d) with larger d’s is unnecessarily complicated for
estimating the counts of edges and triangles since each of them has at most 3
vertices).

3.2 Expanded Markov Chain

A simple random walk process on a graph is to start at a random node, and then
randomly pick a neighbor of the current node, go to that node and then repeat
the step. It can be regarded as a Markov chain where each node is a state. An
expanded Markov chain on G(d) [17] based on a random walk remembers the last
l nodes as the current state, i.e., each possible l consecutive steps/nodes in the
random walk process, denoted by x(l) = (y1, y2, . . . , yl), is considered as a state
of the expanded Markov chain. We use M (l) to denote the state space of the
expanded Markov chain. In this paper, depending on the parameter d of G(d),
we use different l’s. Specifically, for G(1), we use l = 3, for G(2), we use l = 2,
and for G(3), we use l = 1. The reason is that each triangle in G is covered in
G(1) by 3 nodes, or in G(2) by 2 nodes, or in G(3) by 1 node.

Existing studies show that the expanded Markov chain has a unique station-
ary distribution, denoted by πM .
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Theorem 1 [17]. The stationary distribution πM exists and is unique. For any
x(l) = (y1, y2, . . . , yl) ∈ M (l), we have

πM (x(l)) =

⎧
⎪⎪⎨

⎪⎪⎩

dy1
2|R(d)| l = 1

1
2|R(d)| l = 2

1
2|R(d)|

1
dy2

. . . 1
dyl−1

l > 2
(1)

where dyi
(1 ≤ i ≤ l) is the number of neighbors of yi.

3.3 Sampling Algorithm

The idea of our sampling algorithm is very simple, which is to run a random walk
on the SR graph G(d) for a sufficient number of steps (such that the stationary
distribution is attained) and then collect m nodes, denoted by y1, . . . , ym.

Next, in Sect. 4, we introduce two estimators for |E| and N based on the sam-
pled nodes, and in Sect. 5, we give some implementation details of this algorithm
and also the time and space cost analysis.

4 Estimators of |E| and N

We introduce an estimator of the number of links/edges in G(d), i.e., |R(d)|, in
Sect. 4.1 (note that this estimator corresponds to one for the number of edges in
G, i.e., |E|, when d = 1), and then based on this estimator, we design another
estimator for the number of triangles N , in Sect. 4.2. We provide some accuracy
results of these estimators in Sect. 4.3.

4.1 Estimator of |R(d)|
Let Y and Y ′ be two independent nodes sampled from the stationary distrib-
ution. First, we define a random variable Φ as the degree of Y (or Y ′), and a
variable Ψ . That is,

Φ = dY ; Ψ =
θ(Y, Y ′)
dY · dY ′

(2)

Then, we have

E[Φ] = E[dY ] =
∑

y∈H(d)

dy · dy

2|R(d)| =
∑

y∈H(d)

d2y
2|R(d)| (3)

E[Ψ ] = E

[
θ(Y, Y ′)
dY · dY ′

]

=
∑

y∈H(d)

∑

y′∈H(d)

dy

2|R(d)| · dy′

2|R(d)| · θ(y, y′)
dy · dy′

(4)

=
∑

y∈H(d)

d2y
4|R(d)|2 (5)
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The deduction within Eq. (4) is based on the assumption that Y and Y ′ are
independent and the deduction from Eqs. (4) to (5) is based on the fact that
each node y contributes d2y times as a common neighbor for two nodes.

Eqs.(3) and (5) imply the following.

|R(d)| =
E[Φ]

2 · E[Ψ ]
(6)

Thus, in order to get an estimator of |R(d)|, we need estimators of E[Φ] and E[Ψ ].
Since Φ and Ψ are based on one and two random nodes from H(d), respectively
(see Eq. (2)), we design the estimators of E[Φ] and E[Ψ ], denoted by ̂E[Φ] and
̂E[Ψ ], as the average based on the m sampled nodes yi (1 ≤ i ≤ m) and the
average based on a set Q of n pairs of sampled nodes (yr, yt) (1 ≤ r < t ≤ m),
respectively, where Q consists of those pairs of two sampled nodes yr and yt

from the m sampled nodes such that yr and yt correspond to two nodes that
are sampled at two steps far away from each other by a certain number f of
steps in the random walk process, so we have Q = {(yr, yt)| t − r ≥ f ∧ 1 ≤ r <
t ≤ m} and |Q| = n (in this way, the two sampled nodes could be regarded as
approximately independent sampled nodes according to the existing study [2],
and in our experiments, following [2], we set f as 2.5%m).

̂E[Φ] =
1
m

·
m∑

i=1

dyi
; ̂E[Ψ ] =

1
n

·
∑

(yr,yt)∈Q

θ(yr, yt)
dyr

· dyt

(7)

Then, we design the estimator of |R(d)|, denoted by ̂|R(d)|, based on Eq. (6)
as follows.

̂|R(d)| = ̂E[Φ]/(2 · ̂E[Ψ ]) (8)

Note that ̂|R(1)| corresponds to an estimator of the number of edges in G.

4.2 Estimator of N

Let x(l) be a state in the expanded Markov Chain that involve three vertices
in G. We define an indicator function h(x(l)) such that h(x(l)) = 1 if the three
vertices form a triangle and h(x(l)) = 0 otherwise.

We note that a certain number of states in M (l) based on G(d) correspond
to the same triangle in G. For example, for the case of G(1) and M (3), for a
triangle consisting of vertices v1, v2 and v3, 6 states, namely x

(3)
1 = (v1, v2, v3),

x
(3)
2 = (v1, v3, v2), x

(3)
3 = (v2, v1, v3), x

(3)
4 = (v2, v3, v1), x

(3)
5 = (v3, v1, v2), and

x
(3)
6 = (v3, v2, v1), correspond to it. Similarly, it could be verified that 6 states for

the case of G(2) and M (2) and 1 state for the case of G(3) and M (1) correspond
to a triangle in G. Let α denote the number of states that correspond to the
same triangle. We then know that the number of triangles is equal to the total
number of states in which the vertices involved form a triangle divided by α.

N =
1
α

∑

x(l)∈M(l)

h(x(l)) (9)
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Let X(l) be random state with the stationary distribution πM . Based on
Eq. (9), we have the following.

N =
1
α

∑

x(l)∈M(l)

h(x(l)) =
1
α

∑

x(l)∈M(l)

h(x(l))
πM (x(l))

πM (x(l)) (10)

=
1
α

E

[
h(X(l))

πM (X(l))

]

=
|R(d)|

α
E

[
h(X(l))

πM (X(l)) · |R(d)|
]

(11)

Here, the deduction from Eqs. (10) to (11) is based on the fact that X(l) (and
also h(X(l))) follows the πM distribution. We define a random variable T as
follows.

T =
h(X(l))

πM (X(l)) · |R(d)| (12)

Thus, we have

N =
|R(d)|

α
E

[
h(X(l))

πM (X(l)) · |R(d)|
]

=
|R(d)|

α
E[T ] (13)

We note that based on a sampled state for X(l), T could be easily computed
since |R(d)| would be canceled out in πM (X(l)) · |R(d)| according to Eq. (1).

Based on Eq. 13, we know that in order to estimate N , we need an estimator of
E[T ]. Since T is based on one random state from M (l) with distribution πM (See
Eq. (12)), we design the estimator of E[T ], denoted by ̂E[T ], as the average based
on k states x

(l)
i (1 ≤ i ≤ k) of the expanded Markov chain built on the random

walk process, where k = m − l + 1 and x
(l)
i = (yi, yi+1, . . . , yi+l−1).

̂E[T ] =
1
k

·
k∑

i=1

h(x(l)
i )

πM (x(l)
i ) · |R(d)|

(14)

Then, we design the estimator of N , denoted by N̂ , based on Eqs. (8) and (13)
as follows.

N̂ =
̂E[Φ]̂E[T ]

2α̂E[Ψ ]
(15)

4.3 Accuracy Analysis

We did some analysis of the accuracies of ̂|R(d)| and N̂ based on the settings of
k, m and n, and the results are shown in the following theorem.

Theorem 2. For any ε ≤ 1/2 and δ ≤ 1 we have

Pr[N(1 − ε) ≤ N̂ ≤ N(1 + ε)] ≥ 1 − δ (16)
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if k ≥
48

∑
x(l)∈M(l)

h(x(l))
πM (x(l))

− α2N2

δε2α2N2
,

m ≥
48[

∑
y∈H(d)

d3
y

2|R(d)| − (
∑

y∈H(d)
d2
y

2|R(d)| )
2]

δε2(
∑

y∈H(d)
d2
y

2|R(d)| )
2

, and

n ≥ max

⎧
⎨

⎩

384|R(d)|2
ε2δ

∑
y∈H(d) d2y

,

[
384

√
2|R(d)| · |H(d)|

ε2δ
∑

y∈H(d) d2y

]2
⎫
⎬

⎭

(17)

Proof. Please see Appendix A. �	

The analysis of ̂|R(d)| can be found in our technical report [26].

5 Implementation Details and Cost Analysis

With the algorithms introduce in the previous section, we now explain some
details in our implementation, along with the time and space analysis.

First, we explain how to implement a random walk process based on G(d)

during which m random nodes are collected. The core of the random walk process
is the transition procedure which is to pick one neighbor of the current node
y = (v1, . . . , vd) randomly. In the following, we explain how to compute the set
of neighbors of y, based on which the transition procedure could be done easily.
We consider three cases. Case 1, d = 1. In this case, the problem is easy and
could be solved by invoking an API call based on y which corresponds to a
vertex. Case 2, d = 2. In this case, y = (v1, v2). The set of neighbors of y in
G(2) corresponds to {(u,v) | u = v1 ∧ v ∈ N(v1)\v2}

⋃ {(u,v) | u = v2 ∧ v
∈ N(v2)\v1}, and thus it could be computed based on N(v1) and N(v2) which
could be obtained by invoking two API calls, one with v1 as input and the other
with v2 as input. Case 3, d = 3. In this case, y = (v1, v2, v3). We define M(vi,vj)
= N(vi)

⋃
N(vj)\V (y), if (vi,vj) ∈ E and M(vi,vj) = N(vi)

⋂
N(vj)\V (y),

otherwise, where V (y) denotes the set of vertices {v1, v2, . . . , vd}. Then the set
of neighbors of y in G(3) corresponds to {(u, v, w) | u = v1 ∧ v = v2 ∧ w ∈
M(v1,v2)}

⋃ {(u, v, w) | u = v2 ∧ v = v3 ∧ w ∈ M(v2,v3)}
⋃ {(u, v, w) | u = v1

∧ v = v3 ∧ w ∈ M(v1,v3)}, and thus it could be computed based on N(v1),
N(v2) and N(v3) which could obtained by invoking three API calls.

Note that with the above implementation, each transition requires d API
calls. Fortunately, since two nodes that are visited consecutively during the
process are neighbors to each other (i.e., they share d − 1 vertices), the results
of the previous API calls could be saved for the current node and thus exactly
one new API call is needed. Therefore, each transition requires one API call on
average.

We regard one API call as a unit of time and we exclude the time cost
before the mixing time in the random walk process. Then the complexities of
our algorithms are as follows, the proofs can be found in [26].
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Theorem 3. Let dmax be the maximum degree of G(d). The time complexity of
the random walk process is O(k) for G(1) and O(k · dmax) for G(2) and G(3).
The time complexities of computing R̂(d) and N̂ are O(k · dmax). The space
complexities for both processes are O(k · dmax).

6 Experiments

In this section, we report on our experimental findings. First we describe our
experimental setup. We used 8 real datasets as shown in Table 1, which are
used in the literature for estimating graphlet statistics and network size of
OSNs [2,17]. Following these studies, we simulate the scenario where we only
have accesses to the datasets via APIs. In each network, we remove the directions
of edges, self-loops and multi-edges. We used the largest connected component
for each network (since the method could be similarly run on other connected
components). The statistics of the largest connected components of networks
are shown in Table 1 where N is the number of triangles and W is number of
wedges.

Table 1. Statistics of Datasets

Network |V | |E| N W

Facebook [28] 6.34 × 104 8.17 × 105 3.5 × 106 7.1 × 107

Epinion [27] 7.6 × 104 4.06 × 105 1.6 × 106 7.4 × 107

Slashdot [27] 7.7 × 104 4.69 × 105 5.5 × 105 6.8 × 107

Gowalla [28] 1.97 × 105 9.5 × 105 2.3 × 106 2.9 × 108

Pokec [28] 1.6 × 106 2.23 × 107 3.26 × 107 2.08 × 109

Flickr [28] 2.2 × 106 2.28 × 107 8.38 × 108 2.33 × 1010

Orkut [28] 3.08 × 106 1.17 × 108 6.28 × 108 4.56 × 1010

Live Journal [28] 4.8 × 106 4.28 × 107 2.86 × 108 7.27 × 109

We adopt the following two metrics in our experiments.

– Normalized root mean square error (NRMSE): NRMSE is defined as

NRMSE(N̂) =

√

E[(N̂ − N)2]

N
=

√

V ar[N̂ ] + (N − E[N̂ ])2

N
,

(18)

Note that NRMSE captures both the variance and the bias of the estimator.
– Confidence interval : A [p1, p2]-confidence interval in our case corresponds to

an interval [L,U ] such that Pr[N̂/N ≤ L] = p1 and Pr[N̂/N ≤ U ] = p2.
In our experiments, for each result pair, we run 200 simulations independently
and get an estimate of the [5%, 95%]-confidence interval, [L,U ], such that L
and U are the 5th and 95th percentile values, respectively.



Counting Edges and Triangles in Online Social Networks 355

We study the performance of three algorithms each corresponding to our
sampling algorithm based on one of the following settings: (1) d = 1, l = 3, (2)
d = 2, l = 2, and (3) d = 3, l = 1, the algorithms are denoted by SRWd, depend-
ing on the d value for the algorithm. Note that to the best of our knowledge,
the problem of estimating the number of edges and triangles in an OSN has not
been studied before, and thus we have no state-of-the-arts to compare with in
our experiments.

All algorithms are implemented in C++, and we run experiments on a Linux
machine with Intel 3.40 GHz CPU.

6.1 Performance Studies for Estimating N

Figure 2 shows the NRMSE results, where the x-axis is the number of random
walk steps as a percentage of the set of nodes in the network, and the y-axis is the
NRMSE. Each NRMSE value is calculated by averaging over 200 independent
simulations. We summarize our results as follows.

– On all networks, SRW1 always achieves the lowest NRMSE among SRW1,
SRW2 and SRW3, which means that SRW1 has the highest accuracy in esti-
mating the number of triangles.

– SRW1, the best method in our framework, gives relatively accurate estima-
tion. For example, when 2% of the nodes are sampled, the NRMSE of SRW1
is in the range [0.033, 0.23]. Besides, for most of the networks (6 out of 8
networks), the NRMSE of SRW1 is just around or less than 0.1.

– SRW3 is the worst method in terms of accuracy. It is slow and cannot fin-
ish running within a reasonable time on large networks, and as a result, its
measurements on some datasets are not available.

Fig. 2. NRMSE of triangle count estimation

Table 2 shows the [5%, 95%]-confidence interval of SRW1 and SRW2 when
only 2% of the nodes are sampled. The confidence interval of SRW1 is much
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tighter than SRW2, which again demonstrates that SRW1 outperforms SRW2
significantly. This result is also consistent with the theoretical analysis in
Sect. 4.3.

Table 2. [5%, 95%]-confidence interval of triangle count estimation

Network SRW1 SRW2 Network SRW1 SRW2

Facebook [0.818, 1.180] [0.612, 1.521] Epinion [0.764, 1.244] [0.518, 1.438]

Slashdot [0.629, 1.400] [0.324, 1.788] Gowalla [0.823, 1.218] [0.200, 2.187]

Pokec [0.941, 1.066] [0.669, 1.600] Flickr [0.944, 1.053] [0.878, 1.119]

Orkut [0.923, 1.083] [0.754, 1.357] Live Journal [0.629, 1.353] [0.496, 1.741]

Table 3 shows the running time of SRW1 and SRW2 when only 2% of the
nodes are sampled. The running time of SRW1 is much smaller than SRW2,
which demonstrates that SRW1 is much more efficient than SRW2. In addition,
our algorithm SRW1 only takes quite short time to process these networks in
experiments, which means our algorithm is very piratical. Figure 3 shows the
running time of SRW1 and SRW2 with different sample size. We find that For
both algorithms, the running time is nearly linear with the sample size.

Table 3. Running time when 2% of the total nodes are sampled

Network SRW1 SRW2 Network SRW1 SRW2

Facebook 0.0632 s 18.90 s Epinion 0.1134 s 19.00 s

Slashdot 0.1152 s 17.77 s Gowalla 0.44 s 66.90 s

Pokec 2.43 s 177.70 s Flickr 39.81 s 226.22 s

Orkut 13.15 s 637.54 s Live Journal 13.05 s 867.28 s

6.2 Performance Studies for Estimating |E|
Figure 4 shows the NRMSE results for edge counts. Based on the experiments
results, our estimator of the number of edges is quite accurate. For example,
when 2% of the nodes are sampled, the NRMSE of SRW1 is in the range [0.015,
0.14] and the NRMSE is below 0.1 in 7 out of 8 networks. More details could be
found in the full version of the paper.

Remark: Our algorithm is designed for graphs with restricted access. To our
knowledge, there is no published work on edge and triangle counting that we can
compare with directly. A most relevant work is PSRW [6], which estimates certain
graphlet statistics, but does not estimate the counts of edges or triangles. For
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Fig. 3. Running time of triangle count estimation

Fig. 4. NRMSE of edge count estimation

triangles, they consider only random walks on G(2). With our proposed method
involving the estimation of the graph size of |R(d)|, we can convert PSRW to
compute the counts, in which case it becomes SRW2. However, we have shown
that our new method SRW1 outperforms SRW2 significantly in Sect. 6.

7 Conclusion

In this paper, we present efficient random walk-based algorithms to estimate the
number of triangles and the number of edges in OSNs with restricted access.
We derive a theoretical bound on the number of samples needed for an accuracy
guarantee. Our experiments on real-world OSNs showed that our algorithms
provide accurate estimations.
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Appendix

A Proof of Theorem 2

Proof. Define three new random variables, T ′ = 1
k · ∑k

i=1
h(X

(l)
i )

πM (X
(l)
i )·|R(d)| ,Ψ

′ =
1
m · ∑m

i=1 dYi
, and Φ′ = 1

n · ∑
(i,j)∈Q

θ(Yi,Yj)
dYi

·dYj
. Here, we don’t have a specific

sample set from random walk and the sample set itself is also a random variable.
This is different from ̂E[T ], ̂E[Φ] and ̂E[Ψ ] which are values based on a specific
sample set from random walk. It is obvious that E[T ′] = E[T ], E[Ψ ′] = E[Ψ ]
and E[Φ′] = E[Φ]. We require that each of the variable T ′, Φ′ and Ψ ′ is an
ε/4 approximation of their respective expected values with probability at least
1−δ/3. From Chebyshev’s inequality for variable Z, If Z is an ε/4 approximation
of their respective expected values with probability at least 1 – δ/3, then we have,

Pr(|Z − E[Z]| ≥ ε/4 · E[Z]) ≤ V ar[Z]
(ε/4 · E[Z])2

≤ δ/3

V ar[Z] ≤ δε2(E[Z])2/48
(19)

Sample size of k. The Variance of T ′ is:

V ar[T ′] =
1
k

· V ar

[
h(X(l))

πM (X(l)) · |R(d)|
]

=
1
k

·
{

E

[(
h(X(l))

πM (X(l)) · |R(d)|
)2

]

− E2

[
h(X(l))

πM (X(l)) · |R(d)|
]}

=
1
k

·
∑

x(l)∈M(l)

h(x(l))
πM (x(l)) · |R(d)|2 − α2N2

|R(d)|2

(20)

With Eqs. (19) and (20), we can get the bound of sample size k:

k ≥
48

∑
x(l)∈M(l)

h(x(l))
πM (x(l))

− α2N2

δε2α2N2
(21)

Sample size of m.

V ar[Φ′] =
1
m

· V ar[dY ] =
1
m

· (E[d2Y ] − E2[dY ])

=
1
m

· [
∑

y∈H(d)

d3y
2|R(d)| − (

∑

y∈H(d)

d2y
2|R(d)| )

2]
(22)

so we have, m ≥ 48[
∑

y∈H(d)
d3y

2|R(d)| −(
∑

y∈H(d)
d2y

2|R(d)| )
2]

δε2(
∑

y∈H(d)
d2y

2|R(d)| )
2
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Sample size of n
V ar[Ψ ′] = E[Ψ ′2] − E2[Ψ ′] (23)

E2[Ψ ′] can be obtained from Eq. 5. Then, we discuss how to get E[Ψ ′2].

E[Ψ ′2] =
1
n2

E[(
∑

(i,j)∈Q

θ(Yi, Yj) · 1
dYi

· dYj

)2]

=
1
n2

∑

(i,j)∈Q

∑

(i′,j′)∈Q

E[θ(Yi, Yj) · 1
dYi

· dYj

θ(Y ′
i , Y ′

j ) · 1
dY ′

i
· dY ′

j

]
(24)

To calculate this summation easily, we divide it into three cases.
(a) The node pairs (Yi, Yj) and (Y ′

i , Y ′
j ) are the same i.e. i = i′ and j = j′,

E[θ(Yi, Yj) · 1
dYi

· dYj

θY ′
i , Y ′

j · 1
dY ′

i
· dY ′

j

] = E[(θ(Yi, Yj) · 1
dYi

· dYj

)2]

=
1

4|R(d)|2
∑

i∈H(d)

∑

j∈H(d)

(θ(i, j))2

di · dj

(25)

Since for general OSN, the degree of every user should be no smaller than 2,
we have di ·dj ≥ di +dj . In addition, it is obvious that di +dj ≥ θ(i, j). Based on
these results, we have, (θ(i,j))2

di·dj
≤ (θ(i,j))2

di+dj
≤ θ(i, j). So, E[(θ(Yi, Yj) · 1

dYi
·dYj

)2] ≤
1

4|R(d)|2
∑

i∈H(d)

∑
j∈H(d) θ(i, j) = 1

4|R(d)|2
∑

i∈H(d) d2i .
Moveover, we have n such cases.
(b) The node pairs (Yi, Yj) and (Y ′

i , Y ′
j ) share no common node.

E[θ(Yi, Yj) · 1
dYi

· dYj

θ(Y ′
i , Y ′

j ) · 1
dY ′

i
· dY ′

j

]

=
1

16|R(d)|4
∑

i∈H(d)

∑

j∈H(d)

θ(i, j) ·
∑

i′H(d)

∑

j′∈H(d)

θ(i′, j′) =
1

16|R(d)|4 (
∑

i∈H(d)

d2i )
2

Hence, the number of such case is smaller than n(n − 1).
(c) The node pairs (Yi, Yj) and (Y ′

i , Y ′
j ) share one common node.

E[θ(Yi, Yj) · 1
dYi

· dYj

θ(Y ′
i , Y ′

j ) · 1
dY ′

i
· dY ′

j

]

=
1

8|R(d)|3
∑

i∈H(d)

∑

j∈H(d)

∑

i′∈H(d)

θ(i, j) · θ(j, i′)
dj

Since dYj
≥ θ(Yj , Y

′
i ), we have,

E[θ(Yi, Yj) · 1
dYi

· dYj

θ(Y ′
i , Y ′

j ) · 1
dY ′

i
· dY ′

j

]

≤ |H(d)|
8|R(d)|3

∑

i∈H(d)

∑

j∈H(d)

θ(i, j) =
|H(d)|

8|R(d)|3
∑

i∈H(d)

d2i

(26)
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The number of such case is smaller than 2n
√

2n. (there are n ways choosing
the first pair, and the other pair shares one node with this pair, so there is two
possible node to share with).

Then we can compute V ar[Ψ ′],

V ar[Ψ ′] = E[Ψ ′2] − E2[Ψ ′] (27)

≤ 1
n

1
4|R(d)|2

∑

i∈H(d)

d2i +
1

16|R(d)|4 (
∑

i∈H(d)

d2i )
2 (28)

+
2
√

2n

n

|H(d)|
8|R(d)|3

∑

i∈H(d)

d2i −
⎡

⎣
∑

i∈H(d)

d2i
4|R(d)|2

⎤

⎦

2

(29)

≤ 1
n

1
4|R(d)|2

∑

i∈H(d)

d2i +
2
√

2n

n

|H(d)|
8|R(d)|3

∑

i∈H(d)

d2i (30)

Substituting this into Eq. (19), and let both of the terms less than half of the
right hand size in Eq. (19), we got the condition for n:

n ≥ max{ 384|R(d)|2
ε2δ

∑
i∈H(d) d2i

,

[
384

√
2|R(d)| · |H(d)|

ε2δ
∑

i∈H(d) d2i

]2

} (31)

This finishes the proof. �	
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Abstract. An important task in peer review is assigning papers to
appropriate reviewers, which is known as Reviewer Assignment (RA)
problem. Most of existing works mainly focus on the similarity between
paper topics and reviewer expertise, few works consider multiple rela-
tionships between authors and reviewers on academic social network.
However, these relationships could influence reviewer assessments on fair-
ness. In this paper, we address RA problem considering academic social
network to find a confident, fair and balanced assignment. We model
papers and reviewers based on matching degree by combining collab-
oration distance and topic similarity, and propose Maximum Sum of
Matching degree RA (MSMRA) problem. Two algorithms are designed
for MSMRA problem: Simulated Annealing-based Stochastic Approxi-
mation, and Maximum Matching and Minimum Deviation. Experiments
show that our methods achieved good performance both on overall effec-
tiveness and fairness distribution within reasonable running time.

Keywords: Reviewer assignment · Academic social network · Fair

1 Introduction

One of the most challenging tasks in peer review is assigning papers to appropri-
ate reviewers within a reasonable time, which is known as Reviewer Assignment
(RA) problem. The opinions of reviewers determine whether papers should be
accepted or not, so assigning papers to reviewers in a way that would maximize
the quality of assessments, is the focus of RA problem. At present, most of con-
ferences handle this task semi-automatically, which requires reviewers to bid on
papers by providing preferences. Due to the large number of paper submissions,
each reviewer would go through a great deal of papers (at least abstracts) to
provide preferences. In some cases, reviewers choose preferences semi-randomly,
which may lead to an inappropriate assignment. What is an appropriate reviewer
assignment? We measure it by three important factors:

– Confidence: In order to ensure the quality of the assessment, reviewer should
have adequate expertise on the topic of assigned paper.

– Fairness: For fairness, each reviewer should deal each paper in same manner,
and each paper should be reviewed by a certain number of distinct reviewers.
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– Balance: As the number of submitted papers is huge, making a balance
workload for each reviewer is also a factor need to be considered.

To complete the reviewer assignment in the given assignment time window,
which is usually a couple of days, reasonable running time is also an impor-
tant criterion.

Automatic RA problem has already been studied in community like Dumais
and Nielsen [1]. They modeled a paper as a query, attempted to retrieve reviewers
with most relevant expertise based on content-reviewer expertise similarity, and
expressed colleague relationship conflict-of-interest (COI) and reviewer work-
load as linear inequalities constraints. Long et al. [2] studied RA problem both
on goodness and fairness. For goodness, they proposed to maximize the topic
coverage between papers and reviewers. For fairness, they discussed COI as con-
straints. Most of the previous works mainly focus on the similarity between paper
topics and reviewer expertise, and just add some constraints as linear inequal-
ities for fairness. Few studies conduct an in-depth exploration of relationships
between authors and reviewers on academic social network. The tendency of
effects to spread from person to person, beyond an individual’s direct social ties
[3]. If we ignore these connections when assigning papers, these direct and indi-
rect social ties are likely to affect reviewers’ judgments, leading to partial review
results.

Fig. 1. An example of academic social network

For example, in Fig. 1, there are 3 papers about data mining, 4 scholars, and
3 reviewers. Each paper has one author. Every reviewer has expertise on data
mining. Just according to the topic similarity, any paper in P can be assigned
to any reviewer in R. However, paper p1 cannot be assigned to reviewer r1,
because author a1 has co-affiliation relationship with reviewer r1. It is still not
a fair assignment if we assign paper p1 to reviewer r2, since author a1 is very
likely to communicate with reviewer r2 through scholar o2. It does not mean
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that paper p1 cannot be assigned to any reviewer in R. Our influence gradually
dissipates and ceases to have a noticeable effect on people beyond the social
frontier that lies at three degrees of separation [3]. As distance increase, influence
decrease. The shortest path distance between author a1 and reviewer r3 is 4, the
probability that author a1 influences reviewer r3 is much lower than reviewer r1
and r2. Comparing against reviewers r1 and r2, it is better to assign paper p1 to
reviewer r3.

Motivated by above observation, we build an academic social network
G(V,E), which is used to mine multiple relationships between authors and
reviewers, for fair assignment. We propose collaboration distance on academic
social network for fairness, combining with topic similarity for confidence and
some constraints for balance to find an appropriate reviewer assignment solution.

The main contributions in our work are summarized as follows:

1. To the best of our knowledge, this is the first work to address RA problem
considering academic social network for fair assignment. We model papers and
reviewers based on matching degree by combining collaboration distance on
fairness with topic similarity on confidence, then we define Maximum Sum
of Matching degree RA (MSMRA) problem subject to four constraints on
balance: group size, relationship indicator, distinct assignment and balanced
workload.

2. Two algorithms are proposed to solve MSMRA problem. One is Simulated
Annealing-based Stochastic Approximation (SASA) algorithm, the other is
Maximum Matching and Minimum Deviation (MMMD) algorithm.

3. Experimental evaluations on real datasets demonstrate that the proposed
algorithms outperform baseline approach in terms of overall effectiveness,
more balance distribution on fairness, and run within reasonable time.

The remaining of this paper is organized as follows: Sect. 2 summarizes relate
work of reviewer assignment. Section 3 describes formal specification and formal
definitions about MSMRA problem. Sections 4 and 5 present two algorithms
to solve the problem, and Sect. 6 evaluates our experiments on real data. We
conclude this paper in Sect. 7.

2 Related Work

A bulk of related works have studied the RA problem, we discuss these works
from two aspects: how to compute confidence between papers and reviewers, and
how to enhance fairness for each pair of paper and reviewer.

For confidence aspect, relevant studies can be divided into two methods.
One is information retrieval method [1,4–7]. Geller [4] implemented an intelli-
gent knowledge-based reviewer selection program for IJCAI 1999. Basu et al. [5]
mined reviewer abstracts from web and then use a TF-IDF weighted vector space
model to rank reviewers for a given submitted paper. Hettich and Pazzani [6]
measured the association of reviewers with applications by a TF-IDF weighted
vector space model. Rodriguez and Bollen [7] identified related reviewers in a



Fair Reviewer Assignment Considering Academic Social Network 365

co-authorship network by using an energy distribution in a manner similar to
the spreading activation techniques used for information retrieval. Mimno and
Mccallum [8] proposed an author-persona-topic model for reviewer retrieving.
The other is topic similarity method [2,9–17]. Ferilli et al. [9] adopted latent
semantic indexing to identify paper topics and reviewer expertise. Xue et al. [10]
introduced interval fuzzy ontology to compute the similarity of research subjects.
Hartvigsen et al. [11] proposed that every paper should be sent to at least one
reviewer whose expertise is greater than or equal to the threshold. Kou et al. [12]
proposed a weighted-coverage group-based reviewer assignment problem. Li and
Watanabe [13] assigned papers to reviewers by combining preference-based app-
roach and topic-based approach. Kolasa and Krol [14] defined the quality degree
based on the number of paper keywords covered by assigned reviewer keywords.
Karimzadehgan and Zhai [15] studied matching of multiple aspects of expertise
so that the assigned reviewers can cover all the aspects of a paper in a com-
plementary manner. Kou et al. [16] demonstrated reviewer assignment system,
which maximizes the topics coverage of each paper by the profiles of assigned
reviewers. Charlin et al. [17] explored language model and collaborative filtering
to learn confidence scores between papers and reviewers.

For fairness aspect, we mainly discuss avoiding conflict-of-interest (COI)
methods. Karimzadehgan and Zhai [18] studied constrained multi-aspect exper-
tise matching problem and modeled COI as one of inequality linear constraints.
Kolasa and Król [19] used a Boolean variable bar to indicate COI. Benferhat
and Lang [20] expressed geographical distribution as a relaxed constraint. Wang
et al. [21] suggested that paper cannot be reviewed by friends or enemies of the
authors, or by colleagues from the same institution. Conry et al. [22] modeled
COI by hardwiring the desired entries of assignment matrix and took them out of
play. Tang et al. [23] explored various domain-specific constraints in a constraint-
based optimization framework. Garg et al. [24] modeled an edge-labelled bipar-
tite graph of papers and reviewers, and connected an edge if two nodes have no
COI. O’Dell et al. [25] represented problem as a weighted bipartite graph, and
computing f-matching of the graph. Taylor [26] solved a variant of the bipartite
matching problem to find an assignment between papers and reviewers that max-
imizes the total affinity subject to constraints on the number of reviewers that
can be assigned to a paper and the load that can be assigned to any individual
reviewer.

3 Problem Statements

3.1 Notation Specification

In this paper, the data of reviewer assignment problem consist of:

– A set of n reviewers, which is denoted as R = {r1, r2, . . . , rn}. Each reviewer
r ∈ R has four attributes: id, name, topics, and affiliations.

– A set of m papers, which is denoted as P = {p1, p2, . . . , pm}. Each paper p ∈ P
has three attributes: id, topics, and authors set A(p). All authors of papers
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form a set of m subsets, which is denoted as A = A(p1), A(p2), . . . , A(pm).
Each author a has three attributes: id, name, and affiliations.

– A set of s topics, which is denoted as T = {t1, t2, . . . , ts}. Each reviewer r
is associated with a set of topics, which is denoted as T (r), and T (r) ⊂ T .
t ∈ T (r) means reviewer r possess expertise t. Each paper p is associated
with a set of topics, which is denoted as T (p), and T (p) ⊂ T . t ∈ T (p) means
paper p covers subject t. Topics can be given by organizing committee as a
topic keyword list, or learned from the abstract of papers by statistical topic
models such as latent dirichlet allocation.

– A s×s similarity degree matrix S, which records the similarity degree of every
pair of topics in T , and the value ranges in [0, 1]. Due to the cross-integration
of knowledge domain, there are similarities between different topics, so a
reviewer can also have other similar expertise. Topic similarity can be given
or calculated by similarity measure such as cosine similarity.

– An integer k, which is the group size of required reviewers per paper.
– An undirected graph G(V,E) of academic social network, which is used to

represent multiple relationships between authors and reviewers. Node set V
contains three types of nodes: reviewers in R, authors in A, and other scholars
in an academic digital library, and R ⊂ V , A ⊂ V . Edge set E represents
the relationship (co-author, co-affiliation, and advisor-advisee) between two
nodes, and the weight of an edge is 1. Advisor-advisee relationship can be sub-
mitted by the authors, or extracted from personal homepage of reviewers. Co-
affiliation relationship can be get from the attributes of authors and review-
ers, and co-author relationship can be get from co-author dataset. d(v1, v2)
denotes the distance between two nodes v1 and v2, and the value is the
shortest path between them in G. The value of d(v1, v1) is 0.

The output is an assignment, which is a set with m two-tuple groups and
is denoted as R = {〈p1, Rp1〉, 〈p2, Rp2〉, . . . , 〈pm, Rpm

〉}. Rp is a set with distinct
reviewers being assigned for paper p, recorded as {r1p, r

2
p, . . . , r

k
p}.

In remainder sections, R denotes a reviewer set, P denotes a papers set, T
denotes a topic set, S denotes the similarity degree matrix of T , k denotes the
group size, and G denotes the graph of academic social network.

3.2 Problem Definitions

In this section, we formally define the MSMRA problem. The goal of MSMRA
is to find a reviewer assignment R such that the Sum of matching Degree (SM)
of R is maximum subject to four constraints: group size, relationship indicator,
distinct assignment and balance workload.

Definition 1 (Collaboration Distance). Given G, P and R, the collaboration
distance between paper p and reviewer r is defined as:

D(p, r) = min (d (a, r)| ∀a ∈ A(p)) (1)

MaxD denotes maximum collaboration distance between papers and review-
ers. MaxD can be set to 1 plus the maximum distance between all pairs of
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reviewers and authors, or a larger integer. If two nodes are not connected in G,
the collaboration distance of them is set to MaxD.

Definition 2 (Topic Similarity). Given P , R, T and S, the topic similarity
between paper p and reviewer r is defined as:

S(p, r) = max (S [tp] [tr]| ∀tp ∈ T (p),∀tr ∈ T (r)) (2)

Definition 3 (Matching Degree). Given MaxD, α, collaboration distance
and topic similarity, the matching degree between paper p and reviewer r is
defined as:

M(p, r) = α × D (p, r)
MaxD

+ (1 − α) × S(p, r) (3)

According to formula (3), with longer collaboration distance and higher topic
similarity, matching degree is higher. α is a weighting coefficient.

Definition 4 (Relationship Indicator). Given G, P and R, the relationship
indicator between paper p and reviewer r is defined as:

B (p, r) =

{
0 ∀a ∈ A(p), d(a, r) > 1
1 others

(4)

Problem Definition (MSMRA problem). Given G, P , R, T , S and k, Max-
imum Sum of Matching degree Reviewer Assignment (MSMRA) problem is to
find a reviewer assignment R = {〈p1, Rp1〉, 〈p2, Rp2〉, . . . , 〈pm, Rpm

〉}, such that:

max (
∑
p∈P

∑
rp∈Rp

M(p, rp) ) )

st. |Rp| = k (group size)
B(p, rp) = 0 ∀p ∈ P,∀rp ∈ Rp(relationship indicator)

rip �= rjp ∀rip, r
j
p ∈ Rp, i �= j(distinct assignment)

r.count ≤ μ ∀r ∈ R(balance workload)

(5)

In formula (5), r.count denotes the number of papers being assigned to
reviewer r. μ denotes an upper bound of the number of average assigned papers
per reviewer for balance workload, and can be calculated by formula (6):

μ = 	k × |P |/|R|
 (6)

According to formula (5), R satisfies that authors of paper p and reviewer rp
have no co-author, no co-affiliation, and no advisor-advisee relationship. Each
paper is reviewed by k distinct reviewers, and the workload of reviewers is bal-
anced. The Sum of collaboration Degree (SD), and the Sum of topic Similarity
(SS) of R can also be maximized simultaneously.

In remainder sections, SM denotes sum of matching degree, SD denotes
the sum of collaboration distance, SS denotes the sum of topic similarity, and
SM(R), SD(R), and SS(R) denote the SM , SD, and SS of R respectively.
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4 SASA: Simulated Annealing-Based Stochastic
Approximation Algorithm

We propose a stochastic approximation algorithm based on simulated annealing,
which is denoted as SASA. Simulated Annealing algorithm was first used for
combinatorial optimization problem by Kirkpatricket et al. [27], and has been
proved to converge to an optimal solution in theory. The process of SASA consists
of three steps:

Algorithm 1. Simulated Annealing-based Stochastic Approximation
input: G, P , R, T , S, k, TEMP , MinT , RATE
output: R, SM , SD,and SS of R
1: temp ← TEMP
2: R ← RandomAssignment(G, P, R, k)
3: while temp > MinT do
4: p1 ← math.random(1, |P |)
5: p2 ← math.random(1, |P |)
6: if p1 �= p2 then
7: r1 ← get minmum matching reviewer(R, p1)
8: r2 ← get minmum matching reviewer(R, p2)
9: if r1 �= r2 and B(p1, r2) = 0 and B(p2, r1) = 0 then

10: Δ ← M(p1, r2) + M(p2, r1) − M(p1, r1) − M(p2, r2)
11: if Δ > 0 or math.exp(Δ/temp) > math.random(0, 1) then
12: R ← exchange reviewers (p1, r1, p2, r2)

13: temp ← temp × RATE

14: return R, SD(R), SS(R), SM(R)

Step 1. Initialization. Generate a random assignment subject to four con-
straints of MSMRA, and temp is set to initial temperature TEMP .

Step 2. Simulated Annealing. We use ft to denote the solution at time t, and
ft−1 denote the solution at time t − 1. Then loop following steps until temp
dropping to minimum temperature MinT :

Step 2.1. At time t, we randomly select two distinct papers p1 and p2, and get
assigned reviewers with minimum matching degree of p1 and p2 respectively,
which are denoted as r1 and r2. If r1 �= r2 and relationship indicators of (p1, r2)
and (p2, r1) are equal to 0, exchange r1 and r2, then a new solution ft is obtained
by formula (7):

ft = ft−1 − 〈p1, r1〉 − 〈p2, r2〉 + 〈p1, r2〉 + 〈p2, r1〉 (7)

Step 2.2. The deviation Δ of ft and ft−1 is calculated by formula (8):

Δ = SM(ft) − SM(ft−1)
= M(p1, r2) + M(p2, r1) − M(p1, r1) − M(p2, r2)

(8)
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If Δ > 0, ft is accepted; if Δ ≤ 0, ft is accepted with a certain probability, and
the probability decreases over time gradually. Accepted principle is defined as:

R =

{
ft Δ > 0 or math.exp(Δ/temp) > math.random(0, 1)
ft−1 others

(9)

Step 2.3. Decrease temp by multiplying a cooling rate RATE, which is a decimal
number between 0 and 1. Then set t = t + 1.

Step 3. Result. Return the assignment R, and the SD, SS, and SM of R.
The pseudo code of SASA is presented in Algorithm1.
The time complexity of RandomAssignment(G,P,R, k) is O(k×|P |). The

outer loop of Algorithm1 is O(N). N depends on initial temperature TEMP ,
minimum temperature MinT , and cooling rate RATE. When TEMP and
MinT are fixed, as RATE is higher, N is larger. The time complexity of Algo-
rithm1 is O(N × k × |P |). In order to achieve a good result, N is usually a large
number, so the running time is mainly affected by N while parameters k and
|P | have little effect.

5 MMMD: Maximum Matching and Minimum Deviation
Algorithm

Since the running time of SASA is easily influenced by the input parameters, we
propose an exact polynomial algorithm for MSMRA problem, named Maximum
Matching and Minimum Deviation algorithm, which is denoted as MMMD. A
state matrix Q is used to record the assignment state, and Q could be adjusted
according to minimum deviation principle. After initializing μ and state matrix
Q, the process of MMMD mainly contains two steps:

Step 1. Maximum matching degree assignment. For each paper p, we
compute Q of every reviewer and p by relationship indicator. If B(p, r) = 0,
Q[p][r] = 0 means reviewer r is assignable for p; else Q[p][r] = −1 means
reviewer r cannot be assigned to p.

We assign p to the assignable reviewer r with maximum matching degree,
and set Q[p][r] = 1 for distinct assignment. Q[p][r] = 1 means reviewer r has
been assigned to p. Then set r.count = r.count + 1.

If r.count > μ, balanced workload is broken and needs to be adjusted, then
jump to step 2; else perform step 1 until the number of reviewers assigned to
paper p is equal to group size k.

Step 2. Minimum deviation adjust. Reviewers with less number of assigned
papers than μ are adjustable, and can be adjusted in step 2.

For each paper i ∈ [1, p] with Q[i][r] = 1, we first get reviewer t which
is assignable, adjustable and with maximum matching degree for p. Then we
calculate the deviation of M(i, r) and M(i, t), and use pa and ra to denote
the paper and the reviewer with minimum deviation MinDev. Finally, we set
Q[pa][r] = −1, Q[pa][ra] = 1, then return to step 1.
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Algorithm 2. Maximum Matching and Minimum Deviation algorithm
input: G, P , R, T , S, k
output: R, SM , SD,and SS of R
1: μ ← �k × |P |/|R|�
2: Q[|P |][|R|] ← {0}
3: for each p ∈ P do
4: queue ← ReverseSortReviewers(M(p, R))
5: for i = 1 → k do
6: r ← queue.poll()
7: if B(p, r) = 1 then
8: Q[p][r] ← −1
9: else

10: Q[p][r] ← 1
11: r.count ← r.count + 1
12: if r.count > μ then
13: Q ← MinimumDeviationAdjustment(Q, r, p, μ)

14: i ← i + 1

15: R ← get assignment (Q)
16: return R, SD(R), SS(R), SM(R)

The pseudo code of MMMD is shown in Algorithm2, and the pseudo code
of MinimumDeviationAdjustment(Q, r, p, μ) is shown in Algorithm3.

The time complexity of Algorithm 3 is O(|P |(|P | + 1)/2). The running time
of ReverseSortReviewers(M(p,R)) in Algorithm 2 is O(|R|× log|R|), so the
time complexity of Algorithm 2 is O(|P | × (|R| × log|R| + k × (|P |(|P | + 1)/2))).
Generally, |R| is smaller than |P |, so the time complexity of Algorithm 2 is
approximately equal to O(k×|P |2). But not each assignment needs to be adjusted
in practice, so the time complexity is much lower than the theoretical value, we
will see it later in our experiments on real data sets.

Algorithm 3. Minimum Deviation Adjustment
1: function MinimumDeviationAdjustment(Q, r, p, μ)
2: pa, ra ← 0
3: MinDev ← ∞
4: for i = 1 → p do
5: if Q[i][r] = 1 then
6: t ← get maximum, adjustable, and assignable reviewer (i)
7: Δ ← M(i, s) − M(i, t)
8: if Δ < MinDev then
9: pa ← i

10: ra ← t
11: MinDev ← Δ
12: Q[pa][r] ← −1
13: Q[pa][ra] ← 1
14: return Q
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6 Empirical Evaluation

In this section, we evaluate proposed algorithms for MSMRA problem. We imple-
ment all the algorithms in Java. The experiments are conducted on a computer
with Intel (R) Core (TM) i5-2400 CPU (3. 10 GHZ) of 8G RAM, and Windows
10 64 bit.

6.1 Experimental Setup

Datasets: We collect accepted papers of SIGMOD 20141, 20152 and 20163 as the
paper set P , and use the program committee of SIGMOD 2016 as the reviewer set
R. The topic set T is collected from the topics of SIGMOD 2016. We randomly
assign 1 to 3 topics as expertise of each reviewer. For each pair of topics, we
manually assign a similarity degree range from 0 to 1 based on the similarity
between research fields. Finally, there are 305 papers, 851 authors, 190 reviewers,
21 topics and a 21 × 21 similarity degree matrix S.

We use a snapshot of the DBLP dataset4 taken on November 25, 2016. We
get more than 1.81 million scholars, and collect co-author relationships between
them in the DBLP dataset.

The academic social network G in our experiments contains more than
1,816,262 nodes and 8,021,719 edges. The running time of constructing G is
74 s.

Baseline Algorithms: We take two reasonable algorithms as baseline. One
is Similarity-based Greedy (SimGreedy) algorithm subject to constraints of
MSMRA, which is used in most academic conferences. Another is Random algo-
rithm (Ran) subject to constraints of MSMRA.

BBFS for Shortest Path: We use Bidirectional Breadth First Search (BBFS)
to compute the shortest path distance between authors and reviewers in G. The
running time of BBFS for 851 authors and 190 reviewers is 63 s.

Parameters Setting: We vary |P |, |R|, k, and α and evaluate different results.
In SASA algorithm, temperature TEMP = 108, minimum temperature MinT =
10−8, and cooling rate RATE = 0.9999.

Optimality Ratio: A reasonable approach to evaluate the quality of assignment
R is to compute its approximation ratio SM(R)/SM(O) to the optimal assign-
ment O [12]. But computing O will be very time consuming. We use an ideal
assignment I to compute the optimality ratio SM(R)/SM(I). To generate ideal
assignment I, we greedily select k maximum matching degree reviewers for each
paper, and disregard other constraints in MSMRA. Therefore SM(I) > SM(O).
So SM(R)/SM(I) is a lower bound SM(R)/SM(O).

1 http://www.sigmod2014.org/.
2 http://www.sigmod2015.org/.
3 http://www.sigmod2016.org/.
4 http://dblp.uni-trier.de/xml/.

http://www.sigmod2014.org/
http://www.sigmod2015.org/
http://www.sigmod2016.org/
http://dblp.uni-trier.de/xml/
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6.2 Overall Effectiveness

In this section, we use 305 papers and 100 reviewers, and k = 3 to measure SM ,
SD, and SS of R. It means that every paper needs 3 reviewers, and every reviewer
needs to review no more than 10 papers. In order to obtain good experimental
results, we vary α from 0 to 1, plus 0.1 per step. For showing optimality ratio
in different cases, the values of k are 1, 3, 5, the values of α are 0.4, 0.5, 0.6.
We use these measures to evaluate how well each algorithm maximize value of
assignment in comparison to others.

Fig. 2. Overall effectiveness: SM, SD, and SS

Sum of Matching Degree: In Fig. 2(a), when α is larger, SM is smaller On
MMMD, SASA, and SimGreedy. This is because α is a weighting coefficient
of collaboration distance, and normalized collaboration distance is smaller than
topic similarity. MMMD and SASA are always outperform SimGreedy and Ran.
While α is 0.4, 0.5 and 0.6, MMMD and SASA even have similar values, this
phenomenon also appears in Fig. 2(b) and (c).

Sum of Collaboration Distance: In Fig. 2(b), MMMD and SASA are obvi-
ously superior to others. When α is larger, SD is smaller On MMMD, SASA.
The reason is same as above. SimGreedy and Ran have no change when varying
α, because they ignore the collaboration distance, which is an important factor
when assigning reviewers.

Sum of Topic Similarity: In Fig. 2(c), when α ≤ 0.6, MMMD and SASA
outperform SimGreedy and Ran. When α > 0.6, the SS of MMMD and SASA
decline rapidly, since the weight of topic similarity is 1−α. Considering similarity
priority, SimGreedy always has a large value when varying α. The values of Ran
are always low in Fig. 2(a), (b) and (c).

Optimality Ratio: In Fig. 3, the optimality ratios of MMMD and SASA are
consistently greater than 0.9, and very close to 1. The optimality ratio of Sim-
Greedy is also not less than 0.9. However, as shown in Fig. 2(b) and (c), although
SS of SimGreedy is large, SD of SimGreedy is small. Ran is lower than 0.6 in
most cases.
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Fig. 3. Overall effectiveness: optimality ratio

Given the superior performance in practice, both MMMD and SASA achieve
much better Overall Effectiveness than SimGreedy and Ran.

6.3 Fairness Distribution Analysis

In this section, we use 305 papers and 100 reviewers totally with k=3. We vary
α to evaluate assignment quality on individuals by distribution state. Subject to
space restrictions, we only show the result of α = 0.6.

Fig. 4. Fairness distribution analysis

Matching Degree: In Fig. 4(a). The medians of MMMD and SASA are larger
than SimGreedy and Ran, which means most of papers are assigned to reviewers
with matching degree greater than 0.7 by MMMD and SASA. The assignments
of MMMD, SASA and SimGreedy are more convergent than Ran In Fig. 4(a),
(b) and (c), which are fairer than Ran.

Collaboration Distance: In Fig. 4(b), there are more papers assigned to
reviewers with collaboration distance 3 by MMMD and SASA. The medians
of SimGreedy and Ran is only 2.
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Topic Similarity: In Fig. 4(c), the medians of MMMD, SASA and SimGreedy
are equal to 1, which are far greater than Ran. Q1 of SASA is 0.9, lower than
MMMD and SimGreedy. As the similarity between different areas of expertise,
the reviewer is also qualified to review papers with 0.9 topic similarity.

Since the results of MMMD and SASA have better balanced distribution and
greater median, MMMD and SASA are superior to SimGreedy and Ran.

6.4 Running Time Evaluation

In this section, we use α = 0.6, fix two parameters and vary one parameter. Since
constructing graph G and computing distances between authors and reviewers
have been preprocessed, the running time of them is not presented in Fig. 5,
which is 137 s regarded as a reasonable and acceptable cost time. As shown in
Fig. 5, all the algorithms can be completed in 2.5 s. The total running time of
each algorithm is no more than 140 s.

Fig. 5. Running time (s)

Varying k: We fix |P | = 305, |R| = 100, and set the values of k as 1, 3, 5 in
Fig. 5(a). The running time of MMMD grows linearly when k is lager. As k is
normally a small number, the running time of MMMD will always in a reasonable
range. The running time of SASA is not affected by k, and is mainly affected by
the random initial solution and related parameters. SimGreedy and Ran have
lower running time in Fig. 5(a), (b) and (c).

Varying |R|: We fix |P | = 305, k = 3, and set the values of |R| as 100, 150, 190
in Fig. 5(b). When |R| grows, the running time of MMMD firstly increase and
then decrease. When |R| is larger, the number of assignable reviewers for each
paper is larger. There may be less adjustment, so the running time of MMMD
will be lower. Therefore |R| is not a major factor for the running time of MMMD.
The running time of other algorithms are not obviously affected by |R|.
Varying |P |: We fix |R| = 100, k = 3, and set the values of |P | as 105, 205, 305
in Fig. 5(c). The running time of MMMD is longer when |P | is lager, but do not
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grow exponentially with |P |. This is much lower than the worst time complexity.
The running times of other algorithms are not affected by |P |.

Based on above analyses, even in large conferences with thousands of papers,
hundreds of reviewers, MMMD and SASA can also work within a reasonable
time. Futhermore, MMMD always take less time to achieve a better result than
SASA.

7 Conclusions

In this paper, we formulate reviewer assignment as a Maximum Sum of Match-
ing degree Reviewer Assignment (MSMRA) problem subject to four constraints:
group size, relationship indicator, distinct assignment and balanced workload.
We introduce collaboration distance on academic social network to utilize multi-
ple relationships between authors and reviewers for fair assignment. Combining
collaboration distance and topic similarity, we model matching degree of papers
and reviewers, aimed to find a confident, fair and balanced assignment. Two
algorithms are proposed to solve this problem: Simulated Annealing-based Sto-
chastic Approximation (SASA), and Maximum Matching and Minimum Devia-
tion (MMMD). Our experimental evaluations show that, comparing against rea-
sonable baseline approaches, our algorithms produced assignment with greater
values on overall effectiveness and more balanced distribution on fairness, and
also run within reasonable time.

Acknowledgments. The study has been supported by the National Natural Science
Foundation of China under Grant No. 61370136.
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Abstract. Influence maximization is a problem of finding a small set of
highly influential individuals in social networks to maximize the spread
of influence. However, the distinction between the spread of influence and
profit is neglected. The problem of profit maximization in social network
extends the influence maximization problems to a realistic setting aiming
to gain maximum profit in social networks. In this paper, we consider
how to sell the digital goods (near zero marginal cost) by viral marketing
in social network. The question can be modeled as a profit maximization
problem. We show the problem is an unconstrained submodular maxi-
mization and adopt two efficient algorithms from two approaches. One
is a famous algorithm from theoretical computer science and that can
achieve a tight linear time (1/2) approximation. The second is to pro-
pose a profit discount heuristic which improves the efficiency. Through
our extensive experiments, we demonstrate the efficiency and quality
of the algorithms we applied. Based on results of our research, we also
provide some advice for practical viral marketing.

Keywords: Influence maximization · Viral marketing · Social network ·
Profit maximization · Digital goods

1 Introduction

A combination of recent economic and computational trends, such as negligible
cost of duplicating digital goods and, more importantly, the emergence of the
online social network as one of the most important arenas for marketing, has
created a number of new pricing and marketing problems [2,3]. In 2001, Domin-
gos and Richardson first introduced the concept of viral marketing to the social
network [6]. With the in-depth research and development of social network such
as Facebook and Google+, successful online social network (OSN) is creating a
media environment for viral marketing. The spread of awareness about a specific
product in social network through “word of mouth” is a trend of advertising.

Influence maximization problem is a hot topic for social network analysis
which is first defined as an optimization problem by Kempe et al. [1] : A social
network is modeled as an undirected graph G = (V,E), with vertices in V
modeling the users in the network and weighted edges E reflecting the influence
c© Springer International Publishing AG 2017
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between users, and a positive number k. The goal is to find a seed set A, including
k nodes, such that with a given propagation model, the information propagation
range of A is maximized. Influence is propagated in the network according to a
stochastic cascade model. Three cascade models, namely the Independent Cas-
cade (IC) model , the Weight Cascade (WC) model, and the Linear Threshold
(LT) model are extracted from mathematical sociology and considered in [1].
While computer scientists are trying to use mathematic theories and comput-
ing devices to understand the diffusion process in online social network (OSN),
numerous researchers concern themselves with the efficient approximation algo-
rithms and applications of influence maximization problem [1,4,5] (see Sect. 2).

In a real-world scenario, developers and application makers will give away a
paid software for free temporarily in App Store. Then, if the user has a good
experience, they will recommend it to their friends, and by that time the appli-
cation will likely come back to its regular price, which should help bring in some
profit. This is a typical case of viral marketing on the Internet. Digital goods
such as softwares and songs are a suitable target for marketing online, since their
duplicating and delivery costs are minimal. Digital goods is a popular topic of
theoretical computer science [2,7].

Nowadays most researchers who study viral market are focusing on the spread
of influence rather than the original goal of viral marketing: profit. To address the
aforementioned limitation, we introduce the concept of free samples and profit
achieved by activated users to the influence maximization problem and propose
the profit maximization problem for digital goods (PMDG) in social networks.
The study is focused on selecting a set of users and giving them free samples
to promote the product in order to gain the maximum profit by the diffusion
process under the LT model and IC model. The problem is a non-negative, non-
monotone and submodular optimization problem without knapsack, which is
more complex than the problem of spread of influence. More sophisticated algo-
rithms are needed to solve the problem. Thus, we adopt two efficient algorithms
to obtain the maximum profit. One is a famous algorithm from theoretical com-
puter science which can achieve a tight linear time (1/2)-approximation. The
other is a highly efficient profit discount heuristic. Through our extensive exper-
iments, we show both algorithms are effective and efficient. Based on results of
our research, we also provide some advice for practical viral marketing.

Roadmap. The rest of the paper is organized as follows. Section 2 discusses some
related work. Section 3 formalizes the viral marketing problem and discusses
properties of our proposed problem. Section 4 presents the efficient algorithms.
Data sets and experimental results are discussed in Sect. 5. The last section
provides conclusion, possible future work and some practical advice.

2 Related Work

Influence Maximization: Kempe et al. [1] are the first to propose a greedy algo-
rithm for influence maximization. Due to a nice property called submodularity,
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the greedy algorithm produces near-optimal solution with a theoretical guaran-
tee. However, it suffers from scalability, since the large number of Monte-Carlo
simulations are necessary for accuracy. The typical algorithm Cost-Effective Lazy
Forward (CELF) utilizes the submodularity to reduce the number of necessary
influence estimations with the same performance as the original greedy algo-
rithm [5]. Unfortunately, these improved greedy algorithm is still too inefficient
because of the heavy Monte-Carlo simulation. The degree discount heuristics [8]
are likely to the scalable solutions to the influence maximization for large scale
real-life social networks with their influence spread getting close to that of the
greedy algorithm and their extremely fast speed. Recently, Lu et al. [4] proposed
a method which scales well to the large scale networks by breaking down the big
network to small subgraphs.

Digital Goods: In the domain of marketing for digital goods, there has also been
lots of work by theoretical computer scientists who study the pricing strategies
for digital goods. For instance, [3] and [2] studied the competitive auction for
digital goods aiming to maximize revenue. Hartline et al. [9] studied the mar-
keting strategies for digital goods and proposed the influence-and-exploit(IE)
framework. The paper mainly made a study of optimal pricing strategy for dig-
ital goods in social networks and the valuation of a user is determined by the
buyers who own the product.

Profit Maximization: Lu and Lakshmanan [10] addressed the difference between
influence and profit in their Linear Threshold model with user valuations (LT-V).
The LT-V model is focusing on the pricing strategies and the additional adopting
process. In contrast, our work is focused on “unbudgeted” seeds selection in
social networks. The “unbudgeted” greedy (U-Greedy) algorithm is proposed
for seeds selection in the profit maximization, starting with an empty set A, and
then add the node v with maximum marginal profit in each round, i.e., v =
argmaxv∈V \AR(A ∪ {v}) − R(A), into A until the profit starting decreasing.
R(A) is the profit (see Sect. 3). The U-Greedy algorithm can not give a tight
bound and its performance is unstable in some conditions. It also suffers the
scalability due to the heavy Monte-Carlo computation in large scale networks.

Submodular Maximization: As we mentioned in Sect. 1, in our setting, the prob-
lem for promoting digital goods is an unconstrained submodular maximization,
which is different from the influence maximization problem. From a pure algo-
rithm perspective, without a cardinality constraint, maximizing a submodular
function is well known to be NP-Hard and an (2/5) approximation can be
achieved by local search [11]. Moreover, a linear time algorithm has been pro-
posed for unconstrained submodular maximization, which can achieve an (1/2)
approximation [12].
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3 Preliminaries

In Sect. 3, we discuss the proposed model for viral marketing problem and define
the objective function. Then we will discuss the properties of the problem. Table 1
gives the important notations used in this paper.

Table 1. Notations

Notations Descriptions

G = (V, E) An undirected network with nodes set V and edge set E

M Number of the edges in G

N Number of the nodes in G

Pv Expected profit earned from node v

A Seed set

Wvu Influence weight of node v to u in LT model

Qvu Probability that node v will influence u in IC model

R(A) Total expected profit achieved by seed set A

γ(A) Set of active nodes at the end of propagation

3.1 Problem Statement

We consider a marketer who wants to sell the digital goods to a group of users
in communities or social networks. The goal of marketer is to maximize the
revenue rather than spread of awareness the products. Since the delivery cost and
manufacturing cost of the digital goods are near zero, the supply is unlimited.
When the supply of goods is unlimited, the marketer could give lots of free
samples to the selected users aiming to promoting the product. In other words,
the free samples are given to the seed set, the selected users will help to influence
their neighbors to buy the product. We formalize the adopting mechanism in the
setting of LT model [1,16] as an example. The mechanism for IC model can be
reached analogously, so we omit here. Given a graph G = (V,E), each edge
(v, u) ∈ E is associated with an influence weight for each Wv,u. Neia(v) means
the set of v’s active neighbors. The diffusion process begins with an initial set
A of active users who are given free samples at round t = 0. At each round
i, an inactive (who do not own the product) node v will be activated if the
sum of influence weight

∑
u∈Neia(v)

Wu,v from its active neighbor Neia(v) is
larger than the influence threshold θv. Once the user is activated, he will buy
the product and stay active. The propagation terminates when no more nodes
can be activated.

Definition 1. The profit maximization problem for digital goods (PMDG) is
defined as: given a graph G = (V,E), the goal is to find out an unconstrained
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set A, A ⊆ V , such that profit function R(A) is maximizing. The profit function
R(A), is defined as:

R(A) =
∑

v∈γ(A) Pv−
∑

v∈A Pv , (1)

where γ(A) is the set of active nodes at the end of propagation and Pv means
the profit earned by single node v. The goal is to maximizing R(A).

The first term in the above definition is the sum of profit achieved by acti-
vated user, the second term is the sum of users’ profit who are given free samples
for marketing.

3.2 Properties

In the Definition 1,
∑

v∈γ(A) Pv is a typical influence maximization problem of
weighted nodes. However, PMDG remains the submodularity which is a natural
“diminishing returns” property [19]: the marginal gain from adding an element
to a set A is at least as high as the marginal gain form adding the same element
to a superset of A. Formally, a submodular function satisfies:

f(A ∪ {v}) − f(A) ≥ f(T ∪ {v}) − f(T )

for all elements v and all pairs of sets A ⊆ T . However, unlike influence maxi-
mization, PMDG is not monotone. In view of the above discussion, PMDG will
be a consequence of the follows:

Theorem 1. The profit function R(A) is a non-negative, non-monotone and
submodular function.

Proof. (Non-negativity): In (1), the first term of R(A) is always larger than the
second one, since A ⊆ γ(A). Thus, R(A) will be a positive number.

(Submodularity): Observe that
∑

v∈γ(A) Pv is a influence function and its sub-
modularity has been proven in [1]. (− ∑

v∈A Pv) is a linear function and it’s a
special submodular function. R(A) can be written as

∑
i∈γ(A) Pv +(−∑

v∈A Pv)
and it’s a sum of two submodular function. A positive linear combination of sub-
modular functions is still a submodular function [19]. Therefore, R(A) remains
submodularity.

(Non-monotonicity): Obviously, R(∅) and R(V ) are both zero. Without loss
of generality, we assume there exists a node v who can influence at least one
of her neighbors. For the set {v} which only have one element,

∑
v∈γ({v}) Pv is

larger than
∑

v∈{v} Pv and R({v}) is positive. When adding the elements to the
set A from null set to full set, R(A) will be from zero to be positive and then
from a positive number to zero again. Thus, Non-monotonicity holds.

This completes the proof. ��
Next, we show the hardness of PMDG.

Theorem 2. The problem of profit maximization for digital goods is NP-Hard
for both Independent Cascade model and Linear Threshold model.
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Proof (Independent Cascade model). Firstly, we give the proof in the condition of
IC model. Consider an instance of the NP-complete Set Cover problem, defined
by a collection of subset {S1, S2 . . . Sk} of a ground set V = {v1, v2 . . . vn} ; the
problem is to identify the smallest of sub-collection of S whose union equals the
universe. This can be viewed as a special case of PMDG.

Given an arbitrary instance of Set Cover problem, we can model the problem
as maximizing {|N | − |S|}, where |N | is the cardinality of the ground set V and
m is the cardinality of feasible solution. In [1], Kempe et al. propose the snapshot
simulation based on “flip coins”. The propagation of each node is determined
in advance and the result can be viewed as a subgraph. So the subgraphs for
each node are equivalent to sub-collection S in Set Cover problem. The reduced
profit for free sample can viewed as the |S| the cardinality of feasible solution
in Set Cover problem. Thus we can reduce NP-Hard Set Cover problem to our
problem.

(Linear Threshold model). In an instance of Minimum Vertex Cover problem,
defined by an undirected n-node graph G = (V,E), there exists a vertex set V ′

which is subset of V such that uv ∈ E ⇒ u ∈ V ′ ∨ v ∈ V ′. It means that the
set will cover the edges of G. Next we will show that Minimum Vertex Cover
problem can be viewed as a special case of our problem.

Given an instance of Minimum Vertex Cover problem and a graph G. Mini-
mum Vertex Cover problem also can be modeled as optimization problem, max
{|M | − |V ′|}. |M | is the number of edges in the graph. The special case of profit
maximization problem can be regarded as using fewest free samples to influence
all users. If we want to activated all user, all edges need to be activated. Thus,
the problem can be modeled as max {|M |− |A|}. This matches the optimization
objective of minimum vertex cover problem.

Combining the proofs of two settings gives Theorem 2. ��

4 Algorithms for PMDG

In this section, we attempt to find good strategies for our problem. What set A of
seeds, should we initially give the samples for free so the expected profit is max-
imizing? It means that we want to find a set A which maximizes R(A). As afore-
mentioned, we have shown that our problem is NP-Hard and it’s computational
intractable, but PTAS is available. Though we do not compute the optimal set
A, we compute an A that gives a good approximation. Unlike for influence maxi-
mization, the function is non-monotone and “unbudgeted”, thus standard greedy
hill-climbing strategy [19] is not applicable here. In [10], U-Greedy is proposed for
approximation and it’s a standard greedy algorithm with terminating condition.
It achieves an approximation better than (1−1/e) ·R(A∗)−Θ(max{|Ag|, |A∗|}),
where Ag is set returned by U-Greedy and A∗ is optimal solution. As for digital
goods setting, since 10%–15% of nodes may be selected as seeds, the performance
of U-Greedy is unstable and computational complexity is quite high. Motivated
by this, we make use of the recently developed non-monotone submodular max-
imization technic in [12].
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4.1 Approximation Algorithm

There are two algorithms in [12] to maximize the non-monotone submodular
function, Deterministic Algorithm and Randomized Algorithm. The deterministic
algorithm is a linear time method that can compute the seed set A and can
achieve at least a (1/3)-fraction of optimal profit. Furthermore, the randomized
algorithm can achieve an (1/2) approximation and the result can also be achieved
in a linear time. Now we will show how to apply those technics to our problem.

Algorithm 1. Deterministic Algorithm
Input: R, G=(V,E)
1: i=0
2: X0 ← ∅ and Y0 ← V
3: sort V in an arbitrary order v1, v2, .., vN

4: while i < |V | do
5: ai ← R(Xi−1 ∪ {vi}) − R(Xi−1)
6: bi ← R(Yi−1\{vi}) − R(Yi−1)
7: if ai ≥ bi then
8: Xi ← Xi−1 ∪ {vi} and Yi ← {Yi−1}
9: else

10: Xi ← {Xi−1} and Yi ← Yi−1\{vi}
11: end if
12: end while
Output: Xn or Yn

The deterministic algorithm is presented in Algorithm 1. Two sets are used in
the algorithm. X is initially an empty set and Y equals the node set V . The node
set V need to be sorted in an arbitrary order, v1, v2, .., vN . The algorithm will
proceed in N rounds, where N is the number of nodes in the graph. In each round
i, the node vi will be added to Xi−1 or removed from Yi−1 by comparing the
marginal contribution of node vi for Xi−1 and Yi−1. At the end of the iterations,
Xn equals Yn and the two set are both solutions for our problem. Obviously,
Algorithm 1 runs in a linear time.

The Algorithm 2 implements the randomized algorithm. The initial setting
of Algorithm 2 is the same as Algorithm 1. The adding or removing decision
of vi for Algorithm 1 is deterministic, but Algorithm 2 makes a decision with
uncertainty,which is also based on the ai and bi. However, it provides a guarantee
of (1/2) approximation to our problem.

Complexity Analysis. The time complexity of standard greedy algorithm for
influence maximization is O(N2M), where N is the number of nodes in the
graph and M is the number of edges. In contrast, the complexities of both
deterministic algorithm and randomized algorithm are O(NM). In addition,
both methods provide a tight approximation guarantee [12].
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Algorithm 2. Randomized Algorithm
Input: R, G=(V,E)
1: i=0
2: X0 ← ∅ and Y0 ← V
3: sort V in an arbitrary order v1, v2, .., vN

4: while i < |V | do
5: ai ← R(Xi−1 ∪ {vi}) − R(Xi−1)
6: bi ← R(Yi−1\{vi}) − R(Yi−1)
7: ai

′ ← max{ai, 0}
8: bi

′ ← max{bi, 0}
9: with probability ai

′/(ai
′ + bi

′) do:
10: Xi ← Xi−1 ∪ {vi} and Yi ← {Yi−1}
11: else with compliment probability do:
12: Xi ← {Xi−1} and Yi ← Yi−1\{vi}
13: end while
Output: Xn or Yn

4.2 Profit Discount

Inspired by [8], we propose a heuristic named Profit Discount for IC model.
Although the algorithms discussed in Sect. 4.1 improve the efficiency dramat-
ically, they’re still suffered from heavy Monte-Carlo simulation. Thus, we are
motivated to propose a fast heuristic based on degree. In sociology literature,
degree and other centrality-based heuristics are commonly used to estimate the
influence nodes in social networks [8,20]. In the setting of our problem, we regard
the degree as the expected profit gained by single point. The expected profit
achieved by single point v is measured by

∑
u∈Nei(v) Qvu · Pu, where Nei(v)

means neighbors of v. Pu and Qvu mean the expected profit from u and influ-
encing probability in IC model.

Algorithm 3. Profit Discount
Input: A=∅,G=(V,E),R
1: i = 0
2: while true do
3: while each node v in V \A do
4: compute expected profit D(v) of v
5: end while
6: ui = argmaxv∈V \AD(v)
7: if R(A) − R(A ∪ {ui}) ≥ 0 then
8: A = A ∪ {ui}
9: else

10: break
11: end if
12: end while
Output: A
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We adopt the thought of “discount” to our problem, which implies that the
influence of v’s seed neighbor should be taken into consideration when deciding
whether to select v as a seed. Firstly, we assume the probability of propagation is
small, thus the indirect influence of v will be neglected. Because v is a neighbor of
seed u, with probability at least Quv, v will influenced by u. Thus, at probability
Quv, we do not need to take v into the initial set. Furthermore, selecting the node
v will reduce the expected profit of its neighbor in the seed set. The heuristic
will select the node with maximum expected profit in each round until the total
expected profit begins decreasing. This is the main idea of the profit discount
heuristic.

Let Neia(v) be the set of v’s seed neighbors. The expected profit earned by
node v, donated as D(v), in IC model is defined as:

D(v) =
∏

t∈Neia(v) (1−Qtv) ·
∑

u∈Nei(v)\Neia(v)
(Pu ·Qvu)−

∑
t∈Neia(v)

(Pv ·Qtv) (2)

where
∏

t∈Neia(v)
(1 − Qtv) means that probability that the node v will not

be influenced by any of the already selected seeds.
∑

u∈Nei(v)\Neia(v)
(Pu · Qvu)

are the profit earned by v from its neighbors which is not seeds. The last term
in (2) presents the reduced expected profit when free sample is provided to v.
The selecting procedure for seeds will terminate when the total profit begin to
decrease.

The profit discount heuristic is formulized in Algorithm3. The speed of the
algorithm is much faster than U-Greedy, deterministic algorithm and randomized
algorithm, since mass Monte-Carlo simulations are unnecessary. In Sect. 5, we
will show that the performance of profit discount heuristic approaches to the
results achieved by U-Greedy.

5 Empirical Evaluations

We conduct the experiments on three real-life networks to evaluate the proposed
model and algorithms. All algorithms are implemented in C++ and experiments
are conducted on a server with 1.8 GHz eight-core Intel E5-2428 CPU, 32 GB for
memory, and running Windows Server 2010 operating system. CELF algorithm
is applied to accelerating the U-Greedy. We run 10,000 simulations and take the
average of profit achieved. In order to reduce the uncertainty of propagation and
obtain accuracy in IC model, the technic of snapshot is adopted in simulations.

5.1 Datasets

We use collaboration network datasets from real-life for empirical valuation.
Three networks are undirected graphs. The number of vertices, edges and the
other detail information are summarized in Table 2. Detailed description of
datasets is as follows.

• ca-HepPh. This data set is from the e-print Arxiv High Energy Physics
category. If the author v and u published a paper together, the network
contains an edge connecting nodes v to u.
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• ca-CondMat. The network is from the e-print Arxiv and covers scientific
collaborations between authors’ papers submitted to Condense Matter cate-
gory. If v and u co-authored a paper, the edge of v and u will be built.

• ca-AstroPh. This data set is a collaboration network of Arxiv Astro Physics
category. If v and u are co-author of a paper, the network will contain an edge
connecting node v to u.

Table 2. Statistic of network data

Name Node Edge Average degree Maximum degree

ca-HepPh 15233 58831 7.7 314

ca-CondMat 23133 93497 8.1 560

ca-AstroPh 18772 198110 21.1 504

5.2 Parameters Sets

• Independent Cascade Model. The probability of each edge is selected
uniformly at random from {0.01, 0.03, 0.05}.

• Linear Threshold Model. The threshold for every node is uniformly and
randomly chosen from 0 to 1. For trivalency, the edge weight is selected uni-
formly at random from {0.03, 0.06, 0.09}.

• Profit Distribution. Following [10], we set the profit subject to normal
distribution N(μ, σ2) with μ = 0.53 and σ = 0.13.

5.3 Baseline Methods

We compare our applied algorithms with three algorithms in both IC and LT
models on three networks.

• U-Greedy. This is a modified standard greedy algorithm. In each round,
the maximum of marginal contributor will be selected. When the total profit
begins decreasing, the algorithm will terminate.

• Random. As a baseline comparison, simply select a random user in the
graph. Terminate when the profit achieved is less than last round.

• Degree. As a comparison, a simple heuristic that selects a node with the
maximum degree will terminate, when the total profit begin to decrease.

5.4 Experiments Results

We will show the decreasing curve of profit achieved by the U-Greedy and profit
discount algorithm when number of seeds grows larger, though both algorithms
will terminate when the profit starts decreasing. Deterministic algorithm and
randomized algorithm just return the seed set and the selecting procedure is not
progressive thus two straights are used to present the results of deterministic
algorithm and randomized algorithm.
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Discussion on Results. The results are shown in Figs. 1, 2, 3, 4, 5 and 6. From the
figures, we can observe that our adopted algorithms perform well in all settings.
The profit achieved by the heuristic approaches the performance of U-Greedy.
From Table 2, we could know that the connectivity of ca-AtroPh is stronger
than the others. Thus, the relative size of solutions for ca-AtroPh is smaller
than the two others’. The relative size of the optimal solution set A is inversely
proportional to the connectivity.

Fig. 1. Profit on ca-HepPh(IC) Fig. 2. Profit on ca-HepPh(LT)

Fig. 3. Profit on ca-CondMat(IC) Fig. 4. Profit on ca-CondMat(LT)

Running Time. The Table 2 shows the running time of each algorithm in the net-
work datasets. The speed of profit discount heuristic in IC model is impressive.
It takes just few minutes and achieves a reasonable results. The two approxi-
mation algorithms are also faster than the modified standard greedy algorithm.
Both algorithms finish in a linear time (Table 3).
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Fig. 5. Profit on ca-AstroPh(IC) Fig. 6. Profit on ca-AstroPh(LT)

Table 3. Running time in hours

ca-HepPh ca-CondMat ca-AstroPh

IC model LT model IC model LT model IC model LT model

Profit discount 0.1 - 0.1 - 0.1 -

Deterministic 5.4 6.1 8.4 9.2 7.8 8.7

Randomized 6.1 4.7 7.3 9.0 6.4 7.9

U-Greedy 18.8 22.7 28.2 37.5 26.7 36.7

5.5 Practical Advice on Viral Marketing

According to the empirical valuation, we give some advice on viral marketing
for digital goods. First of all, strong connected network is better choice for viral
marketing. Once the network is given, an important problem is to find the num-
ber of seed users. The number of initial set is key point to achieve high profit.
In the real life, the company should investigate the connectivity of the targeted
networks and make a “connectivity/number of optimal seeds” growth curve to
help make decisions. When the connectivity is relatively high, less users will be
selected into seed set. In contrast, more seed users are necessary in the setting
of low connectivity.

6 Conclusion

In this paper, we make a study of the profit maximization problem for digi-
tal goods in social networks and extend the influence maximization problem to
PMDG in both IC and LT model. We also show the properties of PMDG, such as
submodularity and non-monotonicity. In addition, famous approximation algo-
rithms are applied to PMDG. We also propose a highly efficient heuristic. Our
experimental results show that our applied algorithms outperform the baseline
in both efficiency and effectiveness.
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As for future work, mechanism design is one popular topic for both fields
of theoretical computer science and economics [17,18]. How to let agents tell
the truth is the focus of the research. In [15], the technic of algorithmic game
theory is applied to the problem of social network analysis. It is interesting to
research whether the algorithmic game theory can be applied to our setting for
self-interested users.

Influence maximization in heterogeneous social networks is also an interest-
ing topic in social network analysis [13,14]. Another future direction is for this
research. We plan to introduce the concept of money into heterogeneous social
networks and study the viral marketing in multi-platform setting.
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Abstract. This paper investigates how social images and image change
detection techniques can be applied to identify the damages caused by
natural disasters for disaster assessment. We propose a framework that
takes advantages of near duplicate image detection and robust boundary
matching for the change detection in disasters. First we perform the near
duplicate detection by local interest point-based matching over image
pairs. Then, we propose a novel boundary representation model called
relative position annulus (RPA), which is robust to boundary rotation,
location shift and editing operations. A new RPA matching method is
proposed by extending dynamic time wrapping (DTW) from time to
position annulus. We have done extensive experiments to evaluate the
high effectiveness and efficiency of our approach.

Keywords: Change detection · Social images · Disaster assessment

1 Introduction

Before, during and after the natural disasters, information about the damages
and the current situations are vital for people to make decisions for their next
actions. For example, the Nepal earthquake in 2015 did a huge damage to every-
thing, including buildings, roads, infrastructure, and people, which resulted in
8,019 people died and 17,866 people injured; in a Tokyo earthquake, people are
still able to walk back home since the earthquake damage the infrastructure, but
not the buildings and paths. A recent study [1] found that people would like to
know earthquake size and epicentre. Moreover, knowing these information could
prevent the secondary and tertiary disasters. It is also found that in Tokyo, only
67.8% of people managed to get back their house on the day of an earthquake,
and the rest 32.2% had to become “homeless”, among them 2% failed to going
back home only because they could not find the safe path. People want the
information about earthquakes, but there is always the question “How could the
people get the information of earthquakes?”.

We focus on the problem of change detection in sharing communities. In
image processing, change is defined as the difference between two pixels or the
objects in different images. The difference varies in different situations. In this
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 391–398, 2017.
DOI: 10.1007/978-3-319-63579-8 30
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paper, the difference is limited to the damages to the roads, the buildings or
the infrastructures, which are caused by natural disasters. For instance, when
a bridge breaks down during an earthquake, the damage to the bridge will be
the change in this situation. Change detection is a process of finding the dam-
ages which have been caused by certain natural disasters such as earthquake
and flood. Recently, many researchers had approached to detect the damages
caused by natural disasters by using the change detection techniques with the
aerial images. However, the aerial images consume longer times to retrieve and
harder to get compare to the other images. For another, social media is perva-
sive, and updates very quickly especially on large events, e.g. natural disasters,
by millions of people all the time. Thus, we investigate the problem of change
detection from social images, so as to let the public aware of the latest situations
of natural disasters on the spot. One of the challenges here is the large-scale of
social images, which makes current change detection techniques infeasible if not
impossible. One of the limitation of using the large-scale images with current
change detection techniques is time cost. As existing techniques detect changes
based on pixel level comparison [2] without index support or query optimization
or both, the time cost for image comparison is high. The second challenge is
the unavailability of some special features, like building shady, used in tradi-
tional change detection [3]. In shared communities, most social images do not
have shady, thus the shady-based matching cannot be conducted. Forcing the
existing techniques on the social images will cause low detection quality. Finally,
traditional change detection for aerial images suppose the image pairs are known
to the same location points, which is not true in media shared communities.

To address these issues, we propose a framework for change detections in
sharing communities. First, we conduct PCA-SIFT based matching, which deter-
mines if two images are really referring to the same source. Then, we propose
a novel boundary representation called relative position annulus (RPA), which
is robust to the view point rotation and other global transformations of the
same objects in images. RPA-based boundary matching between images is per-
formed by extending DTW from series to annulus, which decides if a change has
happened after disaster. The rest of the paper is structured as follows: Sect. 2
reviews the related work followed by the proposed change detection method;
Sect. 4 includes the experiment evaluation; Sect. 5 concludes the paper.

2 Related Work

We review the related research, including the image copy detection for same
source media [18] and change detection. Image copy detection is done by first
extracting the descriptors of key points in each image, and counting the number
of matched pairs between two compared ones. Examples on descriptors include
SIFT [4], PCA-SIFT [5], SURF [6], GLOH [7], and Eff2 [8] etc. In [4], the SIFT
is extracted by scale-space extrema selection, keypoint localization, orientation
assignment, and descriptor computation. A 128-d vector is computed for each
local point. SIFT is invariant to the image variations. However, the matching over
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it can be expensive due to its high dimensionality. To improve the efficiency, SIFT
variants was proposed [5–8]. PCA-SIFT applies principal component analysis to
the normalized gradient patches, and is obtained by projecting the gradient
image vector computed for each patch into a 36-d space [5]. In [6], SURF was
proposed based on the Hessian matrix to approximate the previous descriptor
as a vector of length 64. GLOH extended the SIFT by varying the location grid
and using PCA to reduce the size [7]. In [8], Eff2 was proposed by detecting
the key points using Difference of Gaussian over different scales, and extracting
the information of 8 orientation buckets over each of 3 grid cells around the
point. This generates a 72-d vector for each key point. As PCA-SIFT has the
stable performance in all situations and has lowest dimensionality [9], we select
it in our image detection. To match the descriptor sets, there are mainly two
methods: one-many matching and one to one symmetric matching (OOS). In
[4], the similarity of two sets is measured by identifying the nearest neighbor
of each descriptor based on L2 distance, and calculating the number of their
matched key point pairs. Using this approach, matches over noise key points can
be introduced. In [10], Zhao et al. proposed OOS based on a cosine distance-based
partial similarity. One key point in a query can only be matched with a single
key point of an image data, so the noise matches can be excluded. Considering
the superiority of OOS, we choose it for our descriptor similarity.

Object-based change detection (OBCD) algorithms were proposed for satel-
lites, remote sensing and the SAR images to detect the damage and geographical
changes from them. In [11], Murakami et al. identified changes by subtracting
the digital surface model (DSM) from another DSM. In [3], Turker et al. used
the watershed segmentation to create the segmented building vectors and calcu-
late the shadow area of the segmented building to detect the damages. In [12],
Matikainen et al. use object-based GIS model data with the overlap analysis
algorithm change detection. Gong et al. [13] used VHR Terra SAR-X for find-
ing the changes during earthquake. In [14], Tu et al. use the 3D GIS model
image to detect the building damages during Beichuan earthquake. The 3D GIS
model extracts the vectors of building images, and the height of a building
is estimated using the shadow detection. Using the satellite, remote and SAR
images with damage detection algorithms can achieve high accuracy. Though
these images can cover the urban area, there is an issue of retrieving pre-event
data sets. Taking all the imagery data for whole country or land is always hard
to achieve. Media sharing communities provide great sources for capturing disas-
ters during crisis. Thus, it is demanded to conduct the single pre- and post-event
image detection in social communities for disaster management. However, exist-
ing methods use typical features that can not be obtained in images from public
uploading.

3 Change Detection over Large Data Sets

We present the change detection over large-scale social images, including how to
identify the image pairs from the same source and the changes in images.
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3.1 Image Copy Detection

We deploy a PCA-SIFT-based matching over images in dataset, which will be
used to decide if two images refer to the same objects by finding the similarity
between objects. The main objects are the buildings, statues and other objects
which are not moving. Also, the unrelated images selected by the PCA-SIFT
algorithm will be removed. The kept image pairs are passed to change detection
stage for assessing if any damages had happened in a disaster. We apply the
OOS to the similarity between the local descriptor sets of images [15,16]. Given
two descriptors, the similarity of them is measured by the Cosine similarity
between these two vectors. For two key points from two images, they are match
pair candidate if their similarity is bigger than a threshold value. OOS further
check if any one of these two points is the nearest neighbor of the other among
all the descriptors of its image. If they are nearest neighbors of each other, they
are a real matched pair. The final similarity between two images is calculated
by the average similarity of all their matched pairs. To improve the key points
matching, we use the LIP-IS index [15] as well. All these ensure that effective
and efficient PCA-SIFT-based matching is performed.

3.2 Change Detection

Change detection assesses the damages caused during disasters. Intuitively, two
pictures to the same location point contains same buildings or other objects,
each is described as a boundary. If there is no damage happened at this place,
the object boundaries in two images match. Otherwise, if there exists boundary
missing or unmatched from the before image to the after one, the damages could
have been caused in the disaster. This section proposes a new image object
boundary modelling together with a novel boundary matching, which are robust
to image transformations, rotations or editing, for effective change detection.

Model Image Boundary: Existing works model building shadow area bound-
aries [3], boundary shapes [12] using the coordinates of each pixel falling on the
boundary of objects in an image. However, these boundary modelling incurs low
effectiveness of detection for social images due to the possible object changes with
respect to the viewpoints, rotations, space shift etc. To address this issue, we pro-
pose a robust boundary representation, called relative position annulus (RPA),
which describe each boundary as an annulus of the difference of neighboring
edge lengths. Specifically, we exploit sober edge detector to detect a number of
boundaries in an image, since it can detect the emphasising edges while reduce
the effect of noise edges. Given a boundary consisting of m vertexes {v1, . . . , vm},
we represent the boundary as {d(v1, v2)−d(v2, v3), . . . , d(vm−2, vm−1)−d(vm−1−
vm), d(vm−1, vm) − d(vm, v1)}, where any element can be the start point while
other points are ordered clockwise. As such, the RPA will be robust to object
rotation, viewpoint change and space shift in social images.

Matching Boundaries: As an image may contain multiple objects, each image
is described as a set of relative position annulus of multiple boundaries. To assess
the damages in a disaster, we need to do two steps matching: (1) the measure
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between two RPAs; (2) the measure between two images. To further reduce the
influence of small noise objects, we only use the top T biggest boundaries for
boundary comparison between two images. Given two RPAs, Q :< q1, . . . , qm >
and D :< v1, . . . , vn >, we measure their similarity by extending the DTW [19]
for RPAs. We consider Q as a series, and D as a set of n series, where each
series in the set takes vi (i = 1, . . . , n) as the start point of the boundary and
the remaining ones are ordered clockwise. Denote the series to vi as Di, and its
elements as < vi

1, . . . v
i
n >, where vi

j = v((i+j−1) (mod n)). Then the similarity
between Q and Di is measured by:

SRPAi(Q,Di) =

⎧
⎨

⎩

0 m = m1 − 1 or n = n1 − 1
max{SRPAi(Qm−1,Dn−1) + Sim(qm, vi

n),
SRPAi(Qm,Dn−1), SRPAi(Dm−1,Dn)} otherwise

(1)
where Sim is the similarity between qm and vi

n computed based on L1 distance:
Sim(qm, vi

n) = 1/(1 + |qm − vi
n|). The final boundary distance is the maximal

DTW between Q and Di

SRPA =
n

max
i=1

SRPAi. (2)

4 Experiment

This section examines the effectiveness and efficiency of the proposed method.

4.1 Experimental Setup

We use the dataset collected from Flickr by focusing on images relevant to the
Nepal earthquake, which is also known as Gorkha earthquake, in 2015. 100,000
images are collected, which include images before and after the earthquake. We
label the first set of ground-truth image pairs, denoted G1, for near-duplicate
image pair detection (first component of our system), and the second set of
ground-truth image pairs, denoted G2, for change detection (second component
of our system). The ground-truth is manually identified by the authors of this
paper via careful comparison of all before and after images. Specifically, for a
ground-truth in G1, both before and after images have to contain at least one
same building, but the corresponding image contents, angles, resolutions, colours
and light effects could be different. For a ground-truth in G2, there is at least
one damaged building found in after image comparing with before image. We
conduct the effectiveness evaluation on 10,000 after and before the earthquake
images from the whole dataset, and the efficiency tests on the whole dataset.

To evaluate the effectiveness of algorithms, we used two metrics in [17],
the probability of miss detection and false alarm (Pmiss and Pfa). Specifi-
cally, the missed detection means that the algorithm fails to detect the ground-
truth, and the false alarm means the detection of non-target pairs. Pmiss
and Pfa are defined as follows: Pmiss = number of missed detections

number of ground truth , Pfa =
number of false alarms
number of non−targets .
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We evaluate the efficiency of our approach in terms of the overall time cost of
near duplicate image detection, and that of change detection. We compare the
time cost of different change detection approaches. Experiments are conducted
on Window 7 with Intel (R) Core (TM) i7-4770S CPU (3.4 GHz)and 8 GB RAM.

4.2 Experimental Evaluation

We first test the effect of parameters in change detection, the boundary similarity
threshold τ in SRPA and the boundary number threshold T . We then compare
the proposed approach with the shape-based change detection (SBCD) [12].

Effect of τ : We test the effect of τ in our SRPA measure by varying it from 0.1
to 1. For each τ , we test the Pmiss and Pfa values by setting the number of
boundaries considered in each image T to 20, 30, 40, 50. Figure 1(a) and (b) show
the results. It is observed that the Pmiss increases slowly with the increase of τ
upto 0.4, then increases dramatically with the further increase of τ after 0.4. On
the other hand, the Pfa drops sharply with τ increasing upto 0.4, then decreases
slightly after the further increasing of τ . This is because a bigger τ will force a
strict constraint on change determination, thus more changes are missed while
less false alarms are introduced. Considering a good balance between Pmiss and
Pfa, we set the default value of τ to 0.4.

Fig. 1. (a) Pmiss vs. τ (b) Pfa vs. τ

Effect of T : We set τ to it default value and test the effect of T on the effective-
ness of change detection by varying T from 5 to 50. Figure 2 (a) and (b) report
the results. Clearly, the Pmiss of the detection drops with T increasing to 25,
and keeps steady after that. Meanwhile, its Pfa keeps steady with the increase
of T to 25, and increases after 25. To balance the Pmiss and Pfa, we set the
default value of T to 25.

Fig. 2. (a) Pmiss vs. T (b) Pfa vs. T
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Comparison of Change Detection Techniques: We compare the effec-
tiveness of our SRPA approach with existing shape-based change detection
(SBCD) [12]. We conduct change detection over the results returned in the first
step with the k = 50 to avoid missed near duplicate image pairs. We follow all the
parameter settings for shape-based matching in [12], and set the parameters τ
and T in our SRPA matching to their default values. We test the Pmiss and Pfa
values of two approaches. Table 1 reports the results. Clearly our SRPA achieves
much lower Pmiss and Pfa, which indicates much better effectiveness, because
our RPA is more robust to object variations than the shape representation.

Table 1. Comparison

SRPA SBCD

Pmiss 0.14 0.22

Pfa 0.11 0.52

We compare the time cost of our SRPA matching and existing SBCD match-
ing over the near duplicates detected by varying the data size from 10,000 to
100,000. As shown in Fig. 3, our SRPA takes lower time cost than SBCD. This
is because SBCD adopts RAP that is a one dimensional annulus. SBCD uses
the coordinates of each pixel on the boundary, each is a 2-digital pair, thus more
complex than RAP. Compared with SBCD, our SRPA achieves high effectiveness
and efficiency, which has proved the superiority of our approach.

Fig. 3. Comparison

5 Conclusion

In this paper, we study the problem of change detection from media sharing
communities for damage assessment in natural disasters. First, we exploit near
duplicate detection technique to find each image pair from the same source.
Then, we propose a robust boundary representation model together with the
matching over it for effective change detection for damage assessment. Finally,
we have conducted extensive experiments to evaluate the effectiveness and effi-
ciency of our proposed change detection framework. The experimental results
have proved the superiority of our approach over the state-of-the-art method.
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Abstract. Similarity measure in non-signed social networks has been exten-
sively studied for decades. However, how to measure the similarity of two nodes
in signed social networks remains an open problem. It is challenging to incor-
porate both positive and negative relationships simultaneously in signed social
networks due to the opposite opinions implied by them. In this paper, we study
the similarity measure problem in signed social networks. We propose a basic
node similarity measure that can utilize both positive and negative relations in
signed social networks by comparing the immediate neighbors of two objects.
Moreover, we exploit the propagation of similarity in networks. Finally, we
perform extensive experimental comparison of the proposed method against
existing algorithms on real data set. Our experimental results show that our
method outperforms other approaches.

Keywords: Similarity measure � Signed networks � Positive and negative links

1 Introduction

Measuring the similarity of nodes in signed social networks [1–3] is an important but
still not fully explored problem due to the following challenges. First, the existence of
negative links in signed networks challenges many concepts for unsigned networks. In
addition, it is challenging to incorporate both positive and negative relationships
simultaneously in signed networks. As shown in Fig. 1, users can express trust or
distrust on others in Epinions.com in which “+” indicates trust and “−” indicates
distrust.

We can see from Fig. 1, user v1 and user v3 have two common neighbors, user v1 and
user v6 have two common neighbors as well. If we ignore the polarity of this social
network, we can conclude that user v3 and user v6 are both similar to user v1. However,
when we take into account the polarities of the links, things go differently. From the
Fig. 1, we can see that user v1 and user v3 have different evaluations for the same persons,
while user v1 and user v6 have identical evaluations for the same persons. So we can
deduce that user v1 is more similar to user v6, and user v1 is more dissimilar to user v3.

© Springer International Publishing AG 2017
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In this paper, we study the problem of measuring the similarity of nodes in signed
social networks. Compared to existing approaches, our method considers the influence
of negative relationships in addition to positive relationships. In particular, we define a
basic similarity measure that captures effectively the proximity of two nodes in signed
social networks. Besides, we also exploit the propagation of similarity in social net-
works. For example, considering the user v3 and user v6 in Fig. 1, these two users have
no immediate neighbors in the signed social network, however, we can infer that user
v3 is dissimilar to user v6 because user v3 is dissimilar to user v1 and user v1 is similar to
user v6.

The major contributions of this paper are summarized as below.

• It investigates the similarity measure problem in signed social networks, a new but
increasingly important issue due to the continuous development of social networks.

• It proposes a basic similarity measure method in signed social networks, which can
utilize both positive and negative relationships.

The rest of this paper is organized as follows. Section 2 summarizes the related
work, whereas Sect. 3 denotes a node similarity measure in signed social networks.
Experimental results are given in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Related Work

Unsigned social networks have been studied for decades [4–6]. There are many sim-
ilarity measure method based on unsigned social networks. Traditional approaches to
measure the similarity of nodes are mainly based on their feature values, such as
Jaccard coefficient, Cosine similarity and Euclidean distance. However, these similarity
measures are mainly focus on the nodes features, they do not consider link structures
among objects.

The link based approaches measure the similarity of nodes defined on networks,
such as shortest path algorithm, RWR (Random Walk with Restart) [7], SimRank [8],
Personalized PageRank [9] and etc. Liben and Kleinberg [10] claimed that the iden-
tification of the shortest path between any pair of nodes in a graph can be used for
friend recommendation. RWR iteratively explores the global structure of the network to
estimate the proximity between two nodes. Starting at a node, the walker faces two
choices at each step: either moving to a randomly chosen neighbor, or jumping back to
the starting node. SimRank is a symmetric similarity measure that says “two objects are

v1

v2

v4

v3

v7

v5

v6

Fig. 1. Example of signed social network.
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considered to be similar if they are referenced by similar objects”. Personalized
PageRank is an asymmetrical similarity measure that evaluates the probability starting
from source nodes to target nodes by RWR. However, all above these methods do not
consider the negative links, i.e., these studies are built on a fundamental assumption
that all links in networks are positive.

FriendTNS [11, 12] discussed the similarity measure problem in signed social
networks based on status theory. FriendTNS evaluates the similarity of two nodes in
terms of their positive in-degree, negative out-degree, positive out-degree and negative
in-degree. However, FriendTNS considers the degree of nodes only, it does not con-
sider the relationship between two nodes. Besides, FriendTNS cannot apply in undi-
rected signed social networks.

3 Node Similarity Measure

In this section, we define a basic node similarity measure to determine the proximity
between a pair of nodes in signed social networks. For node vi and node vj, we define a
specific function sim(vi, vj) to express their corresponding similarity.

3.1 Basic Idea

To capture proximity between two nodes, we consider the example shown in Fig. 2.
Figure 2(a) means user u1 and user u2 have many common friends, and Fig. 2(b) means
that user u1 and user u2 have many common enemies. We can infer that u1 and u2 are
likely to be similar, because they have the same evaluations on the same people. In
contrast, Fig. 2(c) and (d) show that the evaluations of user u1 and user u2 on the same
people are diametrically opposite. So, we can infer that u1 and u2 are most likely not
similar.

(a) (b)

(c)                                     (d)

Fig. 2. Example of two neighbor connected users (nodes) in a signed social network.
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This inspires us that if a pair of users will have high similarity in a signed social
network, they should be satisfied the following condition:

• They have many common friends.
• They have many common enemies.

3.2 Similarity Measure in Undirected Signed Social Networks

Based on the above intuition, in an undirected signed social network, given a pair of
nodes vi and vj, we can determine their similarity by considering their immediate
neighbor sets. The followings are the immediate neighbor nodes, positive immediate
neighbor nodes and negative immediate neighbor nodes of node vi.

Ni ¼ vkjðvi; vkÞ 2 Egþfvif g ð1Þ

N þ
i ¼ vkjðvi; vkÞ 2 E þ� �þ vif g ð2Þ

N�
i ¼ vkjðvi; vkÞ 2 E�f g ð3Þ

We have discussed above that the more same evaluations on common neighbors
two nodes have, the more similar they are. In contrast, the more contrary evaluations on
common neighbors two nodes have, the more dissimilar they are.

Given a pair of nodes vi and vj, we can get the sets of nodes that they hold same
evaluations and different evaluations.

Csðvi; vjÞ ¼ vkj vk 2 N þ
i ^ vk 2 N þ

j

� �
_ ðvk 2 N�

i ^ vk 2 N�
j Þ

n o
ð4Þ

Cdðvi; vjÞ ¼ vkj vk 2 N þ
i ^ vk 2 N�

j

� �
_ ðvk 2 N�

i ^ vk 2 N þ
j Þ

n o
ð5Þ

The similarity of these two nodes can be determined as follows.

sim vi; vj
� � ¼ Cs vi; vj

� ��� ��� Cd vi; vj
� ��� ��

Ni [Nj

�� �� ð6Þ

The node similarity measure in undirected signed social networks returns values
into the interval [−1, 1]. Note that the maximum value of similarity (equal 1) and
minimum value of similarity (equal −1) can be reached. When the two nodes have
totally the same neighbors and the evaluation on each neighbor is the same, then the
similarity of these two nodes is equal 1. However, when the two nodes have totally the
same neighbors, but the evaluation on each neighbor is completely different, then the
similarity of these two nodes is equal to −1. The larger the value, the more similar these
two nodes are. The similarity value 1 indicates that the two nodes are extremely similar,
and the value −1 indicates that the two nodes are extremely dissimilar.
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Now, let us calculate some similarity values on the graph of Fig. 1 using Eq. 6.
Considering the node v1 and node v3, N1 = {v1, v2, v4, v5, v7}, N3 = {v2, v3, v4},
N þ
1 ¼ N1, N�

1 ¼ ;, N þ
3 = {v3}, N�

3 = {v2, v4}, Cs v1; v3ð Þ ¼ ;, Cd v1; v3ð Þ = {v2, v4},
so sim(v1, v3) ¼ 0�2

6 ¼ � 1
3. Similarly, the similarity between node v1 and v6 is: sim(v1,

v6) = 1
3. Thus, the similarity score between nodes v1, v3 is less than that of v1, v6, and the

result is also consistent with our intuitive experience.

3.3 Similarity Measure in Directed Signed Social Networks

In this section, we present how to measure similarity of a pair of nodes in a directed
signed social network. In a directed social network, a user can express his attitudes to
others, but can also receive the evaluations by other people. So, we separate neighbor
set into four parts: (1) positive input neighbor set; (2) negative input neighbor set;
(3) positive output neighbor set; (4) negative output neighbor set. Taking Fig. 3 as an
example, we consider the similarity between node u1 and node u2.

Based on the above intuition, u1 and u2 may be similar if:

• The evaluations on the two users that given by a lot of people are the same.
• The evaluations on a group of persons that given by the two users are the same.

Besides, if the two users hold different evaluations on many same persons and
many people have different opinions about the two users, they may be dissimilar. It is
an extension of the intuition we described in Sect. 3.1.

The followings are the positive input neighbor set, negative input neighbor set,
positive output neighbor set and negative output neighbor set of node vi in a directed
signed social network.

I þi ¼ vkjðvk; viÞ 2 E þ� �þ vif g ð7Þ

I�i ¼ vkjðvk; viÞ 2 E�f g ð8Þ

Fig. 3. Illustration of the intuition that measure similarity in a directed signed social network.

Measuring the Similarity of Nodes in Signed Social Networks 403



Oþ
i ¼ vkjðvi; vkÞ 2 E þ� � ð9Þ

O�
i ¼ vkjðvi; vkÞ 2 E�f g ð10Þ

So, given a pair of nodes vi and vj in a directed signed social network,

CI
s vi; vj
� � ¼ vkj vk 2 I þi ^ vk 2 I þj

� �
_ ðvk 2 I�i ^ vk 2 I�j Þ

n o
ð11Þ

CI
d vi; vj
� � ¼ vkj vk 2 I þi ^ vk 2 I�j

� �
_ ðvk 2 I�i ^ vk 2 I þj Þ

n o
ð12Þ

CO
s vi; vj
� � ¼ vkj vk 2 Oþ

i ^ vk 2 Oþ
j

� �
_ ðvk 2 O�

i ^ vk 2 O�
j Þ

n o
ð13Þ

CO
d vi; vj
� � ¼ vkj vk 2 Oþ

i ^ vk 2 O�
j

� �
_ ðvk 2 O�

i ^ vk 2 Oþ
j Þ

n o
ð14Þ

where CI
s vi; vj
� �

means the common neighbors that hold the same evaluations on vi and
vj, CI

d vi; vj
� �

means the common neighbors that hold different evaluations on vi and vj,
CO
s vi; vj
� �

means the common neighbors that vi and vj hold the same evaluations on,
and CO

d vi; vj
� �

means the common neighbors that vi and vj hold different evaluations on.
So, the similarity between vi and vj is:

sim vi; vj
� � ¼ jCI

sðvi; vjÞj � jCI
dðvi; vjÞj þ jCO

s ðvi; vjÞj � jCO
d ðvi; vjÞj

jNi [Njj ð15Þ

where Ni ¼ Ii [Oi, Nj ¼ Ij [Oj.
The basic similarity measure defined in directed signed social networks returns

values into the interval [−1, 1] as well. Interval (0, 1] indicates two nodes are similar
and interval [−1, 0) indicates two nodes are dissimilar. Specifically, 0 is a special value
that denotes neither similar nor dissimilar. The larger the similarity value, the more
similar they are.

3.4 Propagation of Node Similarity

Based on the above discussion, the similarity values between all non-neighbor nodes in
a graph G are zero. It is unreasonable. By propagating the similarity in the network, we
can solve this problem. Notice that, we only propagate the similarity in the network in
two hops according to the principle of balance theory [13, 14] that says “the friend of
my friend is my friend”, “the enemy of my enemy is my friend”. That is to say, if two
users have neither immediate common neighbors nor common related users (i.e. the
similarity value determined by the basic similarity measure is not zero), the similarity
between them is zero eventually. We define a extended similarity between two nodes vi
and vj, denoted as exsim(vi, vj).
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exsim vi; vj
� � ¼ sim vi; vj

� �
; ifvi; vj have immediate common neighbors

1
jR vi;vjð Þj

P
vk2R

sim vi; vkð Þ � sim vk; vj
� �

; otherwise

(
ð16Þ

where Rðvi; vjÞ is the set of common related users between user vi and user vj,
R vi; vj
� � ¼ vkjsim vi; vkð Þ 6¼ 0 ^ sim vk; vj

� � 6¼ 0
� �

.

4 Experiments

In this section, we compare experimentally our approach with existing similarity
measure algorithms.

4.1 Data Sets

We use the Epinions [15] data set, which is a signed social network. We compute the
in-degree and out-degree distributions of Epinions graph, treating both the positive and
negative edges alike, as shown in Fig. 4.

4.2 Experimental Setup and Evaluation

To evaluate the proposed approach, we recommend a list of k friends (top-k list) to a
target user. Our evaluation considers the division of neighbors of each target user into
two sets: (1) the training set ET is treated as known information and, (2) the verification
set EV is used for verification. We use precision and accuracy metric as performance
measures for recommendations. In order to validate the effectiveness of our approach in
signed social networks, we compare our model with FriendTNS algorithm and the
Shortest Path algorithm, denoted as F-TNS and Shortest Path, respectively.

(a) In-degree (b) Out-degree

Fig. 4. Degree distributions of Epinions data set.
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4.3 Experimental Results

In this section, we quantitatively compare our proposed method with baselines.
Figure 5 shows the results conducted in Epinions data set.

The horizontal axis of Fig. 5 represents the number of friends that we recommend
to a target user. From the Fig. 5, we can see that our method can achieve better
performance than baselines. The main reason is that our proposed method takes into
account both the positive relationships and negative relationships. It shows from a side
view that the negative links are important and valuable.

5 Conclusion

In this paper, we study the similarity measure problem in signed social networks. We
proposed a novel method to measure the similarity of nodes in signed social networks.
Our method incorporates both positive and negative relationships simultaneously in
signed networks. Extensive evaluations demonstrate the effectiveness of our approach.
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Abstract. Batched stream processing systems achieve higher through-
put than traditional stream processing systems while providing low
latency guarantee. Recently, batched stream processing systems tend
to be deployed in cloud due to their requirement of elasticity and cost
efficiency. However, the performance of batched stream processing sys-
tems are hardly guaranteed in cloud because static resource provisioning
for such systems does not fit for stream fluctuation and uneven work-
load distribution. In this paper, we propose EStream: an elastic batched
stream processing system based on Spark Streaming, which transparently
adjusts available resource to handle workload fluctuation and uneven
distribution in container cloud. Specifically, EStream can automatically
scale cluster when resource insufficiency or over-provisioning is detected
under the situation of workload fluctuation. On the other hand, it con-
ducts resource scheduling in cluster according to the workload distribu-
tion. Experimental results show that EStream is able to handle workload
fluctuation and uneven distribution transparently and enhance resource
efficiency, compared to original Spark Streaming.

Keywords: Elastic · Resource provisioning · Stream processing ·
Container

1 Introduction

Due to data explosion in recent years, massive stream data that require to be
processed in real time are increasingly common in business community and acad-
emia. Parallel stream processing systems play a critical role in such scenarios and
provide low latency and high throughput. Traditional parallel stream processing
systems, such as S4 [10] and Storm [15], are mostly designed based on opera-
tor model. In these systems, an application is represented with a topology of
operators. Each operator implements a particular processing logic and is usu-
ally accelerated with a number of instances. Records in stream are processed by
c© Springer International Publishing AG 2017
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the operators within the topology. In that way, records are handled one by one
with latency in tens of milliseconds. Batched stream processing model, which
combines the features of batch processing with stream processing, is proposed
to meet demands of higher throughput and fault tolerance in recent years [20].

With the prevalence of cloud computing, cloud data center is increasingly
being explored to deploy big data applications, such as parallel stream processing
application, instead of building a local cluster. Recently, container technology is
on the road to be a lightweight alternative to virtual machine (VM). Compared
to VM, container imposes less overhead for resource virtualization since they
share the OS kernel of physical machine. Until now, most researches discuss the
elasticity of stream processing system in VM-based cloud. For example, Stela [18]
is presented to adjust parallelism of operators in Storm with VMs. Unfortunately,
the long startup time (usually in seconds) prevents VM from providing real-time
resource provisioning. Besides, resource adjustment in VM is also complex.

Since stream workload fluctuation is common in production and it is difficult
to make accurate estimation of resource requirements to handle the workload
in advance or adjust resource configuration on the fly. As a result, there will be
extra payments for the waste of cloud resource for customers. Many efforts have
been paid to estimate reasonable resource provisioning to optimize performance
for parallel distributed applications in cloud [6,14]. Besides, in batched stream
processing systems, sometimes blocks in batches are in different sizes, which leads
to uneven execution time of tasks. As a result, the parallelism of stream process-
ing is influenced. Similar problem exists in Storm due to different traffics on
operators and adjusting the number of operators or slot reallocation is common
in existing researches [3,7]. Some researches also pay attention to handle this
problem with dynamic operator placement or parallelism adjustments [17,18].
However, few researches focus on batched stream processing system, thus, an
elastic resource provisioning method for bathed stream processing systems in
cloud is promising and still in demand.

In this paper, we solve the above problems and propose EStream, an elastic
distributed batched stream processing system which bridges the gap between
stream processing applications and resource management in cloud.

In summary, we make the following contributions in this paper:

– We build an optimization model of batched stream processing system and
determine when it needs resource adjustment.

– We introduce cluster scaling and local resource scheduling with historical
execution information, targeting to satisfy the requirement of system stability
and higher resource efficiency under fluctuant workload. Then we design and
implement EStream based on Spark Streaming and container technology (i.e.,
Docker).

– We conduct a series of experiments to evaluate the performance of EStream,
the results show that EStream is able to adapt to workload fluctuation and
uneven distribution and the system resource efficiency is also enhanced.

The rest of this paper is organized as follows: In Sect. 2, we review and discuss
some related work. Section 3 describes background of our design. We introduce



Elastic Resource Provisioning for Batched Stream Processing System 413

an optimization mathematical model which guides our design in Sect. 4. Section 5
shows the overall system design of EStream and explains how it works. Perfor-
mance evaluation results are presented in Sect. 6. Finally, we conclude the paper
in Sect. 7.

2 Related Work

There are a great deal of researches that concentrate on resource managements of
parallel stream or batch processing systems. Many researches on stream process-
ing systems mainly focus on operator-based systems. For instance, Fu et al. [3]
propose a resource scheduler which dynamically allocates processors to opera-
tors to ensure real-time response. They model the relationship between resources
and response time and use optimization models to get processor allocation strat-
egy. Xu et al. [18] present a VM operator instance scaling technique according
to throughput of operators. Their approach does not work on batched stream
processing system, which is not operator-based. What is more, the time and
monetary cost of VM scaling is expensive. Cervino et al. [1] propose an adaptive
approach for provisioning VMs for stream processing system based on input rates
but latency guarantees are ignored. In addition, Madsen and Zhou [9] integrate
fault-tolerance and dynamic resource managements to avoid waste of excessive
processing delay. Wu and Tan [16] introduce ChronoStream, which provides ver-
tical and horizontal elasticity. In a word, there are few researches on resource
management of containerized batched stream processing system.

As for batch processing systems, a flexible slot management scheme to accel-
erate task execution for off-line MapReduce jobs is shown by Guo et al. [4]. Their
work partly inspires our design. Ruan et al. [14] present an approach based on
monetary cost model for cloud resource provisioning for Spark with sample run-
ning, which inspires us to leverage the historical information of previous batches
in batched streaming system to make resource allocation decision in our design.
Park et al. [12] dynamically increase or decrease the computing capability of
each node to enhance locality-aware task scheduling with dynamic virtual CPU
number configurations.

There are some recent studies that aim to improve performance of batched
stream processing system. For example, Das et al. [2] ensure system stability
and low latency with dynamic batch sizing, which changes task parallelism in
runtime. However, resource efficiency is ignored in their work.

Our paper is different from previous work in several aspects. First, we model
batched stream processing system with considering the features of both batch
and stream and get the scheduling target which guides our design. Second, we
design our elastic resource provisioning approach with execution information
of previous processed batches. The approach automatically scales containerized
cluster and carries out resource scheduling with the help of container technology.
Finally, we implement EStream which takes full advantages of containerized
environments.
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3 Background

3.1 Batched Stream Processing

In this subsection, we take Spark Streaming as an example to describe batched
stream processing.

Data Model. Discretized stream (DStream) is the abstraction of data stream
in Spark Streaming which is a series of resilient distributed datasets (RDDs)[19].
RDD is introduced in Spark framework to persist data in memory or disk. Hot
data can be cached in memory to avoid frequent IO operations to improve per-
formance of batch jobs. As shown in Fig. 1, each RDD in DStream is the received
stream data in a batch interval and stored with a number of blocks. The block
size is determined by block interval in application.

Execution Model. Figure 1 also demonstrates the execution model of Spark
Streaming. In Spark Streaming, user’s application gives the definition of trans-
formations on RDDs. When a batch is received and persisted as an RDD, a job
is accordingly generated and submitted to the job scheduler. Each job waits in a
scheduling queue to be executed if there are former jobs that are not completed.
Jobs will finally be transformed into tasks and each task is executed on a certain
executor in cluster.

Fig. 1. Batched stream processing model with a sample RDD transformation definition
in Spark Streaming. In the example, RDD a[i] is generated in batch[i]. RDD b[i], c[i],
d[i] are transformed by different APIs from a[i]

The characteristics of batched stream processing system are: (1) Jobs are
tiny and latency sensitive. Due to this feature, resource provisioning method
should be proactive, simple, and efficient; (2) Jobs are recurrent [5,13], this
nature inspires us to use runtime information of former processed batches to
make workload prediction for further resource provisioning decision.
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3.2 Container Technology

Container is an OS-level virtualization technology and gaining great much atten-
tion in recent years. One of the core technologies in container is CGroup, which is
a mechanism for grouping and limiting resource of tasks, and all their future chil-
dren, into hierarchical groups with specialized behavior in Linux kernel. With
container, users can build a more flexible and lightweight platform for appli-
cations. There is a trend for container technology to replace traditional VM-
based application deployment mode due to its lightweight, fast startup time,
and near-native performance. Since container provides near-native performance
and millisecond-level startup time, it is suitable for elastic stream processing
system, which requires fast and efficient resource provisioning. In this paper, we
use Docker1 in our design to provide elasticity because it is one of the most
popular container technologies and is widely used for application in production
system.

4 Modeling

Before modeling the batched stream processing, some basic concepts are
described as follows.

– Batch interval : the time period used to divide real-time data stream into
batches, denoted by I.

– Batch processing time: the time consumption for processing a batch, denoted
by p.

– Scheduling delay : the waiting time for a batch from when it is received to the
time when it begins to be processed, denoted by s.

– Latency : the time cost for a batch from when it is received and prepared to
be processed to the time when it is completely processed, denoted by l. It is
obvious that l = p + s.

Fig. 2. A scenario of batched stream processing. Batched stream processing application
is started at time t0 = 0, and batchk is received and ready to be processed at time
k ∗ I, then it is completely processed at time tk

1 http://docker.com/.

http://docker.com/
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In this section, we discuss a scenario of a batched stream processing system
which starts an application at time t0 = 0 and n batches are handled in the sys-
tem until now. The ith batch batchi is completely finished at time tk. Processing
time of batchi is pk and its scheduling delay is sk. Figure 2 displays the scenario.
In order to simplify our discussion, we make the assumption that the system in
our discussion always runs normally and no crash or other faults exist.

If tk−1 > k ∗ I, it means when batchk is received and ready for processing,
the system is busy in processing batchk−1, in other words, batchk is blocked in
the queue, and its block time is BTk = tk−1 −k ∗ I. When tk−1 < k ∗ I, batchk−1

is processed at once when it is ready and system is idle before processing batchk,
and the system idle time is STk = k ∗ I − tk−1. Things are quite simple when
tk−1 = k ∗ I: batchk begins to be processed at once when it is ready. Therefore,
there is:

tk = max{tk−1, k ∗ I} + pk (1)

In order to obtain better resource utilization, the system idle time should be
as less as possible. On the other hand, the system should process batches as soon
as possible when they are received. Therefore, the goals of our system design are
to minimize the sum of batch blocked time (BT ) and the sum of system idle
time (ST ). This can be modeled as an optimization problem:

min
pi

∑

i∈B

BTi,
∑

i∈D

STi

s.t.

{
tk = max{tk−1, k ∗ I} + pk, 2 ≤ k ≤ n

t1 = I + p1
(2)

where B is the set of batches that are blocked before processing and D is the
set of batches that begin to be processed at once when they are received. There
is U = B ∪ D, where U is the set of all n batches in the scenario.

Since this is a multiple-objective and non-linear optimization model and can-
not be solved directly, it is common to convert the original problem with multi-
ple objectives into a single-objective optimization problem. Considering the two
objectives in the model are all urged to be minimized, a linear combination is
suitable for this conversion. With linear combination, each objective is assigned
with a weight range from 0 to 1, and the sum of weights is 1. With this method,
we get the transformed model:

min
pi

α ·
∑

i∈B

BTi + β ·
∑

i∈D

STi (α + β = 1)

s.t.

{
tk = max{tk−1, k ∗ I} + pk, 2 ≤ k ≤ n

t1 = I + p1
(3)

To simplify the problem, we give the same importance to the two objectives
and choose α = 0.5 and β = 0.5. Note that BTi and STi can be unified to be
demonstrated with |ti−1 − i ∗ I|. We finally transform the above model to:



Elastic Resource Provisioning for Batched Stream Processing System 417

min
pi

n∑

i=1

|ti−1 − i ∗ I|/2

s.t.

{
tk = max{tk−1, k ∗ I} + pk, 2 ≤ k ≤ n

t1 = I + p1
(4)

By solving this model, we can get the solution:

p1 = p2 = p3 = · · · = pn = I (5)

The result indicates that if processing time of batches is equal to batch inter-
val, there will be lk = tk − k ∗ I = pk = I and sk = 0. In that case, batches in
data stream are processed in time and the system is never idle. This conclusion
means that our resource provisioning mechanism should target to make process-
ing time of batches reach as closer to batch interval as possible. Therefore, when
we find p �= I, we should adjust resource provisioning of the system.

5 System Design

5.1 Overview

EStream aims to make proactive resource provisioning by collecting and ana-
lyzing the execution information of processed batches. The overview of EStream
is shown in Fig. 3. Two main components that run in Spark driver are: Execu-
tion Information Collector (EIC) and Elasticity Manager (EM). Executors of
batched stream processing system run in Docker containers and they are man-
aged by NodeManager and ContainerDaemon on the host server. NodeManager
is in charge of starting or shutting down containers according to the requests
from ClusterResourceManager. ContainerDaemon receives resource scheduling
request and adjusts resource allocation of containers. There are mainly three
steps to elastically provision resource:

Fig. 3. Overview of EStream
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1. Execution information collection: EIC gathers historical execution informa-
tion about the workload handled on each container executor and execution
time in previous processed batches. Processing time of last batch is also
recorded by EIC. Then EIC sends the information to EM.

2. Workload prediction and execution analysis: After receiving execution infor-
mation from EIC, EM firstly makes a workload prediction for each executors.
Then it analyzes execution of the last batch and determines a resource pro-
visioning plan. The resource provisioning plan is sent to ClusterResourceM-
anager.

3. Resource allocation: When ClusterResourceManager receives the resource
provisioning plan from EM, it will send this request to each NodeManager
and ContainerDaemon. Then NodeManagers start or shutdown containers
in response to the request from ClusterResourceManager. ContainerDaemon
performs resource scheduling among containers.

In summary, EIC collects historical execution information and transmits it to
EM. EM analyzes the historical information and determines whether a resource
adjustment is needed. If so, EM triggers elastic resource provisioning to prevent
the system from performance degradation in the future. In the next, we are going
to explain more details of EIC and EM.

5.2 Execution Information Collector

EIC is designed to perform collection of historical execution information for later
analysis. It is activated every time when a batch or a task is completed to obtain
runtime information. The EIC collects the following information:

1. Workload handled by each executor in the last N batches, a window of size
N is maintained in EIC. N is set to a default value of 5 in EStream according
to our experimental results.

2. Total execution time on each executor in the last processed batch. It is cal-
culated with theLastTaskF inishT ime − theF irstTaskStartT ime.

3. Processing time of last batch.

We implement EIC with customized event listeners that will be notified with
the information we need when batches are processed.

5.3 Elasticity Manager

EM is in charge of analyzing historical information and making resource pro-
visioning decision. When an application is started, EM is started as a daemon
process in Spark driver at the same time. Spark driver is responsible for task
scheduling of applications in Spark Streaming.

First, EM makes a workload prediction. For each executor in the cluster, EM
predicts its workload in next batch with Exponential Weighted Moving Average
(EWMA), which is a simple but efficient prediction algorithm. As shown in
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Eq. 6, workload on an executor in ith batch wi is used to predict wi+1. w
′
is the

difference of workload handled by this executor between the last two batches. λ
indicates the weights of wi in prediction of wi+1, ranging from 0 to 1. We set
λ = 0.8 in our design and experimental results show it works well.

wi+1 = λ ∗ wi + (1 − λ) ∗ w
′

(6)

Second, EM conducts execution analysis on last processed batch. As discussed
in Sect. 4, our target is to make batch processing time as closer to batch interval
I as possible. Since it is infeasible to guarantee that batch processing time is
equal to I all the time and we should detect the resource problem in advance
to make a proactive resource adjustment in order to avoid future performance
degradation. A threshold μ(0 < μ < 1) is given to address this problem. When
processing time of the last batch exceeds μ∗I, EM will try to prevent the risk of
performance degradation through elastic resource provisioning. We set 0.9 as the
default value of μ in our design according to lots of experiments. We introduce
an Elastic Resource Provisioning (ERP) algorithm in EM which aims to handle
two situations as follows:

Workload Fluctuation. When facing workload fluctuation, the system may
suffer a performance degradation from resource insufficiency or it is under low
resource utilization. ERP algorithm recognizes these two situations with analysis
on execution time on executors and last batch processing time. We introduce a
cluster scaling strategy in ERP to ensure performance and resource utilization
of the system. If resource over-provisioning occurs, we scale in the cluster to
save resource usage. On the contrary, if resource is insufficient, we scale out the
cluster in response to increasing workload. The details of two situations are as
follows:

1. Scaling out : If processing time of last completed batch is larger than μ ∗ I,
executors whose execution time is larger than μ ∗ I are regarded as slow
executor. If the number of slow executors exceeds δ ∗ clusterSize, where δ is
a threshold with default value of 0.4 according to our experimental results.
ERP scales out the cluster to handle the increasing workload.

2. Scaling in: If processing time of last completed batch is smaller than μ ∗
I, executors whose execution time is smaller than γ ∗ I are marked as fast
executor, where γ is a threshold with default value of 0.5 to identify fast
executor. If the number of fast executors exceeds δ ∗ clusterSize, ERP scales
in the cluster to save resource.

When cluster scaling is determined, ERP firstly calculates the average
processing speed (avgSpeed) of each executor with:

avgSpeed =
totalWorkloadInLastBatch

clusterSize ∗ processingT imeOfLastBatch
(7)

Then the new cluster size is estimated with:

clusteSize
′
= � workloadpredict

μ ∗ I ∗ avgSpeed
� (8)



420 S. Wu et al.

where workloadpredict is predicted workload of next batch.

Uneven Workload Distribution. When RDD blocks of batches are in differ-
ent sizes, execution time on executors in the cluster is influenced. Some executors
may suffer heavy workload which results in long task execution time. As a result,
total execution time is increased on these executors and batch processing time
is increased. In such situation, a common idea is to make load balancing across
executors in the cluster, but this cannot be completed in real time and will lead
to extra overhead, such as network bandwidth. Fortunately, container technology
provides another approach to this problem. It is possible to adjust computing
resource among executors in containers (Docker). ERP leverages this mechanism
to make resource scheduling to handle uneven workload distribution.

Specifically, when last batch processing time is larger than μ ∗ I, ERP algo-
rithm calculates the number of slow executors. If the number of slow executor is
smaller than δ ∗ clusterSize, i.e., there exists an uneven workload distribution,
ERP will conduct resource scheduling among executors. In this paper, our ERP
only focuses on CPU resource allocation, because it is considered as the main
bottleneck of Spark framework [11]. Docker supports CPU resource limitation
with the help of CGroup and it is easy to carry out an adjustment with RESTful
APIs. In our design, we introduce a proportional allocation strategy for CPU
resource scheduling. ERP allocates CPU usage among container executors with:

cpuRatioi =
workloadi∑
workloadi

· totalCpuRatio (9)

The pseudo-code of ERP algorithm is shown in Algorithm 1. The key idea is
to scale cluster when over-provisioning or resource insufficiency exists and adjust
resource allocation to handle uneven workload distribution. More specifically, if
the last batch processing time exceeds the threshold μ ∗ I, executors whose
execution time is larger than μ ∗ I is regarded as slow executors (line 3–6). If
the number of slow executor is larger than δ ∗ clusterSize, EM decides to scale
out the cluster (line 7–10). Otherwise, EStream will carry out a CPU resource
reallocation among container executors (line 11–16). The details of cluster scaling
are as follows: (1) estimating average handling speed on executor (line 8); (2)
calculating the new cluster size according to predicted total workload and the
average handling speed (line 9). If the batch processing time is less than the
threshold μ ∗ I, EM counts the number of fast executors (line 18–20). If the
number of fast executors is larger than δ ∗ clusterSize, EM will scale in the
cluster (line 21–24).

The Cost Analysis. Suppose the cluster size is m when ERP algorithm is
called. The space complexity of ERP algorithm is O(m) and the time complexity
is O(m). This is because the amount of information of each executor gathered
by EIC is fixed and the amount of space needed only depends on m. When the
cluster needs to be scaled, the average handling speed of executor is calculated
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in O(m) time. Then ERP calculates the desired cluster size in O(1) time. As for
CPU resource scheduling, ERP firstly gets total CPU ratio in O(m) time. Then
new CPU ratio of each executor is calculated in O(1) time.

Algorithm 1. Elastic resource provisioning algorithm
Input: (1) Batch processing time in last batch: pt; (2) Batch interval: I; (3) Work-

load handled on executors in last N batches: W [N ][excutorId : workload]; (4)
CPU usage of executors: cpuRatio[executorId : percentage]; (5) Execution time
on executors in last batch: d[executorId : executionT ime];

Output: New cluster size or CPU resource allocation plan.
1: slowExecutorNum ← 0, fastExecutorNum ← 0, clusterSize ←

executorIds.size, hostServers ← host servers of container executors,
w ← W [N − 1];

2: Predict workload on each executor: w
′
[executorId : workload] ← EWMA(W )

3: if pt > μ ∗ I then
4: for each id ∈ executorIds do
5: if d[id] > μ ∗ I then
6: slowExecutorNum + +
7: if slowExecutorNum > δ ∗ clusterSize then
8: avgSpeed =

∑
w[i]

clusterSize∗pt

9: clusterSize
′
= �

∑
w

′
[i]

µ∗I∗avgSpeed
�

10: return clusterSize
′

11: if 0 < slowExecutorNum < δ ∗ clusterSize then
12: for each host ∈ hostServers do
13: executors ← executors on host.
14: for each id ∈ executors do

15: cpuRatio
′
[id] = w

′
[id]

∑
w

′
[id]

∗∑ cpuRatio[id]

16: return cpuRatio
′
[]

17: else
18: for each id ∈ executorIds do
19: if d[id] < γ ∗ I then
20: fastExecutorNum + +
21: if fastExecutorNum > δ ∗ clusterSize then
22: avgSpeed =

∑
w[i]

clusterSize∗pt

23: clusterSize
′
= �

∑
w

′
[i]

µ∗I∗avgSpeed
�

24: return clusterSize
′

6 Evaluation

6.1 Experiments Setup and Method

Our experiments are conducted on a private container cloud. Each physical host
is comprised of two quad-core 2.4 GHz Intel CPU, 24 GB memory, 1 TB disk and
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1 Gbps Ethernet card. We implement EStream on Spark-1.6.0 and the version
of Docker is 1.12.3. Each container executor is configured with 2 GB memory,
2 cores and 5% CPU usage limitation when it is started. We use WordCount,
a widely used benchmark application [8,20] which counts the number of words
in a fixed time interval in our experiments. The batch interval of WordCount
application is 2 s.

6.2 Experiment with Workload Fluctuation

In this experiment, we simulate a data stream with a sinusoidal input rate rang-
ing from 1 to 3 MB/s. We generate records from a set of words with the same
length as the seed of input stream. The cluster in this experiment is initial-
ized with 6 container executors. We run EStream with simulated data stream
for 180 s. Figure 4(a) shows that, with the fluctuation of input rate, the cluster
size of EStream changes accordingly, the maximum and minimal cluster size are
9 and 6, respectively. Figure 4(b) shows batch processing time in EStream. As
shown in the figure, when input rate changes, batch processing time in EStream
is relatively stable.

As for Spark Streaming, we deploy a cluster of 9 container executors, which
is the maximum cluster size needed to handle peak traffic in EStream test.
Figure 5(a) shows the input rate and cluster size in this test. Figure 5(b) shows
batch processing time in original Spark Streaming test. Batch processing time in
Spark Streaming suffers a fluctuation with the variation of input rate because of
resource reservation configuration of Spark Streaming and it cannot elastically
scale its container cluster. As we know, cloud payment is calculated by the
number of instances and the runtime. We build a function f(t) to denote the
relationship between cluster size and time in our test, thus, resource utilization
in this test can be expressed with

∫ 180

0
f(t)dt. With this formulation, we can

figure out that EStream saves a resource usage of about 30%, compared to Spark
Streaming.
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Fig. 5. Performance of Spark Streaming with sinusoidal input rate

6.3 Experiment with Uneven Workload Distribution

To evaluate the adaptability of EStream to uneven workload distribution, we
simulate a data stream with constant input rate of 3 MB/s. We generate two
files with the same size of 3 MB as the seed of our simulated data stream. One
file file1 is a set of words with same length, while the other one file2 is a set of
words with random length. This means the number of words in these two files
are different. The simulated data stream changes its seed in every 10 s. In each
round, the data source sends the data from file1 for 10 s, then file2 is selected as
the seed for the next 10 s. We setup a cluster of 9 container executors to carry out
this experiment. We run WordCount in both EStream and Spark Streaming for
60 s. As mentioned above, uneven workload distribution leads to the difference
of execution time on executors. We collect and normalize the execution time
on each executor. We use the variance of normalized execution time (VNET)
to measure the impact on parallelism caused by uneven workload distribution.
Figure 6 shows the results of EStream and Spark Streaming under the simulated
data stream in this experiment.

As we can observe in Fig. 6(a), when workload changes every 10 s, the VNET
suddenly increases, due to the uneven workload distribution, as well as batch
processing time. However, the two metrics decreases soon. This is because
EStream makes resource adjustment among executors to deal with the uneven
workload distribution. Note that when the seed of data stream is changed to
file1, the two metrics increase because the CPU allocation in the previous 10 s
does not match the current workload distribution. But EStream will soon solve
this problem.

Figure 6(b) shows the performance of Spark Streaming under the same con-
dition. It is obvious that after the changing of data stream seed to file2, both
of the VNET and batch processing time no longer decrease in the next 10 s. By
comparing the batch processing time when the system is under uneven work-
load distribution in this test, EStream reduces batch processing time by 19% on
average.
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Fig. 6. Batch processing time and variance of normalized execution time (VNET) in
EStream and Spark Streaming with uneven workload distribution

7 Conclusion

In this paper, we concentrate on common problems in stream data processing:
workload fluctuation and uneven distribution. In order to achieve higher resource
efficiency while provide performance guarantees in cloud, we design and imple-
ment EStream, which providing elastic resource provisioning for batched stream
processing applications. We exploit container technology to realize fast cluster
scaling and efficient resource reallocation in runtime to handle workload fluctua-
tion and uneven workload distribution. In contrast to the original Spark Stream-
ing, experimental results show EStream is able to adapt to varying workload and
save a resource usage of about 30%. Besides, EStream can transparently sched-
ule CPU resource among executors to enhance parallelism and reduce batch
processing time.
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Abstract. In this paper, we propose a novel framework for RDF stream
processing named PRSP. Within this framework, the evaluation of C-
SPARQL queries on RDF streams can be reduced to the evaluation
of SPARQL queries on RDF graphs. We prove that the reduction is
sound and complete. With PRSP, we implement several engines to sup-
port C-SPARQL queries by employing current SPARQL query engines
such as Jena, gStore, and RDF-3X. The experiments show that PRSP
can still maintain the high performance by applying those engines in
RDF stream processing, although there are some slight differences among
them. Moreover, taking advantage of PRSP, we can process large-scale
RDF streams in a distributed context via distributed SPARQL engines,
such as gStoreD and TriAD. Besides, we can evaluate the performance
and correctness of existing SPARQL query engines in processing RDF
streams in a unified way, which amends the evaluation of them ranging
from static RDF data to dynamic RDF data.

Keywords: RDF stream · RSP · SPARQL · C-SPARQL

1 Introduction

RDF stream, as a new type of dataset, can model real-time and continuous
information in a wide range of applications, e.g. environmental monitoring and
smart cities [15,16]. RDF streams have played an increasingly important role in
many application domains such as sensors, feeds, and click streams [6]. SPARQL
is recommended by W3C as the standard query language for RDF data. Though
SPARQL engines are capable of querying integrated repositories and collecting
data from multiple sources [7], the large knowledge bases now accessible via
SPARQL are static, and knowledge evolution is not adequately supported.
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For RDF stream processing (RSP), there are many works by extending
SPARQL to support queryies over RDF streams such as C-SPARQL [4], EP-
SPARQL [2], CQELS [12], SPARQLstream [6] etc. Continuous SPARQL (C-
SPARQL) [4] extends SPARQL by adding window operators to manage RDF
streams. Event Processing SPARQL (EP-SPARQL) [2] extends SPARQL by
introducing ETALIS (a rule-based event language) to reason with events. Con-
tinuous Query Evaluation over Linked Streams (CQELS) [12] introduces three
operators, namely, window operator, relational operator, and streaming operator
to manage both RDF streams and RDF graphs. SPARQLstream [6] is an exten-
sion of SPARQL by introducing window-to-stream operators which are used to
convert a stream of windows into a stream of tuples to process RDF streams.
Besides, SPARQLstream can also provide the ontology-based streaming data
access service since sources link their data content to ontologies through S2O
mappings.

Though those existing languages can represent many expressive continuous
queries for RDF streams, there are a few prototype implementations for process-
ing RDF streams [11] (e.g., S4 [9], CQELS-Cloud [13], and WAVES [10]) due
to the complicacy of implementations and the requirement of highly efficiency
in query evaluation [16]. On the other hand, there are many popular and effi-
cient SPARQL query engines only supporting static RDF graphs such as Jena
[7], RDF-3X [17], gStore [20]. Since those continuous query languages extend
SPARQL by adding some extra operators to manage streams, it becomes an
interesting problem to employ current SPARQL query engines to evaluate con-
tinuous queries. Barbieri et al. [5] employs Apache Jena [7] (a SPARQL query
engine) to evaluate C-SPARQL queries in their implementation. Especially, those
popular distributed SPARQL query engines (e.g., TriAD [8], gStoreD [19]) for
large-scale RDF data could become very helpful to process large-scale RDF
streams, which is a big challenge so far [11,16].

In this work, we propose a novel framework for RDF stream processing named
PRSP, which is briefly introduced in [14], where the evaluation of continuous
queries on RDF streams can be reduced to the evaluation of SPARQL queries
on RDF graphs. For conveying our idea simply, we mainly discuss C-SPARQL
queries in this paper. We argue that our framework could also support most
of continuous query languages extending SPARQL, such as EP-SPARQL and
CQELS. Our major contributions are summarised as follows:

– We formalize a C-SPARQL query as a 5-tuple to ensure the soundness and
completeness of our reduction from the evaluation of C-SPARQL queries over
RDF streams to the evaluation of SPARQL queries over RDF data. Besides,
we present the semantics of C-SPARQL in a refined way.

– We develop an adaptive framework named PRSP for processing RDF stream
by constructing four new modules, namely, query parser (to obtain para-
meters of windows and core patterns), trigger (to call queries and capture
windows periodically), data transformer (to transform RDF graphs from
RDF streams), and SPARQL API (to support various SPARQL endpoints
to process RDF streams).
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– We implement PRSP and evaluate on the YABench [11] by applying three
centralized SPARQL endpoints, namely, Jena, gStore, and RDF-3X and two
distributed SPARQL endpoints, namely, gStoreD and TriAD. The experi-
ments show that PRSP can still maintain the high performance of those
engines in RDF stream processing although there are some slight differences
among them. Besides, we investigate that, given a C-SPARQL query, the cor-
rectness of results is sensitive to its window size and step among those query
engines.

The remainder of this paper is structured as follows: the next section recalls
RDF stream and C-SPARQL. Section 3 defines our sound and complete for-
malization of C-SPARQL, and Sect. 4 designs our framework PRSP. Section 5
presents experiments and evaluations. Finally, we summarize our work in the
last section.

2 RDF Stream and C-SPARQL

In this section, we briefly recall RDF stream and C-SPARQL.

2.1 RDF Stream

Let I, B, and L be infinite sets of IRIs, blank nodes and literals, respectively.
A triple (s, p, o) ∈ (I ∪B) × I × (I ∪ B ∪L) is called an RDF triple. An RDF

graph is a finite set of RDF triples.
An RDF stream S is defined as an (possibly infinite) ordered sequence of

pairs which are quadruples, and each pair is made of an RDF triple (si, pi, oi)
and a timestamp τi (i ∈ Z, i.e., an integer) as follows:

S(t) = {〈si, pi, oi〉, τi) | t ≤ τi ≤ τi+1}. (1)

Note that S(t) is the prefix of S ending at t.

Example 1. Let us consider an RDF stream SSensor generated in the YABench
Benchmark [11]. It is associated with the temperature values from the environ-
mental monitoring sensors. Table 1 shows the pairs of SSensor.

In Table 1, every sensor is identified via its id, e.g., A1; every temperature
value is taken as an object; and the timestamp is represented as a 13-bit integer.

2.2 C-SPARQL

C-SPARQL (Continuous SPARQL) [4] extends SPARQL by adding new oper-
ators, namely, registration and windows, to support processing RDF streams.
For simplification, we mainly introduce the basic aspects of new operators. We
follow the formalization of C-SPARQL [4].
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Table 1. SSensor: an RDF stream of sensors

Subject (sub) Predicate (pre) Object (obj) Timestamp

. . . . . . . . . . . .

observation:A2-1 om-owl:observedProperty weather:AirTemperature 1483850233586

observation:A2-1 om-owl:procedure sensor:A2 1483850233586

observation:A2-1 om-owl:result measure:A2-1 1483850233586

measure:A2-1 om-owl:floatValue 73.0∧ ∧xsd:float 1483850233586

observation:A1-2 om-owl:observedProperty weather:AirTemperature 1483850237596

observation:A1-2 om-owl:procedure sensor:A1 1483850237596

observation:A1-2 om-owl:result measure:A1-2 1483850237596

measure:A1-2 om-owl:floatValue 69.0∧ ∧xsd:float 1483850237596

. . . . . . . . . . . .

Query registration C-SPARQL queries should be continuously registered to pro-
vide continuous querying services. It can be indicated in the following REGIS-
TRATION QUERY clause.

Registration → ’REGISTRATION QUERY’ QueryName
[’COMPUTED EVERY’ Number TimeUnit ] ’AS’ Query
TimeUnit → ’ms’ | ’s’ | ’m’ | ’h’ | ’d’

The optional COMPUTED EVERY clause identifies the frequency of the
update of the query. If it’s not been assigned, it depends on the system the
frequency of the query automatically computes. Every registered C-SPARQL
query yields continuous results whose type and form are similar to standard
SPARQL query. Apart from this, the output of C-SPARQL allows new RDF
streams through the following REGISTRATION STREAM clause.

Registration → ’REGISTRATION STREAM’ QueryName
[’COMPUTED EVERY’ Number TimeUnit ] ’AS’ Query

Window C-SPARQL does not process a whole RDF stream but its snapshots
every time. For this reason, C-SPARQL introduces the notion of window, storing
snapshots of RDF streams. Window can be defined via the FROM clause.

FromStrClause → ’FROM’ [’NAMED’]’STREAM’ StreamIRI ’[RANGE’
Window’]’
Window → LogicalWindow | PhysicalWindow
LogicalWindow → Number TimeUnit WindowOverlap
WindowOverlap → ’STEP’ Number TimeUnit | ’TUMBLING’
PhysicalWindow → ’TRIPLES’ Number
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Note that windows depend upon two parameters, namely, the window size
(RANGE: the maximal time-interval of RDF stream quadruples) and the window
step (STEP: the frequency of updates of windows).

Example 2. Let QSensor denote a C-SPARQL query SensorQuery shown in the
table:

REGISTER QUERY SensorQuery AS
PREFIX om-owl: 〈http://knoesis.wright.edu/ssw/ont/sensor-observation.
owl#〉
PREFIX weather: 〈http://knoesis.wright.edu/ssw/ont/weather.owl#〉
SELECT ?sensor ?obs ?value
FROM STREAM SensorStreams [ RANGE 5s STEP 4s ]
WHERE { ?obs observedProperty AirTemperature ;

om-owl:procedure ?sensor ;
om-owl:result [om-owl:floatValue ?value] . }

Thus SensorQuery is registered. And the window size of QSensor is 5 s and
the window step of QSensor is 4 s. Besides, the WHERE clause together with the
SELECT clause is the core part of SensorQuery.

Analogously, the semantics of C-SPARQL is defined in terms of sets of so-
called mappings which are simply total functions μ : V → U on some finite set
V ′ of variables. Formally, let Q be a C-SPARQL query, S an RDF stream, and
t a time (taken as the initial time). We can use [[Q]]S(t) to denote the semantics
of Q over S at t (where S(t): the prefix of S ending at t) defined via both its
indicated window [4] and the core patterns as SPARQL patterns [18].

Furthermore, let k be a natural number. We use [[Q]]S(t,k) to denote the
semantics of Q over the k-th window of S starting at t. Intuitively, [[Q]]S(t,k) is
a local semantics restricted on a window. In other words, [[Q]]S(t,k) is a subset
of [[Q]]S(t). In this sense, [[Q]]S(t,0) denotes the semantics of Q over the initial
window starting at t.

In Examples 1 and 2, consider an initial time t = 1483850232556. We have
[[QSensor]]SSensor(t,0) = {μ0} and [[QSensor]]SSensor(t,1) = {μ1}, where μ0 and μ1 are
shown in Table 2.

Table 2. RSensor: The results of the example.

No ?sensor ?obs ?value

µ0 sensor:A2 observation:A2-1 73.0∧ ∧xsd:float

µ1 sensor:A1 observation:A1-2 69.0∧ ∧xsd:float
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3 From C-SPARQL to SPARQL

In this section, we present a formal specification of C-SPARQL query and then
reduce the evaluation of C-SPARQL query to the evaluation of SPARQL query
equivalently.

3.1 Formal Specification of C-SPARQL Query

In Sect. 2.2, it can be seen that through adding new production, i.e., windows
(including the window size, i.e., RANGE, and the frequency of updates of win-
dows, i.e., STEP), registration and so on, to the standard grammar of SPARQL
to extend into C-SPARQL in order to process RDF streams.

Definition 1. Formally, a C-SPARQL query Q can be taken as a 5-tuple of the
form:

Q = [Req, S,w, s, ρ(Q)] (2)

where

– Req: the registration;
– S: the RDF stream registered;
– w: RANGE, i.e., the window size;
– s: STEP, i.e., the updating time of windows;
– ρ(Q): a SPARQL query.

For convenience, let Q be a C-SPARQL query. We use Req(Q), S(Q), w(Q),
s(Q), and ρ(Q) to denote the registration, the RDF stream registered, RANGE,
STEP, and the SPARQL query of Q, respectively. Now, we consider an example:

Example 3. Consider the SensorQuery QSensor in Example 2. Based on Eq. (2),
we can find:

– Req(QSensor) = REGISTER QUERYSensorQueryAS;
– S(QSensor) = SensorStreams;
– w(QSensor) = 5s;
– s(QSensor) = 4s;
– ρ(QSensor) is a SPARQL query as follows:

PREFIX om-owl: 〈http://knoesis.wright.edu/ssw/ont/sensor-observation.
owl#〉
PREFIX weather: 〈http://knoesis.wright.edu/ssw/ont/weather.owl#〉
SELECT ?sensor ?obs ?value
WHERE { ?obs observedProperty AirTemperature ;

om-owl:procedure ?sensor ;
om-owl:result [om-owl:floatValue ?value] . }
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By comparing Example 3 with Example 2, we have the following observations:

Remark 1. Comparing SPARQL, C-SPARQL has some slight differences.

– The registration of C-SPARQL query ensures the continuous recall of C-
SPARQL query periodically. However, SPARQL query does not support such
a continuous mechanism for recalling query. So we need to design an extra
trigger to provide the mechanism (discussed later, see the next section).

– C-SPARQL can support RDF streams but SPARQL cannot due to the
timestamp of tuples of RDF streams. We note that the timestamp of quadru-
ples in a window of an RDF stream can be ignored. In this sense, SPARQL can
characterize the core pattern of C-SPARQL in a window of an RDF stream.

– C-SPARQL query consists of RDF streams which are to be processed. Indeed,
C-SPARQL query processes periodical windows of RDF streams and windows
can be stored in the present RDF dataset which can be evaluated by SPARQL
queries.

Based on discussions above, window is an important notion in transforming
C-SPARQL to SPARQL.

Let k be a natural number. A k-th (logical) window, denoted by
W(S,w, s, t, k), for an RDF stream S, a window size (RANGE) w, an updating
time of windows (STEP) s, and an initial time t are a collection of quadruples
defined as follows:

W(S,w, s, t, k) = {(〈s, p, o〉, τ) ∈ S | t + ks − w ≤ τ ≤ t + ks}. (3)

Intuitively, a window is a snapshot of a stream. Accordingly, when k = 0, it
is the initial window.

For instance, in Example 3, the initial window W(SSensor, 5s, 4s, 148385
0232556, 0) is shown in Table 3 and the first window W(SSensor, 5s, 4s, 148385023
2556, 1) is shown in Table 4:

Table 3. W0: The initial window of SSensor starting at t

Subject Predicate Object Timestamp

observation:A2-1 om-owl:observedProperty weather:AirTemperature 1483850233586

observation:A2-1 om-owl:procedure sensor:A2 1483850233586

observation:A2-1 om-owl:result measure:A2-1 1483850233586

measure:A2-1 om-owl:floatValue 73.0∧ ∧xsd:float 1483850233586

The C-SPARQL query evaluation on a stream can be reduced to the evalu-
ation on windows. Then we can have the following:

Lemma 1. Let Q be a C-SPARQL query. For any RDF stream S and any initial
time t, if S is registered in Q then for any natural number k, [[Q]]S(t,k) = [[Q]]Wk

,
where Wk = W(S,w, s, t, k).
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Table 4. W1: The 1st window of SSensor starting at t

Subject Predicate Object Timestamp

observation:A1-2 om-owl:observedProperty weather:AirTemperature 1483850237596

observation:A1-2 om-owl:procedure sensor:A1 1483850237596

observation:A1-2 om-owl:result measure:A1-2 1483850237596

measure:A1-2 om-owl:floatValue 69.0∧ ∧xsd:float 1483850237596

Proof (Skecth). We mainly discuss the function of RANGE. This equation holds
since the evaluation of C-SPARQL queries is only restricted in those tuples
of RDF streams within RANGE from those queries, which are already in the
window W by definition.

Let W be a window. We use G(W) to denote the collection of RDF triples
in W. In this sense, G(W) is an RDF graph by removing the timestamp of
quadruples. As a result, we can reduce the evaluation of C-SPARQL queries on
a window to the evaluation of SPARQL queries on an RDF graph generated
from that window by removing timestamp.

The following property shows that the reduction from one of window from
an RDF stream to its RDF graph is equivalent.

Lemma 2. Let Q be a C-SPARQL query. For any RDF stream S and any initial
time t, if S is registered in Q then for any natural number k, [[Q]]Wk

= [[ρ(Q)]]G(t),
where Wk = W(S,w, s, t, k) and G(t, k) = G(Wk).

By Lemmas 1 and 2, we can conclude the main result of this paper:

Theorem 1. Let Q be a C-SPARQL query. For any RDF stream S and any
initial time t, if S is registered in Q then for any k = 0, 1, 2, . . ., [[Q]]S(t,k) =
[[ρ(Q)]]G(t,k), where G(t, k) = G(Wk).

In Examples 1 and 3, considering an initial time t = 1483850232556, we have
that [[ρ(QSensor)]]G(W0) = {μ0} and [[ρ(QSensor)]]G(W1) = {μ1}, where μ0 and μ1

are already stated in Table 2. Clearly, [[QSensor]]Wk
= [[ρ(QSensor)]]G(t,k) (k = 0, 1).

That is, [[QSensor]]SSensor(t,k) = [[ρ(QSensor)]]G(t,k) (k = 0, 1).
Theorem 1 ensures that the evaluation problem of C-SPARQL queries over

RDF streams can be equivalent to the evaluation problem of SPARQL queries
over RDF graphs. Moreover, Theorem 1 can show that the evaluation problem
of C-SPARQL has the same computational complexity as SPARQL [4].

4 A Framework for RDF Stream Processing

In this section, we introduce PRSP, an adaptive framework for processing RDF
stream.

The framework of PRSP is shown in Fig. 1, which contains four main mod-
ules: query parser, trigger, data transformer, and SPARQL API. We give a
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Fig. 1. The framework of PRSP

detailed description about the framework below. Both C-SPARQL queries and
RDF streams as the input of PRSP, they are transformed by query parser mod-
ule and data transformer module, respectively. And the output of query parser
can be of immediate use or can be processed by trigger module, which is to
call SPARQL queries and produce window selector periodically. After that, data
transformer module generates RDF graphs periodically via the input of RDF
streams and window selector. Meanwhile, SPARQL API module is capable of
getting RDF graphs and SPARQL queries obtained from the former modules as
inputs and producing the final results. PRSP is an adaptive framework for RDF
stream processing since it can apply various SPARQL query engines to process
RDF stream. And the right box, consisting of any SPARQL query engine, is
used as a black box to evaluate RDF graphs.

Query Parser. The query parser module replies on the information captured
by Denotational Graph (i.e., D-Graph) [5] which is defined as a view on the
O-Graph [18], to obtain parameters of windows and core patterns from the
input, i.e., continuous query (Q). The output of this module is the 5-tuple (i.e.,
Req, S,w, s, ρ(Q)) of a Q defined in Sect. 3, and they can be addressed in trigger
module.

Trigger. The 5-tuple (i.e., Req, S,w, s, ρ(Q)) of a C-SPARQL (Q) is as the input
of the trigger module which is to call SPARQL queries (ρ(Q)) and produce
window selector (S,w, s, t) periodically. Let t0 be an initial time. In Sect. 3, for
any k = 0, 1, . . ., we have t = t0 + ks. And let k denote the k-th window of RDF
stream S starting at t0 over Q and the update frequency of SPARQL queries ρ(Q)
parsing from query parser module. The window selector (S,w, s, t) is captured
by data transformer module, and SPARQL query is pushed into SPARQL API
to be executed in a query engine.

Data Transformer. Via Esper or another DSMS, the data transformer module
transforms RDF streams S specified in continuous query Q to capture snapshots
based on the window selector (S,w, s, t) obtained from query parser module, and



436 Q. Li et al.

then convert to RDF graphs by means of removing timestamps of quadruples in
windows. Therefore, it can be to generate RDF graphs periodically, and submit
to SPARQL API to process.

SPARQL API. Our proposed adaptive framework for RDF stream processing
(PRSP) is designed an unified interface for running various SPARQL query
engines. In the current version of PRSP, we have only deployed five SPARQL
engines, including three centralized engines, Jena, RDF-3X and gStore, and two
distributed engines, gStoreD and TriAD. Those SPARQL query engines are rel-
atively high-performance or newer. And we believe that it is easy and conve-
nient to apply other SPARQL query engines. Through SPARQL API, both RDF
graphs G(t, k) and SPARQL query ρ(Q) as the input of PRSP, it will output the
continuous and real-time query results that users need. Because the most systems
are considered scientific prototypes and work in progress, there is no doubt that
they can’t support all capabilities and querying services. For instance, gStoreD
merely provide query model of BGP (basic graph pattern), and can’t support
the operators of filter and so on.

5 Experiments and Evaluations

5.1 Experimental Setup

Implementations and Running Environment. All centralized experiments,
including exploiting Jena, RDF-3X and gStore to process RDF streams, were
carried out on a machine running Ubuntu 14.04.5 LTS, which has 4 CPUs with
6 cores (E5-4607) and 64 GB memory. And a cluster of 5 machines (1 master and
4 workers) with the same performance as the former were used for distributed
experiments. All query systems, including three centralized engines (Jena, RDF-
3X, and gStore) and two distributed systems (TriAD and gStoreD), are SPARQL
query engines for subgraph matching.

Dataset and Continuous Queries. For evaluation, we utilized YABench RSP
benchmark [11], which provided a real world dataset describing different water
temperatures captured by sensors spread throughout the underground water
pipeline systems. In our experiments, we perform tumbling windows with a 5-
seconds-window which slides every 5 s, and sliding windows with a 5-seconds-
window which slides every 4 s. The experiments were carried out under five
different input loads (i.e., s= 500/1000/1500/2000/2500 sensors) for windows
using the query template QSensor. The complexity of the scenarios was in the
ascending order, from the least complex configuration (s = 500 sensors) that
loaded roughly 42,000 triples to the most complex configuration (s = 2500 sen-
sors) that injected more than 210,000 triples. For comparison, consider that
different SPARQL query engines have different capabilities, and some systems
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can not support complex queries (e.g., filter operator, aggregation operator), so
the experiments chose a BGP query template QSensor with four triple patterns.

5.2 Performance Analysis

When processing RDF streams, it can be considered as three procedures: triples
load time (TLT ), query response time(QRT ), and engine execution time (EET ).
TLT indicates the total time of RDF graphs obtained from data transformer
module loading to SPARQL query engines. QRT denotes the registered query
response time. EET means the total execution time of a SPARQL engine while
processing all windows, containing TLT and QRT. We evaluate performance in
terms of average time of the three procedures from the whole streams whose
duration set at 30 s, respectively.

Figures 2, 3 and 4 compare the different systems within PRSP under the
five scenarios, and corresponding the three processes (TLT, QRT, and EET )
are depicted in Fig. 5(a)–(d), respectively. For most of the cases, all processes
increase varying degrees with the increase in the amount of RDF dataset in
windows, but there are slightly different. In addition to gStore, the centralized
SPARQL query engines outperform the distributed engines by orders of mag-
nitude under the lower load owing to the unnecessary for centralized systems
to communicate with other nodes. Moreover, the gaps among the three proce-
dures between gStoreD and TriAD decrease slightly along with the increase of
the dataset, because they are designed to handle large datasets. It also reveals
when the input load ranges from s = 500 sensors to s = 1000 sensors (i.e., the
lower load), RDF-3X has a better performance than Jena and gStore, whereas
Jena outperforms both RDF-3X and gStore under the higher load (i.e., s = 2500
sensors). TriAD is superior to gStoreD under the five scenarios. Besides that,
the TLT of both gStore and gStoreD occupy a large rate of EET, resulting in
their lower efficiency for processing RDF streams.
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(b) The triples load time over sliding window

Fig. 2. Triples load time in different scenarios within PRSP
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Fig. 3. Query response time in different scenarios within PRSP
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Fig. 4. Execution time in different scenarios within PRSP

Jena stores its data in main memory and its schema takes the strategy space
for time. Resource URIs and simple literal values are stored directly in the state-
ment table in Jean. RDF-3X stores everything in a clustered B+ − Tree. And
triples, sorted in lexicographical order, can be compressed well, which makes
them efficiently scan and fast lookup if prefix is known. TriAD combines join-
ahead pruning by using a novel form of RDF graph summarization with a
locality-based, horizontal partitioning of RDF triples into a grid-like, i.e., dis-
tributed index structure. But both gStore and gStoreD parse the RDF graphs
to construct indexes, i.e., V S ∗ tree, which consumes more time, in order to get
results faster.
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Fig. 5. RDF stream for processing time within PRSP

To assess the scalability performances between the two distributed engines
(i.e., gStoreD and TriAD), the experimentation is based on four different set-
ups by increasing the number of nodes: 2 nodes, 3 nodes, 4 nodes, and 5 nodes.
The graph in Fig. 6(d) indicates the engines execution time for the windows over
RDF streams for different number of nodes under s = 1000 sensors. Owing to
the lack of available and ready-to-use distributed RSP engines, we just compare
the two distributed systems. It is noticeable that until the two engines with 5
nodes in distribution model, the EET reduces along with the increase of the
nodes. It implies the communication of the master with slaves with fewer nodes
occupies a large rate of EET.

5.3 Correctness Analysis

In our experiments, we validated the correctness of the output from our frame-
work PRSP over the five SPARQL query engines, by means of oracle metrics
from YABench RSP benchmark. The oracle tests and verifies the effectiveness
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Fig. 6. (a–c), the correctness for PRSP, and (d) the scalability performance between
gStoreD and TriAD under s = 1000 sensors

(i.e., correct and incorrect) of the output from SPARQL query engines by mea-
suring the precision, recall, and f-measure score (i.e., the weighted harmonic
mean of precision and recall) which reflecting the overall index. And the correct-
ness analysis help us to find out which system is better to process RDF streams.
Table 5 and Fig. 6(a)–(c) illustrate the results of precision, recall and f-measure
scores from the experiments under the five load scenarios within PRSP. Along
with more input loads for windows, most of them enjoy lower recalls with rel-
atively high accuracy. We can observe that gStore succeeds to maintain 100%
precision even though under higher load (i.e., s = 2500 sensors), but achieves
lower recall. Generally, as we can see that recall scores are lower than precisions
for all the five SPARQL query engines, and the values drop down dramatically
when the engines are put under larger loads. Since every SPARQL query engine
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only can process a certain amount of data at a given time, which leads to lower
recall scores under higher load.

In summary, our experiments show that different query engines in processing
RDF streams exhibit different performance, and their correctness in answering
is severely sensitive to the window sizes and steps to be selected.

6 Conclusions

In this paper, we present a novel framework for processing RDF streams by
reducing RDF streams to RDF data. Taking advantage of the reduction, our
framework can ideally support the most SPARQL endpoints including those
under construction. Besides, our framework can be used to evaluate the perfor-
mance and correctness of existing SPARQL query engines in processing RDF
streams in a unified way, which amends the evaluation of them ranging from
static RDF graphs to dynamic RDF streams. We also find that the efficiency
of evaluations over RDF streams could influence the correctness of querying
slightly different to RDF data. In the future work, we will adapt more query
engines for RDF data, such as a redesign of database architecture [1] in order
to take advantage of modern hardware and a compressed bit-matrix structure
BitMat [3] for storing huge RDF graphs.

Table 5. Precision/recall/F-measure results

Jena RDF-3X gStore gStoreD TriAD

Sensor = 500 Precision 92.3% 97.2% 100% 100% 97.9%

Recall 94.4% 96.1% 92.6% 63.1% 96.9%

F-Measure 95.8% 96.7% 96.1% 83.4% 97.4%

Sensor = 1000 Precision 92.2% 91.2% 100% 62.1% 96.2%

Recall 86.2% 84.3% 76.3% 55.3% 83.9%

F-Measure 89.2% 87.4% 85.1% 55.1% 90.8%

Sensor = 1500 Precision 89.2% 90.3% 100% 59.1% 91.3%

Recall 81.7% 80.3% 70.7% 54.9% 82.5%

F-Measure 85.2% 85.0% 81.2% 52.8% 85.6%

Sensor = 2000 Precision 84.9% 88.6% 100% 55.2% 90.3%

Recall 76.0% 78.9% 68.6% 44.8% 69.1%

F-Measure 80.2% 82.1% 71.5% 48.4% 81.3%

Sensor = 2500 Precision 81.7% 83.9% 100% 54.6% 88.6%

Recall 71.9% 78.8% 56.5% 44.5% 60.6%

F-Measure 76.5% 80.9% 69.2% 45.9% 71.5%
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Abstract. In social networks the behavior of individuals can be
researched through the evolution of the microstructure. As we know,
triad is the basic atom shape to build the whole social network. However
we find that quad plays the basic role rather than triad in Enterprise
Network (EN). In particular, we focus on four typical microstructure
patterns including triad, 4-cycle, 4-chordalcycle and 4-clique in EN. We
propose algorithms to mine these microstructure patterns and compute
the frequencies of each type of microstructure patterns in an efficient
parallel way. We also analyze the structural features of these microstruc-
ture patterns in a perspective of ego network. Additionally we present
the evolutionary rules between these microstructure patterns based on
the statistical analysis. Finally we combine the features into traditional
methods to solve the link prediction problem. The results show that
these features and our combination methods are effective to predict links
between enterprises in EN.

Keywords: Microstructure patterns · Enterprise network · Ego net-
work · Triad · Quad · Evolutionary rules · Link prediction

1 Introduction

Motivation. Nowadays, the links between enterprises are becoming tighter and
the inter-enterprise relations are getting more and more complex. These links
and relations are producing huge amounts of data, e.g., the information of the
enterprise, the business interactions between enterprises and the unstructured
data on social business. One of the most valuable data is the large enterprise
network (EN).

In the social sciences, social structure is the patterned social arrangements
in society [1]. These structures are emergent from the actions of the individuals,
c© Springer International Publishing AG 2017
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thus we can analyze the features of individual actions through the social struc-
tures. The microstructures in EN can not only reflect the behavior of a single
enterprise, but also reflect the way and characteristics of interactions between
enterprises. It is possible to study the interaction patterns among enterprises and
make more accurate recommendations and predictions based on these features.
Researchers have studied enterprise networks at multiple levels of structures,
including the dyad [2], the ego network [3], and the overall network [15]. How-
ever, less attention has been paid to triads and quads yet.

Contributions. We propose a parallel algorithm to search both triad and quad
graphlets [5] (inc. 4-cycle, 4-chordalcycle and 4-clique) in EN, which reduced
time complexity compared to other approaches. We conduct experiments to
study and evaluate triad and quad graphlets to analyze the behaviors of dif-
ferent enterprises. We also apply triad and quad features for link prediction, and
the results demonstrate that the methods with quad features performs better
than the other features in EN.

2 Related Work

Microstructures Analysis. While analysing microstructures of 3-nodes and 4-
nodes, Ahmed et al. [4] proposed a fast, efficient and parallel algorithm for count-
ing microstructures of size k=3, 4-nodes. Trpevski et al. [17] found that vertex
signature vector and microstructure correlation matrix are powerful tools for net-
work analysis. Yanardag and Vishwanathan [20] presented a framework to learn
latent representations of sub-structures for graphs. It leveraged the dependency
information between sub-structures to improve classification accuracy. Madha-
van et al. [15] found a characteristic of enterprise networks: enterprises tend to
form triads defined by geography. This is a situation similar to network closure.
Biswas and Biswas [7] focused on ego centric community detection in network
data, mainly emphasizing on structural aspects, i.e., reachability and isolability.
Dunbar et al. [8] studied the internal structure of these networks to determine
whether they have the same kind of layered structure as offline face-to-face net-
works. Toral et al. [16] analyzed the social network structures in both macro
and micro view. Li and Daie [13] proposed a hierarchical clustering method for
configuring assembly supply chains to evaluate the coupling according to the
product variety information. Girard et al. [10] studied how students social net-
works emerge by documenting systematic patterns in the process of friendship
formation of incoming students. The shape of local and global network struc-
tures resulting from this process. Gordon and McCann [11] distinguished three
ideal-typical models of processes which may underlie spatial concentrations of
related activities. Survey data is used for the London conurbation to explore
the relations between concentration and different forms of linkage. These works
are mostly focus on analyzing features and evolution of triad. In this paper, we
investigated quads in EN to analyze the behaviors between enterprises.

Link Prediction. Lou et al. [14] employed graphical model to predict reci-
procity and triadic closure. Huang et al. [12] studied the triadic closure infor-
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mation in dynamic social network and proposed a probabilistic factor model
for modeling and prediction. Dong et al. [9] predicted links in heterogeneous
networks by a ranking factor graph model. Bhuiyan et al. [6] proposed GUISE,
which uses a Markov Chain Monte Carlo (MCMC) sampling method for con-
structing the approximate Graphlet Frequency Distribution (GFD) of a large
network. Wasserman and Pattison [19] described a series of models for investi-
gating the structures in social networks, including several generalized stochastic
block models. This paper evaluated the effectiveness of microstructure patterns
for link prediction in EN.

3 Mining Microstructure Pattern in EN

3.1 Definitions

Enterprise Network (EN). As defined, EN = (ENT, E). ENT is the enterprise
node collection, i ∈ ENT, i is an enterprise and E is the edge collection. e ∈ E,
e = (i, j), i is a supplier and j is a manufacturer, the edge is from i to j [18]
(Fig. 1).

Fig. 1. The visualization of a part of EN.

Ego Network. Researchers usually examine the business patterns in the ego
network with a central enterprise, for example, manufacturers concern more
about their direct-connected suppliers, so we focus on the microstructures in the
perspective of ego network.

Ego network is a well-known social phenomenon which deals with individual
interest and the relationship [7]. Ego networks consist of a central node (ego) and
the nodes to whom ego is directly connected (these are called alters). We can
choose an arbitrary node to be the ego and different egos lead to different types of
ego networks. For example, take a manufacturer as the ego, the manufacturer and
its suppliers form an ego network. This ego network has different characteristics
with the ego network that has a supplier ego (Fig. 2).
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Fig. 2. Example of ego network. Any arbitrary central node (Ego) which connects other
nodes (Alters) in the network (solid lines) and connectivity among alters (dashed lines).
Connectivity with rest of the network is represented with dashed-dotted lines.

3.2 Category of Microstructures

Among the multiple levels of microstructure, triad−subsets of three network
nodes and the possible ties among them–are the important topic of early research
on social networks. However triads are not so valuable in EN. In a real busi-
ness scenario, two enterprises A and B usually interact with each other directly
rather than through other enterprises. Quad contains more information than
triad including both indirect and direct relationships between two connected
enterprises. Therefore, quads are more important than triads in EN. As EN is
directional, there are more kinds of triads and quads compared with the undi-
rected graph. Additionally, there is no two-way relationship between enterprises
in this directed network, so there are only 8 possible different closed triads.

Fig. 3. Triad code representation and the formation of quads.

As shown in Fig. 3(a), we encode every triad with a 3-length binary num-
ber. A, B and C represent the enterprise. We defined that A → B, B → C
and C → A is positive direction represented by 1. The relationship AB repre-
sents that enterprise A supplies products to enterprise B. Meanwhile, 0 means
negative direction. For example, 111 represents one type of triad that contains
A → B, B → C and C → A. Figure 3(b) shows the forming of several criti-
cal microstructures, which works as the basic rule of our closed quads search
algorithm. A closed triad and a point associated with it will form a 4-clique
or 4-chordalcycle [4]. Two completely different relationships form a 4-cycle [4]
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by linking the corresponding points together. However, as the EN is directed,
a structural classification for closed triads and the three classical quads are the
main features used in our methods.

3.3 The Patterns of Triads and Quads

The closed triads and three representative kinds of closed quads are classified by
relations between alters and ego. We need to figure out the specific classification
and the mentioned structures in each category. In this way, we can not only
calculate the frequency of different types of graphlets that each enterprise has,
but also generalize the isomorphic patterns. We show the classifications in Fig. 4.

Fig. 4. Closed triads and quads are classified by ego network. Node labeled by A
represents the ego, other nodes represent alters. These triads and quads are classified
according to the ego network of A.

Obviously, triad has 4 possible 3-nodes variants. Subsequently, we get the
data statistics (shown in Fig. 5) for involved enterprises in terms of this clas-
sification. Some triads (shown in Fig. 4(a)) can be categorized into these four
variants by rotating around A. For example, the triad 110 becomes triad 100 by
rotation and both of them belong to triad No. 3 shown in Fig. 4(a). Similarly,
some 4-nodes graphlets can also be converted into the same type shown. For
example, 4-cycle 0000 and 4-cycle 1111 belong to 4-cycle No. 1 shown in Fig. 4(b).
The 4-clique 111111, 110001, 101111, 110000, 001010 and 000010 all belong to 4-
clique No. 1 shown in Fig. 4(d), and 4-chordalcycle 000012, 111112 belong to
4-chordalcycle No. 1 shown in Fig. 4(c).

3.4 Mining Algorithms

In this section, we describe our approach for querying and recording the
microstructure patterns. This algorithm takes only a fraction of the time com-
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pared with the prevailing methods. Given the enterprise graph G = (V,E).
Firstly, our proposed algorithm traverses all the edges when querying the triad.
We define that N(u) and N(v) are the set of neighbors of u and v respectively.
Given a single edge e = (u, v) ∈ E, if a node w ∈ N(u)∩N(v), we record u, v and
w with their information and relationship between them, then we get a triad.
Based on these triads, we start to search 4-nodes microstructures (Quads). As
shown in Fig. 3(b), the searching principle is that the 4-chordalcycle and 4-clique
can be decomposed into 3-nodes triads and the 4-cycle can be decomposed into
two edges. We summarize this procedure in the following steps:

STEP 1: For each edge e = (u, v), find all the common neighborhood nodes of
u and v to form closed triad, and record their information and relationships
between them.

STEP 2: For each closed triad, find all possible nodes which can form the
4-chordalcycle or 4-clique, and record the information of nodes and relation-
ships.

STEP 3: For each edge e1 = (u1, v1), find another edge e2 = (u2, v2) to form
the 4-cycle, and record the information of this 4-cycle.

STEP 4: For all closed triad and 4-nodes quads, divide them into different types
and analyze them.

Algorithm 1. Mining Triad Graphlets
Input: EN G = (V,E)
Output: TRIAD.
1: for edge e = (u, v) ∈ E do
2: if u==v then
3: then continue;
4: Union = N(u) ∩ N(v);
5: for w ∈ Union do
6: recordToTriad(u, v, w,GetNodeRelation(u, v, w));

Lines 1–5 of Algorithm 1 show how to find and record triads in EN. Only
when node w has relationships with both u and v in edge e = (u, v), the pattern
(u, v, w) could be a closed triad. However, the additional relevant functions,
such as the approach to record the microstructures or remove the duplicates, are
beyond our discussions, as they should be designed specifically for a concrete
requirement.

Lines 1–9 of Algorithm 2 show how to find and record 4-clique and 4-
chordalcycle. For any node w, w could form a 4-clique or 4-chordalcycle with
triad t, if and only if |N(w)| is not less than 2. We define Linkpoints as the set
of overlapping nodes in the neighborhoods of w and t, and define TRIAD as the
set of all triads in EN and QUAD as the set of all quads. If t is completely in
the ego network of w, it illustrates that every node has links with each other and
these four nodes could form a 4-clique. And if the number of Linkpoints is 2,
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Algorithm 2. Mining Quad Graphlets.
Input: EN ,G = (V,E),TRIAD
Output: QUAD.

//Find 4-Clique And 4-Chordalcycle
1: for node w ∈ V do
2: if |N(w)| < 2 then
3: then continue;
4: for triad t ∈ TRIAD do
5: if w ∈ t then
6: then continue;
7: if t ∈ N(w) then
8: recordTo4clique(w, t,GetRelation(w, t))
9: else

10: Linkpoints = N(w) ∩ t
11: if |Linkpoints| == 2 then
12: recordTo4chordalcycle(w,Linkpoints,GetRelation(w,Linkpoints)

// Find 4-Cycle
13: for edge e1 = (u1, v1) ∈ E do
14: if u1 == v1 then
15: then continue;
16: for edge e2 = (u2, v2) ∈ E do
17: if e1 == e2 or AnyPointSame(e1, e2) then
18: then continue;
19: if u1 ∈ N(u2) and v1 ∈ N(v2)and u1 /∈ N(v2) and v1 /∈ N(u2) then
20: recordTo4cycle(e1, e2, GetEdgeRelation(e1, e2))
21: if u1 ∈ N(v1) and v1 ∈ N(u2) and u1 /∈ N(u2) and v1 /∈ N(v2) then
22: recordTo4chordalcycle(w,Linkpoints,GetRelation(w,Linkpoints)

it means that two nodes in t have relationships with w and these four nodes
could be a 4-chordalcycle. Then we just need to select and record the informa-
tion of these nodes and relationships, such as ID, direction of relationships. Lines
10–17 describe the process of finding and recording the 4-cycle. For every edge
e1 = (u1, v1), we try to find a related e2 = (u2, v2) to form a 4-cycle. A feasible
e2 requires that e3 = (u1, u2) and e4 = (v1, v2) exist while u1, v1 are not the
neighbor of v2, u2 respectively, or similarly e3 = (u1, v2) and e4 = (u2, v1)exist
while u1, v1 are not the neighbor of u2, v2 respectively. Of course, if any two
nodes are the same in e1 and e2, they cant form a 4-cycle.

4 Statistic Analysis of Ego Microstructures on the Entire
Network

4.1 Ego Triads and Quads Characteristics in EN

Firstly, in Fig. 5(a), we can see that the frequency of type 2 is 0 and the frequency
of other types is the same. Because there is no transitive supply in enterprise
network, that is to say, there is no three enterprises A,B,C existing where A
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supplies B, B supplies C and C supplies A. The frequencies of other types are
the same. The reason is that two different related suppliers supply to the same
manufacturer. Secondly, Fig. 5(b) shows that type 7 and type 10 are the most
commonly occurring 4-cycle. Both 4-cycle No. 7 and No. 10 are characterized
by the distinct division resulting in two manufacturers and two suppliers, which
share the manufacturers. As we can see, 4-cycle, 4-chordalcycle and 4-clique have
structural dependence with each other. Therefore, by investigating the structures
of highest frequency among the 4-chordalcycle, shown in Fig. 5(c), we discover
the most important feature of these types of 4-chordalcycle compared with 4-
cycle: there is a relationship between two manufacturers. Finally, Fig. 5(d) shows
the number of different types of 4-clique. There is no circular supply chain, and
4-cliques whose frequency are 124 are isomorphic, which means that they share
the same structure. In this structure it has a top manufacturer, two related tier
suppliers, and a bottom supplier, where the bottom supplier not only indirectly
supply to the top manufacturer through two tier suppliers but also directly
supply to the top manufacturer.

Fig. 5. Number on the X-axis means different types of triad or quad that corresponding
to Fig. 4. The frequencies of these types are represented by number on the Y-axis.

4.2 Ego Triads and Quads Characteristics Between Different
Enterprise Types

As mentioned above, 4-cycle No. 7 and No. 10 are isomorphic and their frequen-
cies are equal, while the distribution of the frequencies of 4-cycle No. 7 and No.
10 that every enterprise contains varies. Figure 6(b) shows that these enterprises
have roughly equal frequency of 4-cycle No. 10. As for the distribution of 4-cycle



452 X. Shi et al.

No. 7 in Fig. 6(a), the frequencies in several enterprises are typically high while
the rest are relatively small, even as low as 0. It also reflects the fact that the
number of suppliers is much larger than the number of manufacturers, and the
number of suppliers that supplies to large manufacturers is huge compared to
the number of manufacturers that large suppliers supply.

(a) type 7 of 4-cycle

(b) type 10 of 4-cycle

Fig. 6. Number on the X-axis means ID of these enterprises in this network. Number
on the Y-axis means the number of type 7 or 10 of 4-cycle, and these enterprises serve
as point A shown in Fig. 5(b).

4.3 Analysis of Automobile Manufacturers

Analysis of Automobile Manufacturers in Different Regions. As the
architectures of automobile manufacturing industry in different regions are prob-
ably different, we select a number of famous enterprises from the whole network
to study the differences in microstructures. Through the result, we can discover
the latent features underlying the enterprise network. Figure 7 shows the average
quantitative distribution of these enterprises in different microstructures.

From the Fig. 7(a), we can see that the enterprises from Korea, America and
Europe only appear as manufacturers. Most German enterprises are manufac-
turers and few German enterprises are intermediaries. Enterprises in China and
Japan are not only manufacturers but also intermediaries. From the other figures,
most enterprises in different regions play the role of first-tier manufacturer that
suppliers directly in microstructures of 4-nodes, and some of these enterprises
also serve as the second-tier manufacturers that suppliers indirectly by supplying
other enterprises. At the same time, some Chinese and Japanese enterprises are
intermediaries, through which suppliers supply manufacturers indirectly.
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Fig. 7. X-axis: different countries and regions. The number on the Y-axis means the
average frequencies of different types of triad or quad. It should be noted that when
we count the frequency of triads or quads about one enterprise, this enterprise must
be the point A shown in Fig. 5.

Analysis of Automobile Manufacturers Producing Different Cars. The
supply network of automobile enterprises that produce different kinds of cars
may be different. Figure 8 shows the average distributions of enterprise that
produce passenger cars, trucks, buses and commercial vehicles.

Form Fig. 8(a), we can find that these enterprises are mainly manufacturers
except bus manufacturers which also appear as intermediaries in network. In
addition, few passenger car manufacturers serve as suppliers in enterprise supply
network. From the other figures, most of all these enterprises play the role of
first tier manufacturer that suppliers directly supply in microstructures of 4-
nodes and some of these enterprises also serve as the second tier manufacturers.
Moreover, the passenger car manufacturers and truck manufacturers sometimes
supply other enterprises directly. However, there is no enterprise that supplies
an enterprise indirectly by another enterprise.

5 Microstructure Evolution and Link Predictions

5.1 Evolution Between Microstructure Patterns

In this section, we would focus on network evolution among four involved struc-
tures, analyzing four processes: 4-cycle evolves into 4-chordalcycle, 4-chordacycle
evolves into 4-clique, triad evolves into 4-chordalcycle and triad evolves into 4-
clique.
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Fig. 8. X-axis: different motorcycle type for different purposes. The number on the
Y-axis means the average frequencies of different types of triad or quad. It should be
noted that when we count the frequencies of triads or quads about one enterprise, this
enterprise must be the point A shown in Fig. 5.

In fact, type 1 to 4 of 4-chordalcycle could be constructed by attaching a
bevel edge on type 1 of 4-cycle, which means that there exists a circular supply
chain and a relationship where a supplier A supply to C indirectly through B
or D. Because the frequency of 4-cycle 1 is 0, the frequencies of 4-chordalcycle
No. 1–No. 4 are also 0 shown in Fig. 5. However, frequencies of some types in
4-chordalcycle are 0 except 4-chordalcycle No. 1–No. 4. The reason is that these
types of 4-chordalcycle contain triad No. 2. The most frequently appearing 4-
chordalcycle structures: type 36, 20 and 21, could be regarded as 4-cycle No. 7 or
No. 10 added with a supply relationship between the manufacturers. The types
22, 34 and 36 similarly evolves from 4-cycle No. 7 or 4-cycle No. 10 but added
with a supply relationship between the suppliers, rarely appear in Fig. 5(c). It
demonstrates that two manufacturers are more likely to build a supply relation-
ship between them than suppliers in enterprise network. At the same time, it
explains why the frequency of triad is less than 9000 while the frequencies of
4-cycle No. 7 and No. 10 are more than twenty million: it is rare for two sup-
pliers supplying to the same enterprise to build a supply relationship. However,
there is a good chance for two enterprises with the same supplier to establish
a relationship in enterprise network. We draw the inferences by observing and
analyzing the type 36, 34 and 35 of 4-chordalcycle.

As we can see, there are only types 5, 7, 10 and 11 of 4-clique whose frequen-
cies are not 0. In fact, these four types based on 4-chordalcycle No. 20 or No. 21
are isomorphic and they all mean that two manufacturers share two suppliers.
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In addition, a supply relationship exists in two suppliers (or two manufactur-
ers). When a supply relationship is generated between enterprise B and D, this
4-chordalcycle become a 4-clique.

It is not difficult to find that every 4-chordalcycle contains two triads, thus
4-chordalcycle has all the features of triad. If any type of 4-chordalcycle contains
the type 2 of triad, the frequency of it must be 0, as shown in Fig. 5(c). Similar to
4-chordalcycle, every 4-clique can be viewed as a structure combined with four
triads and thus the frequencies of types contained triad No. 2 in 4-clique is 0,
shown in Fig. 5. There are not too many 4-cliques in enterprise network because
there is no relationship between two suppliers that supply directly to the same
enterprise.

5.2 Link Predictions Model Based on Microstructure Patterns

We use closed triad, 4-cycle, 4-chordalcycle and 4-clique as features to improve
the prediction accuracy of different algorithms (PMF [22], GPLVM [23], SIM-
RANK [24]). The goals of these algorithms are predicting whether a relationship
will appear between two enterprises. EE, ET, EF and ETF are used to help
prediction because they contain the relationship between enterprises and differ-
ent kind of microstructures. We carried out a set of experiments to evaluate the
performance with EE, ET, EF and ETF. The definition of EE, ET, EF and
ETF are as follow.

(1) EE represents algorithms predicting the relationship by using only the
enterprise-enterprise relationship network (Matrix EE) without those
microstructures,

(2) ET means that algorithm uses the relationship between enterprise and closed
triads No. 1–No. 4 (shown in Fig. 4) for predictions.

(3) EF means that algorithm uses the relationship between enterprise and 4-
nodes microstructures (quads in Fig. 4), including 4-cycle, 4-chordalcycle and
4-clique for predictions.

(4) ETF represents using the relationship between enterprise and all microstruc-
tures (both closed triads and quads in Fig. 4).

For example, we fuse information from the enterprise-enterprise link matrix EE
and enterprise-patterns matrix EP for probabilistic matrix factorization(PMF)
and to predict links between enterprises. In PMF, the user-item matrix R ∈
RM×N will be factorized into matrix U ∈ RM×D and matrix V ∈ RD×N .
U and V are latent user and item feature matrices. We use matrix EE and
matrix EP to form matrix R shown in Fig. 10. These matrices that contain
links between enterprises and these microstructure patterns are shown in Fig. 9.
We try to add the matrix EP to the matrix EE to increase the accuracy
of the prediction. We let E1..n be the ID of enterprises in EN and P1..m be
the microstructure patterns shown in Fig. 4. The relationship between enter-
prises and microstructure patterns will be represented in matrix EP. If we only
use triad as feature to help prediction(ET ), the value of m is 4 and P1..4 are
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No. 1–No. 4 of triad shown in Fig. 4(a). Similarly, when using EF and ETF, the
value of m are 58 and 62 respectively. Here, kij which value is 0 or 1 represents
whether there is a relationship between enterprise i and enterprise j. Meanwhile,
cij which value is 0 or 1 represents whether enterprise i exists in graphlets j or
not.

Fig. 9. Link prediction by using these microstructure patterns.

Fig. 10. Matrix

5.3 Experiments

Dataset. To obtain the information of Enterprise Network(EN), we we produce
a dataset by crawling several open websites, including the Autohome service 1

and an open enterprise network website2. The data is stored in Neo4j graph
database. Then we use Algorithms 1 and 2 to record links between enterprises
and those graphlets, such as triads, 4-cycle, 4-chordalcycle and 4-clique. The
matrix described in Fig. 10 is constructed according to these information. There
are 62,368 unique enterprises and 106,877 links between them in our dataset.
These links represent the supply relationship between auto suppliers and man-
ufacturers.

1 http://www.autohome.com.cn.
2 http://www.chinaautosupplier.com.

http://www.autohome.com.cn
http://www.chinaautosupplier.com
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Evaluation Setting. We randomly split links between enterprises in matrix
EE into training and test sets with a 4:1 ratio, where we use the training set for
training. We also use a validation set from the training set to find the optimal
hyperparameters for different algorithms with different patterns. Another part
EP is complete in experiment. To evaluate the accuracy of link prediction on
the enterprise network, we use the Area under Curve (AUC) measure, which is
considered robust in the presence of imbalance [21]. Higher AUC value indicates
a better performance.

5.4 Result

The results of different algorithms are shown in Table 1. It can be seen that
the results of prediction achieve improvements when using the characteristics of
microstructure patterns. In using different microstructure patterns, we got differ-
ent AUC rates reported in Table 1. As shown in Table 1, ETFs are more effective
than other patterns (EE, ETs, EFs) for link prediction. The baseline method
algorithm with EE, did not achieve good performance because it is difficult to
predict the link between enterprises without any auxiliary information. These
microstructure patterns (triad, 4-cycle, 4-chordalcycle and 4-clique) are the basic
forms of the network, and can reflect the underlying structural information of
EN. The results of AUC reported in Table 1 show ETF >EF>ET>EE. For
the similar reason, 4-nodes microstructure(or graphlet) have more useful infor-
mation in these methods than 3-nodes microstructure. Because we only consider
closed triad in 3-nodes microstructure and 4-nodes microstructure contains more
various relationship between one nodes and other three nodes. And using closed
triads and 4-nodes microstructure together (ETF ) get highest AUC rate in all
the three algorithms.

Table 1. Predictive performance

ALGORITHM SIMRANK PMF GPLVM

EE 0.7579 0.8283 0.8150

ET 0.7980 0.8380 0.8532

EF 0.8373 0.8573 0.8934

ETF 0.8434 0.8575 0.9047

In addition, the microstructure patterns of corresponding enterprise will
change after the prediction. For example, if predicting hypotenuse existing in
4-cycle, then a 4-cycle will become a 4-chordalcycle. Similarly, these microstruc-
tures patterns will make evolution after the link prediction.

6 Conclusion

In this paper, we proposed a fast and efficient algorithm for querying and
recording closed quads from enterprise network by using the discovered triads.
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Furthermore, we classified the microstructure, including closed triad, 4-cycle,
4-chordalcycle and 4-clique, according to the ego network of node A. Then a sta-
tistical study on each enterprise leads us to find some interesting and meaningful
rules in enterprise network. Finally, we use different state-of-the-art algorithms
combining with these microstructure patterns to predict potential links on the
real automobile supplying network dataset. The experimental results demon-
strated the effectiveness of these microstructure patterns for link prediction.

In our future work, we plan to utilize our discoveries in predicting the possible
neighbors of nodes in network, which would be well applied on recommendation
systems. Furthermore, as our statistical results shown, some enterprises distin-
guish themselves from others on micro-structure distribution. So we would check
and research these enterprises deeply.
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Abstract. Opinion expressions extraction is one of the main frame-
works in opinion mining. Extracting negative opinions is more difficult
than positive opinions because of indirect expressions. Especially, in the
domain of consumer reviews, consumers are easier to be influenced by
negative reviews when making decision. In this paper, we focus on the
extraction of negative opinion expressions of consumer reviews. State-
of-art methods heavily depend on task specific knowledge in the form
of handcrafted features and data pre-processing. In this paper, we use
a neural architecture by combining word embeddings, Bi-LSTM and
CRF. We add a conditional random fields (CRF) layer to bidirectional
long-short term memory (Bi-LSTM) recurrent neural network language
model, which provides sentence level tag information and improves the
result of experiment. Our model requires no feature engineering and out-
performs feature dependent methods when experimenting on real-world
reviews from Amazon.com.

Keywords: Neural architecture · Opinion extraction

1 Introduction

Opinion expressions extraction is one of the main frameworks in opinion mining.
Existing works mainly focus on subjective expressions extraction and opinion
target extraction [10]. Subjective expressions extraction is to distinguish the
sentence or phrase is subjective or objective and extract subjective ones out.
Opinion target extraction focus on finding the target terms implying sentiment
in sentences, for example, “software” is the target term of the review “Updat-
ing with the latest software didn’t help”. However, what is important to us is
the opinion implied by the target term not the term itself. Opinion expression
is consisted by not only the target term but also the description of the term
(“software didn’t help” in the last example). Therefore, the task of extracting
the whole opinion expressions or determining the opinion phrase boundary is
important for further opinion mining tasks such as polarity classification and
sentiment summarizations.

In the domain of consumer reviews opinion mining, precisely extracting opin-
ion expressions is useful for further sentiment classification and summarization,
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 460–474, 2017.
DOI: 10.1007/978-3-319-63579-8 35
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which is very important for helping consumers to make decisions and helping
merchant to improve the quality of their product. Also, reviews that imply neg-
ative sentiment is always much more difficult to analysis than positive ones
because the obscure or indirect expression. In this work, we focus on the neg-
ative opinion expressions extraction in the domain of customer reviews from
Amazon.com provided by Mukherjee [14].

Most previous works on opinion target extraction have used parsing, sematic,
syntactic features, language patterns and task specific knowledge. The huge
amount of features make the task complex and time-consuming. Conditional
random fields (CRF) [8] and other improved methods based on CRF are the
most popular methods for this task. However, CRF is a linear model and heav-
ily depend on handcrafted features. Therefore, the effectiveness of previous work
is limited by the selection of features and the grammatical accuracy of sentences
in the dataset.

In recent years, deep learning methods have been widely studied on natural
language processing tasks. Mikolov et al. [13] presents word embeddings train-
ing with neural network which becomes effective representations of words and
phrases. Recurrent neural network [12] becomes a new effective way for build-
ing language model compared with probabilistic methods. Also, long short-term
memory [5] cell makes it possible for recurrent neural network to learn long
sequence.

For more complex natural language processing tasks, such as named entity
recognition and part-of-speach tagging, deep learning models have also outper-
formed feature-based methods. Neural architecture is famous for its non-linear
character and can automatically learn the semantic and syntactic information
of the sentences, which remedy the limitation of CRF.

To this end, we use a neural architecture by combining pre-trained word
embeddings, Bi-LSTM and CRF. Pre-trained word embeddings provide word
presentations learnt from huge amount of data, which also contains the context
information. Bidirectional long-short term memory (Bi-LSTM) recurrent neural
network language model provides non-linear character in modeling sequential
data. Linear conditional random fields provides sentence level tag information.

We take the task as a sequence labeling task and use deep architecture to
solve the task of opinion expressions extraction (phrase boundary detection).
The main contribution of our work are summarized as follows:

– We solve the negative opinion expressions extraction task with a neural archi-
tecture with no need of feature engineering and outperform feature-based
methods in real-word consumer review data.

– We prove that adding a linear CRF layer which provide sentence level tag
information to neural network language model can significantly improve the
result of the task of opinion expressions extraction.

The rest of this paper is organized as follows: Sect. 2 formulates the problem
and describes the model. Section 3 discusses the experimental setup, training and
evaluation of the network. Section 4 reviews the related work. Section 5 concludes
the paper and presents our future work.

https://www.amazon.com/
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2 Neural Network Architecture

In this Section we formulate the problem of opinion expressions extraction,
describe our neural network architecture components from bottom to up and
describe the algorithm to apply the neural architecture to negative opinion
expressions extraction.

2.1 Problem Statement

The opinion expressions extraction task can be formally described as fol-
lows: Given a sentence, s = (w1, w2, ..., wn), find sub-sequence of the sentence
which contains target of opinion and opinion expression, o = (wp, ..., wi, ..., wq)
(p ≥ 1, q ≤ n). The aim is to correctly decide the phrase boundary of the sen-
tence.

We take the task as a sequence labeling task. We represents the sentence into
the BIO format (Beginning of opinion expressions, Inside of opinion expressions,
End of opinion expressions). For a word in sentence, we label the word B if the
word is the first word in opinion expressions, we label the word I if the word
is inside but not in the first position of the opinion expression, and for other
words which is not in the opinion expression, we label it O. For example, in
the sentence below, the opinion expression is inside [[]], we label the sentence as
follow:

Updating(O) with(O) the(O) latest(O) [[software(B) didn’t(I) help(I)]].
The task is that given a sentence , finding the right place for the position

of BIO, which means correctly predicting every word in the sentence to be B, I
or O.

2.2 Word Embeddings

Word embeddings map words to vectors using methods including probabilistic
models, neural networks and so on. Word embeddings have exhibit remarkable
boost in many natural language processing (NLP) tasks with the property of
being able to encode the analogy between words. Since Bengio et al. [1] propose
neural language and Collobert et al. [3] train word embeddings on a large dataset
and show effectiveness of word embddings. Since that, word embeddings have
been used in NLP tasks in wide range.

In NLP task using neural architecture, word embedding can be used in two
ways: co-trained with the task and pre-trained based on larger dataset. In our
work, we use Glove pre-trained 200-dimensional word embeddings trained on 2
billions twitters Twitter. [17] Also, in Sect. 3.6 we discuss the impact of word
embeddings on our task using the Stanford Glove [17] two different pre-trained
word embeddings trained Wikipedia and Twitter respectively with different
dimensions and the 300-dimensional word embeddings proposed by Mikolov et
al. [13] trained on 100 billion words from Google News.
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2.3 Bi-LSTM RNN Language Model

Recurrent Neural Network (RNN) is a neural architecture feasible for dealing
with sequence data, because it makes use of information and performs the same
task for every element of a sequence. RNN language model has been proved to
be more effective and less computational complexity compared with traditional
language model by Mikolov et al. [12].

However, RNN suffers vanishing/exploding gradients when learning long
sequence. Long Short-term Memory (LSTM) [5] solves the problem of RNN
with the addition of a memory cell and uses input gate it, output gate ot, for-
get gate ft to control the proportion of the input and the previous state to the
memory. The LSTM outputs memory cell ct, hidden state ht at each time step
is shown as follows:

it = σ(W ixt + U iht−1 + bi)

ft = σ(W fxt + Ufht−1 + bf )
ot = σ(W oxt + Uoht−1 + bo)
gt = tanh(W gxt + Ught−1 + bg)
ct = ft � ct−1 + it � gt

ht = ot � tanh(ct)

(1)

where σ is the element-wise sigmoid and hyperbolic tangent functions, � is the
element-wise multiplication operator.

Bi-directional LSTM, [4] composed of a forward LSTM and a backward
LSTM, can capture both the past and future information respectively. The fea-
ture of Bi-LSTM makes it effective in many NLP tasks, because it takes the
advantage of contextual information.

2.4 CRF

Conditional random fields (CRF) [8] is used in wide range for natural language
processing sequence labeling tasks such as part-of-speech tagging, name entity
recognition. CRF takes context into account, using tagging information at sen-
tence level to model tagging decisions jointly

For a sequence labeling task, CRF gives a score for labeling result of a sen-
tence as follows:

score(y|x) =
m∑

j=1

n∑

i=1

λjfj(yi, yi−1, x) (2)

where fj is feature function and λj is its weight. Each feature function is com-
posed with the label of current word yi and the label of the previous word yi−1.
That means, feature functions in CRF depend on current and previous label
rather than arbitrary word. Λ = {λk} is the weights of feature functions. In
CRF, normalize the score into probability p(y|x,Λ) with the normalization as
follows:
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Z(x,Λ) =
∑

y

(exp(
m∑

j=1

n∑

i=1

λjfj(yi, yi−1, x))) (3)

p(y|x,Λ) =
exp(

∑m
j=1

∑n
i=1 λjfj(yi, yi−1, x))
Z(x,Λ)

(4)

During training, we minimize the negative log-probability of the correct label.

Λ = argminΛ(−
∑

j

log(p(yi|xi, Λ))) (5)

where is (xi, yi) is in the training examples. Once we have trained a CRF model,
given a new sentence, we can get its labeling sequence using dynamic program-
ming, such as Viterbi Decoding.

2.5 Bi-LSTM-CRF

In our model, we combine Bi-LSTM with CRF similar with architecture in [9,11].
First, we feed word embeddings of sentence into bidirectional long-short term
memory (Bi-LSTM) recurrent neural network language model. Then the output
is fed into the conditional random fields (CRF) layer which take into account
neighboring tags, yielding the final predictions for every word. The combination
of no-linear and linear model improves the result of our experiment, which will
be discussed in Sect. 3.5. The architecture is shown in Fig. 1.

updating with the latest [software didn't help]

Word
Embeddings

 LSTM  LSTM  LSTM  LSTM  LSTM  LSTM  LSTM

LSTM  LSTM  LSTM  LSTM  LSTM  LSTM  LSTM

O O O O B I I

Forward
LSTM

Backward
LSTM

CRF
Layer

Fig. 1. The architecture of Bi-LSTM-CRF
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2.6 Apply the Neural Architecture to Negative Opinion Expressions
Extraction

In this part, we will discuss the technological process to apply the neural archi-
tecture to negative opinion expressions extraction. Given a set of real-world neg-
ative reviews from Amazon.com. The only pre-processing for the data is simply
tokenize the words with blank character and padding the sentences as discussed
in Sect. 3.3. Then we present the word with pre-trained word embeddings, and
feed them into our neural architecture. Then we apply backpropagation algo-
rithm to minimize the loss function and upgrade the parameters. The flow of
our algorithm is as follows (Table 1):

Table 1. The flow for opinion expressions extraction

Input: A set of consumer reviews S = {s1, s2, ...sn}
Output: The parameter of Bi-LSTM-CRF

Parameters Initialization:Intialize the matrix and bias with a nor-
mal distribution with mean equals 0 and standard deviation equals 0.1.
Padding and initial reviews using pre-trained word embeddings.
for each review si ∈ S do:

1 Feed xi, the vector prestantion of si to Bi-LSTM-CRF and generate
pridicted sequence label yi.

2 Compute the loss of yi.
3 Use backpropagation algorithm to update the parameters of the

network.

end for

3 Experimental Setup

In this section, we describe the experimental setup of our paper, including the
way we train our neural architecture and the efficiency of our model in detail.

3.1 Datasets

Most of the datasets in domain of opinion mining focus on the sentiment clas-
sification. For the task of opinion expressions extraction, the sentiment analysis
dataset developed by Qiu et al. [22] and the SemEval2014 dataset [18] focus on
the opinion target term extraction. The dataset provided by Wang et al. [26]
expand the SemEval2014 dataset by adding manually labeled opinion terms.
The dataset developed by Mukherjee [14] is for the task of opinion expressions
boundary detection.

https://www.amazon.com/
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We use the dataset developed by Mukherjee [14], which provides consumer
reviews from Amazon.com. The dataset contains six domains data, the num-
ber of negative and total sentences are as below: Router (1284/5063), GPS
(632/2075), Keyboard (667/1446), Mouse (494/2488), MP3-Player (174/352),
Earphone (359/678).

In our model, we require the recurrent network language model with long-
short term memory to learn the long term context and dependencies between
words in the input sentences. We need to deal with the variation of the length
of sentences, we need to find a feasible max sentence length so that many of the
sentences would share the same length and the length won’t be too long to make
the model too complex. We will describe the distribution of the sentence lengths
of our dataset and the way of padding in detail in the Sect. 3.3.

3.2 Comparative Approaches

We compare our model with four feature based methods described in [14].

UHB: A rule based method by finding the constitution around the opinion
term, such as a positive sentiment and a negator. And decide the window to find
sentiment negator by experiment.

CRF: The traditional Markov linear-chain conditional random fields (CRF).
The features contains two classes: Pivot Features (POS Tags, Phrase Chunk
Tags, Prefixes, Suffixes, Word Sentiment Polarity), Latent Semantics.

CRF-L2R: The traditional Markov linear-chain conditional random fields
(CRF) with regularization on the feature weights. During training, the log-
likelihood is modified as follows:

Λ = argminΛ(−
∑

j

log(p(yi|xi, Λ))) +
∑

k

λ2
k (6)

CRF-PSC: A constrained model which summing over only the valid phrases
produced by CRF. In traditional CRF, we p(y|x,Λ) with the normalization
Z(x,Λ), which summing over all possible sequence labeling. In CRF-PSC , the
normalization sums over only the valid sequence labeling.

3.3 Network Training

In this part, we will discuss the details about training the neural network in our
work.

We implement Tensorflow library in our experiment. The details contain
about parameter initialization, the sequence length for recurrent neural network
language model, loss function with padding in sequence, optimization algorithm
and ways to avoid overfitting.

Parameter Initialization: To verify the effectiveness of our neural network
in simple pre-processing of data, the only data pre-processing is basically split

https://www.amazon.com/
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the sentence into a list of words, without removing punctuations or stop words.
We use Glove pre-trained 200-dimensional word embeddings trained on 2 billions
twitters [17]. For the words which are not in the pre-trained words set, we random
them uniformly distributed over the half-open interval [−0.1, 0.1) so that any
value within the given interval is equally likely to be drawn.

Matrix parameters and bias is used in two circumstances: (1) The softmax
layer between Bi-LSTM and the output of the sequence labeling model in the
contrast method of no adding a CRF layer, (2) The activation function between
Bi-LSTM and the CRF layer. Matrix parameters and bias are randomly set both
with a normal distribution with mean equals 0 and standard deviation equals 0.1.

Sequence Length for RNN Language Model: During the training of recur-
rent neural network, we have to feed the network the same length data in a
training batch. However, the sentences in our dataset is not in the same length.
Padding is the most popular ways to deal with this problem. We will pad the
sentences with zero vectors to fill up the remaining part, so that in a training
batch all the sentences share the same length.

The max length of padded data is one of the most important hyper-
parameters in RNN language model. Too long sequence length would not help
due to gradient vanish, even LSTM suffer from this problem. We analysis the
distribution of the sentence lengths in our data. As we want to find the opinion
expressions, we must keep them in our data. So we analysis the length of sen-
tence after truncating at the end of opinion expressions as Fig. 2. We choose the
max sequence length as 50, so that many of our sentences would share the same
length. We randomly keep part of sentences longer than that with no break of
opinion expressions and do padding for shorter ones.
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Router Keyboard GPS Mouse

Fig. 2. The sentence length distribution of our dataset
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Loss Function with Padding in Sequence: The loss function need to be
calculate accordingly after the data being padded. We mask the sequence with
the actual length when training. So that during training, the padded part would
not been considered into loss function and not been trained.

Optimization Algorithm: We choose the mini-batch stochastic gradient
descent (SGD) with momentum 0.9. Momentum [21] is a method to help avoid
stuck into local minima when applying SGD. As the size of dataset is not large
enough, we finally set the batch size at 1 after experiment on different batch
size, which becomes standard SGD, but the time for training is still acceptable
and the result is the best. We also use Adam [7] optimization algorithm when
choosing the hidden size of LSTM preliminarily, because Adam has a fast con-
vergence velocity which helps us tune our network more quickly. The hidden size
for each domain is Router(64), Keyboard(30), GPS(40), Mouse(24).

We set the learning rate at 0.001 and early stop [2] based on performance
on validation sets, all the results are based on 4-fold cross validation. To avoid
gradient exploding, we also use gradient clipping method [16]. Also, we shuffle
the data randomly before training.

Ways to Avoid Overfitting: In our work, we use two ways to avoid overfit-
ting: dropout and L2-regulazition on matrix weights and bias. Dropout [23] is
an effective method to deal with overfitting by randomly drop units and their
connections to avoid co-adapting of units. When some neurons are randomly
dropped out during training, the co-adapting between them is avoided. This
makes the network have better generalization performance. We use the dropout
at the input of the Bi-LSTM and put a dropout wrapper on both forward and
backward cell of Bi-LSTM. We set the dropout rate at 0.6, which helps us to
get the best performance on our dataset. We will further discuss the effect of
dropout in Sect. 3.6.

L2-regularization term to the weights and bias is also one of the frequently-
used method to avoid overfitting. The L2-regularization term gives penalty on
the large values of parameters of neural network which increases the generality
of neural network. During our training, we take our loss as a sum of negative
log-likelihood of sequence labeling result (NLL) and L2-regularization term of
parameters as follows:

Loss = NLL + β1R(weights) + β2R(bias) (7)

In our experiment, we take β1 = β2 = 0.001, the weights and bias is discussed
before in parameter initialization.

3.4 Evaluation Method

We use the same overlap matrix described in [14]. The set of sentences in test
dataset is S. For each sentence s ∈ S, recall(r), precision(p) and F1 value(F1)
as follows:
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p = avgs∈S,|sc �=0(
|sc|

⋂ |sp|
|sc| )

r = avgs∈S,|sp �=0(
|sc|

⋂ |sp|
|sp| )

f1 =
2pr

p + r

(8)

where sc, sp denote the correct and predicted opinion expressions spans in sen-
tence.

3.5 Model Effectiveness

In this part, we present the performance of our model. We verify the effectiveness
of our model compared with feature-based methods described in Sect. 3.2.

Compared with feature-based methods [14]: Table 2 shows the precision,
recall, f1-value on the dataset described in Sect. 3.1 with four domains (Router,
Keyboard, GPS, Mouse). The recall and f1-value has been improved using our
neural architecture. Noting we used the same architecture and no feature engi-
neering to get the improvement on different domains of data. In the keyboard
domain, however, we don’t get result good enough, by analysis the raw data, we
find there are too many numbers and html links. To show the advantage of our
model, we have not done preprocessing to these circumenstances.

Table 2. Performance of four types datasets

Dataset Method P R F1 Dataset Method P R F1

Router UHB 67.0 73.7 70.2 Keyboard UHB 64.4 68.1 66.0

CRF 87.9 76.9 82.0 CRF 86.8 74.8 80.3

CRF-L2R 88.7 77.1 82.5 CRF-L2R 87.6 75.7 81.2

CRF-PSC 92.0 80.1 85.7 CRF-PSC 90.4 78.3 83.9

Bi-LSTM 87.0 81.3 84.0 Bi-LSTM 76.3 74.0 75.1

Bi-LSTM+CRF 87.6 87.8 87.7 Bi-LSTM+CRF 80.1 82.6 81.3

GPS UHB 67.5 67.7 67.6 Mouse UHB 60.7 59.1 59.8

CRF 84.1 71.9 77.5 CRF 83.8 61.6 70.9

CRF-L2R 84.8 72.7 78.3 CRF-L2R 84.5 61.9 71.4

CRF-PSC 86.7 73.5 79.5 CRF-PSC 86.1 63.6 73.1

Bi-LSTM 81.2 77.6 79.4 Bi-LSTM 84.0 75.9 79.7

Bi-LSTM+CRF 85.0 84.3 84.7 Bi-LSTM+CRF 80.1 81.2 80.6

Also, In Table 2, we show the result of adding a CRF layer. Compared with
feed the output of Bi-LSTM to Softmax, the CRF layer improve the result
significantly. Adding a CRF layer has improved the recall a lot and thus improve
the F1-value.
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3.6 Impact of Dropout and Word Embeddings

In this part, we discuss about the impact of dropout and pre-trained word embed-
dings on our experiment.

Dropout: Deep neural networks always suffer from overfitting because of large
number of parameters, especially when dataset for training is not large enough.
Dropout is a powerful method solving this problem [6]. In our experiment, the
dataset is kind of small of neural network, so dropout is extremely necessary
for the performance. We use dropout on the input and Bi-LSTM layer when
training, the effect of Dropout is shown as Table 3, the parameter is the same
as Sect. 3.5. As we can see from the figure, dropout is effective in improving the
performance of our neural architecture model in different domains of data.

Table 3. Impact of dropout on four types datasets

Router Keyboard Gps Mouse

P R F1 P R F1 P R F1 P R F1

Dropout 87.6 87.9 87.7 80.1 82.6 81.3 85.0 84.3 84.7 80.1 81.2 80.6

No dropout 84.1 83.3 83.7 70.1 73.0 71.5 75.3 78.0 76.6 77.2 79.4 78.3

Word Embeddings: In order to find the effect of pre-trained word embeddings
on our model, we performed experiments with three different pre-trained word
embeddings on the dataset in Router domain, the F1-value using different pre-
trained word embeddings are shown in Table 4.

(1) Glove, trained on wikipedia 2014 and Gigaword 5 (6 billions tokens, 400K
vocabulary) with dimensions of 50, 100, 200, 300 [17].

(2) Glove Twitter, trained on Twitter (2 billions tweets, 12M vocabulary) with
dimensions of 25, 50, 100, 200 [17].

(3) Word2Vec, trained on 100 billion words from Google News with dimensions
of 300 produced by Mikolov et al. [13].

As we can see from the figure, different pre-trained word embeddings effect
the performance of our model. The choice of pre-trained word embeddings is
important when the training dataset is not large enough to co-train the word
embeddings while solving the task. Using word embeddings pre-trained on larger
dataset is helpful to get better performance.

4 Related Work

Opinion expressions extraction is a major task in opinion mining. Hu and Liu
[6] take the opinion expressions extraction as a frame consisting of: (1) Opinion
Holder: the person making the evaluation (2) Target: a named entity belonging
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Table 4. Different pre-trained word embeddings

25D 50D 100D 200D 300D

Glove - 80.1 83.1 81.8 83.2

Glove Twitter 83.6 86.1 84.6 87.7 -

Word2Vec - - - - 87.7

to a class of interest (e.g., iPhone) (3) Aspect: a part, member or related object,
or attribute of the Subject (Target) (e.g., size, cost) (4) Evaluation: a phrase
expressing an evaluation or the opinion holder’s mental/emotional attitude (e.g.,
too bulky). Opinion extraction task means filling these slots for each evaluation
expressed in text.

Opinion target extraction is first studied by Hu and Liu [6], they classify
the opinion target into two kinds: explicit and implicit, but only deal with the
explicit target with rule-based method. Popescu and Etzioni [19] asume the
class of the product is already known and use the mutual information between
words and the product class to find the target words. Zhiqiang and Wenting [27]
use CRF as a sequence labeler with features such as POS tags and WordNet
taxonomies. In SemEval 2014 [18] task 4, a dataset of two domains (Laptop and
Restaurant) is provided for target extraction and polarity classification, many
methods based on task-specific knowledge, sematic and syntactic structure have
been proposed. Also, there are many methods based on topic model [15]. Neural
architecture in recent years has shown improvement in this task, Poria et al.
[20] use a deep CNN combining with rules and get the state-of-art result on the
dataset of SemEval 2014.

Recent years, the co-extraction of opinion target and opinion evaluation terms
has been a promising task. Qiu et al. [22] use rules and relations between them.
Wang et al. [26] use recursive neural network combining conditional random
fields and proposed an extended dataset for this task based on the dataset of
SemEval 2014.

The task in our work is find the phrase boundaries of opinion expressions,
which is similar to opinion target extraction but different from it from getting
the full opinion expressions of aspect and evaluation. Mukherjee [14] is the first
to focus on this task, and proposes the dataset for the task of opinion expressions
extraction.

In recent years, neural architecture has shown significant improvement on
natural language processing tasks. Mikolov et al. [13] presents the distributed
representations of words and phrases with neural network, which is known as
word embeddings. Pennington et al. [17] make the training process of word
embedding possible on large dataset. And the recurrent neural network [12] has
shown effectiveness in modeling natural language with long short-term memory
[5] cell to solve the problem of learning long sequence.

On the sequence information labeling and analysis tasks, methods with
improvement based on Hidden Markov Model (HMM) and LDA haven been
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proved effective [24,25]. Lample et al. [9] established two neural networks, one
is a bidirectional LSTM with a sequential conditional random layer above it,
the other is a new model that a new model that constructs and labels chunks
of input sentences using an algorithm inspired by transition-based parsing with
states represented by stack LSTMs. The model presents state-of-art name entity
recognition task in different languages. Ma and Hovy [11] propose a neural archi-
tecture with the combination of CNN character level word embeddings, LSTM
and CRF on the end-to-end sequence labeling tasks. They experiment on the two
major sequence labeling tasks: part-of-speech tagging and name entity recogni-
tion, on both of tasks the model proves effectiveness over traditional feature-
based methods.

Different from the target terms extraction discussed above, we focus on the
task of phrase boundaries detection. And different from the model [9,11] dis-
cussed above, we don’t use the CNN character level word embeddings or stack
LSTM. Our model outperforms the previous feature-based methods such as
feature-based CRF or rule-based methods.

5 Conclusion and Future Work

In this paper, we use a neural architecture by combining word embeddings, bi-
directional long-short term memory (Bi-LSTM) recurrent neural network lan-
guage model and conditional random fields (CRF) to solve the task of opinion
expressions extraction. Our model has no need to make handcrafted features
and outperforms the feature-based methods on real-world negative consumer
reviews. Also, our work shows that adding a CRF layer to Bi-LSTM can sig-
nificantly improve the result as import the sentence level tagging information.
We also study about the methods of prevent overfitting when the dataset is not
large enough and the influence of the size and corpus of the pre-trained word
embeddings.

There are many directions for our future work: First, we can bring in finer
granularity information to the model such as character level information of the
words in sentence. Another direction is to combine our model with further task
of opinion summarization and make a joint model for opinion extraction and
summarization. Also, as our model has no need of task specific knowledge or
handcrafted features, we can use it in other domain, such as find viewpoint in
news, standpoint in academic papers and so on.
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Abstract. Predicting the fast-rising young researchers (the Academic
Rising Stars) in the future provides useful guidance to the research com-
munity, e.g., offering competitive candidates to university for young fac-
ulty hiring as they are expected to have success academic careers. In
this work, given a set of young researchers who have published the first
first-author paper recently, we solve the problem of how to effectively
predict the top k% researchers who achieve the highest citation incre-
ment in Δt years. We explore a series of factors that can drive an author
to be fast-rising and design a novel pairwise citation increment rank-
ing (PCIR) method that leverages those factors to predict the academic
rising stars. Experimental results on the large ArnetMiner dataset with
over 1.7 million authors demonstrate the effectiveness of PCIR. Specifi-
cally, it outperforms all given benchmark methods, with over 8% average
improvement. Further analysis demonstrates that temporal features are
the best indicators for rising stars prediction, while venue features are
less relevant.

Keywords: Scientific impact prediction · Bayesian personalized rank-
ing · Data engineering

1 Introduction

The growing scientific activities lead to the expanding body of literature, as well
as the increasing academic population. Figure 1a and b report the rapid increase
of publication volume each year and the accumulative number of authors from
1960 in the ArnetMiner 1 academic dataset of Computer Science [9]. Despite
the large number of researchers, their scientific impacts are different. Generally,
the citation count is used as a measurement of an author’s scientific impact.
Figure 1c depicts the distribution of individual researcher’ contribution in terms
1 https://aminer.org/AMinerNetwork.
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of the citation count, showing that less than 7% of researchers have more than
20 citations. Meanwhile, the citation increasing trends of different authors are
different. Figure 1d reports the citation increment distribution of all authors from
year 2008 to 2012, showing that the distribution is power-law like and less than
10% of authors have the fast-rising trend (each has the increment of citations
being larger than 20) of scientific impact.

Many previous works [3,8,10–13] have been conducted to predict the cita-
tion values of authors or papers while the forecast of different authors’ or papers’
rising trends w.r.t. citation count remains to be solved. An intuitive meaning-
ful question arises that can we effectively predict the fast-rising ones (namely
the Academic Rising Stars - ARSes) among a set of young scholars who start
academic research recently, as early identification of the ARSes may offer useful
guidance to the research community like young faculty recruiting of university.
Accordingly, we define the fast-rising researchers as the authors reach relatively
large citation increments in a given time period and our contributions are three-
fold: (1) We formalize the problem of identifying the ARSes as a citation incre-
ment ranking task. (2) We introduce a series of factors that are correlated with
authors’ future citation increments and design a novel pairwise citation incre-
ment ranking method to identify ARSes. (3) We conduct experiments to evaluate
the performances of our method on a large academic dataset. The result shows
that our method outperforms all given baseline methods, with over 8% average
improvement.

Fig. 1. (a) The volume of research literatures in each year. (b) The accumulative
number of authors in each year from year 1960. (c) Distribution of all researchers’
citation counts till year 2012. (d) Distribution of all researchers’ citation increments
from year 2008 to year 2012.

2 Data and Problem

2.1 Notations

For ease of representation, letter A and L represent the author set and the paper
set respectively. Letter c denotes author’s citation and Δca is researcher a’s cita-
tion increment in the given time period. The true and predicted impact increment
scores for a are symbolized by sa and ŝa respectively. Let A∗ represents the set
of young researchers who publish first firs-author paper at recent timestamp t1st
and A∗

r is the subset of A∗ belongs to research topic r. In addition, we use A∗
r,k

and Â∗
r,k to denote the set of true ARSes who achieve top k% citation increments
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and the set of predicted ARSes who have top k% predicted citation increment
scores for topic r, respectively. In this work, the true impact increment score of
author a is quantified by citation increment value, i.e., sa = Δca.

2.2 Data

In this paper, we use a large real-world dataset from ArnetMiner which is a well
known online service for academic search and analysis. The dataset contains
1,712,433 authors and 2,092,356 papers from major computer science venues for
more than 50 years (from 1960 to 2014). Each paper contains content infor-
mation on the title, authorship, abstract, publication time, publication venue
and references. In total, we extract 4,258,615 collaboration relationships among
authors and 8,024,869 citation relationships among papers from the dataset.

2.3 Researchers Division

We should take it as an independent prediction task for each topic due to different
influences and audiences. As a widely used method for topic modeling, we use
Latent Dirichlet Allocation2 (LDA) to categorize the corpus into R different
topics. We run a R-topics LDA on the title and abstract content of LA∗ and
it returns the probability distribution p(r|l) over topic r for each paper l ∈ La

of each researcher a ∈ A∗. We define the correlation between a and topic r as
accumulative probability Cr|a over p(r|l) for each l ∈ La: Cr|a =

∑
l∈La

p(r|l).
Note that most of researchers’ works cover several different topics, we divide all
researchers of A∗ into R groups and each a ∈ A∗ belongs to m (m = 3) different
groups according to the top m values of Cr|a for all topics.

2.4 Problem Definition

After categorizing all researchers of A∗ into different groups, we define the prob-
lem as: Top k% Academic Rising Stars Prediction - Given the publication corpus
Lt before the current year t and a set of young researchers A∗ who publish the
first first-author paper at the recent year t1st, the task is to predict the fast-rising
scholars A∗

r,k who rank in top k% in A∗
r for each topic r according to the citation

increments (or impact increment scores) after Δt years. The schematic diagram
of this work is illustrated in Fig. 2.

3 Method

3.1 Pairwise Citation Increment Ranking

Inspired by Bayesian preference ranking [7] technique, we design a Pairwise Cita-
tion Increment Ranking (PCIR) method for ARSes prediction. Let (ai, aj) ∈ Tr

denote an author pair of topic r. In order to capture impact increment rank-
ings of different authors categorized in the same topic, we maximize the poste-
rior probability over parameter ω: p(ω| >r) ∝ p(>r |ω) · p(ω), where notation
2 http://radimrehurek.com/gensim/.
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Fig. 2. Schematic diagram of this work. We divide all young researchers into R groups
then extract a series features of each author and design a ranking algorithm to predict
ARSes of each research topic.

>r= {ai >r aj : ((ai, aj) ∈ Tr)∩(sai
> saj

)} represents the pairwise structure of
topic r and p(ω) is the prior probability. We take citation increment as the true
impact increment score, i.e., sai

= Δcai
. Let set T>r represent all instances in

>r and set T≤r consists of the remaining cases not included in T>r. In general,
we assume that each case in >r is independent and the likelihood function can
be written as a product of single density for all cases in >r:

p(>r |ω) =
∏

(ai,aj)∈Tr

p(ai >r aj |ω)δ((ai,aj)∈T>r) · (1 − p(ai >r aj |ω))δ((ai,aj)∈T≤r
)

With antisymmetric nature of >a, the log form of the objective becomes:

ln p(ω| >r) = ln
∏

(ai,aj)∈T>r

p(ai >r aj |ω)·p(ω) =
∑

(ai,aj)∈T>r

ln p(ai >r aj |ω)+ln p(ω)

Let p(ai >r aj |ω) = σ(d(ai,aj)∈T>r
(ω)), where σ is the logistic function:

σ(x) = 1
1+e−x , and d(ai,aj)∈T>r

(ω) measures the difference of impact increments
between ai and aj . The predicted impact increment score ŝai

of ai based on
academic features f (described in Feature Selection subsection) extracted
from the corpus is formulated as ŝai

=
∑K

k=1 ωk · fik, where fik represents
the k-th factor of ai and K is the number of all factors. Intuitively, we define
d(ai,aj)∈T>r

(ω) = ŝai
− ŝaj

and parameter prior distribution as ω ∼ N (0, λωI).
Therefore the objective of PCIR becomes:

PCIRobj ≡
∑

(ai,aj)∈T>r

ln σ(ŝai − ŝaj ) − λω · ‖ω‖2,

where λω is the model specific regularization parameter. The above objective
function is differentiable thus we use stochastic gradient descent for learning.

3.2 Feature Selection

In PCIR, we formalize the predicted impact increment score ŝa of author a as the
combined influence of various factors. It includes author, social, venue, content
and temporal features of each author, as listed in Table 1. We give the description
and discussion of each selected feature in the follows.

– Author features. The author’s impact increment in the future is naturally
correlated with their current attributes [6,11]. We extract three author features
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Table 1. Feature definition. All of the feature values are obtained before the year t
(here we set t = 2008). Each PR score is rescaled by multiplying 106.

Group Feature Definition and description

Author A-#-L (F1) The number (#) of the author’s previous
publications

A-c (F2) The author’s current citation #

A-c-ave (F3) The author’s current average (ave.) citation
# of previous papers

Social S-#-coa (F4) The author’s previous co-authors #

S-c-ave-coa (F5) The ave. value of the author’s co-authors’
citation #

S-PRACN (F6) The author’s PR score on ACN

S-PRACCN (F7) The author’s PR score on ACCN

S-PRACN -ave-coa (F8) The ave. value of co-authors’ PR scores on
ACN

S-PRACCN -ave-coa (F9) The ave. value of co-authors’ PR scores on
ACCN

V enue V -ave-c (F10) The ave. value of venues’ citations of the
author’s previous papers

V -ave-c-two (F11) The ave. value of venues’ citations of the
author’s papers of last two years

V -PRV CCN (F12) The ave. PR score of venues of the author’s
previous papers on VCCN

Content C-diversityLDA (F13) The author’s diversity value

C-authorityLDA (F14) The author’s authority score

Temporal T -one-Δc (F15) The citation increment of the author in one
year

T -two-Δc (F16) The ave. citation increment of the author in
two years

T -one-Δl (F17) The paper increment of the author in one
year

T -two-Δl (F18) The ave. paper increment of the author in
two years

related with paper number and citation count, namely (1) the number of the
author’s previous papers, (2) the author’s current citation number and (3) the
author’s current average citation value of previous papers.

– Social features. Social interactions among different researchers may influence
an author’s citation increment [1,4]. To explore such effect, we extract the
weighted collaboration network (ACN) among all authors. In ACN, each edge
represents a collaboration relationship between two authors and the weight
of an edge is defined as the corresponding collaboration frequency. Besides,
we assume a widely cited author is an authority researcher who has large
impact, and construct authors’ citing-cited network (ACCN). Unlike ACN,
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the ACCN is a weighted directed network and each link denotes a citing-cited
relationship between two authors. The PageRank (PR) [5] is used to quantify
the authority value. We introduce 6 social attributes of each author including:
(1) the number of co-authors, (2) the average value of co-authors’ citation
counts, (3) the author’s PR score on ACN, (4) the author’s PR score on ACCN,
(5) the average value of co-authors’ PR scores on ACN and (6) the average
value of co-authors’ PR scores on ACCN.

– Venue features. Different venues have different impacts due to various rep-
utations and audiences. To quantify the venue’s influence, we compute the
average citation value of all papers in a venue and name it as a venue’s cita-
tion. Besides, we construct the weighted directed venues’ citing-cited networks
(VCCN) of all venues to measure the authority of each venue. Similar to ACCN,
the PR score is used to quantify the venue’s authority value. Three venue fea-
tures of each author are extracted: (1) the average value of venue’s citations
of the author’s previous publications, (2) the average value of venue’s citations
of the author’s previous publications in the last two years and (3) the average
PR score of the venues of the author’s previous publications on VCCN.

– Content features. As a popular method for content analysis, topic model-
ing is useful for predicting paper’s impact [2,11]. In Researchers Division
subsection, we generate the topic distribution of each paper l ∈ LA∗ by LDA.
In general, papers with various topics attract attentions from various research
fields. We define topic diversity of author a as the average Shannon entropy
[2] over their papers’ topic distribution: diversity(a) =

∑
l∈La

∑
r −p(r|l)·logp(r|l)

|La| ,
where p(r|l) is the probability distribution over topic r for each paper l. Besides
the author’s diversity, we further define the author’s authority over topics as:
authority(a) =

∑
r

∑
l∈La

p(r|l)·cl
R .

– Temporal features. Temporal features of publications have been applied to
model paper’s scientific impact [2,12]. Similarly, the previous increment of the
author’s paper number or citation can be good indication for the author’s
future citation increment. Thus we extract 4 temporal features of each author
including: (1) the author’s citation addition in previous one year, (2) the
author’s citation addition in previous two years, (3) the author’s paper number
increment in previous one year and (4) the author’s paper number increment
in previous two years.

4 Experiment

4.1 Comparison Methods

For comparison, we use three categories of baseline methods. Category I :
A series of regression learning methods3 which predict the rising stars accord-
ing to the predicted impact increment score. It contains Logistic Regression,
Naive Bayesian (NB), Random Forest, Support Vector Machine. We only report
the results of NB because it performs best. Category II : Various ranking algo-
rithms which predict the rising stars according to the predicted rankings of
3 http://scikit-learn.org/.

http://scikit-learn.org/
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impact increment scores. It includes RankNet, RankBoost (RankB), AdaRank
and Coordinate Ascent. RankB achieves the best performance and we only report
it. Category III : Naive method Base-1 which predicts the rising stars according
to the author’s current citation number and naive method Base-2 which ranks
the authors by using their average citation increments in the previous two years.

4.2 Evaluation Metric

As a general machine learning task, we divide A∗
r for each topic r into two

parts, one for training set A∗
r,train

and the other for test set A∗
r,test

. The model
is trained on A∗

r,train
and we evaluate its performance on A∗

rtest. We take the
recall value of the top k% fastest-rising authors in A∗

r,test
as the evaluation

metric: Recall@k% =
|Â∗

r,ktest

⋂
A∗

r,ktest
|

|A∗
r,ktest

| .

4.3 Performances Comparison

We construct A∗
r,train

with 50% instances of A∗
r and use it for model train-

ing. The performance is evaluated on the remaining 50% instances in A∗
r,test

. In
this work, the parameters of the ARSes prediction problem are set as: R = 10,
t = 2008, t1st = 2006 and Δt = 4. And the parameters in PCIR algorithm are
fixed as: α = 0.01 and λω = 0.01. We adjust feature value f of each author
via log-transform: f = ln(f + 1). Figure 3 reports the performances of different
methods for different topics when k = (10, 20). Overall, NB, RankB and PCIR
perform much better than Base-1 and Base-2. It indicates that the selected fea-
tures are effective in predicting ARSes. PCIR reaches the best performance,
i.e., (0.51, 0.58) average accuracy for all topics, with over 8% average improve-
ment than the other baselines. PCIR performs best for most topics because:
(a) It transforms the regression task to a pairwise classification problem and can
achieve good prediction accuracy for nonlinear (power-law like) author’s citation
increment distribution. (b) The posterior probability of Bayesian ranking model
well captures the uncertainty of the future ranking orders of authors’ citation
increment with the knowledge of current ranking. We therefore choose PCIR as
the primary predicator for further analysis.

4.4 Feature Contribution Analysis

We examine the contributions of features by two ways: (1) +Feature. Keep
only one group of features for model training. (2) −Feature. Remove the
selected group of features and use the remaining features for model training.
The Recall@k% (k = 10) of PCIR with different feature settings are reported in
Table 2. According to the result, the temporal features group is the best indica-
tor for the rising stars prediction. The PCIR keeps over 90% accuracy with only
temporal features present and drops over 6% if temporal features are removed.
The temporal features capture the rising-trend of each researcher in the previous
few years, which is strong correlated with future rising trend. Author and social
features also have strong influence on prediction result. Meanwhile, the venue
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Fig. 3. Performance comparison of different methods (k = 10, 20). NB, RankB and
PCIR perform much better than Base-1 and Base-2. Indeed, PCIR reaches the best
performance for most topics.

Table 2. Contribution analysis of features in different groups on different topics. Tem-
poral features are most influential. Author and social features also have strong effect.
Venue features are shown to be least significant.

+/− + − All

Feature Author Social V enue Content Temp. Author Social V enue Content Temp.

Topic 1 0.417 0.394 0.246 0.314 0.463 0.469 0.440 0.480 0.463 0.429 0.497

Topic 2 0.420 0.500 0.346 0.370 0.420 0.469 0.444 0.469 0.469 0.490 0.506

Topic 3 0.433 0.429 0.290 0.349 0.441 0.454 0.466 0.450 0.454 0.454 0.466

Topic 4 0.421 0.421 0.252 0.336 0.487 0.529 0.486 0.486 0.481 0.479 0.542

Topic 5 0.464 0.448 0.328 0.344 0.486 0.497 0.492 0.486 0.486 0.481 0.505

Topic 6 0.449 0.463 0.323 0.354 0.449 0.468 0.471 0.483 0.490 0.498 0.504

Topic 7 0.470 0.462 0.311 0.318 0.487 0.515 0.500 0.523 0.530 0.515 0.542

Topic 8 0.482 0.438 0.313 0.348 0.482 0.509 0.491 0.509 0.509 0.482 0.522

Topic 9 0.395 0.447 0.217 0.289 0.434 0.461 0.434 0.454 0.461 0.461 0.489

Topic 10 0.342 0.383 0.336 0.308 0.425 0.445 0.425 0.445 0.438 0.397 0.449

Average 0.429 0.442 0.296 0.333 0.457 0.482 0.465 0.480 0.479 0.469 0.503

features are confirmed to be the least significant. Removing them results in small
loss and using only those features will lead to poor performance. It indicates that
the papers’ impacts of rising stars are highly depend on the author’s attributes
and papers’ content quality.

5 Conclusion

In this work, we formalize a new problem for predicting the top k% fastest
rising young researchers w.r.t. citation values. To solve this problem, we explore
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a series of factors that can drive a young researcher to be ARS and design a
pairwise citation increment ranking method to effectively predict the ARSes.
The experimental result on a real dataset shows that our method outperforms
the other counterparts. We further find that the temporal features are the best
indicators for rising stars prediction. In addition, the author and social features
also have strong effects on the prediction while the venue features are little
relevant. Overall, our work identifies ARSes in advance and may offer useful
guidance for research community like young faculty hiring of university.
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Abstract. Since data increases with time and space, many incremental rough
based reduction techniques have been proposed. In these techniques, some focus
on knowledge representation on the increasing data, some focus on inducing
rules from the increasing data. Whereas there is less work on incremental feature
selection (i.e., attribute reduction) from the increasing data, especially the
increasing real valued data. And fuzzy rough sets is then applied in this incre-
mental method because fuzzy rough set can effectively reduce attributes from
the real valued data. By analyzing the basic concepts, such as lower approxi-
mation and positive region, of fuzzy rough sets on incremental datasets, the
incremental mechanisms of these concepts are then proposed. An incremental
algorithm is then designed. Finally, some numerical experiments demonstrate
that the incremental algorithm is effective and efficient compared to
non-incremental attribute reduction algorithms, especially on the datasets with
large number of attributes.

Keywords: Feature selection � Incremental learning � Fuzzy rough set �
Dependency function

1 Introduction

Recently, rough theory has already attracted much attention. And then many techniques
based on rough set theory and its generalizations have been developed [1–4]. Most of
these approaches, however, are proposed based on the assumption that the data are
static. Once the data are updated or dynamically increase with time or space, these
techniques have to be re-computed on the updated database, which are very costly or
even intractable [5]. Incremental learning is a promising approach to refreshing data
mining results, because it utilizes previously saved results or data structures to avoid
the expense of re-computation [6–8]. To deal with a dynamically increasing dataset,
there already exist a lot of rough based researches in an incremental manner and they
have successfully been used to data analysis in the real time applications and the
applications with limited memory and computability [4–13].
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Considering their applications, the rough based incremental approaches are split
into the incremental approaches for knowledge representation, feature selection and
rule induction. In rough philosophy, feature selection is also called attribute reduction.
In the case of attribute reduction, some researchers constructed an incremental attribute
reduction algorithm when new objects are added into a decision information system
one by one [13]. Furthermore, some researchers proposed some incremental ways when
objects are updated in groups [12], some other researchers conducted attribute reduc-
tion methods when an attribute set are updated [14].

By the above analysis, it is easy to see that incremental attribute reduction
approaches received relatively less attention. The key reason is that it is hard to design
an incremental mechanism for attribute reduction algorithms because the relation of
granularity in the updated knowledge space is hard to measure before and after attribute
reduction, especially for the fuzzy granularity.

This motivates the investigation of incremental attribute reduction in dynamic real
valued data. Considering fuzzy rough set technique is a useful tool to handle real
values, this paper develops a fuzzy rough based incremental attribute reduction algo-
rithm in real valued dynamic datasets. Here we focus on the dynamic datasets with
increasing objects, in the near future we would work on dynamic system with
increasing attributes. Our main contributions in this paper include:

(1) Incremental mechanisms for fuzzy positive region and dependency function are
proposed by analyzing their differences before and after some new objects are
added.

(2) What is more, the incremental mechanism for reduction is proposed based on
strict theoretical reasoning.

(3) Then, we propose an incremental attribute reduction algorithm, which is effective
and efficient, especially on the datasets with a large number of attributes.

The remainder of this paper is organized as follows. In Sect. 2, we briefly review
FRS. Section 3 proposes some incremental mechanisms. Section 4 designs an incre-
mental attribute reduction algorithm. And then in Sect. 5, we give some numerical
experiments. Section 6 concludes this paper.

2 Preliminaries

2.1 Some Notations of Fuzzy Rough Set

The data set can be described as one decision table, denoted by a triple
DT ¼ \U;A;D[ . Assumed that BðB�AÞ is one subset attributes.

Definition 1. Based on the subset B, the similarity of xi and xj is defined as rBðxi; xjÞ,
the distance of xi and xj is defined as dBðxi; xjÞ.
(1) dB xi; xj

� � ¼ max xBi � xBj

�� ��� �
; 0\i; j\jBj;

(2) rBðxi; xj ¼ 1� dBðxi; xjÞ.
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Proposition 1. In Definition 3, the positive region can be simplified as follows:

POSUB xð Þ ¼ min
u2U;u 62Dxf g

dB x; uð Þf g; x 2 Dx

Proposition 1 shows the relation between fuzzy positive region and lower approxi-
mation. Then, the dependency degree of subset B is defined as follows.

Definition 2. The dependency degree of B�A corresponding to the decision attributes
D is as follows.

cUB ¼
P

x2U POSUB ðxÞ
jUj

Theorem 1. If B1 �B2 �A, then cUB1
� cUB2

� cUA .

Definition 3. Given a fuzzy decision table DT ¼ \U;A;D[ and attribute subset
B � A, when B satisfies the following two conditions, we say that B is a reduction,

(1) 8a 2 B; cUB�a\cUB ;
(2) cUB ¼ cUA ;

Then the non-incremental attribute reduction algorithm, shortened by NonIAR, is
described in Algorithm 1 [1, 2].
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3 Fuzzy Rough Based Incremental Mechanisms

3.1 Incremental Mechanism for Positive Region

Theorem 2. Given a fuzzy decision table DT ¼ \U;A;D[ and an attribute subset
B�A, If some new objects DU ¼ fxnþ 1; xnþ 2; . . .; xnþ sg are added, then

If x 2 U; then POSU [DU
B ¼ POSUB xð Þ � DPOSUB xð Þ;DPOSUB xð Þ ¼ POSUB xð Þ � min

u2DU;U 62Dx

dB x; uð Þ;POSUB xð Þ[ min
u2DU;U 62Dx

fdBðx; uÞg ; DPOSUB xð Þ ¼ 0; otherwise: If x 2 DU; then

POSUB xð Þ ¼ min
u2U [DU;u62Dx

fdBðx; uÞg .

Proof.
By Proposition 1, in the case of x 2 DU; it is apparent. In the case of x 2 U,
POSU [DU

B xð Þ ¼ min
u2U [DU;u 62Dx

dB x; uð Þf g ¼ minf min
u2U [DU;u 62Dx

dB x; uð Þf g; min
u2DU;u62Dx

fdBðx; uÞgg ¼ min
u2U;u 62Dx

fdBðx; uÞg � DPOSUB ðxÞ ¼ POSUB xð Þ � DPOSUB ðxÞ ■

3.2 Incremental Mechanism for Fuzzy Dependency

Theorem 3. Given a fuzzy decision table DT ¼ \U;A;D[ and an attribute subset
B�A, If some new objects DU are added in, then

cU [DU
B ¼ Uj jcUB �P

x2U DPOSUB xð Þþ P
x2DU DPOSU [DU

B xð Þ
Uj j þ DUj j

Proof.

X

x2U [DU

POSUB xð Þ ¼
X

x2U
POSU [DU

B xð Þþ
X

x2DU
POSU [DU

B ðxÞ

¼
X

x2U
POSUB xð Þ � DPOSUB xð Þ� �þ

X

x2DU
POSU [DU

B xð Þ ¼
X

x2U
POSUB ðxÞ �

X

x2U
DPOSUB xð Þþ

X

x2U
POSU [DU

B ðxÞ

cU [DU
B ¼

P
x2U [DU POSU [DU

B xð Þ
Uj j þ DUj j ¼

P
x2U POSUB xð Þ �P

x2U DPOSUB xð Þþ P
x2DU DPOSU [DU

B xð Þ
Uj j þ DUj j

¼ Uj jcUB �P
x2U DPOSUB xð Þþ P

x2DU POSU [DU
B xð Þ

Uj j þ DUj j

:

■

3.3 Incremental Mechanism for Reduction

Theorem 4. Given a fuzzy decision table DT ¼ \U;A;D[ , and an attribute subset
B�A, when one attribute a is added into B, let DS ¼ fx 2 U ^ POSUB xð Þ\POSUC ðxÞg,
then
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cUBþ a ¼
Uj jcUB �P

x2DS POS
U
B xð Þþ P

x2DS POS
U
Bþ a xð Þ

Uj j

Proof.
If B�A ¼ A1;A2; . . .;Anf g; x 2 U ) 8x 2 U;POSUB xð Þ�POSUA ðxÞ. If x 62 DS; then
POSUB xð Þ ¼ POSUA xð Þ, which means POSUB xð Þ would not grow any more.

As a result, when adding one attribute, we just need to consider

cUBþ a ¼
Uj jcUB �P

x2DS POS
U
B xð Þþ P

x2DS POS
U
Bþ a xð Þ

Uj j ; x 2 DS:

■

4 Incremental Algorithm for Reduction

Both NonIAR and FIAR are heuristic. The complexity of FIAR is O(M �|lef||ΔS||U
+ΔU|), whereas NonIAR is O(K �N UþDUj j2). When N is far larger than |U|, FIAR is
significantly faster than NonIAR.

5 Numerical Experiments

In this section, we conduct some numerical experiments on a series of UCI datasets
[15]. The dataset detailed are summarized in Table 1. All the experiments have been
carried out on Ubuntu release 16.0, i7-4790 CPU @ 3.60 GHz with 8 GB and C++.
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5.1 Execution Time

New Data are Added in One Time
In this part, every dataset is equally split into two parts. We use FIAR-2 represents
FIAR run on such new data added in one time.

Table 2 demonstrates that the ratios of FIAR/NonIAR are always smaller than 1. This
shows that the incremental algorithm accelerates the reduction.

Table 2 also shows that FIAR works dramatically better than NonIAR on the
datasets with high dimension. For example, FIAR is dramatically faster than NonIAR
on Gene9, Gene12 and Gene14. This is because the time complexity of FIAR is
OðM � jlef jjDSjjUþDUjÞ, whereas NonIAR is OðK � N UþDUj j2Þ. When N is much
larger, it needs more loops for NonIAR’s cU [DU

B approaching to cU [DU
C , which means

M\\K . Thus, FIAR works significantly faster than NonIAR on the datasets with
high dimension.

New Data are Added Successively
In this part, data is split into six parts. One part is seen as the old data, the other parts
are seen as the successive added-in data. We use FIAR-6 represents it.

In Fig. 1, the trends of NonIAR go upward dramatically with the successively
increasing data. Comparatively, the trends of FIAR go upward just obviously with the
successively increasing data. This demonstrates that FIAR works significantly faster

Table 1. The description of the selected datasets

Datasets Attribute no. Object no. Classes

Waveform 22 5000 3
Letter 17 20000 26
Shuttle 10 58000 2
Credit 25 30000 2
Gene12 9182 174 5
Gene14 3312 203 5

Table 2. The execution time when new data are added in one time

Datasets NonIAR (CPU seconds) FIAR (CPU seconds) Ratio (FIAR/NonIAR)

Waveform 209.67 135 0.64
Letter 2521 1479 0.58
Shuttle 3380 1141 0.33
Credit 3633 1979 0.54
Gene12 4240 497 0.117
Gene14 876 55 0.062

Fuzzy Rough Incremental Attribute Reduction Applying Dependency Measures 489



than NonIAR with the data successively increasing. This is because NonIAR need
calculate all the data, whereas FIAR just need consider the new-added data. The faster
the data dynamically update, the better FIAR works than NonIAR.

5.2 Reduction Ratio

In this part, we compare the effectiveness of reduction between NonIAR, FIAR-2 and
FIAR-6. The comparison results are summarized in Table 3.
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Fig. 1. The execution time on successive increasing data

Table 3. Reduction ratio

Data sets with low dimension Dataset with high dimension

Datasets NonIAR FIAR-2 FIAR-6 Baseline Datasets NonIAR FIAR-2 FIAR-6 Baseline

Waveform 14 14 13 21
Letter 10 9 9 17 Gene12 38 38 39 9182

Shuttle 4 5 5 10 Gene14 20 20 21 3312
Credit 8 11 10 25

Ratio 0.49 0.53 0.50 – Ratio 0.004 0.005 0.0049 –
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In Table 3, the reduction ratios of these three algorithms are similar. They are 0.49,
0.53, 0.50 on the dataset with high dimension, and 0.004, 0.005, 0.0049 on the datasets
with high dimension. This shows that the proposed incremental algorithm FIAR has the
similar reduction results with the non-incremental algorithm NonIAR. Or say, the
proposed incremental algorithm FIAR is an effective attribute reduction algorithm on
dynamic increasing data.

5.3 Classification Performance

In this part, we apply KNN to check the classification quality of the reductions obtained
by different algorithms. The comparison results are summarized in Table 4.

In Table 4, it is easy to see that these algorithms have the similar classification
accuracy. Comparing to the Baseline, i.e., the whole datasets without reduction, the
accuracy lost is limited.

Table 4 also shows that the reductions of FIAR-2 and FIAR-6 have the similar
classification performance. This shows that it does not affect the classification per-
formance of reduction no matter the new data are added in one time or successively.

6 Conclusion

In this paper, we provides new views on dealing with attribute reduction on real valued
datasets with the following characters:

(1) Incremental mechanisms of some notations of fuzzy rough sets are proposed.
(2) The incremental algorithm is designed based on fuzzy rough sets on the real

valued datasets.
(3) The numerical experiments demonstrate that the proposed incremental algorithm

is effective and efficient, especially on the datasets with a large number of
attributes.

Table 4. The classification performance of the reductions

Datasets NonIAR FIAR-2 FIAR-6 Original

Waveform 66.56 66.56 66.49 67.71
Letter 77.44 77.34 77.34 77.89
Shuttle 29.16 30.02 29.56 30.82
Credit 27.68 27.13 27.71 32.94
Gene12 80.34 80.26 80.71 81.85
Gene14 70.11 70.01 70.55 72.91
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Abstract. Top-k query is one of important queries in wireless sensor
networks (WSNs). It provides the k highest or lowest data collected in
the entire network. Due to abundant resources and high efficiency, many
future large-scale WSNs are expected to follow a two-tiered architecture
with resource-rich master nodes. However, the sensor network is unat-
tended and insecure. Since master nodes store data collected by sen-
sor nodes and respond to queries issued by users, they are attractive to
adversaries. It is challenging to process top-k query while protecting sen-
sitive data from adversaries. To address this problem, we propose SET,
a framework for secure and efficient top-k query in two-tiered WSNs. A
renormalized arithmetic coding is designed to enable each master node
to obtain exact top-k result without knowing actual data. Besides, a ver-
ification scheme is presented to allow the sink to detect compromised
master nodes. Finally, theoretical analysis and experimental results con-
firm the efficiency, accuracy and security of our proposal.

Keywords: Top-k query · Wireless sensor networks · Privacy preserva-
tion · Integrity verification

1 Introduction

As the indispensable building block for Internet of Things, wireless sensor net-
works (WSNs) have been widely used in many applications, including smart
home, e-health and environment monitoring. In these applications, top-k query
is an important query which interests users. It is to seek for the k highest or
lowest data in the sensor network, which is meaningful for monitoring extreme
conditions. However, due to the openness and non-supervision of WSNs, severe
privacy problems have been exposed in practical applications. For instance, in
smart homes, sensors and actuators are distributed in houses to collect informa-
tion and make our lives more comfortable. The power provider wants to know
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which are the k highest electricity consumption of a community in the peak
hours. During the process of data transmission and aggregation, household infor-
mation may be overheard by an adversary such that privacy of every resident
leaks. Therefore, privacy-preserving top-k query processing is greatly urgent.

On account of resource savings, rapid response and high scalability [16], the
two-tiered architecture [10] will be adopted in future large-scale WSNs. As shown
in Fig. 1, a two-tiered WSN consists of a great many sensor nodes in the lower
tier and a few master nodes, also called storage nodes, in the upper tier. Sen-
sor nodes gather data while master nodes store data and return results to the
sink. In spite of its advantages, this tiered network also brings difficulties in per-
forming privacy-preserving top-k query. On the one hand, since master nodes
store all data collected by sensor nodes, adversaries are apt to compromise them
instead of sensor nodes. Once compromising a master node, the adversary can
obtain all sensitive data, which violates data privacy. Moreover, the adver-
sary can manipulate the compromised master node to submit fake or incomplete
result, which breaches result integrity. On the other hand, master nodes are
required to process queries efficiently and correctly, which is hindered if data
are encrypted. As a result, it is challenging to preserve data privacy and result
integrity as well as achieving efficient performance and correct result.

Fig. 1. Architecture of two-tiered wireless sensor networks

To address the above problem, this paper investigates secure top-k query in
tiered WSNs with the following contributions:

– We first design a renormalized arithmetic coding scheme (RAC) suitable for
WSNs. The RAC scheme encodes sensitive data of sensor nodes to tuples of
codes which hold order-preserving property.

– We then propose SET, a framework for Secure and Efficient Top-k query
in two-tiered WSNs. SET relies on the RAC scheme to preserve data privacy
and enable master nodes to perform top-k queries efficiently and correctly
without knowing actual data.

– We further present an integrity verification scheme to examine result integrity.
Global correlation between data helps the sink to detect the incorrect top-k
result.

– Theoretical analysis and experimental results indicate that our proposal can
reduce more communication cost and save more energy while accomplishing
accurate result, data privacy and result integrity.
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The rest of paper is organized as follows. Section 2 summarizes related work.
Section 3 describes models and requirements. Our SET framework is elaborated
in Sect. 4. We analyze and evaluate the proposed SET in Sects. 5 and 6, respec-
tively. Finally, this paper is concluded in Sect. 7.

2 Related Work

Privacy-preserving query in WSNs has drawn more concerns. Existing work on
privacy-preserving query mainly focuses on aggregation query, range query and
top-k query. Our work focuses on top-k query. Privacy-preserving top-k query
in two-tiered WSNs has been explored in [3,5–8,12–15,17].

Zhang et al. [14] for the first time present a verifiable fine-grained top-k query
algorithm in tiered WSNs. Three schemes are proposed to verify the authen-
ticity and completeness of result. These schemes rely on the basic idea that
sensor nodes embed relationships among the data. The above work is further
extended in [15] by proposing the random probing scheme, the query conversion
scheme, and the random witness scheme. VSFTQ [8] sorts all data and constructs
order relationships between data collected by each node. The final top-k result
is verified using order relationships. Since work [8,14,15] only pays attention to
authenticity and completeness of top-k result, serious privacy issues still exist.

SafeTQ [3] is a verifiable privacy-preserving top-k query algorithm in tiered
WSNs. The whole network is separated into different cells. In each cell, the
head node collaborates with the aided computing node to determine the k-th
maximum (minimum) by using secure computation [11]. Probabilistic neighbor
checking is to examine result integrity. Since its privacy preservation is ensured,
the selection criterion of head nodes and aided computing nodes is not given.

Order-preserving encryption scheme is adopted in [7,12]. PriSecTopk [7] is a
series of privacy-preserving top-k query mechanisms on the time slot data set in
two-tier WSNs. The basic PriSecTopk use order-preserving symmetric encryp-
tion to hide original data and calculate results. To protect order-relation and
distance-relation privacy, the basic PriSecTopk is improved by secret pertur-
bation. One obvious drawback is that the result is imprecise. The sink verifies
result integrity through sample-based hypothesis testing method combined with
computing commitment information, and cannot detect the incomplete result
completely. Work proposed in [12] transforms the input distribution to target
distribution such that the final result may be also imprecise.

SVTQ [17] answers top-k queries in WSNs without leaking sensitive informa-
tion. It computes two sets: the prefix family and the prefix range for each datum,
and then performs prime aggregation to the numericalized prefixes. Comparison
between two data is converted to checking whether their greatest common divisor
equals to 1. Since there is no known efficient formula for primes, prime aggrega-
tion scheme requires sensor nodes to prestore enough prime numbers and their
sequences. For instance, if the data domain is [0, 127], each sensor node should
prestore 512 prime numbers. Due to the limited storage space of sensor nodes,
SVTQ is only suited to extremely limited domain.
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ADVQ [13] can safely compute top-k result by data anonymization, but lots
of extra information of neighboring nodes increases communication overhead of
both sensor nodes and master nodes, and introduces false positives. In addition,
the randomized and distributed ordering preserving encryption also delays result
response. ETQFD [5] supports secure top-k queries based on filters. Nevertheless,
maintenance of filters in sensor nodes is costly and result integrity cannot be
verified. Jonsson et al. [6] present a prototype system for secure distributed top-
k aggregation, which is unsuitable for the tiered WSNs.

3 Models and Requirements

3.1 Network Model

The architecture of a two-tiered WSN is displayed in Fig. 1. It is composed of
three types of nodes: sensor nodes, master nodes and a sink. Sensor nodes are
restricted in various resources, e.g., energy, storage and bandwidth. In contrast,
master nodes have more but not inexhaustible resources. Only the sink has
unlimited resources and powerful capabilities. Sensor nodes can communicate
with their neighbors and their master nodes. Master nodes can also communicate
with each other and the sink. In fact, the entire network is separated into several
non-overlapping cells and each cell comprises one master node and some sensor
nodes.

Sensor nodes collect data from surroundings with a specified frequency, and
then periodically send data to their master nodes. The message that a sensor
node si sends to its master node M is

si → M : i, t, {d1, d2, ..., dλ},

where i denotes the unique identifier of si, t denotes an epoch, λ is the number
of sensed data and dj (1 ≤ j ≤ λ) is the data collected by si at epoch t. Suppose
all sensors are synchronized so that they keep consistent in epoches.

The sink directly issues the top-k query Q=〈k, T, C〉 to master nodes, where
C is the set of interested cells, and k means that the user inquires the k highest
data generated in area C at the time slot T . After receiving this query, master
nodes in area C immediately search for proper data and submit the result to
the sink. The result should contain the k highest data and the identifiers of
corresponding sensor nodes. Unless otherwise stated, “top” in top-k query is
defined as “highest” in this paper.

3.2 Adversary Model

As assumed in [3,5–8,12–15,17], the sink is reliable. During query processing,
adversaries attempt to eavesdrop on sensitive data through the wireless link.
It is unsafe to transmit data in the form of plaintext. Moreover, adversaries are
more inclined to compromise master nodes than compromise sensor nodes. There
are two reasons. First, master nodes store large quantity of sensitive data. Once
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compromising a master node, it enables the adversary to obtain all data stored
in this master node. Second, the adversary may manipulate the compromised
master node to submit wrong result to the sink. It is obvious that the compro-
mised master node leads to more harmful threats than the compromised sensor
node. Therefore, as in state of the art work [3,6–8,12–15,17], our paper focuses
on the problem of compromised master nodes.

3.3 Design Requirements

A good secure top-k query algorithm in tiered WSNs should fulfill the following
requirements:

– Data privacy. Since all sensory data are private and sensitive, they should not
be obtained by master nodes. Furthermore, data should only be known by its
owner and the sink.

– Result integrity. Three conditions should be satisfied: (1) The number of
data in the result should be equal to k; (2) All data in the result should
be authentic, i.e., forged data are not permitted; (3) Any datum outside
the result should not be greater than all data in the result. In other words,
the result should include only data satisfying the query and exclude data
dissatisfying the query. At least, the algorithm should guarantee that the
sink is able to detect unauthentic or incomplete result.

– Efficiency. Communication cost is one important metric for energy consump-
tion. It is generated during data submission from sensor nodes to master nodes
and result submission from master nodes to the sink. The less communication
cost, the higher efficiency.

4 Framework for Secure and Efficient Top-k Query

In this section, we propose a Secure and Efficient Top-k query framework (SET)
for two-tiered WSNs. To prevent adversaries from knowing sensitive data, the
näıve but effective method is to encrypt data using secret keys. However, it is
impossible for master nodes to process the top-k query just based on encrypted
data. To solve this problem, we design a renormalized arithmetic coding scheme
(RAC) to encode data and preserve privacy while processing queries. In the
following, we first present the RAC scheme, and then elaborate four phases of
SET framework, including system initialization, data submission, result response
and integrity verification. For clear description, Table 1 summarizes the notation
used in this paper.

4.1 Arithmetic Coding

Arithmetic coding is one of entropy encoding for lossless data compression. It is
first introduced in [9]. The key idea of Arithmetic coding is to represent the entire
message by a number between 0 and 1. Figure 2 shows an example of arithmetic
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Table 1. Notation

Symbol Meaning

k The parameter for a top-k query

t An epoch

T A time slot

M A master node

si A sensor node with the unique identifier i

ki,t A secret key of si at epoch t

d The sensory data

E() A function for encryption

B() A function for binary conversion

R() A function for RAC scheme

R
0() The number of 0 bits before the first 1 bit in the RAC code

R
1() The 0–1 code beginning with the first 1 bit in the RAC code

P (m) The probability of the source symbol m

C(m) The cumulative distribution of the source symbol m

Fig. 2. An example of arithmetic coding

coding. To simplify description, assume any message is one combination of three
source symbols: A, B, C. Given a symbol m, P (m) denotes its probability and
C(m) denotes its cumulative distribution with C(m)=

∑m−1
i=1 P (i). The process

of encoding a message “BBA” is detailed in Fig. 2(b). Initial interval is set to
[0, 1]. For the first symbol “B”, the interval is updated to [0.5, 0.8] highlighted
by red line. Then divide the new interval [0.5, 0.8] into sub-intervals according
to the probability and cumulative distribution. For the second symbol “B”, the
interval is further updated to [0.65, 0.74] and divided. For the last symbol “A”,
the interval is finally updated to [0.65, 0.695]. Therefore, the message “BBA”
can be represented by any number lying within the interval [0.65, 0.695], e.g.
0.68.

However, the final interval may collapse into a single point when the message
is too long, which reduces the precision. Although renormalization is used to
overcome this problem in [4], these algorithms are too complex to be applied
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Scheme 1 Renormalized Arithmetic Coding

Input:
M : message
n : length of message
I: size of initial interval
P (m) : probability of symbol m
C(m): cumulative distribution of sym-
bol m

Output:
code : code of message

1: l ← 0
2: u ← I − 1
3: code ← null
4: count ← 0
5: for read a symbol m of M from 1 to

n do
6: r ← u − l + 1
7: l ← l + r ∗ C(m)
8: u ← l + r ∗ P (m) − 1
9: r ← u − l + 1

10: while r < I/4 do
11: if l >= I/2 then
12: code ← code + ”1”
13: u ← 2 ∗ u − I + 1
14: l ← 2 ∗ l − I
15: for from 0 to count do
16: code ← code + ”0”
17: end for
18: count ← 0
19: else
20: if u < I/2 then

21: code ← code + ”0”
22: u ← 2 ∗ u + 1
23: l ← 2 ∗ l
24: for from 0 to count do
25: code ← code + ”1”
26: end for
27: count ← 0
28: else
29: u ← 2 ∗ u − I/2 + 1
30: l ← 2 ∗ l − I/2
31: count ← count + 1
32: end if
33: end if
34: r ← u − l + 1
35: end while
36: end for
37: if l >= I/2 then
38: code ← code + ”1”
39: for from 0 to count do
40: code ← code + ”0”
41: end for
42: code ← code + ”0”
43: else
44: code ← code + ”0”
45: for from 0 to count do
46: code ← code + ”1”
47: end for
48: code ← code + ”1”
49: end if
50: return code;

to WSNs. Here we design a simple but efficient renormalized arithmetic coding
(RAC) specialized for WSNs, as detailed in Scheme 1. Assume the initial interval
is set to [0, I−1](I > 1), the main idea of RAC scheme is to keep the interval size
not smaller than I/4 by enlarging the interval once it becomes too small. Given
a message, read each symbol m successively and update both the interval [l, u]
and interval size s (line 6–9). If the size of current interval is smaller than I/4,
renormalization is required (line 10–35). There are three cases to be considered:
(1) If the interval completely locates within the top half of [0, I−1], which means
the next interval gets closer to I − 1 than 0, expand the interval and output a
1 followed by count 0s (line 11–18), where count is determined by the third
case; (2) If the interval completely locates within the bottom half of [0, I − 1],
which means the next interval gets closer to 0 than I − 1, expand the interval
and output a 0 followed by count 1s (line 19–27); (3) If the lower bound of
the interval falls in the bottom half and the upper bound falls in the top half,
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the trend of next interval cannot be determined. Keep track the expansion by
increasing count and expand the interval (line 28–31). After the final interval
is calculated, choose a number of the interval (line 37–49). For example, the
message “BBA” is encoded to 10101. RAC scheme will be used to encode data
in our SET. Now we begin to elaborate the SET framework.

4.2 System Initialization

The network is initialized before executing a task. Without loss of generality, let
[dmin, dmax] be the domain of data which are positive integers. Each sensor node
si shares a seed key ki,0 only with the sink. si encrypts its data by ki,t which is
the secret key of si at epoch t. Let ki,t =hash(ki,t−1) and erase ki,t−1 at epoch
t. Let {00, 01, 10, 11} be the set of source symbols. The sink constructs a symbol
distribution table (SDT ). SDT is a set of tuples 〈m,P (m), C(m)〉, where P (m)
and C(m) respectively denote the probability and cumulative distribution of the
symbol m. ki,t and SDT are preloaded in every sensor node. To avoid a brute
force attack, all sensor nodes change SDT simultaneously and periodically based
on the initial SDT and an agreed rule.

4.3 Data Submission

In data submission, we describe how a sensor node processes its data before send-
ing them to the closest master node. Assume d1, d2, ..., dλ are the data collected
by sensor node si at epoch t. si processes data in the following five steps:

– Step1. Sort d1, d2, ..., dλ in descending order with d1 > d2 > ... > dλ.
– Step2. Convert each di to a binary form. For example, the integer 21 is con-

verted to 10101. Assume the domain is [0, 255], at least 8-bits (always even) is
required to represent any value in this domain. In order to use the proposed
RAC scheme, insert 000 to 10101 and shift 10101 to the right, i.e., 00010101.
Let B() denote the binary conversion, and di is converted to B(di).

– Step3. Encode each B(di) using the RAC scheme (presented in Sect. 4.1) and
the symbol distribution table SDT . For instance, assume I =100 and 0.4, 0.3,
0.2, 0.1 respectively denote the probability of source symbols 00, 01, 10, 11,
00010101 is encoded to 0011101. Let R() denote the RAC scheme, and B(di)
is encoded to R(B(di)).

– Step4. Represent each R(B(di)) by two parts: R0(B(di)) and R
1(B(di)), where

R
0(B(di)) denotes the number of 0 bits before the first 1 bit in R(B(di))

and R
1(B(di)) denotes the rest code of R(B(di)) excluding R

0(B(di)). For
example, 〈2, 11101〉 represents 0011101. Therefore R(B(di)) is represented by
〈R0(B(di)),R1(B(di))〉.

– Step5. Construct a structure 〈fi|di|bi〉 for each di, where fi =di−1−di (f1 =
dmax for d1) and bi =di−di+1 (bλ =dλ+1 for dλ), which are useful for integrity
verification. Then encrypt 〈fi|di|bi〉 using the secret key ki,t. Let E() denote
the encryption function, i.e., E(fi|di|bi).
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After these five steps, the message that sensor node si submits to its master
node M is

si → M : i, t, {E(f1|d1|b1),E(f2|d2|b2), ...,E(fλ|dλ|bλ)},

{〈R0(B(d1)),R1(B(d1))〉, 〈R0(B(d2)),R1(B(d2))〉,
..., 〈R0(B(dλ)),R1(B(dλ))〉}.

Without knowing correct SDT , RAC scheme and secret key ki,t, even given
E(fi|di|bi) and 〈R0(B(di)),R1(B(di))〉, the master node cannot obtain actual
data.

4.4 Result Response

In result response, we concern how a master node searches for data required
by a top-k query without knowing about actual data. Receiving a top-k query
denoted as Q = 〈k, T, C〉, the master node M in C begins to process this query
on all data transmitted from its affiliated sensor nodes at epoch t ∈ T . Given two
positive integers di and dj , let 〈R0(B(di)),R1(B(di))〉 and 〈R0(B(dj)),R1(B(dj))〉
be calculated according to the steps of data submission (in Sect. 4.3). If di and dj

are collected by the same sensor node at the same epoch, it is easily to determine
which is the greater one according to the descending order of sorted data. If di

and dj are collected by different sensor nodes or at different epoches, there are
three cases of comparison between di and dj based on 〈R0(B(di)),R1(B(di))〉
and 〈R0(B(dj)),R1(B(dj))〉.

(1) R
0(B(di))�=R

0(B(dj)). If R0(B(di))>R
0(B(dj)), there is di<dj . For instance,

integers 21 and 25 are encoded to 〈2, 11101〉 and 〈1, 1000001〉, respectively.
Because R

0(B(21))=2>R
0(B(25))=1, the master node knows encrypted 21

is less than encrypted 25.
(2) R

0(B(di))=R
0(B(dj)) and |R1(B(di))|=|R1(B(dj))|. If R1(B(di))>R

1(B(dj)),
there is di>dj . For example, integers 21 and 20 are encoded to 〈2, 11101〉
and 〈2, 11011〉, respectively. There is R

0(B(21)) = R
0(B(20)) = 2 and

|R1(B(21))|=|R1(B(20))|=5. Because R
1(B(21))=11101>R

1(B(20))=11011,
the master node knows encrypted 21 is greater than encrypted 20.

(3) R
0(B(di))=R

0(B(dj)) and |R1(B(di))|�=|R1(B(dj))|. Without loss of general-
ity, assume |R1(B(di))|>|R1(B(dj))|, insert |R1(B(di))|−|R1(B(dj))| 0 bits to
R

1(B(dj)) and shift R1(B(dj)) to the left. Now this case is equivalent to the
second one. For instance, integers 21 and 22 are encoded to 〈2, 11101〉 and
〈2, 111011〉, respectively. There is R0(B(21))=R

0(B(22))=2 and |R1(B(21))|=
5<|R1(B(22))|=6. Convert R

1(B(21)) to 111010. As 111010<111011, the
master node knows encrypted 21 is less than encrypted 22.

Adopting the above scheme, master node M finds the highest k data
d′
1, d

′
2, ..., d

′
k respectively collected by sensor nodes s′

1, s
′
2, ..., s

′
k, and then

responds to the sink with the message as follows:
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M → the sink : {〈s′
i,E(f ′

i |d′
i|b′

i)〉 |d′
i ∈ D, s′

i ∈ S},

{〈sj ,E(f1|d1|b1)〉 |sj �∈ S},

where D={d′
1, d

′
2, ..., d

′
k}, S={s′

1, s
′
2, ..., s

′
k}, {〈s′

i,E(f ′
i |d′

i|b′
i)〉 |d′

i ∈ D, , s′
i ∈ S}

denotes the local top-k result set, and {〈sj ,E(f1|d1|b1)〉 |sj �∈ S} denotes the
verification set. For the sensor node sj �∈ S, M still needs to submit the first
encrypted part E(f1|d1|b1) of sj for result verification. It can be seen that
although the master nodes know nothing about actual data, they still get the
correct result.

4.5 Integrity Verification

If each master node in area C submits its local top-k result honestly, the sink can
calculate the exact final result on the basis of all local results. However, master
nodes are easily to become the target of attacks. A compromised master node
may return fake or incomplete result. Therefore, it is necessary for the sink to
verify result integrity.

Suppose the sink receives a message:
{〈s′

i,E(f ′
i |d′

i|b′
i)〉 |d′

i ∈ D, s′
i ∈ S}, {〈sj ,E(f1|d1|b1)〉 |sj �∈ S}. To simplify

explanation, we let
RS = {〈s′

i,E(f ′
i |d′

i|b′
i)〉 |d′

i ∈ D, s′
i ∈ S} and V S = {〈sj ,E(f1|d1|b1)〉 |sj �∈ S}.

The result is considered to be correct if and only if the following five conditions
are all satisfied: (1) The sink can decrypt any encrypted parts E(f |d|b) correctly;
(2) |RS| = k; (3) ∀d(d ∈ RS) and d′(d′ ∈ V S), there must be d ≥ d′; (4) ∀d(d ∈
RS) with its corresponding f , there must be d + f ∈ RS; (5) ∀d(d ∈ RS) with
its corresponding b, ∃d′ ∈ RS, if d− b ≥ d′, there must be d− b ∈ RS. Condition
(1) verifies the authenticity while other conditions verify the completeness. More
analysis will be detailed in Sect. 5. If all local results are valid, the sink further
calculates the final top-k result.

5 Analysis

5.1 Privacy Analysis

In this paper, we only focus on the case where master nodes are compromised,
because master nodes are more attractive to adversaries and it is difficult to
protect sensor nodes from being compromised unless the hardware progresses.

If a master node M is compromised, M will attempt to obtain the real data
stored in it through either the cyphertexts or the corresponding RAC codes. To
decrypt the cyphertext, M has to get the correct key. Assume the length of the
key is lk, the probability that M guesses the correct key is 2−lk . The probability
is negligible when lk is large enough. To determine the mapping relationship
between the real data and the RAC codes, M has to obtain the exact SDT .
Assume SDT contains Y source symbols and Pi denotes the probability of the
i-th symbol. There are infinite combinations of SDT satisfying

∑Y
i=1 Pi = 1, so
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the probability that M guesses the exact SDT is extremely tiny. Besides, keys
and SDT vary constantly, which make the inference more difficult.

Therefore, even though master nodes are compromised, data privacy is well
protected by our proposal.

5.2 Integrity Analysis

The local top-k result of a master node should satisfy the five conditions men-
tioned in Sect. 4.5. Now we begin to give the detailed integrity analysis.

We also assume the sink receives a message {〈s′
i,E(f ′

i |d′
i|b′

i)〉 |d′
i ∈

D, s′
i ∈ S}, {〈sj ,E(f1|d1|b1)〉 |sj �∈ S} from a master node M , let RS =

{〈s′
i,E(f ′

i |d′
i|b′

i)〉 |d′
i ∈ D, s′

i ∈ S} and V S = {〈sj ,E(f1|d1|b1)〉 |sj �∈ S}. The
sink is able to detect the unauthentic and incomplete result as follows:

(1) If E(f ′
i |d′

i|b′
i) of sensor node s′

i cannot be decrypted by the secret key ki,t

shared with the sink, the sink can know the data is unauthentic. Because
only data encrypted by the correct key is able to be decrypted by the same
key.

(2) If |RS| �= k, the sink can detect this obvious error. Because k is much less
than the number of sensor nodes such that exact k data must be included
in RS.

(3) If ∃d1 collected by sensor node sj �∈ S and d′
i ∈ RS satisfying: d1 > d′

i, the
sink is able to know the local result is incorrect for the reason that d1 should
be contained in the local top-k result as long as d′

i (d′
i < d1) exists in this

result.
(4) If ∃d′

i ∈ RS with its corresponding f ′
i(f

′
i �= dmax) satisfying: (d′

i +f ′
i) �∈ RS,

the sink can also find this error. Similar to the second case, d′
i +f ′

i (d′
i +f ′

i >
d′

i) should belong to the local top-k result.
(5) If ∃d′

i ∈ RS with its corresponding b′
i(b

′
i �= d′

i + 1) and d′
j ∈ RS satisfying:

d′
i − b′

i > d′
j and (d′

i − b′
i) �∈ RS, the sink can still detect this error. Similar

to the second case, d′
i − b′

i should exist in the local top-k result.

Therefore, our integrity verification scheme is effective to detect the forged
and incomplete result.

6 Performance Evaluation

In this section, we thoroughly evaluate the performance of the proposed SET by
comparing with the state-of-the-art work—ADVQ [13], SVTQ [17] and PriSec-
Topk [7] in terms of communication cost and result accuracy.

6.1 Experiment Setup

SET, ADVQ, SVTQ and PriSecTopk are implemented on the simulator
OMNet++4.1 [2]. The area of sensor network is set to 400 m × 400 m. 200 more
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sensor nodes are uniformly deployed in the network. Assume the network is sep-
arated into four identical cells and a master node is placed at the center of each
cell. The transmission radius of each sensor node is 50 meters. We build the
dataset by randomly selecting different data from a real dataset LUCE [1].

For SET, ADVQ, SVTQ and PriSecTopk, we adopt the typical symmetri-
cal encryption technique 64-bit DES to encrypt private data. For ADVQ and
PriSecTopk, we suppose the size of both HMACs and MACs is 64 bits. In our
SET, the parameters of SDT for RAC scheme are set as follows: the size of initial
interval I =1000 and the set of source symbols is {00, 01, 10, 11} with probability
{0.4, 0.3, 0.2, 0.1} and cumulative distribution {0,0.4,0.7,0.9}.

In the experiments, there are two parameters, that is network size and sub-
mission period. Network size is defined as the number of sensor nodes in the
whole network, ranging from 200 to 600. Assume each sensor node samples a
datum every 10 s, then submission period is defined as the interval time between
two successive submissions, ranging from 10 to 50 s.

Fig. 3. Impact of network size on communication cost

6.2 Communication Cost

In WSNs, communication is the dominant factor to consume energy which affects
network lifetime. The lower communication cost, the better efficiency.

Figure 3 displays the impact of the network size on the communication cost
when the submission period is 40 s and k = 10. As network size grows, more
data are transmitted from sensor nodes to master nodes. The communication
cost of sensor nodes in SET is much less than that in other three algorithms
and increases more slowly. The reason is that: In ADVQ, sensor nodes send
too much HMACs, virtual line segments, and neighborhood information, and
the number of neighbors rises rapidly as network density increases; In SVTQ,
sensor nodes send the encrypted data and two big integers representing prime
aggregation results; In PriSecTopk, sensor nodes send the encrypted data and
the corresponding MACs; In our SET, sensor nodes only send the encrypted
data and two simple codes generated upon the RAC scheme. With the growth
of network size, more data are transmitted from master nodes to the sink, and
the communication cost of master nodes in SET is still less than that in ADVQ
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and PriSecTopk. That is because master nodes in SET only submit k encrypted
data as the top-k result and k′ (N − k ≤ k′ ≤ N − 1 and N denotes the
network size) encrypted data for verification, whereas master nodes in ADVQ
submit all data included in the η − 1 + k highest virtual line segments and their
neighbors’ information, where η (η > 1) is a system parameter, and master
nodes in PriSecTopk submit k MACs, the computing commitment information
combined several sensing records for sample-based hypothesis testing method
except k encrypted data. It is observed that the communication cost of master
nodes in SVTQ is equal to that in SET, because master nodes in SVTQ return
the same message to the sink as SET does. Finally, the communication cost of
whole network in SET is the least of four algorithms.

Fig. 4. Impact of submission period on communication cost

Figure 4 demonstrates the impact of the submission period on communication
cost when the network size is 400 and k = 10. As the submission period grows,
the number of data sent by each sensor node increases. We can see that the
communication cost of sensor nodes in SET is still much less than that in other
algorithms. The reason is similar to that of Fig. 3(a). When a sensor node sam-
ples a datum, different algorithms will takes different action as follows. ADVQ
will construct the HMAC for the datum, update the data counter and two extra
HMACs, and may enlarge the virtual line segment. Except the encrypted part,
SVTQ, PriSecTopk and our SET will respectively generate two prime aggrega-
tion results, a MAC and two smalll codes. The submission period has neglectable
effect on the communication cost of master nodes in SET and SVTQ, because
their communication cost of master nodes is nearly related to the network size
for a given top-k query. In ADVQ, the number of data in a virtual line segment is
proportional to the submission period. If the submission period becomes greater,
the η − 1 + k highest virtual line segments will cover more data so that master
nodes will produce more communication. In PriSecTopk, we assume s = k + 5,
which means master nodes select s sensing data in every selection of the query
processing. As mentioned in work [7], master nodes will generate at most �N−k

s−k �
computing commitment information for result verification, where N denotes the
number of sensing data collected in one submission period. When the submis-
sion period increases by 10 s, N increases by the network size, and consequently,
master nodes need to transmit more computing commitment information. The
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communication cost of whole network is mainly determined by that of sensor
nodes. Therefore, SET saves the most communication cost for the whole net-
work.

6.3 Result Accuracy

In the ideal condition, the sink can directly receive the top-k result including
all data satisfying the query and excluding data dissatisfying the query. In fact,
SET, ADVQ, PriSecTopk and SVTQ all adopt the two-tiered network model.
Due to this special network architecture, each master node first submits its local
top-k result to the sink, and then the sink calculates the final result based on
these local results, so it is crucial to find the accurate local top-k results. In
the experiments, we divide the whole network into four identical cells. A single
master node and its affiliated sensor nodes constitute a cell. Given a top-k query,
the sink will receive four local top-k results, and we define result accuracy as
the average ratio of the number of real local top-k data included in the local
result to the sum of data in the local result in each cell. The higher accuracy,
the better performance.

Fig. 5. Result accuracy

Figure 5 displays the impact of different parameters on result accuracy. It
can be seen that no matter how these parameters change, master nodes in SET,
PriSecTopk and SVTQ always compute and return the correct local top-k data
to the sink, i.e., the result accuracy of SET, PriSecTopk and SVTQ is 100%.
In ADVQ, the network size has no impact on the accuracy as illustrated in
Fig. 5(a) (submission period is 40 s and k = 10), because its accuracy is only
related to both k and the number of data included in the η − 1 + k highest
virtual line segments. In Fig. 5(b) (network size is 400 and k = 10), the accuracy
of ADVQ decreases sharply as the submission period grows. The reason is that
lager submission period makes sensor nodes generate more data in each virtual
line segment. As a result, master nodes need to send more unsatisfactory data
to the sink.
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In summary, experimental results demonstrate that our SET not only gains
the accurate top-k result but also achieves low communication cost, which is
more suitable for the practical applications of WSNs.

7 Conclusion

Privacy-preserving top-k query in WSNs is significant and challenging. In this
paper, we present a secure and efficient top-k query framework—SET in two-
tiered WSNs. In the proposed SET, data privacy is protected while the top-k
result is correctly calculated by using the RAC scheme. Besides, the sink is
able to verify result integrity through a series checking. Theoretical analysis and
simulation results confirm the high efficiency, accuracy and security of SET.
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Abstract. As the development of data mining technologies for sensor
data streams, more sophisticated methods for complex event processing
are demanded. In the case of event recognition, since event recognition
results may contain errors, we need to deal with the uncertainty of events.
We therefore consider probabilistic event data streams with occurrence
probabilities of events, and develop a pattern matching method based on
regular expressions. In this paper, we first analyze the semantics of pat-
tern matching over non-probabilistic data streams, and then propose the
problem of top-k pattern matching over probabilistic data streams. We
introduce the use of an information-theoretic criterion to select appro-
priate matches as the result of pattern matching. Then, we present an
efficient algorithm to detect top-k matches, and evaluate the effectiveness
of our approach using real and synthetic datasets.

Keywords: Complex event processing · Probabilistic data streams ·
Pattern matching · Regular expressions · Information-theoretic criterion

1 Introduction

It has become popular to obtain and analyze sensor data streams, which are the
results of human activities monitored by smartphones and wearable devices [5,
14,25]. In the analyses, we recognize human activities based on machine learning
techniques and detect primitive events, such as “walk” and “jog.” These events,
however, are too primitive to understand human activities because such an event
shows only an action at a certain time step. Thus, it is required to detect more
complex events, such as “a user is walking for a while,” using complex event
processing [8].

When we apply complex event processing to the results of machine learning
techniques, we need to consider the uncertainty of classification. The accuracy
of classification easily decreases because of the noises of sensors and the ambigu-
ity between classes. For example, consider the recognition of human activities,
such as “walk,” “stUp (stair up),” and “stDown (stair down),” by using the
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 511–526, 2017.
DOI: 10.1007/978-3-319-63579-8 39
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event symbol
time step

1 2 3 4 5 6 7

stay (s) 0.15

walk (w) 0.20

jog (j) 0.25

stUp (u) 0.20

stDown (d) 0.20

0.25 0.80 0.05 0.05 0.05 0.05

0.20 0.05 0.40 0.40 0.40 0.40

0.15 0.05 0.05 0.05 0.05 0.05

0.20 0.05 0.25 0.25 0.25 0.25

0.20 0.05 0.25 0.25 0.25 0.25

Fig. 1. A probabilistic data stream of human activity

acceleration sensors of smartphones. Since these activities are very similar, it is
difficult to classify them correctly using only the sensor information. In the real
world, classification becomes more difficult because some accidents may disturb
classifiers. Thus, we should deal with probabilistic data streams that have the
occurrence probabilities of events. Figure 1 shows a probabilistic data stream
of the above example. In the probabilistic data stream, we can understand that
“walk” event is most likely at time step 4, but we cannot determine which events
occur in the real world.

In this paper, we apply pattern matching to probabilistic data streams, and
detect matches as complex events. Existing methods apply variety of techniques
to probabilistic data streams, such as database-like query processing [6,22], top-k
query processing [12], frequent item detection [27], and clustering [1]. However,
it is difficult for these methods to describe complex event queries and detect
them efficiently. Thus, we use regular expressions to specify complex events, and
propose an efficient algorithm for their detection.

When we apply pattern matching to probabilistic data streams, we have
to consider how to measure the appropriateness of matches. We may detect a
lot of matches as the result of pattern matching because of the uncertainty of
data streams. Since it is difficult to check such numerous matches, we need to
select appropriate matches using some criterion. The existing method [15] uses
the occurrence probabilities of matches, but it has two problems. We explain it
using the following two matches that are detected by applying pattern p = 〈w+〉
to the data stream in Fig. 1. Note that “w” is the abbreviation of “walk” and
each subscript indicates a time step.

m1 = 〈w1, w2〉, P (m1) = 4.0 × 10−2

m2 = 〈w4, w5, w6, w7〉, P (m2) � 2.6 × 10−2

First, if patterns contain Kleene closures (∗ and +), the occurrence probabili-
ties may mislead users. m1 is superior than m2 according to their occurrence
probabilities. However, it is inappropriate to näıvely consider m2 as an inferior
match because m2 indicates a more complex event than m1. As we consider
the intention of Kleene closures, m2 is probably a more appropriate match. Sec-
ond, occurrence probabilities cannot consider the accuracy of classification. Let
[ts : te] be a time interval from ts to te. In Fig. 1, the classification results in
the time interval [1 : 2] are uncertain. Thus, we should detect m2 from the time
interval [4 : 7], but occurrence probabilities are not useful for the decision.
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In this paper, we propose the use of deviation of amount of information, an
information-theoretic criterion. The reason of the above problems is to compare
matches using the absolute values of their occurrence probabilities. We therefore
consider comparing amount of information, which is a basic concept in infor-
mation theory [7]. Let us continue the above example with m1 and m2. First,
suppose that we select m1 instead of 〈s1, s2〉 in the time interval [1 : 2]. The
amounts of information are − log2 P (m1) � 4.6 and − log2 P (〈s1, s2〉) = − log2
(0.15 × 0.25) � 4.7. This means that we should select m1 instead of 〈s1, s2〉 –
smaller amount of information corresponds to a more frequent match. This exam-
ple shows that we can compare a match and other sequences in the same time
interval, but we cannot compare matches in different time intervals (e.g., m1 and
m2) because a long time interval usually results in small probability. Thus, to
compare matches in different time intervals, we propose to use the deviation of
amount of information between a match and other sequences. For example, let
Sm1 be the universal set of sequences in the same time interval with m1. The
deviation of amount of information of m1 is calculated as follows:

1
|Sm1 |

∑

s∈Sm1

(− log2 P (s)) − (− log2 P (m1)) � 4.68 − 4.64 = 0.04.

The first term of the expression is the average of information of the sequences
in the time interval [1 : 2], and the second term is the amount of information
of match m1. Since match m1 has slightly high probability than the average, its
amount of information is slightly smaller than the average. Therefore, the result
is 0.04, a positive value. If we use the same formula for match m2 in the time
interval [4 : 7], we get the result 5.9. It means that the probability of match m2

is significantly larger than the average. Comparing two results, we select m2 as
a more significant match.

In this paper, we describe top-k pattern matching based on the deviation
of amount of information over probabilistic data streams. The remainder of the
paper is organized as follows. We introduce the related work in Sect. 2, and
explain preliminaries, such as the definition of patterns and deviation of amount
of information, in Sect. 3. Then, we define top-k pattern matching in Sect. 4,
and propose an efficient matching algorithm in Sect. 5. Section 6 evaluates our
approach by experiments, and Sect. 7 concludes the paper.

2 Related Work

2.1 Probabilistic Data Streams

Ré et al. proposed pattern matching methods that consider the temporal corre-
lation of event occurrence [19]. For example, when a user is going up the stairs
at a certain time step, it is rare to suddenly go down the stairs at the next time
step. Such temporal correlation is represented by the Markov property. They,
however, only consider whether matches occur or not at every time step, and
do not detect matches as concrete event sequences. Therefore, we cannot apply
their methods in our context. Besides, since they calculate the absolute values
of occurrence probabilities, their methods have the problem described in Sect. 1.
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Li et al. proposed top-k pattern matching methods with sliding windows [15].
However, they use occurrence probabilities as evaluation metrics, and assume
that events are skipped in pattern matching. For example, suppose that we
apply pattern p = 〈j+ w+〉 to the stream in Fig. 1. Their methods detect 〈j1, w4〉
and 〈j1, w5〉 with the top-1 occurrence probability because they skip events with
small probabilities, such as “j2.” However, we should detect 〈j1, w2〉 because
continual event sequences are more appropriate in this case.

2.2 Non-probabilistic Data Streams

Many methods for pattern matching were proposed in the literature of non-
probabilistic data streams. The SASE project lets a user specify detailed condi-
tions for pattern matching [24,26]. [3,4,16] treat data streams with special fea-
tures such as disordered and/or distributed streams. [17] considers occurrence
frequencies of events and [23] uses field-programmable gate arrays to increase the
throughput. [20] considers the decidability of pattern matching when ambiguous
patterns and infinite data streams are given.

Pattern matching on strings has been well studied. The Thompson construc-
tion method [21] is particularly useful. It generates a non-deterministic finite
automaton (NFA) from a regular expression pattern. Besides, we can easily con-
struct an NFA that implements the Knuth–Morris–Pratt algorithm [13] or the
Aho–Corasick algorithm [2] by using the Thompson construction method [18].
In this paper, we also use the Thompson construction method to detect matches
efficiently.

3 Preliminaries

In this section, we define a probabilistic data stream, a query patten, and devi-
ation of amount of information of a match.

3.1 Probabilistic Data Streams

We define a probabilistic event as an entry of a probabilistic data stream.

Definition 1. Let α be the type of an event e with Σ, the universal set of
event symbols. A probabilistic event et is an event with its occurrence proba-
bility P (et = α) for each α ∈ Σ at time step t. P (et = α) satisfies the following
properties:

∀α ∈ Σ, 0 ≤ P (et = α) ≤ 1 (1)
∀α, β ∈ Σ, α �= β → P (et = α ∧ et = β) = 0 (2)

P (
∨

α∈Σ

et = α) =
∑

α∈Σ

P (et = α) = 1 (3)
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In the following, we use the symbol αt as et = α. Our approach can be extended
for probabilistic events with the Markov property as in [19]; we omit the details
for the sake of brevity.

We define a probabilistic data stream in terms of probabilistic events.

Definition 2. A probabilistic data stream PDS = 〈ei, ei+1, ..., ej , ...〉 is a
sequence of probabilistic events.

For example, Fig. 1 shows a probabilistic data stream 〈e1, e2, e3, e4, e5, e6, e7〉
with the symbols Σ = {s, w, j, u, d}.

3.2 Query Patterns and Matches

We define the grammar for query patterns.

Definition 3. Let α be an event symbol in Σ, and let ε be the empty symbol.
An input pattern is generated by the following grammar:

p ::=α | ε | p p | p ∨ p | p∗ | p+ | (p) (4)

In other words, we assume that patterns are specified as regular expressions.
We introduce a match and its occurrence probability.

Definition 4. A match m is a sequence of symbols that fits a specified pattern.
Let m.ts and m.te be the start and end time steps of m, respectively. An occur-
rence probability of m is calculated by the following equation.

P (m) =
m.te∏

t=m.ts

P (αt) (5)

3.3 Deviation of Amount of Information

We propose deviation of amount of information to measure the appropriateness
of matches.

Definition 5. Let Sm be the universal set of sequences in the same time interval
with a match m. The deviation of amount of information of m is calculated as
follows:

DI(m) =
1

|Sm|
∑

s∈Sm

(− log2 P (s)) − (− log2 P (m)) (6)

DI(m) takes a positive value when the amount of information of m is lower
than the average of information over all sequences. Intuitively, since the
amount of information takes a smaller value with a higher probability, DI(m)
becomes a large value when the occurrence of m is more likely. For exam-
ple, DI(〈w4, w5, w6, w7〉) � 5.9 is larger than that of other sequences such as
DI(〈s4, s5, s6, s7〉) � −6.1, and 〈w4, w5, w6, w7〉 is the most likely sequence in the
time interval [4 : 7].
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We can calculate deviation of amount of information DI(m) efficiently by
modifying (6). The calculation based on (6) is inefficient because the number of
sequences in Sm increases exponentially. Thus, we first modify (6) as follows:

DI(m) = log2
P (m)

(∏
s∈Sm

P (s)
) 1

|Sm|
(7)

Let Et be the set of event symbols α ∈ Σ with P (αt) > 0. Since we assume that
the occurrence of events is independent, the denominator of (7) is calculated by
the following equation:

(
∏

s∈Sm

P (s)

) 1
|Sm|

=
m.te∏

t=m.ts

(
∏

α∈Et

P (α)

) 1
|Et|

. (8)

We can derive the following equation by substituting Eqs. (5) and (8) in (7):

DI(m) =
m.te∑

t=m.ts

log2
P (αt)

(∏
α∈Et

P (α)
) 1

|Et|
. (9)

That is, we can calculate DI(m) by summarizing the deviation of amount of
information of an event at each time step. For example, DI(〈w1, w2〉) with Fig. 1
is calculated as follows:

IG(〈w1, w2〉) = log2
P (w1)

(∏
α∈E1

P (α)
) 1

|E1|
+ log2

P (w2)
(∏

α∈E2
P (α)

) 1
|E2|

� 1.86 × 10−2 + 1.86 × 10−2

� 3.7 × 10−2

Since the number of events in Et is constant, calculation based on (9) is efficient.

4 Top-k Pattern Matching Problem

In this section, we consider the semantics for pattern matching over probabilistic
data streams, and then describe the problem definition.

4.1 Semantics for Pattern Matching

If we simply select top-k matches from all possible matches, inappropriate
matches may be detected. For example, suppose that we apply pattern p = 〈w+〉
to the stream in Fig. 1, and detect top-2 matches based on DI values in Sect. 3.
Figure 2 shows some detected matches. In this case, m2 is the top-1 match and
m3 is the top-2 match. However, since m3 is a subsequence of m2, they have an
overlap of event occurrence. That is, when we consider the occurrence of pattern
events in the real world, m2 and m3 correspond to the same event “a user was
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match
time step DI(m)

1 2 3 4 5 6 7

m1 w w 0.04
m2 w 5.88
m3 w

w w w

w w 4.41

Fig. 2. Matches of p = 〈w+〉 and their DI(m) scores

sequence
time step

matches
1 2 3 4 5 6 7

s1 . ∅
s2 . {m2}
s3 . . {m3}
s4 w w

. .

. .
. . . . . {m1}

s5 w w . {m1,m2}
s6 w w .

. . . . . .
w w w w

w w w

w w w w

w w w . {m1,m3}

Fig. 3. No-overlapping matches in Fig. 2 and their corresponding sequences

walking over the time interval [4 : 7].” We therefore need to detect matches in
different time intervals by defining semantics of pattern matching.

We consider appropriate semantics based on the semantics in the literature
of non-probabilistic data streams. The existing method [20] enumerates three
semantics for regular expression pattern matching as follows:

1. all-path semantics
2. no-overlap semantics
3. use-and-throw semantics

All-path semantics detects all matches over probabilistic data streams. How-
ever, as we explain in the above example, this semantics is inappropriate because
redundant matches may be detected.

No-overlap semantics detects sets of no-overlapping matches. For example,
in Fig. 2, no-overlap semantics can detect the set {m1,m2}, but cannot detect
{m2,m3}. Let “.” be any event symbols. When we use no-overlap semantics, the
sets of matches can be expressed by the regular expression 〈(.∨p)∗〉. That is, we
can express the sets of matches by corresponding sequences as shown in Fig. 3.
Since we can construct a finite automaton from the regular expression 〈(.∨ p)∗〉,
we can apply existing efficient algorithms, such as the Viterbi algorithm [10].
No-overlap semantics, however, cannot detect some desired sets of matches. For
example, suppose that pattern p = 〈u+ ∨ d+〉 is given. As “u” and “d” are
different event symbols, users may want to detect 〈u1, u2〉 and 〈d1, d2〉 at the
same time. However, since these matches overlap with each other, no-overlap
semantics cannot detect {〈u1, u2〉, 〈d1, d2〉}.

Use-and-throw semantics is proposed to solve the problems of no-overlap
semantics. It uses each event only once in pattern matching. For example, sup-
pose that we apply pattern p = 〈u+ ∨ d+〉 to the stream in Fig. 1. The matches
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{〈u1, u2〉, 〈d2, d3〉} can be output because every event {u1, u2, d2, d3} is used only
once. In contrast, {〈u1, u2〉, 〈u2, u3〉} cannot be output because “u2” is used twice.
Use-and-throw semantics detects matches flexibly, but cannot express the results
of pattern matching using regular expressions. That is, it is difficult to detect
matches efficiently using a finite automaton.Besides, since the conditions of the
semantics are complex, it is also difficult to simultaneously apply multiple queries
such as in YFilter [9].

In this paper, we use no-overlap semantics for pattern matching. No-overlap
semantics cannot detect some desired matches, such as {〈u1, u2〉, 〈d1, d2〉} for p =
〈u+ ∨ d+〉, but we can solve this problem by dividing the query into p1 = 〈u+〉
and p2 = 〈d+〉. Since we can detect no-overlapping matches efficiently by using
a finite automaton of 〈(. ∨ p)∗〉, we can apply multiple queries at the same time.
Note that concrete algorithms for multiple queries are our future work, and we
describe algorithms for only one query in the following.

4.2 Problem Definition

We consider top-k pattern matching based on no-overlap semantics. Since the
combination of matches is restricted by no-overlap semantics, it is inappropriate
to näıvely select matches in descending order of DI values. To solve this prob-
lem, we consider the sum of DI values. As usual top-k queries select answers
in descending order of a specified score, the sum of scores is maximized. Thus,
we maximize the sum of DI values where the number of matches is k or less.
We allow that the number of matches is less than k because large k value
may divide matches inappropriately. For example, suppose that we apply top-3
pattern matching to the stream in Fig. 1 with p = 〈w+〉. The set of matches
{〈w1, w2〉, 〈w4, w5, w6, w7〉} maximizes the sum of DI values with k = 2. However,
since the DI values of other matches, such as 〈w3〉, is less than zero, the sum
of DI values with k = 3 is maximized by dividing 〈w4, w5, w6, w7〉 into 〈w4, w5〉
and 〈w6, w7〉. It means that the best DI score for k = 3 is worse than that for
k = 2. We therefore use the condition that the number of matches is k or less,
and detect {〈w1, w2〉, 〈w4, w5, w6, w7〉} with k = 3.

Now we define our top-k pattern matching problem.

Definition 6. Let ts overlap(m1,m2) be a predicate that indicates m1 overlaps
with m2. When a probabilistic data stream PDS, a query pattern p, and the max-
imum number of matches k are given, we detect the set of matches M according
to the following equation:

maximize
∑

m∈M

DI(m) (10)

subject to |M | ≤ k

∀m1,m2 ∈ M,¬ts overlap(m1,m2)



Top-k Pattern Matching Using an Information-Theoretic Criterion 519

5 Pattern Matching Algorithm

We can obtain an optimal solution by enumerating all the combinations of
matches, but this näıve method is obviously inefficient. Since the number of
matches increases polynomially with pattens containing Kleene closures, it takes
time to detect all matches. Besides, it is difficult to enumerate all combinations
of matches because they increase exponentially.

Therefore, we transform the problem into an equivalent one, which can be
processed efficiently. Remember that a set of matches can be represented as a
sequence under the no-overlap semantics as described in Sect. 4.1. We transform
the problem of finding M , the sets of matches with the largest DI value, into
an equivalent problem of finding a sequence S for the pattern 〈(.∨ p)∗〉 with the
largest DI value, where we define DI(S) of a sequence S as the sum of DI ’s of
matches in S. In the process, we first detect the sequence with the maximum
DI value and then extract matches from the sequence. We let the amount of
information of an arbitrary event “.” be zero.

5.1 Algorithm Using Dynamic Programming

In our algorithm, we use an ε-NFA for regular expression 〈(. ∨ p)∗〉. The con-
struction of an ε-NFA consists of five steps as follows:

1. generate an ε-NFA for pattern p by using the Thompson construction [11]
2. convert the ε-NFA to a corresponding DFA (deterministic finite automaton)

and minimizing the DFA [11]
3. add ε-transitions from all the final states to the initial state, and convert the

initial state to the final state
4. convert the redundant final states to normal states
5. add a transition with “.” from the initial state to itself

Steps 1 and 2 generate a DFA that becomes the base of the resulting ε-NFA.
Step 3 adds ε-transitions to detect multiple matches repeatedly. Note that the
initial state is also the final state after Step 3 because the initial state is reachable
from all the final states with ε-transitions. Step 4 convert the redundant final
states, which are the final states in the original DFA, to normal states. Since we
can accept all the sequences of 〈(. ∨ p)∗〉 at the initial state, which is converted
to the final state at Step 3, we do not need the other final states. Step 5 adds
a transition with “.” to allow sequences containing “.” among matches. For
example, Fig. 4 shows the ε-NFA for pattern p = 〈w+〉.

Fig. 4. ε-NFA of 〈(. ∨ w+)∗〉
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We propose a pattern matching algorithm based on dynamic programming.
We first illustrate an important property. Consider the sequences in Fig. 3. At
time step 3, there are two sequences 〈.1, .2, .3〉 and 〈w1, w2, .3〉. DI(〈.1, .2, .3〉) is
zero and DI(〈w1, w2, .3〉) is 0.04. As both sequences reach the initial state in Fig. 4,
the same events are added after time step 4. That is, the additional amount of
information to these sequences will be the same. We therefore remove 〈.1, .2, .3〉
at time step 3, and process only 〈w1, w2, .3〉 after time step 4. We can detect an
optimal sequence by retaining a sequence with the maximum DI value at every
state over a data stream.

However, when we restrict the number of matches to k or less, as shown
in Definition 6, we cannot detect an optimal solution using the above method.
Suppose that k = 1 is given in the above example. s2 = 〈.1, .2, .3, w4, w5, w6, w7〉 is
an optimal solution with k = 1. However, we cannot detect s2 because 〈.1, .2, .3〉
is rejected at time step 3.

We therefore use a layered state transition diagram to distinguish sequences
with the number of matches. Figure 5 shows such a diagram for the ε-NFA in
Fig. 4. In this state transition diagram, sequences shift to the next layer when
the number of matches increases. That is, when sequences use the ε-transition in
Fig. 4, they shift to the next layer. We can detect an optimal solution according
to k by using this layered state transition diagram. For example, at time step 3,
we retain 〈.1, .2, .3〉 at state 0 in layer 0 and 〈w1, w2, .3〉 at state 0 in layer 1. Thus,
we can detect s2 = 〈.1, .2, .3, w4, w5, w6, w7〉 at state 0 in layer 1 with k = 1 and
s5 = 〈w1, w2, .3, w4, w5, w6, w7〉 at state 0 in layer 2 with k = 2.

We explain our algorithm by using an example with the probabilistic data
stream in Fig. 1, pattern p = 〈w+〉, and k = 2. Figure 6 shows the generation
process of sequences until time step 2. Note that the underline in each state
indicates an optimal sequence, and we distinguish matches by square brackets.
We initialize the initial state in layer 0 to have an empty sequence. At time
step 1, we extend the empty sequence to reachable states. In this example, the
extended sequences reach state 0 in layer 0, state 1 in layer 0, and state 0 in

Fig. 5. State transition diagram layered by the number of matches
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Fig. 6. Generation process of sequences based on Fig. 5

layer 1. Since each state has only one sequence, all the sequences are retained
at each state. At time step 2, we extend these sequences similarly to reachable
states. As multiple sequences reach state 1 in layer 0 and state 0 in layer 1, we
retain only 〈w1, w2〉 and 〈[w1, w2]〉 at each state because these sequences have the
maximum DI values. This process continues until time step 7. Finally, we select
〈[w1, w2], .3, [w4, w5, w6, w7]〉 because this sequence reaches the final state in layer 2
with the maximum DI values. We then output matches {〈w1, w2〉, 〈w4, w5, w6, w7〉}
in the sequence as pattern matching results.

6 Experiments

We use real and synthetic datasets in the experiments. We evaluate the effective-
ness of our approach using the real dataset provided by the Lahar project [19].
The dataset represents an indoor space as a graph, as in Fig. 7, and records the
estimated locations of a person walking around the space. For every second, the
probability that a person is located at the node is estimated based on the sen-
sor data. The dataset also provides the ground truth, a non-probabilistic data
stream of user locations. There are nine room entry/exit events in the dataset.
In addition, we use a synthetic dataset. We generate a probabilistic data stream
that comprises ten thousand events, using the Markov model in Fig. 8 with Σ =
{a, b, ..., z}. The model shows the cyclic event occurrence from “a” to “z”.
The generation starts from the initial state and shifts to the next state accord-
ing to the probability of each edge. Each state corresponds to each event symbol
such as state 1 and “a”, and outputs a probabilistic event that contains five sym-
bols with their probabilities. The probability of each symbol is maximized at the
corresponding state, and decreases as the current state moves away from it.

6.1 Evaluation of Detection Quality

Evaluation Metrics. We use precision, recall, and F-measure to analyze detec-
tion quality. Let M be the set of matches and C be the set of correct sequences.
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Fig. 7. Graph structure in the real
dataset

Fig. 8. Markov model for the synthetic
dataset

Since matches are rarely identical with correct sequences, we define these metrics
by using the following overlap ratios:

overlap(m, c) =
min(m.te, c.te) − max(m.ts, c.ts) + 1
max(m.te, c.te) − min(m.ts, c.ts) + 1

Precision indicates the accuracy of detection, and is usually calculated by |M ∩
C|/|M |. We regard the average of overlap ratios of M as the precision score:

precision(M,C)=
1

|M |
∑

m∈M

max
c∈C

(overlap(m, c)) (11)

Recall indicates the completeness of detection, and is usually calculated by |G∩
C|/|C|. In this paper, we regard the average of the overlap ratios of C as recall:

recall(M,C) =
1

|C|
∑

c∈C

max
m∈M

(overlap(m, c)) (12)

F-measure indicates the overall performance of detection, and calculated by the
harmonic mean of precision and recall:

F(M,C) =
2 · precision(M,C) · recall(M,C)
precision(M,C) + recall(M,C)

(13)

Comparison with the Occurrence Probability-Based Approach. We
compare our approach with top-k pattern matching based on occurrence prob-
abilities. That is, the competitor uses the following objective function in (10).

maximize
∑

m∈M

P (m) (14)

Note that we can detect results of the competitor by extending the proposed
algorithm in Sect. 5.

Compared with the competitor, the proposed method achieves greater pre-
cision, recall, and F-measure scores. In the experiments, we apply pattern
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Fig. 9. Precision for different values of k Fig. 10. Recall for different values of k

Fig. 11. F-measure for different values of k

p = 〈Door+ Room+ Door+〉 to the real dataset with the different values of k.
Figures 9, 10, and 11 show precision, recall, and F-measure scores, respectively.
Every metrics value of the competitor is less than 0.1 because it is difficult for
the competitor to detect correct sequences. Each correct sequence occurs over
a time interval from 20 to 40 s, and their occurrence probabilities are less than
1.0 × 10−3. Thus, we cannot detect correct sequences by selecting matches in
descending order of probabilities. On the other hand, our method compares the
probabilities of matches with those of other sequences in the same time interval.
In other words, we detect matches in time intervals that the probabilities of
“Door” and “Room” are larger than those of “HallA” and “HallB.” Unless there
is no significant error in the classification, such matches overlap greatly with the
correct sequences. Thus, every metrics of the proposed method is larger than
that of the competitor.

In addition, the experimental results show the effectiveness of our approach.
The precision scores decrease as we increase k. That is, the proposed method
preferentially selects matches that overlap greatly with correct sequences. On
the other hand, the recall scores increase until k = 10, and then maintain that
value. Since the number of correct sequences is 9, this result indicates that the
proposed method outputs appropriate matches with almost no waste. F-measure
scores also indicate the effectiveness of the proposed method because they are
maximized around k = 9, the number of correct sequences.
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Fig. 12. Runtime for different values of |PDS|

Fig. 13. Runtime for different values of k Fig. 14. Runtime for different values
of |p|

6.2 Evaluation of Efficiency

We measure runtime as we modify the number of events |PDS|, k, and pattern
p. In the experiments, we use the synthetic dataset, and set |PDS| = 100, 000,
k = 10, and p = 〈a+ b+ c+〉 as the default values.

The experimental results show the efficiency of our approach. Figures 12, 13,
and 14 show that runtime increases linearly as we increase each parameter. As
shown in Sect. 5, the proposed method repeats the expansion of sequences over a
probabilistic data stream. Since |PDS| affects only the number of the expansion,
the effect of |PDS| on runtime is linear. Similarly, as k and p affect only the
number of extended sequences, their effect is also linear. Note that we modify
patterns näıvely, such as p = 〈a+〉 as |p| = 1 and p = 〈a+ b+〉 as |p| = 2, in this
experiment. Thus, if we use more complex patterns, the runtime may increase
faster.

7 Conclusion

We proposed top-k pattern matching based on an information-theoretic criterion
over probabilistic data streams. We defined deviation of amount of information to
measure the appropriateness of matches. Besides, we defined the problem defini-
tion of top-k pattern matching by using no-overlap semantics [20]. To detect top-
k matches efficiently, we proposed the use of a state transition diagram layered
by the number of matches. We evaluated the effectiveness and efficiency of our
approach by the experiments using the real and synthetic datasets. Future work
includes the expansion to real time processing and the simultaneous processing
of multiple queries.



Top-k Pattern Matching Using an Information-Theoretic Criterion 525

Acknowledgment. This research was partially supported by the Center of Inno-
vation Program from Japan Science and Technology Agency (JST) and KAKENHI
(16H01722, 26540043).

References

1. Aggarwal, C.C., Yu, P.S.: A framework for clustering uncertain data streams. In:
2008 IEEE 24th ICDE, pp. 150–159 (2008)

2. Aho, A.V., Corasick, M.J.: Efficient string matching: an aid to bibliographic search.
Commun. ACM 18(6), 333–340 (1975)
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Abstract. The problem of distributed monitoring has been intensively
investigated recently. This paper studies monitoring the top k data
objects with the largest aggregate numeric values from distributed data
streams within a fixed-size monitoring window W , while minimizing com-
munication cost across the network. We propose a novel algorithm, which
reallocates numeric values of data objects among distributed monitor-
ing nodes by assigning revision factors when local constraints are vio-
lated, and keeps the local top-k result at distributed nodes in line with
the global top-k result. Extensive experiments are conducted on top
of Apache Storm to demonstrate the efficiency and scalability of our
algorithm.

Keywords: Data stream · Distributed monitoring · Top-k query ·
Stream processing

1 Introduction

The prior studies for distributed top-k query [5,7] focus on providing results
to one-time top-k queries in distributed settings. These studies are not suit-
able to continuously query top-k result over distributed data streams. In this
paper, we study a new problem of distributed top-k monitoring, which is contin-
uously querying the top k data objects with the largest aggregate numeric values
over distributed data streams within a fixed-size monitoring window. Each data
stream contains a sequence of data objects associated with numeric values, and
the aggregate numeric value of each data object is calculated from distributed
data streams. The continuous top-k query we studied is restricted to the most
recent portion of the data stream, and the numeric values of data objects are
changed correspondingly as the monitoring window slides.

The study of distributed top-k monitoring is significant in a variety of appli-
cation scenarios, such as network monitoring, sensor data analysis, web usage
logs, and market surveillance. The purpose of many applications tends to track
the exceptionally large (or small) numeric values relative to the major numeric
values of data objects. For example, in the field of traffic flow monitoring, it is
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 527–540, 2017.
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necessary to continuously monitor the top k largest number of road traffic within
the last 15 min in order to monitor the traffic jams in time. Another example,
consider a system that monitors a large network for distributed denial of ser-
vice (DDoS) attacks. The DDoS attacks may issue an unusually large number of
Domain Name Service (DNS) lookup requests to distributed DNS servers from
a single IP address. Hence, it is necessary to monitor the DNS lookup requests
with potentially suspicious behavior. In this case, the monitoring infrastructure
continuously reports the top k IP addresses with the largest number of requests
at distributed servers in recent time. Since requests are frequent and rapid at dis-
tributed DNS servers, the solution of forwarding all requests to a central location
and processing them is infeasible, incurring a huge communication overhead.

The major challenge of our top-k monitoring problem is numeric values of
data objects varying independently at distributed nodes. Tracking the top k data
objects with the largest aggregate numeric values from distributed nodes results
in huge communication overhead, because the global top-k result is affected
by local changes of data objects at distributed nodes. It is imperative to find
solutions that can effectively monitor the global top-k result, while minimizing
communication cost across the network.

Existing algorithms for distributed top-k query such as the Threshold Algo-
rithm [7] focus on efficiently providing results to one-time top-k queries. Though
distributed top-k monitoring could be implemented by repeatedly executing
one-time query alogrithms, it is useless to execute query if the top-k result
remains unchanged. These algorithms do not include mechanisms for detect-
ing the changes of top-k result, incurring unnecessary communication overhead.
Most of solutions proposed for sliding window top-k monitoring [14,17] are inap-
propriate to our monitoring problem, because their ranking function is based on
the dominance relationship of data objects, rather than the aggregate numeric
values from distributed data streams. Babcock and Olston present an origi-
nal algorithm for distributed top-k monitoring [3], which maintains arithmetic
constraints at distributed data sites to ensure that the provided top-k answer
remains valid. Their algorithms assume that a single node may violate con-
straints each time, which is unrealistic. Moreover, it is not suitable to the case
of sliding window, which focuses on the impact of recent data objects.

For continuous data monitoring, we adopt a time-based sliding window model
[14], where the data objects generated within W time-stamps from the current
time-stamp are target for monitoring. In this paper, we consider a model in which
there is one coordinator node C and a set of m distributed nodes N connected
to the coordinator node as shown in Fig. 1.

The coordinator node tracks the global top-k result and assigns constraints to
each monitoring node, at which local top-k result should be in alignment with the
global top-k result. Each monitoring node receives data objects from an input
stream and detects the potential violations of local constraints whenever the
window slides. When local constraints are violated at some monitoring nodes,
it is necessary to send the violated data objects and their numeric values to
the coordinator node. Then, the coordinator node tries to resolve the violations,
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Fig. 1. Sliding window distributed monitoring architecture

called partial resolution. If the global constraint is satisfied by assigning new
local constraints to the violated nodes, then the global top-k result remains
valid. Otherwise, the coordinator node requests all distributed nodes for current
numeric values of violated objects to determine whether the global constraint
is still satisfied. We refer to this process as global resolution, which does not
always occur.

We implement our distributed top-k algorithm on top of Apache Storm [1],
an open-source distributed stream processing platform, on which we conduct
extensive experiments to evaluate the performance of our solutions.

Our main contributions can be summarized as follows.

– We investigate the problem of sliding window top-k monitoring over distrib-
uted data streams. To the best of our knowledge, there is no prior work
regarding this.

– We propose a novel algorithm for top-k monitoring over distributed data
streams, which achieves a significant reduction in communication cost.

– We implement our algorithms on top of Apache Storm, and conduct exten-
sive experiments to evaluate the performance of our algorithms with real
world data, which have demonstrated the efficiency and scalability of our
algorithms.

The rest of the paper is organized as follows. Section 2 reviews previous work
on monitoring over distributed data streams. Section 3 formally defines the top-
k monitoring problem studied in this paper. We describe our top-k monitoring
algorithm in detail in Sect. 4. Section 5 experimentally evaluates the performance
of our algorithms. Finally, we conclude the paper in Sect. 6.
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2 Related Work

Prior work on monitoring distributed streams can be classified into two cate-
gories. One category is monitoring functions over the union of distributed data
streams, and another is monitoring a ranking function, which is based on the
dominance relationship of data objects over distributed data streams.

In the first category, algorithms have been proposed for continuous monitor-
ing of sums and counts [10], heavy hitters and quantiles [18], and ratio queries
[9]. Sharfman et al. [16] present a geometric monitoring (GM) approach for effi-
ciently tracking the value of a general function over distributed data relative to
a given threshold. Followup work [8,11,13] proposed various extensions to the
basic method. Recently, Lazerson et al. [12] presented a CB (for Convex/Concave
Bounds) approach, which is superior to GM in reducing computational complex-
ity, by several orders of magnitude in some cases. Cormode [6] introduced the
Continuous Monitoring Model focusing on systems comprised of a coordinator
and n nodes generating or observing distributed data streams. The goal shifts to
continuously compute a function depending on the information available across
all n data streams and a dedicated coordinator.

There are also plenty of works in the second category. These works study the
monitoring problem with essentially different semantics compared to the first
category. Mouratidis et al. [14] proposed an efficient technique to compute top-k
queries over sliding windows. They make an interesting observation that a top-
k query can be answered from a small subset of the objects called k-skyband
[15]. Existing top-k processing solutions are mainly based on the dominance
property between data stream. The dominance property states that object Oa

dominates object Ob iff Oa has a higher score than Ob. Amagata et al. [2] pre-
sented algorithms for distributed continuous top-k dominating query processing,
which reduces both communication and computation costs. Unfortunately, their
algorithms are inappropriate for the top-k monitoring problem we studied.

Further problems related to our distributed top-k monitoring are distributed
one-time top-k queries [4,5,7]. Fagin et al. [7] examined the Threshold Algorithm
(TA) and considered both exact answers and approximate answers with relative
error tolerance. TA goes down the sorted lists in parallel, one position at a
time, and calculates the sum of the values at that position across all the lists.
The sum of the values is called “threshold”. TA stops when it finds k objects
whose values are higher than the “threshold” value. Cao and Wang [5] proposed
an efficient algorithm called “Three-Phase Uniform Threshold” (TPUT), which
reduces network bandwidth consumption by pruning away ineligible objects, and
terminates in three round-trips regardless of data input. However, these studies
are interested in algorithms that can obtain the initial top-k result efficiently
and provide top-k result to one-time queries. Our study focuses on monitoring
whether the top-k result have changed after an initial answer has been obtained.
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3 Problem Definitions

Now we more formally define the problem studied in this paper. As described
above, there is one coordinator node C and m distributed monitoring nodes
N1, N2, ..., Nm. Each monitoring node Nj continuously receives data records from
an input stream. Collectively, the monitoring nodes track a set O of n logical
data objects O = {O1, O2, ..., On}. Each data object is associated a numeric
value within the current monitoring window. The numeric value of each data
object is updated at distributed nodes as the monitoring window slides. For each
monitoring node Nj , we define partial numeric values C1,j(t), C2,j(t), ..., Cn,j(t)
representing node Nj ’s view of the data stream Sj within monitoring window
W at time t, where

Ci,j(t) = |{Ot′
i ∈ Sj | t − t′ ≤ W}|. (1)

The aggregate numeric value of each object Oi from distributed monitoring
nodes is defined to be Ci(t) =

∑
1≤j≤m Ci,j(t). Tracking Ci(t) exactly requires

alerting the coordinator node every time data object Oi arrives or expires, so the
goal is to track Ci(t) approximately within an ε-error. The coordinator node is
responsible for tracking the top k data objects within a bounded error tolerance.
We define the approximate top-k set maintained by the coordinator node as T ,
which is considered valid if and only if:

∀Oa ∈ T ,∀Ob ∈ O − T : Ca(t) + ε ≥ Cb(t) (2)

where ε ≥ 0 is an user-specified approximation parameter. If ε = 0, then the
top-k set is exact, otherwise a corresponding degree of error is permitted in the
top-k set. The goal of our approach is to provide an approximate top-k set that
is valid within an ε-error in the case of sliding window, while minimizing the
overall communication cost to the monitoring infrastructure.

3.1 Revision Factors and Slack

We realize that the global top-k set is valid, if distributed monitoring nodes have
the same top-k set locally. Since the actual local top-k set at distributed moni-
toring nodes may be differ from the global top-k set, we use revision factors,
labeled δi,j , to reallocate the numeric values of data object Oi to monitoring
node Nj to satisfy the following local constraint:

∀Oa ∈ T ,∀Ob ∈ O − T : Ca,j(t) + δa,j ≥ Cb,j(t) + δb,j (3)

In addition, the coordinator node maintains partial revision factors of data
objects as global slack, labeled δi,0. To ensure correctness, the sum of revision
factors for each data object Oi should satisfy:

∑
0≤j≤m δi,j = 0.

In order to reallocate numeric values of data objects among nodes, it is
necessary to compute additional slacks of data objects at each node. We define
resolution set which contains data objects from global top-k set T and all violated



532 Z. Lv et al.

objects as R. Our algorithm selects the maximum values Pj of data object not
in the resolution set R as a baseline for computing additional slacks of data
objects at each node Nj :

Pj = max
Oi∈O−R

(Ci,j(t) + δi,j) (4)

Thus, the overall slack Si for each data object Oi from the resolution set R
is given by:

∀Oi ∈ R : Si =
∑

1≤j≤m

(Ci,j(t) − Pj) = Ci(t) −
∑

1≤j≤m

Pj (5)

It is important to reallocate the overall slack of data objects among the coor-
dinator node and distributed monitoring nodes. If the slack is tight at monitoring
node, the violation of local constraints would be frequent. However, smaller slack
at coordinator node results in higher probability of violation of global constraints.
The optimum slack allocation polices balances these two costs.

3.2 Sliding Window Unit

In the sliding window scenario, distributed monitoring nodes track numeric val-
ues of data objects within the monitoring window W . Based on the arrival order
of each object in W , the data objects in window W could be partitioned into
several small window unit s0, s1, ..., sl−1 (l = W

w ). The size of sliding window unit
w is specified according to the actual application scenario. Small window unit is
more suitable for near real-time applications, but incurring more communication
and computation costs.

As shown in Fig. 2, the monitoring window W slides, whenever a new sliding
window unit snew has been created and the expired window unit sexp is removed.
Thus, the partial numeric values Ci,j(t) of each data object Oi at monitoring
node Nj updates within the new monitoring window W ′ (W ′ = W +snew−sexp).
Obviously, the changes of data objects may violate the current local constraints.

sexp sliding window unit si

Monitoring Window sliding

snew

Fig. 2. Sliding window unit structure
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4 Top-K Monitoring Algorithm

We now describe our algorithm in detail for sliding window top-k monitoring
over distributed data streams. At the outset, the coordinator node initializes the
global top-k set by running an efficient algorithm for one-time top-k queries,
e.g. TPUT algorithm [5]. Once the global top-k set T has been initialized, the
coordinator node C sends a message containing T and initial revision factors
δi,j = 0 corresponding to each monitoring node Nj . Upon receiving this message,
the monitoring node Nj creates local constraint (3) from T and revision factors
to detect potential violations due to local changes of data objects.

If one or more local constraints are violated, the global top-k set T may
have become invalid. We use a distributed process called resolution algorithm
to determine whether current top-k set is still valid and resolve the violations
if not.

4.1 Resolution Algorithm

Resolution algorithm is initiated if one or more local constraints are violated at
some monitoring nodes NR. Our resolution algorithm consists of three phases,
and the third phase does not always occur.

Algorithm 1. Partial Resolution Algorithm
Input: T , δi,j , {Rj}, {Ci,j(t)}
Output: succeed or failed

1: for ∀Nj ∈ NR do
2: boundj ← max(Ci,j(t) + δi,j), Oi ∈ Rj − T //find the max value of violated

data object at each violated node.

3: /* try to reallocate the numeric value of Oi ∈ T among violated nodes to resolve
violation of constraints */

4: for ∀Oi ∈ T do
5: slacki ← δi,0
6: for ∀Nj ∈ NR do
7: usedi ← boundj − (Ci,j(t) + δi,j)
8: slacki ← slacki − usedi

9: bound0 ← max(δi,0), Oi /∈ T
10: /* determine whether the coordinator node satisfies the Constraint (3) */
11: for ∀Oi ∈ T do
12: if slacki + ε < bound0 then
13: return failed
14: return succeed

– Local Alert Phase. The monitoring node Nj at which violated constraints
have been detected sends a message containing a local resolution set Rj (con-
taining data objects from global top-k set T and current local top-k set) and
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a set of partial numeric values Ci,j(t) of data object Oi in the local resolution
set to coordinator node.

– Partial Resolution Phase. The coordinator node determines whether all
violations can be solved based on the messages from violated nodes NR and
itself alone according to the Algorithm 1. If the coordinator node resolves all
violations successfully by assigning updated revision factors to the violated
nodes, the global top-k set remains unchanged and resolution process termi-
nates. Otherwise, the coordinator node is unable to rule out all violations
during this phase, the third phase is required.

– Global Resolution Phase. The coordinator node requests the current par-
tial values Ci,j(t) of data objects Oi in overall resolution set R = ∪Nj∈NRRj

as well as the baseline value Pj from all monitoring nodes. Once the coordi-
nator node receives responses from all monitoring nodes, it computes a new
top-k set and new revision factors of data objects in the resolution set R,
and notifies all monitoring nodes of a new top-k set T ′ and their new revision
factors. Our algorithm adopts even policy to divide the overall slack Si of
data object Oi among monitoring nodes and coordinator node. The revision
factors allocation algorithm is described in Algorithm2.

For notational convenience, we extend our notation for partial numeric val-
ues and baseline value to the coordinator node by defining Ci,0(t) = 0 for
all data object Oi and P0 = maxOi∈O−R δi,0. We also define nodes set A
as all nodes involved in the resolution process. For each object Oi, Ci,A(t) =∑

0≤j≤m(Ci,j(t) + δi,j). Similarly, we define the sum of the baseline values from
the nodes set A, PA =

∑
0≤j≤m Pj .

Algorithm 2. Revision Factors Allocation Algorithm
Input: T ′, R, {Pj}, {Ci,j(t)}
Output: {δi,j}
1: /* compute the overall slack of Oi ∈ R */
2: for ∀Oi ∈ R do
3: if Oi ∈ T ′ then
4: Si = Ci,A(t) − PA + ε
5: else
6: Si = Ci,A(t) − PA
7: /* compute new revision factors {δi,j} using even policy */
8: for ∀Oi ∈ R do
9: ps ← Si/(1 + m)

10: for j = 0 → m do
11: if Oi ∈ T ′ and j = 0 then
12: δi,j = Pj − Ci,j (t) + ps − ε
13: else
14: δi,j = Pj − Ci,j (t) + ps
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4.2 Correctness and Cost Analysis

The goal of our algorithm is to keep the local top-k set at each node in line
with the global top-k set. If the global constraint is satisfied, the global top-
k remains valid. When local constraints are violated at distributed nodes, our
algorithm reallocates the numeric values of violated data objects by assigning
revision factors to distributed nodes.

Example 1. Consider a simple scenario with two monitoring nodes N1 and N2

and three data objects O1, O2 and O3, and current revision factors are zero. At
time t, the current data values at N1 are C1,1(t) = 4, C2,1(t) = 6 and C3,1(t) = 10
and at N2 are C1,2(t) = 3, C2,2(t) = 4 and C3,2(t) = 3. Let k = 1, ε = 0,
the current top-k set T = {O3}. However, the local top-k set at N2 is {O2},
which violates the constraints. Our algorithms find that partial resolution phases
are failed to resolve the violations, due to slack at coordinator node are zero.
The global resolution phase computes the new revision factors assigned to the
monitoring nodes, at coordinator node are δ2,0 = 1, δ3,0 = 2 and at N1 are
δ2,1 = −1, δ3,1 = −4 and at N2 are δ2,2 = 0, δ3,2 = 2. Then, the local constraints
at distributed node are satisfied and the global top-k set T = {O3} is valid.

Data objects not in the resolution set R can not be candidates for new
top-k set T ′, because their numeric values satisfy the current local constraints.
Therefore, the sum of all baseline values PA should be less than the minimum
numeric values Cl(t) of data object Ol in the previous top-k set T . Furthermore,
each data object Oi in the new top-k set T ′ satisfies: Ci(t) ≥ Cl(t) ≥ PA.
And, the overall slacks of data objects in resolution set R satisfy the following
inequation:

∀Oa ∈ T ′,∀Ob ∈ R − T ′ : Sa ≥ Sb and Sa ≥ 0 (6)

As described in Algorithm 2, we evenly allocate the overall slack Si of each
object Oi in the resolution set R to all nodes. As a result, the new local top-k set
computed by new revision factors at distributed nodes must be in line with the
new global top-k set, and local constraints (3) at distributed nodes are satisfied.

Our resolution algorithm maintains global slack at the coordinator node,
which is significant at partial resolution phase. If the partial resolution phase
resolves the violations successfully, the third phase does not require. Thus, the
communication cost at this phase is just assigning updated revision factors to
the violated node, and number of 2 ∗ |NR| messages are exchanged altogether.
If all three phases are required, the total of |NR| + 3m messages are necessary
to perform complete resolution.

If the global slack retained at coordinator node is tight, the probability of
failure at partial resolution phase becomes high, incurring more communication
cost at global resolution phase. However, tight slacks at distributed monitor-
ing nodes result in frequent violations of local constraints. Our even policy for
allocating additional slacks balances these two costs well.
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5 Experiments

In this section, we provide an experimental evaluation on the communication cost
of our resolution algorithm. We implement two different top-k monitoring algo-
rithms as baseline algorithms. One algorithm retains zero slack at coordinator
node (LSA), and another algorithm retains zero slack at distributed monitoring
nodes (GSA).

5.1 Setup

The experiments are conducted on a cluster of 16 Dell R210 servers with Gigabit
Ethernet interconnect. Each server has a 2.4 GHz Intel processor and 8 GB RAM.
As shown in Fig. 1, one server works as the coordinator node and the remain-
ing nodes work as the monitoring nodes. The monitoring node can exchange
messages with the coordinator node, but can not communicate with each other.
Additionally, the coordinator node can send broadcast messages received by all
monitoring nodes.

We implement our algorithm on top of Apache Storm, a free and open source
distributed realtime computation system, which makes it easy to reliably process
unbounded streams of data. All of nodes are implemented as Bolt components
within the Storm system, and receive data objects continuously from a Spout
component, which is a source of data streams. They constitute a Topology run
on the Storm system. The version of Apache Storm we used is 1.0.2 in our
experiments.

We evaluated the efficiency of our algorithm against sliding window unit size
w, number of monitoring nodes m, approximation parameter ε respectively. The
default values of the parameters are listed in Table 1. Parameters are varied as
follows:

– number of monitoring nodes m: 3, 5, 8, 10, 15
– sliding window unit size w: 5s, 10s, 15s, 20s
– approximation parameter ε: 0, 25, 50, 75, 100

Table 1. Experimental parameters

Notation Definition (Default value)

k Number of objects to track in top-k set (10)

m Number of monitoring nodes (10)

ε Approximation parameter (0)

W Monitoring window size (15 min)

w Sliding window unit size (10s)
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5.2 Data and Queries

We conducted our experiments on both synthetic dataset and real dataset. The
datasets are described in detail as follows:

– Synthetic Dataset: The synthetic dataset includes random data records,
which follow Zipf distribution [19]. The distribution parameter we used is 2.
Each data record contains ID of data object and the time of generation. The
goal of experiment is continuous querying the top k data objects with the
largest number of occurrences.

– Real Dataset: The real dataset consists of a portion of real vehicle passage
records from the traffic surveillance system of a major city. The dataset con-
tains 5,762,391 passage records, which are generated within 6 h (about 267
passage records per second), and involves about 1000 detecting locations on
the main roads. Our experiments continuously monitor the top k detecting
locations with the largest number of vehicle passage records.

Our experiments continuously monitor the top k data objects over distributed
data streams within last 15 min, and the total communication cost is the number
of messages exchanged for processing 100 sliding windows.

5.3 Evaluation

As shown in Figs. 3 and 4, we vary the number of monitoring nodes m with
diverse window unit size w to demonstrate the efficiency and scalability of our
resolution algorithm using synthetic dataset and real dataset.

Fig. 3. Varying number of nodes m using synthetic dataset
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Fig. 4. Varying number of nodes m using real dataset

Normally, as the number of monitoring nodes m increases, the overall commu-
nication cost of monitoring infrastructure is increased correspondingly. Because
the global resolution phase in our resolution algorithm needs to request infor-
mations from all distributed nodes to resolve violations of local constraints. Our
resolution algorithm outperforms baseline algorithms (LSA algorithm and GSA
algorithm) in all cases from the figures. This is because our resolution algorithm
retains additional slack at both coordinator node and distributed monitoring
nodes and reduces vast communication cost by solving the violated constraints
detected at monitoring nodes successfully.

Figure 5 shows that the total communication cost of all algorithms decreases
when the user-specified approximation parameter ε grows. With larger ε-error,

Fig. 5. Varying approximation parameter ε using real dataset, w = 10s, m = 10
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there are less violations of local constraints at distributed nodes, resulting in
lower communication overhead. However, the global top-k result is not accurate,
and the error tolerance lies on the various application scenarios.

In all cases, our algorithm achieves a significant reduction in communication
cost compared to baseline algorithms. Moreover, with the increase of monitor-
ing nodes, the gap between our resolution algorithm and baseline algorithms
becomes wider. These experiments results demonstrate the efficiency and scala-
bility of our algorithm.

6 Conclusions

In this paper, we studied the problem of top-k monitoring over distributed data
streams in sliding window case. We propose a novel algorithm, which reallocates
numeric values of data objects among distributed monitoring nodes by assigning
revision factors to deal with distributed top-k monitoring problem and imple-
ment our algorithm on top of Apache Storm, on which extensive experiments
are conducted to demonstrate the efficiency and scalability of our algorithm.
Future work will concentrate on monitoring other functions over distributed
data streams.
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Abstract. Exploring a knowledge graph through keyword queries to discover
meaningful patterns has been studied in many scenarios recently. From the
perspective of query understanding, it aims to find a number of specific inter-
pretations for ambiguous keyword queries. With the assistance of interpretation,
the users can actively reduce the search space and get more relevant results.
In this paper, we propose a novel diversified top-k keyword query interpre-

tation approach on knowledge graphs. Our approach focuses on reducing the
redundancy of returned results, namely, enriching the semantics covered by the
results. In detail, we (1) formulate a diversified top-k search problem on a
schema graph of knowledge graph for keyword query interpretation; (2) define
an effective similarity measure to evaluate the semantic similarity between
search results; (3) present an efficient search algorithm that guarantees to return
the exact top-k results and minimize the calculation of similarity, and (4) pro-
pose effective pruning strategies to optimize the search algorithm. The experi-
mental results show that our approach improves the diversity of top-k results
significantly from the perspectives of both statistics and human cognition.
Furthermore, with very limited loss of result precision, our optimization meth-
ods can improve the search efficiency greatly.

Keywords: Diversification � Keyword query interpretation � Top-k search �
Knowledge graph

1 Introduction

1.1 Motivation

Recently, keyword search is well recognized as a popular and effective approach to
acquire knowledge from the large-scale knowledge graphs, such as DBPedia [3], Yago
[8], Freebase [4], Probase [11], etc. However, keyword search suffers from a trade-off
between expressiveness and ease-of-use, which results in the ambiguities of users’
information needs. Therefore, keyword query interpretation is proposed for predicating
the most relevant query semantics to users’ information needs. As a result, the users can
still issue keyword queries initially, and then, they will formulate more expressive and
relevant queries from the returned intermediate results, thereby narrowing the search
space and improving the quality of final results.
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The existing keyword query interpretation approaches [12–15] mainly focus on
improving the relevance of results and the efficiency. There is still a lack of discussion
of an important property of interpretation results, namely, diversity. Unfortunately,
according to our observation on real-world knowledge graphs, only considering the
relevance of results often leads to lots of similar results which are redundant to the user
and also may not reach the different user’s intention. That is because the most relevant
results mostly have the same nodes, edges and even structures that are preferred by
scoring functions. Let us consider the following example.

Example 1. Given a keyword query “London, Paris” on DBPedia, the top-4 relevant
results with and without diversification with respect to some specific scoring function
and similarity function are shown in Fig. 1. Each tree is an interpreted result, and can
be seen as a graph query actually. Their leaf nodes contain the two keywords
respectively. Moreover, the nodes in different colors represent different classes in
DBPedia. Intuitively, the four trees on the top (without diversification) are very similar
to each other. They are all rooted at the same class node, and almost share the same
classes. In contrast, the four trees on the bottom (with diversification) are quite different
from each other, and demonstrate various relationships between “London” and “Paris”,
such as biological relationship between two plants, soccer player who served in two
clubs, or geographic relationship between two locations.

In order to make the interpretations of a keyword query meet the various infor-
mation needs of different users, we need to diversify the results.

Settlement

AdministrativeRegion

Country

Bird

Animal

Insect

London

Paris Paris

Station 
London London

Paris

London

Paris

Paris

London

FloweringPlant

Plant

London

Paris

SoccerPlayer

SoccerClub London Paris

Village

RoadJunction

City London

Paris

Diversified

Fig. 1. An example of top-k interpretations with and without diversification.
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1.2 Related Work

Keyword Query Interpretation. It is a popular research topic in the communities of
semantic web, information retrieval and database. There are generally two kinds of
methodologies. The first is to map the keyword query to semantic patterns precomputed
from the graph. For example, Pound et al. [5, 6] generates a list of possible elements in
the knowledge graph for each keyword phrase in the query, sorts the elements by
syntactic similarity, and lastly processes the sorted lists by using a variation of
Threshold Algorithm. The second is to search the relationships between keywords in
the schema graph and compose patterns. For example, Tran et al. [9, 10] models the
interpretation results as subgraphs of the schema graph that connect all keywords in the
query. The top-k results ranked with respect to relevance are returned. Overall, the
current research works try to find the best individual results but not the best result set.

Diversified Top-k Search. It has been studied in many applications recently, such as
[16–18]. The most straightforward solutions (e.g., [1, 2]) assume the rankings of all
search results are known in advance, and diversified search algorithms are given to
output k results with respect to score and similarity. However, graph search usually
returns a very large number of results, so that it is not feasible to rank all results in the
context of this paper. Then, Qin et al. [7] propose general frameworks to handle the
diversified top-k search problem, which can stop early without exploring all search
results. But it cannot be directly applied to solve our keyword query interpretation
problem due to the different problem definition.

1.3 Our Contributions

In this paper, we propose a novel diversified top-k keyword query interpretation
approach to address the redundancy problem of interpreted results, so that the top-k
results could cover richer semantics and satisfy different users. Our approach follows
the line of [10] to search for semantic patterns on a schema graph of knowledge graph
for a given keyword query, and tries to return k patterns that have the most possible
high scores and meanwhile are not similar to each other.

Our main contributions are as follows.

• We reasonably formulate a diversified top-k search problem on a schema graph of
knowledge graph for keyword query interpretation.

• We define an effective similarity measure to evaluate the semantic similarity
between search results.

• We present an efficient top-k algorithm to address the problem. The algorithm can
guarantee to return the exact top-k results, and minimize the calculation of simi-
larity. Moreover, two heuristic pruning strategies are proposed to improve the
search efficiency with possible losses of exact top-k results.

• We perform experiments on DBPedia. The results show that our approach improves
the diversity of top-k results effectively from the perspective of both statistics and
human cognition. Meanwhile, with a small loss (on average 3%) of result precision
as trade-off, the pruning strategies reduce the response time dramatically.
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The rest of this paper is organized as follows. Section 2 introduces the background
and problem definition. We present our similarity measure and search algorithm in
Sects. 3 and 4 respectively. Section 5 shows the experimental results. Lastly, we
conclude in Sect. 6.

2 Preliminaries

2.1 Data and Query Models

Knowledge Graph. Without loss of generality, we simply model a knowledge graph
as G ¼ ðV ;E;H;KÞ where V is a set of nodes, E ¼ V � V is a set of edges between the
nodes, H is a set of classes of nodes, and K is a set of keywords contained by the nodes.
For each node v 2 V , we denote by classðvÞ 2 H and keywordðvÞ � K its class and set
of keywords, respectively.

Schema Graph. Given a data graph G, let its schema graph Gs ¼ ðVs;EsÞ, where Vs is
a set of class nodes, one for each class in H, and Es ¼ Vs � Vs is a set of edges between
the class nodes. For a node v 2 V and a class node vs 2 Vs, v 2 vs if and only if
classðvÞ � classðvsÞ, so that Vs is actually a partition of V with respect to the classes of
nodes. Moreover, we denote by keywordðvsÞ � K the union of keywords contained by
all nodes of vs, namely, keywordðvsÞ ¼ [ v2vs keywordðvÞ. Lastly, an edge ðvs; usÞ 2 Es

if and only if there exist nodes v 2 vs and u 2 us such that ðv; uÞ 2 E.

Keyword Query. A keyword query Q�K is simply a set of keywords. In particular,
we call a class node vs 2 Vs keyword node if and only if there exists a keyword q 2 Q
such that q 2 keywordðvsÞ.
Pattern Tree. Given a schema graph Gs, we interpret a keyword query Q to a set of
pattern trees, where each node is an embedding of a class node on the schema graph
and the leaf nodes are the keyword nodes of each keyword in Q, the root node is the
same class node in the end of each path. Formally, for a pattern tree T ¼ ðVt;EtÞ, there
is a mapping f : Vt 7!Vs. For each edge ðvt; utÞ 2 Et we have ðf ðvtÞ; f ðutÞÞ 2 Es.
Moreover, a pattern tree is comprised of Qj j keyword-to-root paths called search paths.
For a search path Pq ¼ vt1=. . .=vtn outgoing from the keyword q 2 Q, we have
q 2 keywordðf ðvt1ÞÞ.

2.2 Scoring Metrics

Interpreting a keyword query by searching on a schema graph usually returns a huge
number of results due to the explosive combinations of nodes and edges, most of which
are irrelevant. To address the problem, existing keyword query interpretation works
have considered a variety of scoring metrics in order to evaluate how well an inter-
preted result matches the user’s information needs. For example, some widely-used
metrics are introduced as follows.
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Compactness. In the context of keyword search over graphs, a basic assumption is
that more tightly-connected nodes comprise a more meaningful answer. For example,
the answer trees with less edges or levels are ranked higher. Thus, the pattern trees
comprised of shorter search paths are preferred.

Popularity. For each node in the schema graph, we can compute a popularity score by
means like PageRank. Like web page ranking, pattern trees that contain more popular
nodes should be ranked higher.

Relevance. As a common measure in IR, TF/IDF can also be used to evaluate the
relevance of pattern trees to the given keywords. For a keyword node, we can compute
an initial relevance score.

For a search path P, we denote by score(P) its score that incorporates path length,
popularity of nodes on the path, relevance of keyword node, and even other metrics.
The scoring function is featured by (1) the higher the score, the better the search path,
and (2) for a search path P0 ¼ P=. . .=v extended from another search path P, we have
scoreðP0Þ\scoreðPÞ. The details of scoring function are omitted because it is not the
focus of this paper.

Based on the scoring function of search path, we evaluate the score of a pattern tree
as follows.

scoreðTÞ ¼
X

P2T scoreðPÞ ð1Þ

Obviously, the scoring function of pattern tree is monotonic in the context of search
algorithms, thereby facilitating efficient top-k search algorithm and effective search
path pruning during the search (see Sect. 4).

2.3 Problem

Consider a set of results S ¼ T1; T2; . . .f g. For each Ti 2 S, the score of Ti is denoted as
scoreðTiÞ. Given two results Ti; Tj 2 S, the similarity between them is denoted as
simðTi; TjÞ with 0� simðTi; TjÞ� 1. The parameter s is defined as the threshold to
determine whether two pattern trees are similar. When s� simðTi; TjÞ� 1, Ti is similar
to Tj, and vice versa. The definition of the diversified top-k results is as follows.

Definition 1 (Diversified Top-k Results). Given an integer k with 1� k� Sj j, the
diversified top-k results of S is Sk such that

1. Sk � S and Skj j � k;
2. for any two results Ti; Tj 2 Sk with Ti 6¼ Tj, we have simðTi; TjÞ\s, namely, they

are not similar to each other;
3. for each result Ti 2 Sk, if Tj 2 S and scoreðTjÞ[ scoreðTiÞ, we have either Tj 2 Sk

or 9Tl 2 Sk such that scoreðTlÞ[ scoreðTjÞ and s� simðTl; TjÞ� 1.

Example 2. Figure 2 shows an example result set S ¼ fT1; T2; . . .; T7g and the corre-
sponding Sk with k = 4. Each node in the figure represents a pattern tree, and the edges
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indicate that the two connected pattern trees are similar. Moreover, the labels of nodes
are their scores. The diversified top-k results Sk includes four nodes T3; T1; T6 and T7,
which are sorted by their scores. For T2 and T5, their scores are just too low. For T4,
although its score is higher than T6 and T7, it is not qualified for top-k because it is
similar to T3 and T1. Thus, we diversify the top-k results by abandoning T4 and
importing T6 and T7.

With Definition 1, the problem addressed in this paper is defined as follows.

Problem. Given a schema graph Gs and a keyword query Q, let S be the set of pattern
trees interpreted from Q on Gs, compute the diversified top-k results Sk of S without
generating the whole S.

3 Similarity Measure

In order to diversify the pattern trees, we need to measure the similarity between them.
Given a keyword query Q, each pattern tree returned will have Qj j search paths

outgoing from each keyword in Q. We firstly abstract each search path as a feature
vector. Each feature represents the frequency of a class in the path. Given a schema
graph Gs, the dimensionality of feature vector is the number of classes, namely, jVsj.
Let FðPÞ ¼ ðI1; I2; . . .; IjVsjÞ be the feature vector of a search path P. We calculate Ii as
follows.

Ii ¼ ni
jPj ð2Þ

where jPj is the total number of nodes on the path P and ni is the number of nodes that
belong to the i-th class node of Vs on the path.

Let Pq1 and Pq2 be two search paths outgoing from a keyword q in two different
pattern trees. We use the angle cosine formula to calculate the similarity of the two
paths.

T3 T4

T2 T1 T5

T7 T6

0.9

0.4

0.5

0.7

0.4

0.6

0.8

Fig. 2. An example of diversified top-k results.
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simðPq1;Pq2Þ ¼
FðPq1Þ � F Pq2

� �

FðPq1Þ
�� �� � FðPq2Þ

�� �� ð3Þ

Lastly, the similarity of two pattern trees is the mean of the similarity of all their
corresponding paths.

sim T1; T2ð Þ ¼
P

Pq12T1;Pq22T2 simðPq1;Pq2Þ
jQj ð4Þ

Intuitively, our similarity function measures how redundant the classes in two
pattern trees are. We do not consider the structural similarity measures like tree edit
distance because of the high computational complexity and low additional profit.

4 Diversified Top-k Search

As mentioned above, we interpret a keyword query by searching its pattern trees on the
schema graph. In this section, we present the top-k search algorithm and optimization
techniques.

4.1 Search Algorithm

The main goal of our algorithm is to avoid the unnecessary similarity comparison,
which is relatively expensive and could be used very frequently during the search. It is
due to the fact that lots of pattern trees with low scores generated during the search are
unlikely to become the top-k results and thereby are not needed for similarity com-
parison. Thus, our algorithm calculates the similarity for a pattern tree only when its
score meets a specific condition.

The pseudo codes are given in Algorithm 1. Let C be the candidate set, which is a
priority queue of generated pattern trees in descending order of score, and Sk be the
diversified top-k result set, which is also sorted in descending order of score. We denote
by unseen the upper bound of score for the unseen results. For simplicity, the function
searchðÞ is used to traverse the schema graph and generate a set of pattern trees in each
iteration. We do not discuss how to schedule the graph traversals and how to generate
pattern trees here, which have been well studied by existing research works like [10].
Obviously, the value of unseen will decrease gradually, and meanwhile, there will
emerge pattern trees with higher scores than unseen. Then we compute the similarity
between the first emerged pattern tree and results in Sk. If it is not similar to any result
in Sk, it will be put into Sk. Otherwise, it will be abandoned directly. The algorithm
terminates as soon as there are k results in Sk.

It is easy to prove that, each candidate popped up from C is a pattern tree with the
highest score in all remaining results, so that it is certainly the next top-k result if it is
not similar to any existing top-k result. Thus, the correctness of Algorithm 1 is
guaranteed.
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Then we prove that we reduce the cost of similarity comparison to the minimum.
The pattern trees with a score higher than the last result in Sk have to be compared with
the results in Sk for identifying whether it is qualified for becoming one of top-k. While,
the similarity comparison of the rest pattern trees is totally unnecessary to find the top-
k results. Our algorithm only calculates the similarity while the score of the pattern is
higher than unseen, which is always no less than the score of the last result in Sk. So our
algorithm minimizes the calculation of similarity.

Execution Example. Consider the example in Fig. 2. Table 1 describes the search
procedure of DivSA. Initially, the value of unseen is 1, and candidate set C and
diversified top-k results set Sk are both empty. The pattern trees are generated by calling

Table 1. An example search procedure of DivSA.
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searchðÞ iteratively. After two iterations, T1, T2, T3, T4 and T5 have been generated, and
unseen decreases to 0.85. Then, the pattern tree T3 ðscore T3ð Þ ¼ 0:9[ 0:85Þ is moved
to Sk because it is certainly the best of all possible results. In the next iteration, T6 is
generated and unseen decreases to 0.75. Then, T1 ðscore T1ð Þ ¼ 0:8[ 0:75Þ becomes
the best of rest results, and meanwhile it is not similar to T3, thereby being moved from
C to Sk. When unseen decreases to 0.45, there are five pattern trees in C, i.e.,
fT4; T6; T7; T2; T5g, where T4, T6 and T7 have higher score than unseen. So they will be
compared with the results in Sk one by one. Lastly, T6 and T7 are moved to Sk, and T4 is
removed from C because it is similar to T3.

4.2 Optimization

In order to improve the search efficiency, we propose two rules to prune the search path
that is traversed by searchðÞ in each iteration.

Rule 1. Let mq be the maximum score of search paths outgoing from the keyword
q 2 Q, and scoremax be the highest score of currently generated pattern trees. For a
new path Pq0 outgoing from a keyword q

0 2 Q, we prune Pq0 if scoreðPq0 Þ þP
q2Q;q 6¼q0 mq\l � scoremax.

The rationality behind Rule 1 is as follows. Firstly, we prove that the left side of the
inequality is the upper bound of score of pattern trees that contain the path Pq0 . As
indicated in Sect. 2.2, the score of a search path composed of another path and a new
edge is certainly less than the original path. So the possibly best pattern tree that
contains the path Pq0 is composed of the current best paths outgoing from each key-
word. According to Eq. (1), scoreðPq0 Þ þ

P
q2Q;q 6¼q0 mq is the upper bound.

The right side of the inequality is the estimated lower bound of score of top-
k results. The lower bound is to prevent the similarity computation for results with very
low scores. The empirical parameter l is used to balance the prune effect and result
completeness. It is possible to return fewer than k results when the value of l is
relatively large. But in practice the returned results can be guaranteed to be complete by
carefully tuning the value of l.

Rule 2. For two search paths Pq and P
0
q outgoing from a same keyword q with

scoreðPqÞ[ scoreðP0
qÞ, if sim Pq;P

0
q

� �
¼ 1, we can prune the search path P

0
q safely,

and if 1[ sim Pq;P
0
q

� �
[ s, we will prune the search path P

0
q with a probability

d ¼ 1� cos�1 sim Pq;P
0
q

� �
= cos�1 s.

First, assume that the pattern trees Ti and Tj contain Pq and P
0
q respectively. And

the other search paths of Ti and Tj are same. If scoreðPqÞ[ scoreðP0
qÞ and

sim Pq;P
0
q

� �
¼ 1, then scoreðTiÞ[ scoreðTjÞ and sim Ti; Tj

� � ¼ 1. The similarity

between two paths is one do not mean that the two paths are exactly the same. Because
the feature vector of the path does not describe all details of the path. The similarity
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between pattern trees is calculated entirely based on the similarity between paths. So
we can know sim Ti; Tj

� � ¼ 1. The score of the pattern tree is the sum of the score of all
its paths. So we can know scoreðTiÞ[ scoreðTjÞ.

In one case, when Ti is in the Sk , because scoreðTiÞ[ scoreðTjÞ and
sim Ti; Tj

� � ¼ 1, Tj can’t be a result in the Sk . In another case, when Ti is not a result in
the Sk, there must be a pattern tree Tx in Sk having higher score than Ti and
1[ simðTi; TxÞ[ s. Since the feature vector of all paths of Ti and Tj are the same, we
can know that 1[ simðTj; TxÞ[ s. And obviously, scoreðTxÞ[ scoreðTjÞ. So Tj can’t
be a result in the Sk.

In summary, Tj is not needed in the final results. And that also means that P
0
q is not

needed during the generation of pattern trees. Because if there is any pattern tree
containing P

0
q, there is always another pattern tree containing Pq making the previous

one useless. So we can prune the search path P
0
q.

When 1[ simðPq;P
0
qÞ[ s, d is a good simulation of the possibility of

1[ simðTj; TxÞ[ s (According to the preceding proof, it is easy to understand that it is
also the possibility to prune the search path P

0
q). In fact, when Pq is more similar to P

0
q,

P
0
q is more likely to be pruned. d simulates this trend with very good effect. So we use it

as a probability to prune the path P
0
q.

5 Experiments

5.1 Setup

Dataset. We perform the experiments on DBPedia, a popular real-world RDF dataset
which contains over two million entities and nearly ten million relationships. From
DBPedia, we extract a schema graph with 272 class nodes, such as “Aircraft”,
“BaseballPlayer”, “ChemicalCompound”, etc. and nearly 20 K edges. Our keyword
query interpretation approach is to search for pattern trees on the schema graph and
generate diverse patterns covering various classes.

Metrics. To evaluate the effectiveness of our approach, we introduce the following
two metrics

• Coverage. Each top-k pattern tree could be a representative of many other similar
patterns. Thus, we try to count how many patterns are covered by (namely, similar
to) the top-k pattern trees, which is a reasonable measure of their diversity. Cer-
tainly, the more pattern trees covered by the top-k results, the more diverse the
results. Formally, we define the coverage of diversified top-k results Sk as

coverage Skð Þ ¼ jfT 2 S; LT 2 SkjscoreðTÞ	 scoreðLTÞgj
jSkj ð5Þ
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where S is the result set including all the pattern trees once generated and LT is the
last pattern tree in Sk .

• Precision. Since our probabilistic pruning method could result in losses of exact
top-k results, we evaluate the effectiveness of pruning method by using the precision
of top-k results, namely, the percentage of “correct” top-k results that are also
returned by the original algorithm. Formally, we define the precision of top-k results
Sk as

precision Skð Þ ¼ P 2 SkjP 2 S
0
k

� ��� ��
jSkj ð6Þ

where S
0
k is the set of exact top-k results corresponding to Sk.

5.2 Effectiveness

Test 1. We firstly evaluate the effectiveness in the sense of coverage. We test 50
random keyword queries that have two or three keywords respectively, with k ¼ 10
and varying values of s. As shown in Fig. 3, the value of coverage increases signifi-
cantly with the decrease of s. For example, when s ¼ 0:8, there are averagely 4655
pattern trees represented by our diversified top-10 results of two-keyword queries.
Moreover, if the queries have more keywords, the coverage of diversified top-k results
is even higher, because there are more redundant pattern trees combined from similar
paths.

Test 2. We also evaluate the effectiveness by conducting a user case study. Given a
query “Beckham, Ronaldo”, Table 2 shows the top-5 results without diversification
and Table 3 shows the top-5 results of DivSA with s ¼ 0:9. We can see that, the top-1
result without diversification is indeed the most desired semantic relationship between

(a)  Coverage of with |Q|=2. (b) Coverage of with |Q|=3.

Fig. 3. Coverage of Sk.
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these two famous soccer players, namely, another soccer player who is the teammate of
both. However, the other 4 results are all about soccer player, though they are slightly
different. In contrast, the results of DivSA reveal rich semantics between the two
keywords. Thus, if some users are interested in “Beckham” as an album and “Ronaldo”
as a musical artist, they will find out that the album and the artist share some sort of
musical genre. Thus, our approach can indeed improve the search results in human
sense.

5.3 Efficiency

We compare the efficiency of two algorithms: DivSA1 and DivSA2. DivSA1 is our
diversified top-k search algorithm DivSA using Rule 1 for pruning. DivSA2 is the
DivSA using both Rule 1 and 2 for pruning.

We test 50 random keyword queries with two or three keywords respectively by
using each algorithm with varying values of parameters. The followings are our
observations.

Table 2. A user case study: the top-5 results without diversification.

Root Paths

Soccer player Soccer club—Soccer player (Beckham)
Soccer club—Soccer player (Ronaldo)

Soccer player Soccer club—Soccer player—Person (Beckham)
Soccer club—Soccer player (Ronaldo)

Soccer player Soccer club—Soccer player—Album (Beckham)
Soccer club—Soccer player (Ronaldo)

Soccer player Soccer club—Soccer player (Beckham)
Soccer club—Stadium (Ronaldo)

Soccer player Soccer club—Soccer player—Person (Beckham)
Soccer club–Stadium (Ronaldo)

Table 3. A user case study: the top-5 results of DivSA.

Root Paths

Soccer player Soccer club—Soccer player (Beckham)
Soccer club—Soccer player (Ronaldo)

Broadcast network Country—Administrative region—Settlement (Beckham)
Country—Administrative region—School (Ronaldo)

Music genre Album (Beckham)
Musical artist (Ronaldo)

Book Language—Book (Beckham)
Country—Administrative region—School (Ronaldo)

Record LABEL Album (Beckham)
Country—Administrative region—School (Ronaldo)
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1. Figure 4 depict the average response time of all algorithms with s ¼ 0:9, l ¼ 0:5
and k ¼ 20; 40; . . .; 100 for queries with two and three keywords respectively. In
most of the time, DivSA1 can find the top-k results within tens of seconds, since it
reduces the overheads of calculating similarity significantly. Moreover, the opti-
mized DivSA2 is more efficient than DivSA1. Specifically, DivSA2 is averagely
2.43 and 2.92 times faster than DivSA1 when the keyword number is 2 and 3
respectively. It verifies the effectiveness of our pruning strategy.

With the increase of the value of k, the response time of both DivSA1 and DivSA2
increases sub-linearly.
With the increase of the keyword number in query, the response time of both
DivSA1 and DivSA2 increases rapidly, due to the explosive combinations of paths.
Thus, keyword query cleaning is useful when there are many keywords.

2. Figure 5 demonstrate the effectiveness of pruning. Generally, we can see that the
number of search paths is reduced significantly by pruning. For the queries with two

(a) Average response time |Q|=2 (b) Average response time |Q|=3

Fig. 4. Average response time.

(a) Pruning |Q|=2 (b) Pruning |Q|=3

Fig. 5. Pruning effectiveness of DivSA2.
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keywords, 66% of search paths are pruned. For the queries with three keywords,
59% of search paths are pruned. Meanwhile, although the pruning is heuristic, the
precision is testified to be quite high.

3. Since our heuristic pruning is not guaranteed to be safe, we need to testify the
precision of returned results. Table 4 shows the average precision of top-k results of
DivSA2. We can see that the average precision is generally higher than 95%. Thus,
although DivSA2 improves the efficiency dramatically by using unsafe pruning, it is
still reliable with respect to the precision of top-k results.

6 Conclusion

In this paper, we study the problem of diversified top-k keyword query interpretation on
knowledge graphs. Firstly, we define the problem as diversified top-k search on a
schema graph. An effective similarity measure is proposed to evaluate the semantic
similarity between search results. Then, we present an efficient search algorithm that
guarantees to return the exact top-k results and minimize the calculation of similarity.
In order to further optimize the algorithm, we propose two heuristic pruning strategies.
Lastly, we perform experiments on a real-world knowledge graph to verify the effec-
tiveness and efficiency of our approach.
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Abstract. Location-based social networks involve a great number of POIs
(points of interest) as well as users’ check-in information and their ratings on
POIs. We note that users have their own preferences for POI categories. In
addition, they have their own network of friends. Therefore, it is necessary to
provide for a group of users (circle of friends) a new kind of POI-finding service
that considers not only POI preferences of each user but also other aspects of
location-based social networks such as users’ locations and POI ratings. Aiming
to solve this problem, in this paper we present a new type of query called Spatial
Group Preference (SGP) query. For a group of users, an SGP query returns
top-k POIs that are most likely to satisfy the needs of users. Specially, we
propose a new evaluation model that considers user preferences for user pref-
erences for POI categories, POI properties including locations and ratings, and
the mutual influence between POIs. Based on this model, we develop algorithms
based on R-tree to evaluate SGP queries. We conduct experiments on a simu-
lation dataset and the results suggest the efficiency of our proposal.

Keywords: Location-based social network � Group preference � Spatial query

1 Introduction

Recently, with the popularity of GPS-enabled smart phones, location-based social
network becomes a hot topic. Location-based social networks allow a group of users
(circle of friends) to share their location information each other. Together with other
information about POIs (points of interest) such as POI locations, POI category labels
(i.e., restaurant, hotel, café, etc.), and POI ratings, we can provide a variety of services
for people [1].

In this paper, we study an interesting type of query called Spatial Group Preference
(SGP) query. Given a set of POIs and a group of users, an SGP query retrieves k POIs
that are expected to satisfy the overall need of the group of users. We assume that each
user in a group has his or her current location and a preference list for POI categories,
e.g., restaurant, theater, and shopping mall.

One basic solution to the SGP query is using distance to select the best candidates,
which has been widely studied in previous spatial databases. This approach neglects the
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users’ preferences for POI categories as well as the POI properties (e.g., POI ratings).
Many previous studies [11] have proposed to integrate POI properties into POI rec-
ommendation. However, these works are not user-aware because they do not consider
the preferences of users. To the best of our knowledge, there are very few works that
can be directly used to effectively answer SGP queries. As a result, it lacks of effective
evaluation models that can evaluate the quality of POIs according to the needs of a
group of users.

In this paper, we first give the formal definition on the SGP query. Then, we
propose a new evaluation model for SGP queries. Our model integrates different
metrics, including distance, POI ratings, user preferences, and influence between POIs,
to provide a comprehensive ranking for POI candidates. Based on the model, we
propose an R-tree-based algorithm for evaluating SGP queries. Briefly, we make the
following contributions in this paper:

– We define a new kind of query called SGP query for location-based social networks
(Sect. 3).

– We propose a new evaluation model that considers user preferences for user
preferences for POI categories, POI properties including locations and ratings, and
the mutual influence between POIs. Compared with existing approaches, this model
is user-aware and can provide more reasonable ranking for POIs (Sect. 4).

– We conduct experiments on a simulation dataset as well as on a real dataset with
respect to various configurations. The results suggest the efficiency of our proposal
(Sect. 5).

2 Related Work

In 2004, Papadias et al. first proposed the concept of group nearest neighbor
(GNN) query [2] in spatial databases, which is to find a suitable gathering place for a
group of users scattered throughout the Euclidean distance space. They established the
R-tree index to organize candidate gathering points and further extended this approach
to Aggregate Nearest Neighbor (ANN) query [3]. Both of them studied the group
nearest neighbor query in Euclidean distance space, which is not suitable for road
networks [4, 5] due to the differences between road networks and the Euclidean dis-
tance space. There are other researches [6–10] paying attention to improve the effi-
ciency and to reduce the I/O cost of queries in Euclidean distance space or road
network. However, all the above works do not consider group preferences.

In 2007, Yiu et al. proposed a new kind of query called top-k spatial preference
query [11]. This query returns top-k candidate objects whose rankings are defined by
the quality of other objects around them. Further, the work in [12] proposed an
improved scoring method based on textual similarity for getting candidate objects. The
idea of considering the influence of near objects was also applied to road networks [13–
16]. For example, in [16] the authors mapped distances and the scores of other kinds of
objects surrounding the candidate object into a two-dimensional space based on dis-
tance and score, and then used the dynamic skyline method to reduce the number of
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candidate objects. However, existing works on spatial preference queries are not
user-aware, meaning that they do not consider the user preferences for POIs.

In 2016, Li et al. studied location-aware group preference queries [17] that are a
combination of GNN query and group preference. They return top-k sites that consist of
those sites having the minimum distance to the locations of scattered uses in a group
and the sites matching the group preference. However, this approach only uses distance
to evaluate the group preference queries. It is not suitable for location-based social
networks where POI ratings need to be considered in query evaluation.

3 Problem Statement

We assume that there are m categories of POIs, which are represented as
C ¼ c1; c2; c3; c4; . . .; cmf g. Each ci 1� i�mð Þ represents a category. A set of POIs is
represented by P ¼ p1; p2; p3; p4; . . .; plf g. Each pi 1� i� lð Þ is represented by a triple
hpi:loc; pi:t; sðpiÞi. Here, pi:loc is the location of pi; pi:t is the category associated with
pi and sðpiÞ is the rating of pi, which is a value between 0 and 1 and can be obtained
from social network platforms.

Definition 1 (SGP Query). Given a set of POIs P, a group of querying users
Q ¼ u1; u2; u3; . . .; unf g, a targeted category c, and an integer k, a Spatial Group
Preference (SGP) query retrieves a set S � P that consists of k POIs, such that:

(1) (8x)(x2S) ! x.t = c
(2) (8x)(8y)(x2S ^ y2P−S ^ y.t = c) ! sd(x, Q) � sd(y, Q)
Here, sd(x, Q) returns the satisfaction degree between x and Q. h

Q ¼ u1; u2; u3; . . .; unf g represents a set of users and each user ui is denoted as a
tuple ui:loc; ui:CWh i, where ui:loc is the current location of user ui and ui:CW repre-
sents the preferences for POI categories of the user. To quantify the preferences, we
assign a weight to each preferred POI category for each user. Consequently, we have
ui:CW ¼ f ui:c1; ui:w1h i; ui:c2; ui:w2h i; . . .; ui:cm0 ; ui:wm0

� �g. Each tuple in ui:CW , e.g.,
ui:c1; ui:w1h i, means that the category c1 has a weight of w1. We assume that

0� ui:wj � 1, yielding
Pm

0

j¼1 ui:wj ¼ 1. In addition, we use Cr
Q to represent all the

categories contained in Q, i.e., Cr
Q ¼ Sn

i¼1

Sm
0

j¼1 ui:cj.
The key issue of answering an SGP query is how to define the satisfaction degree

model sd(x, Q). In location-based social networks, there are mainly two factors that
impact the satisfaction degree of POIs: (1) the distances between the locations of users
in the group and candidate POIs labeled with the category given in the query; (2) the
influence of surrounding candidate POIs that have categories in Cr

Q. We define two
metrics, namely distance relevance and preference relevance, to formally reflect these
two factors in computing satisfaction degree.

Definition 2 (Distance Relevance). Given a candidate POI p and an SGP query Q,
the distance relevance between p and Q is defined by (1) [17]:
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d p;Qð Þ ¼ 1� d Q; pð Þ
Dmax � Qj j ð1Þ

Here, d Q; pð Þ represents the sum of the distances of each user to p. Dmax is the
diagonal length of the MBR covered by all the involved POIs. h

Definition 2 (Preference Relevance). Given a candidate POI p and an SGP query Q,
the preference relevance between p and Q is defined by (2):

sðp;QÞ ¼
X

ci2crQ
1
Qj j �

WðciÞ � rrciðpÞ
1þ dðp;p0rci ðpÞÞ

r

ð2Þ

Here, p
0r
ci pð Þ is one POI, labeled with ci, within the range r of candidate POI p. And

rrci pð Þ indicates the comprehensive score of p0rci pð Þ, which is obtained from social
network. We assume there is 0� rrci pð Þ� 1. A greater value represents a greater
comprehensive score. And W cið Þ indicates the degree of attention of all users in group

to category ci. The calculation of it has been mentioned above. There d p; p0rci pð Þ
� �

shows the distance between p and p0 in Euclidean distance space. Note that gathering
category c is the special case of Cr

Q, and d p; p0rc pð Þ� � ¼ 0 this time. The similar form of
this formula is used to balance the relations between the textual relevance and network
proximity of two objects. Here, we use the score of candidate POI affected by other
POIs with group preference around it instead of textual relevance and definition in the
denominator is similar to original definition in that paper. h

Definition 3 (Satisfaction Degree). Given a set of POIs P, a group of querying users
Q ¼ u1; u2; u3; . . .; unf g, the satisfaction degree of p as a gathering point of Q is
defined by (3), where a is a smoothing parameter.

sd p;Qð Þ ¼ a � dðpÞþ 1� að Þ � sðpÞð1Þ ð3Þ

When a ¼ 1, the SGP query is similar to the GNN query. If a ¼ 0, the SGP query
becomes a variant of the top-k spatial preference query. h

4 Algorithms for SGP Queries

The SGP query is a new query that has not been mentioned before, so there is no
ready-made method to solve the problem. But there are some basic approaches to it.
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4.1 Baseline Algorithm (BA)

In the baseline algorithm, we build Rtrees for POIs in P labeled with each category,
respectively. Rtree is one of the most popular and widely used data structure for
indexing spatial objects. First of all, traversal the Rc (Rtree of category c) starting from
the root node. If it is a non-leaf node, we execute a recursive call to all of its child
nodes; else for each POI p in the leaf node, we traversal each Rci with ci 2 Cr

Q from top
to bottom and compute the value according to the model of satisfaction. At the end of
the algorithm, it returns top-k POIs labeled with category c, and with the highest
satisfaction.

4.2 Pruning Algorithm (PA)

In the BA algorithm, all candidate POIs as well as POIs around them labeled with
group preference categories are retrieved. Thus, we present the pruning algorithm to
reduce the number of POIs are retrieved. In this method, aRtrees [11] instead of Rtree
are established for all POIs in P, according with different categories. The aRtree is
similar to Rtree, but is added some aggregate information to each node in Rtree. In this
paper, aggregate information tagged to a node is max comprehensive score of POIs in
the child nodes of this node. Algorithm 1 shows the details of the pruning process.

Here, sd þ ðNÞ and sdþ ðN;N 0 Þ are upper bounds of sdðp;QÞ, where p is in node
N. Only if these upper bounds are greater than kth bestvalue (a global variable indi-
cating the kth highest satisfaction degree), the algorithm will continue. Firstly, we
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invoke function fpruning() at the root node of aRc (indexing all the POIs labeled with
category c) and traverse it from top to bottom. Then, kth bestvalue is compared with
the upper bound of each node that is visited in the traversal route. This procedure is
recursively performed on a non-leaf node until a leaf node is encountered. The

Score computðÞ method is invoked to compute the 1
Qj j �

w cið Þ�rrci pð Þ

1þ
d p;p0rci pð Þð Þ

r

in aRci for each POI

p in the leaf node of aRc. Finally, H (one global variable that maintains the results to be
returned) and kth bestvalue are updated according to sdðp;QÞ of p. The implemen-
tation of the Score computðÞ method is similar to that of fpruning(). Line 10–11
describes the recursive calls on non-leaf nodes of aRci and Line 13–14 indicates how to

obtain the value of 1
Qj j �

w cið Þ�rrci pð Þ

1þ
d p;p0rci pð Þð Þ

r

for p in aRc and p0rci pð Þ in aRci .

4.3 Optimized Pruning Algorithm (OPA)

In fact, same POIs with group preference may be within the ranges r of the adjacent
POIs associated with category c. In other words, the satisfaction degree of respective
candidate POIs in one leaf node of aRc may be affected by the same POIs with group
preference. Therefore, we take a set of all the POIs in one leaf node N1 of aRc, instead
of just one POI, within the range r of N1 one time and compute the component score on
aRci . We describe this improved pruning scheme in Algorithm 2.

Algorithm 2 is an optimized version of Algorithm 1. Nodes N1 and N2 are two
parameters of the function, where N1 is visited leaf node in aRc and N2 is root node of
aRci (ci 2 Cr

Q ^ ci 6¼ c). When a leaf node N1 is visited when traversing aRc, its all
candidate POIs are obtained one time and stored in a set P. Then, the component scores
1
Qj j �

w cið Þ�rrci eð Þ

1þ
d p;p0rci eð Þð Þ

r

of them are computed concurrently at a single traversal of the aRci .

Obviously, the candidate POI set corresponding to one leaf node in aRc access less tree
nodes in aRci , which also speeds up the query.
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5 Experiments

We conduct experiments on a simulated data set that contains a set of POIs. Each POI
is tagged with a geographical location and a category description. We randomly assign
a value between 0 and 1 for each POI to represent the rating in social networks. All
algorithms are implemented in Java, and an Intel® Core™ i3-4210 M CPU
@2.60 GHz with 8 GB RAM is used for the experiments. The index structure is
memory resident, and the maximum number entries of a node is set to 100. In all
experiments, we run 100 queries and report the average costs of the queries. The
default settings of the parameters are: Cr

Q = 8, n = 8, r = 100, a = 0.5, and k = 8.
We first evaluate the impact of the number of POIs. The runtime and pruning rates

are shown in Tables 1 and 2, respectively. The runtime increases in all algorithms when
the number of POIs ranges from 100 k to 2 M. The runtime of BA increases rapidly,
because it employs no pruning strategies. OPA gets the best runtime due to its opti-
mization on PA. The pruning rate also increases in all algorithms with the increase of
the number of POIs.

Next, we study the performance of our algorithms for different numbers of cate-
gories. As shown in Table 3, the runtime of all algorithms decreases with the increase
of m. In the case of a constant number of POIs that are indexed, the larger the number

Table 1. Runtime (ms) of varying the number of POIs (l)

Algorithm #POI (l)
100000 500000 1000000 1500000 2000000

BA 888.7 8328.24 21188.5 37399.36 56305.26
PA 284.92 876.38 1606.84 2295.94 3151.42
OPA 170 619.2 1173.54 1693.74 2425.86

Table 2. Pruning rate (%) of varying the number of POIs (l)

Algorithm #POI (l)
100000 500000 1000000 1500000 2000000

BA 0 0 0 0 0
PA 16.15 55.14 65.98 71.85 75.35
OPA 16.78 55.79 66.61 72.46 75.96

Table 3. Runtime (ms) of varying the number of categories (m)

Algorithm #Categories (m)
4 8 16 32

BA 72082.85 25236.1 9400.4 3808.6
PA 3051.68 1595 866.24 501.34
OPA 2281.16 1156.04 631.56 356.54
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of POIs is, the smaller average number of POIs labeled with each category is. This
leads to the fact that a smaller number of POIs labeled with group-preference categories
are retrieved.

6 Conclusion

In this paper we study a new kind of spatial queries named spatial group preference
queries in location-based social networks. We define a satisfaction degree model to
measure whether a candidate POI meets the group’s needs. Then, we propose two
algorithms based on R-tree-based pruning strategies. Our preliminary experimental
results over a simulation dataset show the efficiency of the algorithms. Our future work
will focus on devising new efficient indexes to accelerate SGP queries. We will also
evaluate our proposal on real datasets.
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Abstract. In this paper we study the problem of product search, where
products are retrieved and ranked based on how their reviews match
the query. Current product search systems suffer from the incapability
to measure correspondence between a product feature and its desired
property. A proximity language model is presented to embed textual
adjacency in the frequency based estimation framework. To tailor for
product search problem, we explore strategies for distinguishing product
feature and desired property, quantifying pair-wise proximity based on
conditional probability, and aggregating review opinions at product level.
Experiments on a real data set demonstrate good performances of our
model.

Keywords: Information Retrieval · Proximity model · Product search

1 Introduction

Recently, there has been increasing interest in the problem of product search, due
to the abundance of online reviews. Product review sites, such as TripAdvisor1,
Yelp2, have attracted numerous users, and thus have generated an incredible
volume of comments. Unfortunately, it is impossible for users to absorb all the
information for every candidate product. Product search is then considered to
be a prominent tool to explore online reviews and to make smart consumptions.

Product search queries usually consists of consumption preferences on mul-
tiple product features. The goal of product search engine is to locate the right
product reviews, and rank them based on how they meet people’s demands. For
example, the query in Fig. 1 seeks for a restaurant with nice decor that serves
hot pot. Product B is relevant, since the second review is a supporting evidence
which explicitly states that the two features of restaurant satisfy the query need.
1 http://www.tripadvisor.com/
2 http://www.yelp.com/
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Fig. 1. An illustration of a product search problem

To retrieve preferred products from online reviews, several approaches [1,2]
have been proposed, most of which are based upon a probabilistic model that
measures query-review relevance. They consider a review as supporting evidence,
if all the query keywords appear in the review. This type of models is limited, as it
treats the query as a plain, unstructured “bag of words”, and does not distinguish
the pair-wise correspondence between preferences and features. As illustrated in
Fig. 1, the first review of product A contains all query keywords. Nevertheless,
it is not a supporting evidence. Because the preferred opinion “nice” does not
correspond to “decor”, instead it is used to describe the feature “staff”.

The key issue in product search systems is to quantify the relevance between
the desired property and the corresponding feature in the reviews. One may
easily recognize that relevance is reflected by textual adjacency. Information
Retrieval (IR) models incorporating term proximity like PLM [3] and BM25P [4]
have been shown to significantly enhance the performance of IR systems. How-
ever, directly applying them for product search is problematic. On one hand,
these models hold a constraint of closeness to all query terms, which might be
too strict to harm the accuracy of product ranking. For example, in Fig. 1, the
average proximity scores for all query terms in review 2 for product B is in fact
the largest of four reviews. But since both the preferred opinion keywords are
close to the feature keywords (“nice” to “decor”, “hot” to “pot”), this review
is a supporting evidence. On the other hand, given a pair of product feature
and preference, traditional IR models are only capable of capturing their asso-
ciation at document level, while product search is implemented at entity level.
Therefore, it is necessary to quantify the overall degree of association.

In this paper, we present a formal model to address the above two problems.
Following the classic framework of language modeling, we compute the likeli-
hood of observing the query for each product. The query likelihood is factorized
to conditional probability of preferred opinion given the product feature. We
study the estimation of conditional probability and present several strategies to
embed proximity in estimation. Furthermore, we study the effect of aggregated
proximity from the review corpus.
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2 Related Work

The great potential of entity search [5] has been acknowledged in recent years.
Typical entity search paradigms include expert search [6], query driven product
retrieval [1,2,7]. Product retrieval are either built upon a keyword search frame-
work [2], or a probabilistic language model framework [1]. Sources for product
search are mainly product profiles and online reviews. When retrieving prod-
uct from reviews, a critical property is that reviews are opinionated on different
product aspects, and thus demands special treatment. In [1], relevance is evalu-
ated by aggregating over all query aspects and achieve a good effect. To measure
relevance of product aspect and opinion, a new indexing unit, Maximal Coherent
Semantic Unit is defined and employed in the ranking process [7].

Language modeling approaches have been extensively studied in IR commu-
nity, e.g. query likelihood, divergence and relevance and so on [8]. Beyond general
frameworks for computing unigram relevance, one may also want to reward docu-
ments in which query terms appear close to each other. To exploit such proximity
heuristics, some researchers attempt to capture word dependency by utilizing
a larger matching unit, e.g. bigram [9]. To avoid making the indexing space
too sparse, Markov Random Field model [10] is presented to collectively score
unigram, bigram and textual unit within a certain window. Other researchers
incorporate query term proximity into an existing retrieval model either directly
or indirectly. Directly applying term proximity usually involves defining a com-
bination of relevance score from existing retrieval models and adjusting scores
from proximity heuristics [11]. Indirect methods embed proximity measures and
term frequencies in a unified model. In [3], a language model for each position
of a document that takes into account propagation of word count from other
places. In [4], it extends the well-established BM25 [12] model by taking a linear
combination of Ngram proximity based BM25 models for different N . This line
of researches also include CRTER [13], which introduces a pseudo term that is
the combination of the individual terms, and is weighted by the intersection of
impact propagated from each individual at different positions.

3 Model

Let D = {d1, d2, · · · , dN} be the product universe and C = {Rd} is the collection
of all reviews, where Rd is the set of review documents for product d. The query
consists of several preference phrases on multiple product features, q = {(o, f)} in
which o denotes the preferred opinion terms and f represents the corresponding
feature keywords. Our goal is to estimate the likelihood of generating query from
the hidden product model.

p(q|d) = Π(f,o)p(f, o|d) = Π(f,o)p(f |d)p(o|f, d) (1)

The first part p(f |d) is the probability of selecting feature f from the product,
which can be estimated by Dirichlet Prior smoothing with parameter μ.
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The second part p(o|f, d) defines the relevance between an opinion o and a
feature f in d’s reviews. In the next subsection, we will elaborate how to incor-
porate term proximity between opinion and feature keywords into its estimation.

3.1 Conditional Probability Estimation

Proximity Parameterized The first strategy PP is to represent p(o|f, d) as
the probability density function with respect to term proximity d(o, f,Rd). We
assume that given the feature f , the author will select opinion o according to
a Gaussian distribution p(o|f, d) ∼ N(0, σ2). Note that the probability for a
Gaussian achieves its maximum at its mean, and decreases as the value is distant
from the the mean. Therefore, if the distance between opinion term o and the
feature word f is smallest, then we will get the maximum p(o|f, d). The above
observations lead to the following functional form

p(o|f, d) =
1√
2πσ

exp(−d(o, f,Rd)2

2σ2
) (2)

Proximity Adjusted. Another strategy PA is to first compute the probability
p(o|f, d), then modify it by the proximity. With Jelinek-Merccer smoothing, we
have p(o|f, d) = (1 − λ) c(o,f,Rd)

c(f,Rd)
+ λ c(o,f,C)

c(f,C) , where λ is the parameter.
However, the above definition depends only on the co-occurrences, thus

ignores the impact of proximity. We employ an exponential weighting scheme
to simulate the negative correlation between terms proximity and conditional
probability, so that the confidence of a frequency-based estimation c(o, f,Rd)
decreases as the absolute distance increases. In order to guarantee the adjusted
function is a probability, i.e. Σop(o|f, d) = 1, the dominator c(f,Rd) should be
regularized accordingly. Note that,

∫ +∞
−∞ exp −x2dx =

√
π. Therefore, we have

p(o|f, d) = (1 − λ)
c(o, f,Rd) exp (−d(o, f,Rd)

2)
c(f,Rd)

√
π

+ λ
c(o, f, C)
c(f, C)

(3)

Proximity Censored. Finally we consider probability estimation by directly
manipulating the event space. As in the PA strategy, p(o|f, d) is proportional to
the co-occurrence frequency of the opinion term o and feature keyword f . But
such a relatedness is actually invalid if the two words are far away. Therefore we
define the event of observing terms o, f in a text window of size ε as cε(o, f,Rd).
The probability, according to strategy PC, is defined as

p(o|f, d) =
cε(o, f,Rd)
c(f,Rd)

(4)

where cε(o, f,Rd) = |{d(o, f,Rd) < ε}|, and obviously Σop(o|f, d) = 1

3.2 Proximity Aggregation

For a document, the proximity d(o, f) is the absolute difference of the positions
of terms o and f . Because both terms o, f might appear at multiple positions in
the product reviews Rd, we need to study the aggregation of term proximity.
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Min strategy returns the minimal proximity between the opinion and feature
in a product. Intuitively, the Min strategy suggests that the most significant
evidence is adopted, i.e. if only one consumer gives positive feedback, the product
will be regarded as relevant.

Avg strategy measures average proximity of two terms in the product
reviews. This strategy assumes that all reviews matter, i.e. the product is deemed
relevant when the overall feedbacks are good.

Max strategy calculates the maximal proximity between an opinion and
its neighboring feature in the product specific reviews. Intuitively, the Max
strategy only considers the weakest evidence, i.e. the product is relevant if the
most critical consumer speaks highly of it.

The above three heuristics are simple and intuitive. The Min strategy and
Max strategy are based on single evidence instead of the collective opinions.
The Avg strategy is a global measurement, but it is still sensitive to outliers. A
typical problem for mining social documents is that it usually involves diverse
social behaviors. In the setting of product search, reviews for a specific prod-
uct generally contain quite distinct or even opposite opinions. As a result, we
may need a more accurate measurement to reflect the collected opinions on the
required product features. Thus, we present a ClusterMin strategy as follows.

First we represent each review r ∈ Rd as multiple V −dim vectors ro, each for
a product feature in the query o ∈ q. The v−th element of the feature specific
review vector is the minimal distance ro

v = minv∈r d(o, v) between the given prod-
uct feature o and the v−th word of the opinion lexicon in the review. We adopt
K-means algorithm to cluster all reviews r ∈ Rd for product d. The centroid of
each cluster is represented by multiple feature specific vectors. In the assigning
step, calculate the distance between a review and a centroid sk in cluster k by the
combination of feature specific Euclidean distance ‖r − sk‖2 = Σo‖ro − so,k‖2.
As opinions are naturally divided into three categories: positive, neutral and
negative, we set K = 3 for clustering. When the clustering converges, we choose
the cluster centroid which has the nearest query specific feature-opinion dis-
tance si = sk|mink=1→3 Σ<o,f>∈qs

o,k
f , and set the aggregated distance as the

corresponding element defined by the cluster centroid d(o, f) = so,i
f .

4 Experiment

We evaluate our model with the open benchmark [1]. The data set consists of
reviews for hotels in different cities and cars of various years. For the purpose
of this study, only queries which contain both opinions and associated product
features are remained. Statistics of experimental data set is shown as Table 1.

The proposed retrieval model is implemented on the Terrier [14] platform. To
enhance efficiency, reviews for a single product are merged to a unified document
unit. Term distance across reviews is assigned a large value 400. In preprocessing,
stop words are not removed, and porter stemmer is adopted.

We adopt NDCG@10 (Normalized Discounted Cumulative Gain) as evalua-
tion metric in the following experiments.
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Table 1. Statistics of data set

Hotels Cars

No. cities 5 No. years 3

Avg. no. hotels 143.2 Avg. no. cars 199.3

Avg. no. reviews per hotel 60 Avg. no. reviews per car 67.7

Avg. document length 1219.4 Avg. document length 1097.3

Avg. no. queries 5 Avg. no. queries 5

4.1 Conditional Probability Strategy

We first tune the smoothing parameter μ for each strategy. The proximity aggre-
gation strategy is fixed to be Min. As shown in Fig. 2(a), (b) and (c), the smooth-
ing parameter μ for good performance tends to be large. A larger μ indicates
that the feature probability relies more on the global feature probability p(f |C).
It is reasonable since the product specific reviews are associated with a limited
number of features. Also, we observe that the effect of decaying confidence in
the PA significantly shrinks the smoothing parameter μ as shown in Fig. 2(b).

(a) tune μ with σ = 200/3 (b) tune μ with λ = 0.2 (c) tune μ with ε = 1

(d) tune σ with μ = 80000 (e) tune λ with μ = 700 (f) tune ε with μ = 1000

Fig. 2. Parameter tuning for PP, PA and PC strategy

Next we report the effect of strategy specific parameters in Fig. 2(d), (e)
and (f). Best performance for PP is achieved when σ is around 200/3. For a
Gaussian distribution with zero mean, 99.7% of the data points are in the range of
[−3σ,+3σ], which is in line with our assumption that each product feature should
at least appear in the same passage with the corresponding opinion (passage
length = 400 as mentioned above). Best performance for PA is obtained when
λ = 0.4, which suggests the confidence plays a more significant effect than the
global statistic. For PC strategy, ε = 1 performs best, which means when an
opinion is directly adjacent to it associating feature, it is the most relevant.
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4.2 Proximity Aggregation Strategy

We next study the performance of four aggregation strategies. The comparison is
carried in the hotel data set, Beijing category. Parameters μ = 80000, σ = 200/3
for PP, μ = 700, λ = 0.2 for PA. As shown in Table 2, Min and ClusterMin
both achieve satisfying results, which verifies the most significant evidence in
the reviews play a great role in the calculation of relevance.

Table 2. The performance of four aggregation strategies

Min Avg Max ClusterMin

PP 0.8400 0.5201 0.5285 0.9086

PA 0.7871 0.4803 0.5274 0.7514

4.3 Comparative Study

We finally analyze the performances of our work, compared with state-of-the-art
systems including (1) traditional IR models BM25 [12], PL2 [14]; (2) positional
models BM25P [4], CRTER [13], MRF [10] and PLM [3]. These models are not
dedicated to entity search scenarios, thus we first rank the reviews, and then re-
rank the products by counting the number of reviews for each product in the top
100 search results; (3) product search framework, i.e. OpinionRank [1]. Parame-
ters μ = 80000, σ = 200/3 for PP, μ = 700, λ = 0.4 for PA, μ = 50000, ε = 1 for
PC. And we use Min aggregation for all strategies. From Table 3, we have the
following conclusions. (1) In general, positional models outperform traditional IR
models, which highlight the importance of proximity constraints in IR system.
(2) A unified model designed for product search performs significantly better
than the re-ranking scheme based retrieval. (3) Our models are comparable to
OpinionRank. Among the three paradigms, PP is most stable and generally
obtains best results, which verifies the competency of our contribution.

Table 3. Performance of various product search systems

Models BM25 PL2 rrBM25P rrCRTER rrMRF rrPLM OpinionRank PP PA PC

Hotels

Beijing 0.5179 0.5234 0.7753 0.7620 0.7685 0.8276 0.8521 0.8346 0.7927 0.8472

Dubai 0.6160 0.6228 0.6450 0.7066 0.6400 0.8106 0.8401 0.8579 0.7149 0.8246

New-Delhi 0.4323 0.4360 0.6319 0.6532 0.6576 0.7462 0.8130 0.8045 0.6820 0.7345

San-Francisco 0.4551 0.4619 0.7839 0.6532 0.7603 0.8227 0.8130 0.8702 0.8328 0.8274

Shanghai 0.5097 0.5206 0.7249 0.6865 0.7603 0.8178 0.8239 0.8276 0.7460 0.7849

Average 0.5062 0.5129 0.7122 0.6923 0.7173 0.8050 0.8284 0.8389 0.7537 0.8037

Cars

2007 0.8908 0.8900 0.9133 0.9259 0.9152 0.9349 0.9458 0.9443 0.9369 0.9198

2008 0.8781 0.8788 0.9174 0.9167 0.9257 0.9308 0.9347 0.9376 0.9248 0.9179

2009 0.9176 0.9163 0.9129 0.9256 0.9257 0.9186 0.9494 0.9526 0.9430 0.9320

Average 0.8955 0.8950 0.9145 0.9227 0.9222 0.9281 0.9429 0.9453 0.9349 0.9233
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5 Conclusion

In this paper we present a positional language model for product search prob-
lems. Our contributions are two-fold: (1) we incorporate pairwise proximity into
the estimation of conditional probability of generating an opinion given a product
feature; (2) we explore the aggregation strategies to ensemble review evidences
to evaluate the relevance of a product. Experiments on real data set verify the
competence of the presented framework. In the future, we plan to extend the
model to tolerate noisy query segmentation. Also, clustering on the fly is a poten-
tial direction to speed up the computation for ClusterMin aggregation.
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Abstract. Merchant recommendation, namely recommending person-
alized merchants to a specific customer, has become increasingly impor-
tant during the past few years especially with the prevalence of Loca-
tion Based Social Networks (LBSNs). Although many existing methods
attempt to address this task, most of them focus on applying the con-
ventional recommendation algorithm (e.g. Collaborative Filtering) for
merchant recommendation while ignoring harnessing the hidden infor-
mation buried in the users’ reviews. In fact, the information of user real
preferences on various topics hidden in the reviews is very useful for
personalized merchant recommendation. To this end, in this paper, we
propose a graphical model by incorporating user real preferences on var-
ious topics from user reviews into collaborative filtering technique for
personalized merchant recommendation. Then, we develop an optimiza-
tion algorithm based on a Gaussian model to train our merchant recom-
mendation approach. Finally, we conduct extensive experiments on two
real-world datasets to demonstrate the efficiency and effectiveness of our
model. The experimental results clearly show that our proposed model
outperforms the state-of-the-art benchmark approaches.

1 Introduction

With the prevalence of Location Based Social Networks (LBSNs), personalized
merchant recommendation has become very popular and attracted much atten-
tion from industry and academia. Personalized merchant recommendation not
only satisfies users personalized preferences for visiting new merchants, such as
restaurants, stores and theatres, but also increases merchants revenues. As cus-
tomers can easily make their evaluation by rating and express their opinions
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 575–590, 2017.
DOI: 10.1007/978-3-319-63579-8 44
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Fig. 1. Example of Yelp rating and review.

freely by writing their reviews on merchants, mining user real preferences on
various topics from user reviews will be useful for personalized merchant rec-
ommendation. To solve the data sparsity and the cold start problem in real
recommendation system, some methods further incorporate contextual informa-
tion, such as social networks, temporal information and geographical location to
alleviate the cold start problem [3,10,24].

Though current techniques achieve great progress to alleviate these problems,
it is still very difficult to learn user preferences across various topics from user
reviews. As we know, review texts may consist of many topics. From all the
reviews written by a specific user, we can infer what topics the specific user
gives more attention to. However, users with same rating on same merchant may
have different preferences on different topics. Let us consider a real restaurant
example shown in Fig. 1 where two users have same rating on same restaurant.
From the perspective of the user, we can infer that user 1 pays more attention to
the flavour of the food and the service, while user 2 pays more attention to the
price and the service. From the perspective of the merchant, we can conclude
that this restaurant may be an Italian restaurant, which offers seafood with a
good service and charges a decent price. So we can come to the conclusion that
the rating reflects user general evaluation on the merchant, while the review
reflects user preferences across many topics. Therefore, both the rating and the
review should be integrated for merchant recommendation.

In this paper, we propose an integrated model by fusing user ratings and
user real preferences on various topics from user reviews in a unified framework,
named “Collaborative Filtering meets Reviews” (CFMR), which combines Col-
laborative Filtering technique and Topic Modeling method based on a graphical
model. We assume that the overall rating consists of two parts. One part is the
collaborative rating, which is based on the rating behavior of users in the past.
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The other is the latent rating, which is based on the current user’s preference.
The experimental results on two real-world datasets show that our proposed
model outperforms the state-of-the-art benchmark approaches in terms of effec-
tiveness and efficiency.

The structure of the remainder of this paper is as follows. In Sect. 2 we
will give an overview of the related work. In Sect. 3 we will describe the problem
definition. Then, in Sect. 4, we will detail our new model in the form of graphical
model and the concrete algorithm for merchant recommendation based on our
model. In Sect. 5 we will present and discuss the experimental result on two
datasets. The settings of the parameters is also included in this section. Finally,
we will conclude our main contributions and discuss the future work in Sect. 6.

2 Related Work

In this section, we will review a number of existing works on recommender sys-
tems.

Recommender systems can be generally classified into two groups: Content-
based Filtering [20] and Collaborative Filtering [8]. The latent factor model based
on matrix factorization is one of the typical models in Collaborative Filtering,
such as basic Matrix Factorization [14] and Probabilistic Matrix Factorization
[21]. In the recent years, some additional information, such as item taxonomy
information [23] and social networks [17], have been incorporated to improve
the prediction quality. In [6], the authors presented the performance of matrix
factorization algorithms and memory based models on the task of recommending
long tail items.

With the prevalence of mobile devices and Web 2.0 technologies, location-
based social networks (LBSNs) allow users to share their experiences and opin-
ions on merchants. There are a lot of applications, such as user behavior study
[25] and online retail store placement [12] based on Points-of-Interest (POI) rec-
ommendation. In recent years, many additional information have been explored
to improve the recommendation quality for POI recommendation in LBSNs, such
as geographical location [4] and social connections [5]. Our approach differs from
previous methods in that we try to learn user preferences by mining the reviews.

As review texts contain very useful information to learn user preferences,
there are a few efforts to combine this information to make predictions for rat-
ings. In the work [9], the authors created bag of words from the top frequent
words in all reviews and proposed the combination of Linear Regression model.
The authors of [11] proposed the decomposition of hidden topics over all reviews
and predicted rating over every hidden topic. In [19], the authors proposed a
generic rating prediction model by incorporating user preferences in sentiment
rating prediction to improve the correlation with ground ratings. The most
related study to our work is the work of [16] where the boot-strapping aspect
segmentation algorithm proposed in [22] is directly used to define the meaningful
aspects. However, the aspect representation based on the boot-strapping aspect
segmentation algorithm proposed in [22] needs to provide pre-specified aspect
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keywords by users. The major difference between our work and these review
based methods is that, we proposed a graphical model by fusing Collaborative
Filtering technique and Topic Modeling approach to learn user preferences with-
out users’ specification of aspect keywords.

3 Notation and Definition

In this section, we introduce the relevant notations and the formal definitions.
The input is a set of ratings of some merchants, where each rating has a review.
All the notations we used in this paper are shown in Table 1.

Formally, let D = {μ1, . . . , μN} be the set of users. Let P = {υ1, . . . , υM}
be the set of merchants. A rating Rij user μi gives to merchant υj indicates
the preference the user μi shows for the merchant υj , where high rating means
the high preference. Here, ratings are integers ranging from 1 (star) indicating
few interest to 5 (star) indicating strong interest. The rating Rc

ij indicates the
collaborative rating which is achieved by general Collaborative Filtering method.
The rating Rd

ij indicates the latent rating which is mined in the reviews. The
notation di

j represents the review written by user μi for merchant υj , which
implicitly indicates the user preferences and the merchant quality. We aggregate
all the reviews written for the merchant υj , i.e., dj = {d1j , . . . , d

i
j , . . . , d

N
j }, to

analyze the quality of the merchant υj . In order to understand our proposed
model, we introduce the following definitions.

Table 1. Mathematical notations.

Symbol Size Description

D N All the users

P M All the merchants

R N × M Overall rating matrix

Rc N × M Collaborative rating matrix

Rd N × M Latent rating matrix

U N × L User latent factor matrix

V M × L Merchant latent factor matrix

di
j − Review on merchant j written by user i

T (.) Multiple topics from user reviews

K − The number of keywords in each topic representation

Wj K × |T | Word frequency matrix for merchant j

Zj 1 × |T | Topic ratings vector for merchant j

γ K × |T | Word sentiment polarity matrix

βi 1 × |T | Preference vector for user i

σ, σU , σV , σβ R Variance of the priors
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Definition (Topics). The review is made up of many topics. Users may
pay more attention to some topics. The topics are denoted as T =
{T 1, . . . , T i, . . . , T |T |}. The topics can be price, food and service in the case
of a restaurant.

Definition (Topic Representation). Every topic Ti consists of K most repre-
sentative keywords, i.e., Ti = {wi

1, w
i
2, . . . , w

i
K}. Each topic keyword is selected

from the review corpus.

Definition (Topic Ratings). Topic ratings is a |T | dimensional vector of score
over all topics, denoted as Zj = {Z1

j , . . . , Zk
j , . . . , Z

|T |
j }. Topic ratings indicate

the quality offered by the merchant on topics. A high topic rating means the
merchant does well on this topic.

Definition (User Preferences). User preferences is a |T | dimensional vector
of weights over all topics, where the k-th dimension indicates the degree of user
preference toward the topic T k, denoted as βi = {β1

i , . . . , βk
i , . . . , β

|T |
i }. A high

weight means more attention is paid to the corresponding topic.

4 Model Specification

In this section, we first introduce the topic representation and the calculation of
the topic ratings. Then, we introduce the proposed model, titled “Collaborative
Filtering meets Reviews” (CFMR).

4.1 Topic Representation and Calculation of the Topic Ratings

A major challenge in our work is defining meaningful topics. Because we do
not have the supervision information about how many topics we should define
and what each topic is made up of. In this paper, we apply Latent Dirichlet
Allocation (LDA) [2] model to find the underlying topics and components of the
corresponding topic. We train the LDA model on the review corpus made up of
all the reviews from all users. For each topic, there exists a word distribution.
Every word is associated with a probability value which represents the percentage
that this word makes up of the corresponding topic. We first sort the words
by the probability value descendingly for each topic. Then we select K most
representative words with high probability as our topic keywords.

The calculation of the topic ratings is as follows. Suppose that we have
|T | topics and each topic is represented by K keywords. We get a K × |T |
keyword matrix. We aggregate all the reviews written for merchant υj , i.e.,
dj = {d1j , . . . , d

i
j , . . . , d

N
j }. Based on the keyword matrix, we can map the aggre-

gated review dj to a word frequency matrix Wj in which each column corre-
sponds to a keyword frequency vector in terms of this topic representation. Each
element in the matrix Wj represents the frequency of the word in the aggregated
review dj . In natural language processing, each word is associated with a nega-
tive, neutral or positive sentiment which shows the level of reviewer preferences.
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Fig. 2. Left panel: topic representation and calculation of the topic ratings. Right
panel: the graphical model for the CFMR model.

So we introduce a sentiment polarity parameter matrix γ which can be learned
by minimizing the objective function given by Eq. 10. Each topic rating is the
dot product of the keyword frequency vector in terms of this topic representa-
tion and the corresponding sentiment polarity vector. The Hadamard product
of matrix Wj and matrix γ is denoted as matrix X, i.e.

X = Wj � γ, (1)

where � is the Hadamard product. Then we can calculate the topic ratings Zj

by doing the column sum on matrix X, i.e.

Zj =
[∑

Xi1,
∑

Xi2, . . . ,
∑

Xi|T |

]
. (2)

Figure 2 (left panel) shows a simple example where we assume the dj consists
of two reviews shown in Fig. 1. We only present three topics and show three
keywords in each topic due to space limitation.

4.2 Collaborative Filtering Meets Reviews

In this section, we apply an integrated model, titled “Collaborative Filtering
meets Reviews” (CFMR), which combines the collaborative rating and the latent
rating to approximate the overall rating.

The Generation Assumption. We assume that the overall rating consists
of two parts. One part is the collaborative rating, which is based on the rating
behavior of users in the past. The other is the latent rating, which is based on the
current user’s preference. We further assume that the latent rating is a weight
sum of all the topic ratings, where the weights show the relative preference the
user placed on each topic. The graphical model for the CFMR model is shown
in Fig. 2 (right panel).
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The CFMR Model. As aforementioned, the overall rating consists of the
collaborative rating and the latent rating. We adopt a probabilistic model with
Gaussian observation noise (see Fig. 2 (right panel)). We define the condition
distribution over the observed ratings as

p(R|Rc, Rd, σ2) =
N∏

i=1

M∏
j=1

[
N (Rij |Rc

ij + Rd
ij , σ

2)
]Iij

, (3)

where N (x|μ, σ2) represents the probability density function of the Gaussian
distribution with mean μ and variance σ2, and Iij is the indicator function that
is equal to 1 if user i rated merchant j and equal to 0 otherwise.

The collaborative rating Rc
ij can be calculated as follows based on matrix

factorization [14]:
Rc

ij = UiV
T
j , (4)

where the row vector Ui and Vj represent the user feature vector and the mer-
chant feature vector respectively. We place zero-mean spherical Gaussian priors
[1,7] on user and merchant feature vectors as follows:

p(U |σ2
U ) =

N∏
i=1

N (Ui|0, σ2
UI), p(V |σ2

V ) =
M∏

j=1

N (Vj |0, σ2
V I). (5)

As we assume that the latent rating is a weight sum of all topic ratings,
where the weights show the relative preference the user placed on each topic, so
we define the latent rating Rd

ij as

Rd
ij = βiZ

T
j , (6)

where the row vector βi and Zj represent the preference vector of user i and the
topic ratings vector of merchant j respectively.

Note that the parameter matrix γ characterizes the sentiment polarity of all
the keywords. In order to simplify the discussion, we place a uniform distribution
on parameter matrix γ. As we show in Sect. 4.1, topic ratings vector Zj depends
on the parameter γ and the word frequency matrix Wj . So we do not place any
priors on topic ratings vector Zj . We just place zero-mean spherical Gaussian
priors [1,7] on user preference vectors as follows:

p(β|σ2
β) =

N∏
i=1

N (βi|0, σ2
βI). (7)

From Eqs. 3, 4, 6, we can get the following equation, i.e.

p(R|U, V, β, σ2) =
N∏

i=1

M∏
j=1

[
N (Rij |UiV

T
j + βiZ

T
j , σ2)

]Iij

. (8)
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For the simplification of the equation, let Ω = {U, V, β, γ} and Θ =
{σ, σU , σV , σβ}. The log of the posterior distribution over user feature, merchant
feature and user preference vectors is given by

ln p(Ω|R,Θ) = ln p(R|U, V, β, γ, σ2) + ln p(U |σ2
U ) + ln p(V |σ2

V ) +
ln p(β|σ2

β) + ln p(γ) − ln p(R)

= − 1
2σ2

N∑
i=1

M∑
j=1

Iij(Rij − UiV
T
j − βiZ

T
j )2 − 1

2σ2
U

N∑
i=1

UiU
T
i −

1
2σ2

V

M∑
j=1

VjV
T
j − 1

2σ2
β

N∑
i=1

βiβ
T
i − 1

2

( N∑
i=1

M∑
j=1

Iij

)
lnσ2 −

1
2

(
LNlnσ2

U + LMlnσ2
V + |T |Nlnσ2

β

)
+ C, (9)

where L represents the length of the user feature vector and C represents a con-
stant that does not depend on the parameters. Maximizing the log-posterior in
Eq. 9 with hyperparameters (σ2, σ2

U , σ2
V , σ2

β) kept fixed is equivalent to minimiz-
ing the sum-of-squared-errors objective function with quadratic regularization
terms:

L =
1
2

N∑
i=1

M∑
j=1

Iij(Rij − UiV
T
j − βiZ

T
j )2 +

λU

2

N∑
i=1

‖Ui‖2Fro +

λV

2

M∑
j=1

‖Vj‖2Fro +
λβ

2

N∑
i=1

‖βj‖2Fro, (10)

where λU = σ2/σ2
U , λV = σ2/σ2

V , λβ = σ2/σ2
β , and ‖.‖2Fro denotes the Frobenius

Norm. Note that topic ratings vector Zj depends on the parameter matrix γ.
A local minimum of the objective function given by Eq. 10 can be calculated by
performing the gradient descent in U, V, β, γ by moving in the opposite direction
of the gradient. The gradient of the U, V, β, γ is as followed:

∂L

∂Ui
=

∑
j

Iij [(UiV
T
j + βiZ

T
j ) − Rij ]Vj + λUUi

∂L

∂Vi
=

∑
i

Iij [(UiV
T
j + βiZ

T
j ) − Rij ]Ui + λV Vj

∂L

∂βi
=

∑
j

Iij [(UiV
T
j + βiZ

T
j ) − Rij ]Vj + λββi

∂L

∂γk
=

∑
i,j

Iij [(UiV
T
j + βiZ

T
j ) − Rij ]βk

i W :,k
j (11)

where γk is a word sentiment polarity vector for k-th topic.
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Algorithm 1. Merchant recommendation.
Input : Reviews D , Rating Matrix R
Output: Ω = {U, V, β, γ}

1 Random initialize Ω;
2 for step = 1 to MAXSTEP do
3 for i ← 0 to N do
4 Ui ← Ui − η∇Ui ;
5 βi ← βi − η∇βi ;

6 for j ← 0 to M do
7 Vj ← Vj − η∇Vj ;
8 γj ← γj − η∇γj ;

9 if converge then
10 stop iteration;

11 change the learning rate η as step increases;

12 for each user i do
13 for each merchant j do
14 calculate the rating Rij ;

15 recommend merchants with high rating for user i;

Merchant Recommendation by CFMR Model. Merchant recommenda-
tion can be implemented by selecting merchants with high ratings. The algorithm
of merchant recommendation is detailed in Algorithm1.

Complexity Analysis. The review preprocessing and the training process of
LDA model only cost a constant time, which is not relevant to complexity of
our algorithm. The main complexity of our algorithm is evaluating the objective
function in Eq. 10 and its gradient against variables in Eq. 11. Owing to the
spartity of matrix R, the computational complexity of the objective function is
O(ρ(F + |T |)), where ρ is the number of the nonzero entries in matrix R, F is
the dimension of the row vector Ui and the |T | is the dimension of the row vector
βi. The computaional complexity of gradients is also O(ρ(F + |T |)). Therefore,
the computational time of our algorithm is linear with repect to the number of
observations in the matrix R.

5 Experimental Results

In this section, we compare our CFMR model with some baseline methods in
terms of effectiveness and efficiency.
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5.1 Data Set and Setting

We perform our experiments on two real-world datasets, Yelp dataset1 and Tri-
pAdvisor dataset2. The two datasets offer the ratings and the corresponding
reviews, making them ideal datasets for our model. For Yelp dataset, we choose
the restaurant category which covers more than 1/3 of the total reviews and filter
out users and merchants with less than 20 records. For TripAdvisor dataset, we
filter out users and merchants with less than 10 records. The final Yelp dataset
consists of 6335 users, 4096 merchants and 220454 reviews. The final TripAdvisor
dataset consists of 13930 users, 4489 merchants and 216929 reviews.

We perform some necessary preprocessing on the reviews before Topic Mod-
eling: (i) transform the words to lower cases; (ii) filter out the stop words; (iii)
stem each word in the review corpus to its root.

In the experiments, we try various values for the learning rate and experiment
with various values of L (the length of the user feature vector Ui), finally we chose
to use a learning rate of 0.005 and the value of L is set to 30. We also investigate
the impact of the number keywords in each topic representation and the number
of topics, the number keywords in each topic representation is fixed to 10 (i.e.,
K = 10) and the number of topics is fixted to 20 (i.e., |T | = 15).

5.2 Baseline Methods

We compare our method with the following four baseline models:

– PMF: Probabilistic Matrix Factorization is proposed in [21] by modeling user
preference matrix as a product of two lower-rank user and merchant matrices.

– LDAMF: This method is proposed in [18] which utilizes the information
buried in the review texts by fitting an LDA model on the review corpus and
then treating the learned topic distribution on merchants (or users) as the
latent factors in Matrix Factorization.

– SVD++: This is the state-of-the-art method [13] whose author had won
the Netflix Prize. This approach is based on a matrix factorization model by
incorporating implicit feedback information.

– GM-L2: This method is proposed in [16] which follows the boot-strapping
aspect segmentation algorithm proposed in [22] to achieve the aspect repre-
sentation.

5.3 Accuracy Prediction

Evaluation Metrics. We use two typical accuracy metrics, Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE), to measure the performance
by comparing the observed rating against the predicted rating. The definitions
are as follows:

MAE =
1

|L|
∑
i,j

|Ri,j − R̂i,j |, RMSE =
√

1
|L|

∑
i,j

(Ri,j − R̂i,j)
2
,

1 https://www.yelp.com/dataset challenge.
2 http://times.cs.uiuc.edu/∼wang296/Data/.

https://www.yelp.com/dataset_challenge
http://times.cs.uiuc.edu/~wang296/Data/
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where Ri,j and R̂i,j indicate the observed rating and the predicted rating respec-
tively, and |L| is the number of all test cases.

Experimental Results. For Yelp dataset, the regularization parameters are
set to λU = λV = λβ = 0.003. For TripAdvisor dataset, the regularization
parameters are set to λU = λV = λβ = 0.001. We use different ratio of training
data to test all algorithms and the results are shown in Table 2. Compared
with the baseline methods, our model achieves better performance on accuracy
prediction. The reason is that our model incorporates the review information and
takes user preferences across multiple topics into consideration. Our approach
also performs better than the recently proposed method GM-L2 [16] because the
number of topics we consider is more than the number of aspects used in GM-
L2 [16]. We also find that the more data used to training, the more accurate
prediction results we got. The comparison results on TripAdvisor dataset are
similar to the results on Yelp dataset.

5.4 Cold Start Problem

Experimental Configuration. We randomly split the total dataset into two
parts: training set and testing set according to the split ratio of 20 : 80. For any
test user, we randomly select 20% of user total rating records as the observed
merchant ratings and the remaining as the held-out merchant ratings. Our main

Table 2. Comparison on accuracy prediction.

Datasets Ratio Metric LDAMF PMF SVD++ GM-L2 CFMR

Yelp 90% MAE 0.8211 0.7957 0.7733 0.7544 0.7464

Improved 10.01% 6.61% 3.60% 1.07%

RMSE 1.0592 1.0224 1.0019 0.9787 0.9684

Improved 9.38% 6.19% 3.46% 1.06%

70% MAE 0.8254 0.7938 0.7774 0.7573 0.7497

Improved 10.10% 5.88% 3.69% 1.01%

RMSE 1.0662 1.0266 1.0071 0.9823 0.9727

Improved 9.61% 5.54% 3.54% 0.99%

TripAdvisor 90% MAE 0.7946 0.7629 0.7431 0.7259 0.7154

Improved 11.07% 6.64% 3.87% 1.47%

RMSE 1.0255 0.9821 0.9562 0.9349 0.9198

improved 11.49% 6.77% 3.96% 1.64%

70% MAE 0.8003 0.7707 0.7460 0.7308 0.7192

Improved 11.27% 7.16% 3.73% 1.61%

RMSE 1.0332 0.9928 0.9600 0.9431 0.9232

Improved 11.92% 7.54% 3.99% 2.16%
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objective is to use the ratings of the observed merchants to predict the ratings
of the held-out merchants. In order to measure the performance of our model
on the cold start problem, we divide the test users into groups according to the
number of their observed ratings in the training set, i.e., 1–3, 4–5, 6–7, 8–9,
10–11, 12–13 on Yelp dataset.

Experimental Results. For Yelp dataset, the regularization parameters are
set to λU = λV = λβ = 0.005. For TripAdvisor dataset, the regularization
parameters are set to λU = λV = λβ = 0.002. Figure 3 (left panel) shows the
distribution of the observed ratings in the training set according to the split
ratio of 20:80 on Yelp dataset. Figure 3 (left panel) and Fig. 3 (right panel)
report the MAE and RMSE results on Yelp dataset respectively. We notice that
the group where users have more ratings achieves better accuracy than other
groups. We can also observe that our approach outperforms the other baseline
methods because our model can learn user preferences across multiple topics.
LDAMF method behaves worst among these methods, since it only incorporates
the review information. We also present the performance of all algorithms on Tri-
pAdvisor dataset in Fig. 4. From Fig. 4, we can see that the experimental results
of all algorithms on TripAdvisor dataset are not as well as the performance on
Yelp dataset because TripAdvisor dataset is more sparser than Yelp dataset.
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Fig. 3. Yelp: Left panel: distribution of users in the training dataset. Middle panel:
MAE for groups. Right panel: RMSE for groups.
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5.5 Long Tail Effect

Evaluation Metrics. We utilize the recall measurement to evaluate the perfor-
mance of our model to discover long tail merchant (less popular merchant). This
testing methodology adopted in this paper is applied in [11], which has been
widely used to evaluate the recommender system. The detailed procedure about
how this experiment is conducted is as followed. For each dataset, known ratings
are split into two subsets: training set and testing set. The testing set contains
only 5-stars ratings. For each user, we randomly select one long tail rating with
5-stars which will be added into the testing set. The remaining ratings are as
the training set. As expected, the testing set is not used for training. In order to
calculate recall, we first train the model on the training set. Then for each long
tail merchant i rated 5-stars by user u in the testing set: (i) randomly select 800
additional merchants unrated by user u. (ii) predict the ratings for the merchant
i as well as the additional 800 merchants. (iii) form a ranked list by order in all
the 801 merchants based on their ratings. (iv) form a top-N recommendation list
by selecting the top-N ranked merchants from the ranked list. If the merchant i
is in the top-N recommendation list, we have a hit (hit = 1). Otherwise we have
a miss (hit = 0).

The recall is defined by averaging over all test cases:

Recall =
∑

hit

|Test| ,

where |Test| is the number of all test cases.

Experimental Results. For Yelp dataset, the regularization parameters are
set to λU = λV = λβ = 0.008. For TripAdvisor dataset, the regularization
parameters are set to λU = λV = λβ = 0.001. We present the performance on
top-N in the range from 0 to 50, since the larger N is meaningless in the typical
top-N recommendation task. Figure 5 (left panel) reports the performance of rec-
ommendation algorithms on Yelp dataset. Clearly, the models achieve different
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performance in terms of top-N recommendation. The recall of CFMR at N =
30 is 0.225, i.e., the model can place a long tail merchant in the top-30 with
the probability of 22.5%. From Fig. 5 (left panel), we can see that our model is
better than the model GM-L2 [16] because the number of topics we considered
is more than the number of aspects in GM-L2 [16]. We can also find that the
model of SVD++ presents better performance than the method of PMF because
the SVD++ model incorporates implicit feedback information. Figure 5 (right
panel) reports the performance of all algorithms on TripAdvisor dataset. It is
apparent that the trend of the comparison result is similar to that of Fig. 5 (left
panel).

6 Conclusion

In this paper, we propose an integrated graphical model named CFMR by incor-
porating user real preferences on various topics from user reviews into Collabora-
tive Filtering technique for personalized merchant recommendation. We assume
that the overall rating consists of two parts. One part is the collaborative rat-
ing, which is based on the rating behavior of users in the past. The other is the
latent rating, which is based on the current user’s preference. Our work mainly
focuses on the topic representation and the calculation of the latent rating. We
conducted extensive experiments on two real-world datasets and the experimen-
tal results demonstrate that our model outperforms other methods in terms of
effectiveness and efficiency. In future, we would like to consider the impact of the
additional information, such as geographic information [4] and social information
[15], to further improve the performance of merchant recommendation.
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Abstract. The research of personalized recommendation techniques
today has mostly parted into two mainstream directions, namely, the
factorization-based approaches and topic models. Practically, they aim
to benefit from the numerical ratings and textual reviews, correspond-
ingly, which compose two major information sources in various real-world
systems, including Amazon, Yelp, eBay, Netflix, and many others.

However, although the two approaches are supposed to be correlated
for their same goal of accurate recommendation, there still lacks a clear
theoretical understanding of how their objective functions can be math-
ematically bridged to leverage the numerical ratings and textual reviews
collectively, and why such a bridge is intuitively reasonable to match up
their learning procedures for the rating prediction and top-N recommen-
dation tasks, respectively.

In this work, we exposit with mathematical analysis that, the vector-
level randomization functions to harmonize the optimization objectives
of factorizational and topic models unfortunately do not exist at all,
although they are usually pre-assumed and intuitively designed in the
literature.

Fortunately, we also point out that one can simply avoid the seeking
of such a randomization function by optimizing a Joint Factorizational
Topic (JFT) model directly. We further apply our JFT model to the
cross-city Point of Interest (POI) recommendation tasks for performance
validation, which is an extremely difficult task for its inherent cold-start
nature. Experimental results on real-world datasets verified the appeal-
ing performance of our approach against previous methods with pre-
assumed randomization functions in terms of both rating prediction and
top-N recommendation tasks.
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1 Introduction

The vast amount of items in various web-based applications has made it an essen-
tial task to construct reliable Personalized Recommender Systems (PRS) [25].
With the ability to leverage the wisdom of crowds, the Collaborative Filtering
(CF)-based [16,29] approaches have achieved significant success and wide appli-
cation, especially for those Latent Factor Models (LFM) [12] based on Matrix
Factorization (MF) [30] techniques, which attempt to model the preferences of
users and items collectively through multivariate hidden factors, so as to make
recommendations based on numerical star rating predictions.

Recently, researchers have been putting attention on another important infor-
mation source in many online systems, namely, the textual user reviews. Usually,
the ratings and reviews come in pairs in many typical applications, e.g., Amazon
and Yelp. While the ratings act as integrated indicators of user attitudes towards
products, the reviews serve as more detailed explanations of what aspects users
care about and why the corresponding rating is made [33,34].

As such, the application of Topic Models [4] has gained attention to leverage
the textual reviews for personalized recommendation, especially the frequently
used Latent Dirichlet Allocation (LDA) [5] technique and its variants, for their
ability to extract latent topics/aspects from reviews, which represent the inher-
ently actual factors that users care about when making numerical ratings [20,21].
This further leads to the recent research direction to bridge the LFM and LDA
models, which makes use of the ratings and reviews collectively for personalized
recommendation [2,20,21,23,32].

However, without a clear mathematical understanding of how the objective
functions of LFM and LDA interact with each other when bridged for unified
model learning, current approaches have to base themselves on unvalidated and
pre-assumed designations to bridge the inherently heterogenous objective func-
tions. For example, McAuley et al. [21] transform the latent factors in LFM to
topic distributions in LDA through a manually designed randomization function
based on logistic normalization, while Ling et al. [20] let the factors and topics be
the same by assuming them to be sampled from mixture Gaussian distributions.

In this work, we investigate the mathematical relations between the proba-
bility of recommending an item to a user and the estimated user-item correla-
tions by LFM or LDA models. Based on this, we prove that a multiplicatively
monotonic randomization function that transforms latent factors in LFM to topic
distributions in LDA actually does not exist at all. As a result, although some
normalization-based transformations seem to be intuitional in previous work [21],
they actually make the objective functions of LFM and LDA conflict with each
other during optimization procedure, where a higher value of log-likelihood in
the LDA component may force a lower rating prediction in the LFM component,
which is not favoured when bridging the two models.

Fortunately, we further find that instead of transforming a latent factor to
a topic distribution separately, we can simply transform the product of latent
factors in LFM to the corresponding product of topic distributions in LDA as
a whole, so as to avoid the seeking of a theoretically nonexistent randomization
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function. This is because what we really care about in practice is the final product
of the user/item latent factors (in LFM) or topic distributions (in LDA), where
the former accounts for the predicted user-item ratings, and the latter affects the
log-likelihood of the observed reviews. Based on these findings, we propose the
Joint Factorizational Topic (JFT) model to bridge LFM and LDA, so as to adopt
the numerical ratings and textual reviews collectively, and at the same time
guarantee the inner-model consistency between the LFM and LDA components.

2 Related Work

With the continuous growth of various online items across a vast range of the
Web, Personalized Recommender Systems (PRS) [25] have set their missions to
save users from information overload [14], and they have been widely integrated
into various online applications in the forms of, for example, product recommen-
dation in e-commerce [19], friend recommendation in social networks [3], news
article recommendation in web portals [7], and video recommendation in video
sharing websites [8], etc.

Early systems of personalized recommendations rely on content-based
approaches [22], which construct the user/item content profiles and make rec-
ommendation by paring users with the contently similar items. Content-based
approaches usually gain good accuracy but functionally lack the ability of pro-
viding recommendations with novelty, serendipity, and flexibility. Besides, they
usually require a large amount of expensive human annotations [25]. This further
leads to the prospering of Collaborative Filtering (CF)-based recommendation
algorithms [16,29] that leverage the wisdom of the crowds. Typically, they con-
struct the partially observed user-item rating matrix and conduct missing rating
prediction based on the historical records of a user, as well as those of the others.

With widely recognized performance in rating prediction, scalability, and
computational efficiency, the Latent Factor Models (LFM) [12] based on Matrix
Factorization (MF) [30] techniques for CF have been extensively investigated by
the research community, and widely applied in practical systems. Perhaps the
most early and representative formalization of LFM for recommendation dates
back to Koren et al. [15], and other variants for personalization include Non-
negative Matrix Factorization (NMF) [17], Probabilistic Matrix Factorization
(PMF) [26,27], and Maximum Margin Matrix Factorization (MMMF) [28], etc.
Despite the important success in rating prediction, the CF approaches based
solely on the numerical ratings suffer from the problems of explainability [34],
cold-start [18], and the difficulty to provide more specific recommendations that
meet targeted item aspects [13]. Besides, related research results show that the
performance on numerical rating prediction does not necessarily relate to the
performance on practical top-N recommendations [6], and that the numerical
star ratings may not always be a reliable indicator of users’ attitudes towards
items [35].

To alleviate these problems, researchers have been investigating the incorpo-
ration of textual reviews for recommendation, which is another important infor-
mation source beyond the star ratings in many systems [31]. Early approaches
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rely on manually extracted item aspects from reviews for more informed rec-
ommendation [1,13] and rating prediction [9,11], which improved the perfor-
mance but also required extensive human participations. As a results, researchers
recently have begun to investigate the possibility of integrating the automatic
topic modeling techniques on textual reviews and the latent factor modeling
approach on numerical ratings for boosted recommendation, and have achieved
appealing results [2,21,32].

However, without a clear mathematical exposition of the relationships
between latent factor models and topic modeling, current approaches have to
base themselves on manually designed randomization functions or probabilistic
distributions. In this work, however, we attempt to make an exposition on the
relationships between the two types of objective functions, and further bridge
the inherently heterogenous models in a harmonious way for recommendation
with the power of both numerical ratings and textual reviews.

3 Preliminaries and Definitions

3.1 Latent Factor Models (LFM)

Latent Factor Models (LFM) [16] attempt to encode user and item preferences
in a latent factor space so as to estimate the user-item relations for rating predic-
tion, which account for many of the frequently used Matrix Factorization (MF)
[30] techniques. Among those, a ‘standard’ and representative formalization [15]
predicts the user-item ratings ru,i with user/item biases and latent factors by,

rate(u, i) = α + βu + βi + γu · γi (1)

where α is the global offset, βu and βi are user and item biases, γu and γi

are the K-dimensional latent factors of user u and item i, respectively, and “·”
denotes vector multiplication. Intuitively, γu can be interpreted as the preference
of user u to some latent factors, while γi is the property embedding of item
i on those latent factors. Based on a set of observed training records R, the
model is typically targeted with the goal of providing accurate rating predictions,
where we determine the parameter set Θ = {α, βu, βi, γu, γi} with the following
minimization problem,

Θ = argmin
Θ

∑

ru,i∈R

(
rate(u, i) − ru,i

)2 + λΩ(Θ) (2)

and Ω(Θ) is a regularization term. A variety of methods exist to minimize Eq. (2),
for example, Stochastic Gradient Descent (SGD) or Alternating Least Squares
(ALS) [15]. However, this model merely takes into account the numerical ratings
and leaves out the textual reviews, which is information-rich and may well help
to provide better recommendations.
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3.2 Latent Dirichlet Allocation (LDA)

Different from LFM, the LDA model attempts to learn a number of K latent
topics from documents (textual reviews in this work), where each word w is
assigned to a topic zw, and each topic z is associated with a word distribution
φz. Based on this, each document d ∈ D is represented with a K-dimensional
topic distribution θd, where the j-th word wd,j in document d discusses its cor-
responding topic zd,j with probability θd,zd,j

. It is usually convenient to also
define the word distribution φz,w, which is the probability that word w is used
for topic z in the whole corpus D. The final model conducts parameter learning
by maximizing the likelihood of observing the whole D:

P (D|θ, φ, z) =
∏

d∈D

Ld∏

j=1

θd,zd,j
φzd,j ,wd,j (3)

where Ld is the length (number of words) of document d. Intuitionally, we are
multiplying the probability of seeing a particular topic in θd with the likelihood
of seeing a particular word given the topic to estimate the likelihood of seeing
the whole corpus.

3.3 Randomization Function

Let γ ∈ R
K be an arbitrary vector and θ ∈ [0, 1]K be a stochastic vector, where

their dimensions are the same K as the latent factors γu, γi and latent topics
θd in the previous subsections. According to the definition, we have 0 ≤ θk ≤ 1
and ‖θ‖1 =

∑K
k=1 θk = 1. The target of a randomization function f : RK → R

K

is to convert an arbitrary vector γ to a probabilistic distribution θ = f(γ). The
inherent nature of a randomization function is the key component to bridge the
gap between LFM and LDA models, which links the latent factors γ in LFM
to the topic distributions θ in LDA, and thus makes it possible to model the
numerical ratings and textual reviews in a joint manner.

In the background of personalized recommendation, a desired randomization
function is expected to be monotonic in the sense that it preserves the orderings,
so that the largest value of γ should also correspond to the largest value in θ, thus
the dimensions of the LFM model and the LDA model are inherently aligned
during the model learning process to express the user-item relations in a shared
feature space. As a result, the basic properties of a randomization function f(·)
can be summarized as follows:

{
0 ≤ f(γ)i ≤ 1, ‖f(γ)‖1 = 1
γi < γj → f(γ)i < f(γ)j

,∀γ ∈ R
K , 1 ≤ i, j ≤ K (4)

For example, in [21] the authors designed a randomization function as:

θk = f(γ)k =
exp (κγk)∑
k′ exp (κγk′)

(5)
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which conducts logistic normalization on a latent factor. In the following, we
investigate the relationship between the objective functions of LFM and LDA,
and further point out the properties required on a randomization function to
harmonize the models when bridging the two different functions.

4 Bridging Factors and Topics

4.1 Probability of Item Recommendation

In the Latent Factor Model (LFM), a recommendation list is constructed in
descending order of the predicted ratings rate(u, i) for a given user, which means
that an item i with a higher rating prediction on user u also gains a higher
probability of being recommended P (i|u). As a result,

PLFM(i|u) ∝ rate(u, i) ∝ γu · γi (6)

where ∝ denotes a positive correlation, and we leave out the parameters α, βu

and βi because they are constants given a user and an item in the model learning
process [15].

In Latent Dirichlet Allocation (LDA) for personalized recommendation, each
user or item is represented by its corresponding set of textual reviews du or di,
and the underlying intuition models the topical correlation between them by
estimating the potential review du,i that a user may write on an item, based on
the topical distributions θdu

and θdi
. To simplify the notations, we use u, i, and

k to denote the user or item document representations du, di and the k-th latent
topic zk interchangeably, and we thus have:

P (k|u) = θu,k and P (k|i) = θi,k (7)

The LDA model conducts likelihood maximization on each observed review
du,i given the corresponding user u and item i, and the embedded topical dis-
tribution represents the probability of observing each topic k, which is:

P (k|u, i) = θd,k (8)

LDA applies an indirect causal effect from users to items via latent topics [5],
which means that user u and item i are conditionally independent given topic
k, i.e., P (u|i, k) = P (u|k), and this further gives us the following:

P (u, i, k) =
P (u, k)P (i, k)

P (k)
(9)

By applying Eqs. (9) to (8), we decompose the topical distribution of a review
into the topical representations of the corresponding user and item:

θd,k = P (k|u, i) = P (k|u)P (k|i) P (u)P (i)
P (k)P (u, i)

∝ P (k|u)P (k|i) = θu,kθi,k (10)
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where P (u), P (i) and P (u, i) are constants in the LDA procedure, and the latent
topics zk are identically independent from each other, giving us constant and
equal valued P (k)’s over the K topics. As a result, we have the following condi-
tional recommendation probability for LDA models:

PLDA(i|u) =
K∑

k=1

P (k|u)P (i|k) =
K∑

k=1

P (k|u)P (k|i) P (i)
P (k)

∝
K∑

k=1

P (k|u)P (k|i) =
K∑

k=1

θu,kθi,k = θu · θi

(11)

and this result conforms with Eq. (10) in that, the probability of recommending
an item given a user is positively correlated to the sum of topic probabilities
that a user may textually review on an item.

4.2 Bridging the Objective Functions

According to the conditional item recommendation probabilities given a target
user specified in Eqs. (6) and (11) for LFM and LDA models, respectively, a
favoured approach to bridge the two models to leverage the power of both rat-
ings and reviews should harmonize their objective functions, so that a higher
value of γu ·γi also corresponds to a higher value in θu ·θi. More precisely, except
for the monotonic property defined in Eq. (4) on a vector itself, the random-
ization function f(·) from γ to θ is also required to be monotonic for vector
multiplications:

γ1 · γ2 < γ3 · γ4 → f(γ1) · f(γ2) < f(γ3) · f(γ4), ∀γ1, γ2, γ3, γ4 (12)

In this way, the LFM and LDA components in a bridged objective function
would not conflict with each other during the model learning process, because
both of them increase/decease the recommendation probability P (i|u) at the
same time for each single iteration.

Previous work intuitionally assumes that a randomization function satisfy-
ing the vector-level monotonic property in Eq. (4) will also be monotonic on
product-level as Eq. (12). Frequently used examples are the normalization-based
randomization functions, which normalize the elements of γ to construct θ so
that they sum to one [2,20,21,32]. In [21] for example, a logistic normalization
randomization function as in Eq. (5) is applied so as to minimize the following
joint objective function to bridge the LFM and LDA models:

O =
∑

ru,i∈R

(
rate(u, i) − ru,i

)2
︸ ︷︷ ︸

LFM component

−λ L(D|θ, φ, z
)

︸ ︷︷ ︸
LDA component

(13)

where the LFM component still minimizes the error in predicted ratings, while
the LDA component is the log-likelihood of the probability for the review corpus
in Eq. (3).
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Previous designations do seem intuitional and reasonable, and they indeed
improve the performance of personalized recommendation in many cases. How-
ever, we would like to point out in this work that the vector-level monotonic
property does not necessarily guarantee the monotonic property on a product-
level. Actually, we prove that such a randomization function that satisfies both
vector- and product-level monotonic properties does not exist at all, and the
proof is omitted due to the page limit (details can be found in the appendix).

For this reason, forcing a vector-level randomization function on the latent
factors to bridge the LFM and LDA models will result in a conflict between
the two components during the procedure of objective optimization, i.e., while
the LFM component gains a higher probability of item recommendation with a
larger value of γu ·γi, the LDA component may reversely force a lower recommen-
dation probability with θu · θi just because of the mathematical property of the
randomization function, which is not favoured in model learning process. This
further explains the observation that the prediction accuracy of Eq. (13) tends
to fluctuate drastically during optimization, although the overall performance
generally tends to increase along with the iterations.

4.3 Direct Product-Level Randomization

Despite that a randomization function with product-level monotonic property
does not exist, we shall notice a simple fact that the de facto components that we
need to consider so as to preserve the orderings of PLFM(i|u) and PLDA(i|u), are
the final product of the latent factors or latent topics as a whole, i.e., γu · γi and
θu ·θi, rather than each latent factor γ to a latent topic distribution θ separately.

More precisely, what we really need in the LDA model of Eq. (3) is the topic
distribution of each document θd, where we have θd,k ∝ θu,kθi,k by Eq. (10). As
a result, we can apply a randomization function f(·) to the product of latent
factors γu,kγi,k directly, so as to obtain the product of latent topic distributions
θu,kθi,k as a whole, which is further positively correlated to θd,k that will finally
be adopted by the LDA component for model learning.

A lot of normalization-based randomization functions guarantee the product-
level monotonic property when applied to the product of latent factors directly.
In this work, we adopt the logistic-normalization function to enforce θu,kθi,k

(and thus θd,k) to be positive and sum to one:

θd,k ∝ θu,kθi,k = f(γu,kγi,k) .=
exp(γu,kγi,k)∑
k′ exp(γu,k′γi,k′)

(14)

which preserves the orderings of the dimensions from γu · γi to θu · θi, and thus
guarantees the positive correlation between PLFM(i|u) and PLDA(i|u) according
to Eqs. (6) and (11). Based on this direct product-level randomization, we are
fortunately able to bridge the LFM and LDA models to leverage the power of
ratings and reviews collectively, and meanwhile make the two components har-
monize with each other for model learning, which improves both the performance
and stability of personalized recommendation.
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In the following, we describe our Joint Factorizational Topic (JFT) model,
as well as its application in the practical scenario of (cross-city) restaurant rec-
ommendation.

5 The Model

5.1 Joint Factorizational Topic Model (JFT)

The basic Joint Factorizational Topic (JFT) model bridges the LFM component
as Eq. (1) and the LDA component in Eq. (3) according to the product-level
randomization. Specifically, let θd,k = exp(γu,kγi,k)∑

k′ exp(γu,k′γi,k′ ) in Eq. (3), the JFT model
attempts to optimize the following objective function:

F (Θ,φ, z) =
∑

ru,i∈R

(
rate(u, i) − ru,i

)2 − λlL(D|θ, φ, z) + λpΩ(Θ) (15)

where Θ = (α, βu, βi, γu, γi) is the parameter set of the LFM component,
L(D|θ, φ, z) is the log-likelihood of the whole corpus whose document distribu-
tions θ come from the latent factors γ, and Ω(Θ) =

∑
u,i(β

2
u+β2

i +‖γu‖22+‖γi‖22)
is the �2-norm regularizer for the latent parameters.

Intuitionally, the LDA component L(·) serves as another regularization term
besides the traditional �2-norm regularizer Ω(·) for numerical rating prediction,
and we trade off between them two with λl and λp, respectively. In this way, the
JFT model attempts to minimize the error in rating prediction, and meanwhile
maximizes the likelihood of observing the corresponding textual reviews.

Most importantly, the LFM and LDA components are designed to be consis-
tent with each other by product-level randomization in model learning, in that
a smaller prediction error in the LFM component functionally invokes a larger
likelihood of observing the corresponding textual review, which makes the two
components collaborate rather than violate with each other when optimizing the
objective function.

5.2 Incorporate City Factors and Novelty-Seeking

The problem of cross-city recommendation finds its fundamental importance in
many Location-Based Services (LBS) like Foursquare and Yelp, where it is usual
for users to expect personalized recommendations from the application when he
is travelling outside the hometown in a new city.

However, previous approaches for point-of-interest recommendation (espe-
cially for LFM and its variants) encounter serious cold-start problems [18] in
the application scenario of cross-city recommendation, where we may have only
a few or even none historical rating records of a user who is traveling in a new
city, although he/she may have made quite a number of ratings in his/her home
city.
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Our basic JFT model helps to alleviate the cross-city cold-start problem by
bridging the textual reviews with numerical ratings, because the topic embed-
dings that we learn from the reviews of a new restaurant, may be similar to
the embeddings that we can learn for the restaurants that a user previously
liked in his/her hometown, which may help to provide personalized cross-city
recommendations.

Nevertheless, the assumption of recommending similar items may not always
be true in different scenarios, although it is one of the most basic assump-
tions that inherently drives the intuition of most personalization models. This is
because the preferences of a user travailing in a new city may well diverge from
his/her historical preferences in hometown. For example, some users may prefer
to try new flavours of local features when in a new city, while others may still
like to keep to their previous favourites.

As a result, we further introduce the city factors into the basic JFT model
so as to learn the variant of user preferences for cross-city recommendation. To
do so, we first model the user-item rating as:

rate′(u, i) = α + βu + βi + (1 − τu)(γu · γi) + τu(γi · γc) (16)

where γu ·γi estimates the similarity between a user and a targeted item as with
Eq. (1), while γi · γc models the similarity between the targeted item and its
corresponding city, and the novel-seeking parameter 0 ≤ τu ≤ 1 indicates the
degree that a user prefers to try local flavours.

The intuition here (which will later be verified in the experiments) lies in that,
a user u with a high preference of novelty-seeking τu would put more interest on
those restaurants whose factor representations γi are similar to that of the whole
city γc (i.e., local flavour), while a user who prefers flavours she previously liked
would be attracted more by those restaurants with similar factors of herself γu.
We leave out the consideration of γu · γc because the factors γu and γc would
be fixed parameters in model learning and when making recommendation given
a user u and a targeted city c, as a result, this component would not make a
difference in learning and recommendation procedures.

Correspondingly, we re-parameterize the topic distribution θd of each review
document d from user u to item i by product-level randomization of the item-city
factors γi,kγc,k:

θ′
d,k =

exp(γi,kγc,k)∑
k′ exp(γi,k′γc,k′)

(17)

where each city c is similarly represented as the set of reviews dc corresponding
to the restaurants located therein. In this way, we reformulate the likelihood of
the review corpus with weighted geometric mean of the user-item randomization
θd in Eq. (14) and item-city randomization θ′

d in Eq. (17):

P ′(D|θ, θ′, φ, z) =
∏

d∈D

Ld∏

j=1

(
θd,zd,j

)1−τu(
θ′

d,zd,j

)τu
φzd,j ,wd,j

(18)
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Based on this, our JFT model for cross-city recommendation attempts to
minimize the following objective function:

F ′(Θ′, φ, z) =
∑

ru,i∈R
(
rate′(u, i) − ru,i

)2 − λlL′(D|θ, θ′, φ, z) + λpΩ(Θ′)

(19)
Similar to the basic JFT model, Θ′ = (α, βu, βi, γu, γi, γc, τu) is the parameter

set of the LFM component, and L′(D|θ, θ′, φ, z) is the log-likelihood of the corpus
probability in Eq. (18).

5.3 Fitting the Model

We introduce the algorithm for model fitting in this subsection. For nota-
tional simplicity and also without loss of generality, we use F (Θ,φ, z) to denote
the objective function of both the basic and the cross-city JFT model, where
the parameter set for the LFM component are Θ = (α, βu, βi, γu, γi) and
Θ = (α, βu, βi, γu, γi, γc, τu), respectively. The learning procedure for them are
similar.

Typically, the LFM component (with �2-regularizer) can be easily fit with
gradient descent, while the log-likelihood LDA component is usually optimized
with Gibbs sampling. As our model jointly includes the two inherently heteroge-
nous components, we construct a learning procedure that optimizes the two
components alternatively:

Step1 : {Θt, φt} ← argmin
Θ,φ

F (Θ,φ, zt−1) by gradient descent

Step2 : Logistic normalization on each topic vector φt
k

Step3 : Sample zt
d,j with probability P (zt

d,j = k) = θt
d,kφt

k,wd,j

In the first step, we fix the topic z of each word in each document, and further
compute the gradient of each parameter in {Θ,φ} while fixing the others. Based
on these gradients, the parameters in {Θ,φ} are updated one by one, where the
step size for each parameter is determined by linear search.

Specifically, we should note that the parameter τu in the cross-city JFT model
represents the probability that user u attempts to try new flavours different from
his/her historical preferences. As a result, we only adopt those review records
in D that user u visited a restaurant outside of his/her home city to construct
document du and to update parameter τu (τu is kept stable if du = ∅), while the
other parameters are updated with all their corresponding reviews.

However, the gradient descent procedure would not guarantee the word dis-
tribution φ of latent topics to be stochastic vectors. As a result, we conduct
logistic normalization for each topic φk (1 ≤ k ≤ K) in the second step, where
each dimension of φk is normalized as φk,w = exp(φk,w)∑

w′ exp(φk,w′ ) .
In the last step, we preserve the results from the previous steps, and update

the topic assignment for each word in each document. Similar to LDA, which
assigns each word to the k-th topic according to the likelihood of the word
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Algorithm 1. Top-N Recommendation

Input: R, D, N Recommendation list of length N

1: R+ ← R with all ratings reset to be 1
2: Initialize model parameters α, β, γ, φ, z randomly
3: Initialize τu ← 0.5 for all users, t ← 0 while Not Convergence or t < T
4: t ← t + 1, R− ← ∅ for (u, i) ∈ R+

5: Sample item j from the same city of item i randomly, where (u, j) /∈ R+

6: R− ← R− ∪ (u, j) with rating 0
7: Update model by Step1 ∼ 3 with {R+ ∪ R−, D}
8: Rank items in descending order of rating prediction
9: Top-N Recommended items for each user

discussing topic k, we set zd,j = k with probability proportional to θd,kφk,wd,j
,

where the indices pair {d, j} denotes the j-th word of document d, θd is the the
topic distribution of document d, and φk is the word distribution of topic k.

The major difference between LDA and the last step of our JFT model is
that, the topic distributions θd are determined base on the product-level ran-
domization from latent factors γu, γi and γc in our model, instead of sampling
from a Dirichlet distribution in LDA. As a result, we only need to sample the
topic assignments z in each iteration of our JFT model. The probabilistic inter-
pretation of our approach and its inherent relationship with the LFM component
have been exposited in the previous sections.

Finally, these steps are repeated iteratively until convergence, i.e., the
�2-difference in Θ is sufficiently small between two consecutive iterations, or
that an overfitting is observed in the validation set.

5.4 Top-N Recommendation

In this subsection, we further adapt our basic and cross-city JFT model to pro-
vide more practical personalized top-N recommendation lists beyond numerical
rating predictions.

It is known that a good performance on rating prediction does not necessarily
guarantee a satisfactory performance of top-N recommendation by ranking the
items in descending order of the predicted ratings [6]. This is partly because
of the contradiction between the goal of recommending items that users would
potentially visit and the data (ratings) that we use for model training, i.e.,
users actually indeed visited the items in the dataset, no matter what numerical
ratings they eventually made on them. Intuitionally, a relatively low predicted
rating does not necessarily mean that the user would not be attracted by the
item at all, because of the many items with low ratings yet visited by the users.

As a result, we train our JFT model (and also the baseline approaches)
for top-N recommendation in a different way from the task of rating predic-
tion. Specifically, we feed the learning procedure with binary inputs, where the
observed records in R are all treated as positive cases (rating=1), and the nega-
tive cases (rating=0) are sampled from the unobserved user-item pairs in a 1 : 1
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negative sampling manner. For clarity, we exposit the sampling, learning, and
recommendation produce in Algorithm 5.3.

6 Experiments

6.1 Experimental Setup

We collected user reviews from a major restaurant review website Dianping.com
in China, including 253,749 reviews from 32,529 users towards 8,026 restaurants
located in 194 cities, where each user made 20 or more reviews, including intro-
and cross-city cases. We set the home city of a user according to the registration
information in his/her profile.

Of the 253,749 reviews in the whole corpus, 233,802 records fall into intro-
city reviews, and the remaining 19,947 records are cross-city reviews, where
the ratio between intro-city and cross-city records is 11.72. Each review in the
corpus consists of an integer rating ranging from 1 to 5 stars and a piece of
textual comment, where the user expresses his/her opinions on the corresponding
restaurant. The average length of textual comments is 41.5 words. To feed the
LDA component with high quality textual inputs, we conduct part-of-speech
tagging and stop word removing for each review with the widely used Stanford
NLP toolkit1.

We initialize τu = 0.5 for the cross-city JFT model, and the eventual value
of τu for each user is automatically determined by the model learning process.
After careful tuning with grid search, we set the hyper-parameters λl = 0.01
and λp = 0.001, and five-fold cross-validation was conducted in performance
evaluation for all methods.

6.2 Performance on Rating Prediction

In this section, we investigate the performance on rating prediction of our basic
and cross-city JFT model, which are denoted as JFT and JFTC in the following.
We also adopt the following baseline methods for performance comparison.

LFM: The basic LFM approach denoted in Eq. (2), which takes no advantage
of the textual reviews.

EFM: The Explicit Factor Model presented in [34], which is the state-of-the-art
recommendation approach based on textual reviews by phrase-level sentiment
analysis.

HFT: The Hidden Factors and Topics model in [21], which also takes advantages
of both LFM and LDA, but applies a vector-level randomization (Eq. (5)) on the
latent factors.

We adopt Root Mean Square Error (RMSE) and Mean Absolute Error
(MAE) for evaluation, and the results with the number of topics/factors K = 10
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Table 1. RMSE and MAE when K = 10. Standard deviations for each method
are ≤0.002.

Method LFM EFM HFT JFT JFTC

RMSE 0.6688 0.6529 0.6532 0.6456 0.6386

MAE 0.5309 0.5283 0.5280 0.5213 0.5128

are shown in Table 1. The standard deviations in five-fold cross-validation for
each method and metric are ≤0.002.

We find that all the other approaches gain better performance against LFM,
which means that taking advantage of the textual reviews helps to make better
rating predictions. Besides, our basic JFT model achieves better performance
than both the EFM and HFT models. On considering that a major difference
between our basic JFT model and HFT is the product- and vector-level ran-
domization, this experimental result verifies our theoretical analysis to bridge
the LFM and LDA components in Sect. 4. Finally, by incorporating user pref-
erences in novelty-seeking in a cross-city scenario, our JFTC approach achieves
the best performance.

To exhibit a clearer view of the performance on cross-city scenarios, we fur-
ther take out the cross-city rating cases from the test set in each of the 5 folds,
and conduct performance evaluation under different choices of the number of
latent factors and topics K from 10 through 100. Results for RMSE and MAE
are shown in Fig. 1. We see that our cross-city JFT approach outperforms all
other baselines on all choices of topic numbers, which validates the superior
performance when we consider the local features of a city and the user prefer-
ence of novelty-seeking in cross-city scenarios, where it would be easy for other
approaches to encounter the problem of cold-start.

6.3 Top-N Recommendation

In this subsection, we explore the performance of our approach in more practical
top-N recommendation tasks. We adopt our JFTC for top-N recommendation
algorithm with binary inputs and negative sampling described Sect. 5.4, and
make comparison with the following baseline methods:

WRMF: Weighted Regularized Matrix Factorization described in [10], which is
similar to LFM but applies weighted negative sampling to benefit top-N recom-
mendations.

BPRMF: Bayesian Personalized Ranking (BPR) for MF presented in [24],
which is the state-of-the-art algorithm for top-N recommendation based only
on numerical ratings.

1 http://nlp.stanford.edu/software/lex-parser.shtml.

http://nlp.stanford.edu/software/lex-parser.shtml
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HFT: The original HFT method achieves poor top-N performance in our set-
tings. As a result, we optimize the HFT method with the same binary inputs
and negative sampling approach as in our model for fair comparison.

To evaluate, we randomly hold out 5 records for each user, and provide top-5
recommendation list for each user, as with most practical applications. We adopt
the measures of Precision@5 and NDCG@5, where the latter takes the positions
of recommended items into consideration, and the results are shown in Table 2.

Table 2. Prec@5 and NDCG@5 with K = 10. Standard deviations for each method
are ≤0.0006.

Method WRMF BPRMF HFT JFTC

Precision@5 0.0060 0.0057 0.0065 0.0079

NDCG@5 0.1616 0.1632 0.1653 0.1790

We see that both our JFTC approach and the HFT method (which make use
of textual reviews) gain better performance than WRMF and BPRMF (which
only make use of ratings). Further more, our JFTC method gains a 22% improve-
ment against HFT in terms of precision, and 8.3% on NDCG, which is a superior
achievement for practical applications.

Similar to the task of rating prediction, we also evaluate the top-N perfor-
mance in cross-city settings. To do so, we select those user-city pairs that a user
has at least 5 records in a city beyond his/her home city, and this results into
4,021 pairs corresponding to 1,739 users. We thus randomly hold out 5 records
for a user in a corresponding city, and construct the recommendation list using
the restaurants from that city, which gives us 4,021 lists in total for evaluation.
We also conduct 5-fold cross-validation, and the standard deviations for both
Precision and NDCG are ≤0.005. Figure 2 shows the results against the number
of latent factors/topics K.

We see that the performance of our JFTC model is better than the baselines
on nearly all choices of K, except that the NDCG of HFT is slightly better when
K = 50, which means that our model sometimes may not rank the right items
to the top, though with a much better precision. However, our approach still
beats the baselines for nearly all the cases. Interestingly, we find that the overall
cross-city performance is a magnitude better than that on the whole dataset.
This means that user behaviours can be more predictable in cross-city settings,
where users do visit local attractions beyond their historical preferences. This
further validates the underlying intuition of our novelty-seeking component in
the JFTC model for cross-city recommendations.
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(a) RMSE vs Topic Number (b) MAE vs Topic Number

Fig. 1. RMSE and MAE vs the number of topics or latent factors K in cross-city
settings.

(a) Precision vs Topic Number (b) NDCG vs Topic Number

Fig. 2. Precision@5 and NDCG@5 vs the number of topics or latent factors K in
cross-city settings.

7 Conclusions

In this paper, we propose the Joint Factorizational Topic model that leverages
the ratings and reviews in a collective manner for cross-city recommendation. For
the first time, we examine the mathematical relationship between the LFM and
LDA approaches for personalized recommendation, and we prove that vector-
level randomization functions that are multiplicatively monotonic actually do
not exist at all, although they are frequently used to bridge the LFM and LDA
components in previous work. Fortunately, we also find that a direct product-
level randomization approach can be used to bridge the two components and
harmonize their behavior for model learning. Extensive experimental results on
case studies, rating prediction, top-N recommendation, and inner-model analysis
verified both the intuitional reasonability, theoretical basis, and the quantitative
performance of our approach.

Acknowledgement. We thank the reviewers for their valuable suggestions. This work
is supported by Natural Science Foundation of China (Grant Nos. 61532011, 61672311)
and National Key Basic Research Program (2015CB358700).



Joint Factorizational Topic Models for Cross-City Recommendation 607

Appendix

Let γ denote arbitrary vectors with length K, and F is the set of all randomiza-
tion functions f : RK → R

K satisfying:
{

0 ≤ f(γ)i ≤ 1, ‖f(γ)‖1 = 1
γi < γj → f(γ)i < f(γ)j

,∀γ ∈ R
K , 1 ≤ i, j ≤ K (20)

then there exists no randomization function f ∈ F with the product-level
monotonic property of:

γ1 · γ2 < γ3 · γ4 → f(γ1) · f(γ2) < f(γ3) · f(γ4), ∀γ1, γ2, γ3, γ4 (21)

Proof: Suppose there exists a randomization function f ∈ F that meets
Eq. (21). Let t > 1, and let α and β be vectors with α · β > 0, then we have
tα · β > α · β. By applying the property of product-level monotonic in Eq. (21)
we have:

f(tα) · f(β) > f(α) · f(β) (22)

and this can be equivalently written as:
(
f(tα) − f(α)

) · f(β) > 0 (23)

Let Δ
.= f(tα) − f(α), and according to the definition of randomization

function in Eq. (20), we know that
∑

k f(tα)k =
∑

k f(α)k = 1, thus we have:
∑

k
Δk =

∑
k

(
f(tα) − f(α)

)
k

= 0 (24)

According to Eq. (23) we know that Δ 
= 0. Let P denote the indices of all
positive elements in vector Δ, and N denote the indices of negative elements.
We have: ∑

k∈P Δk +
∑

k∈N Δk = 0 (25)

As Eq. (23) holds for any β with α ·β > 0, without loss of generally, let β be a
vector where βk∈P = 0 and βk∈N = 1. According to the vector-level monotonic
property in Eq. (20) and the fact that 0 < 1, we have f(β)k∈P < f(β)k∈N and
0 ≤ f(β)k∈P∪N ≤ 1. Combined with Eq. (25), we further obtain the following:

Δ · f(β) =
∑

k∈P
Δkf(β)k +

∑

k∈N
Δkf(β)k < 0 (26)

which is a direct contradiction with Eq. (23). As a result, there exists no ran-
domization function f ∈ F that satisfies the product-level monotonic property
in Eq. (21). ��
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Abstract. Query-oriented summarization addresses the problem of
information overload and help people get the main ideas within a short
time. Summaries are composed by sentences. So, the basic idea of com-
posing a salient summary is to construct quality sentences both for
user specific queries and multiple documents. Sentence embedding has
been shown effective in summarization tasks. However, these methods
lack of the latent topic structure of contents. Hence, the summary lies
only on vector space can hardly capture multi-topical content. In this
paper, our proposed model incorporates the topical aspects and con-
tinuous vector representations, which jointly learns semantic rich rep-
resentations encoded by vectors. Then, leveraged by topic filtering and
embedding ranking model, the summarization can select desirable salient
sentences. Experiments demonstrate outstanding performance of our pro-
posed model from the perspectives of prominent topics and semantic
coherence.

Keywords: Query-oriented summarization · Embedding model · Topic

1 Introduction

Sentence ranking, a vital part of extractive summarization, has been extensively
investigated. In typical query-oriented summarization ranking, it often stresses
two key points, one is to select the coherent salient sentences, and the other
is to capture the desired topic content from the query. To this end, most tra-
ditional ranking models [7,20,26] utilize features (e.g., term frequency or posi-
tion) to generate final summarization. Feature engineering largely determines the
final summarization performance. Although they have acceptable performance
and efficiency advantage, they lack of deep understanding semantics mechanism,
therefore are unable to extract salient summaries.
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Delighted by the successful embedding models, such as word2vec [18,19] and
PV [13], a great efforts [4,11,12,27] have been conducted to construct summa-
rization model. These methods utilize embeddings directly to calculate relevant
sentences. Moreover, the word embeddings are generated based on language mod-
els that depend on local context. However, they lack of structures that embrace
topic characteristics at global level. Vector-based representation only including
local context cannot well represent sentence semantics, therefore, is not able to
capture desired topical content for summaries.

Some works have realised the importance of combining topic analysis and
word embedding approaches [3,6,17]. Despite of great success of combining top-
ics in word embedding model for many text mining and NLP tasks, at sentence
level, less work focuses on representing sentences with semantic topics in summa-
rization tasks to our knowledge. To incorporate sentence embedding and topical
analysis for enhancing summarization effectiveness and accuracy, two interesting
questions are arising: (1) how to represent the consistent space for documents,
sentences and words, that can facilitate to discover coherent semantics; (2) how
to extract sentences from data collection that are dependent on the focused
topics from the user query.

In order to tackle these problems, we propose a novel query-oriented multi-
document summarization approach, called Gaussian-Topic with Embeddings
Network for Summarization Filtering and Ranking (GTEFR). Our proposed
model is designed to leverage the topical aspects for continuous vector repre-
sentations to facilitate sentence modelling for summarization. Gaussian distri-
butions capture a notion of centrality in space, hence semantically related sen-
tences are clustered together in the space. In order to solve the first problem, we
encodes a prior preference for semantic topics and learn the topic distribution
by incorporating a gaussian distribution into embedding network. In this way,
the trained sentence embeddings are semantically rich and coherent. As to the
second problem, we extract topic related sentences according to the learnt topic
distributions of both query and candidate sentences.

In this paper, we consider the learning process as a nonlinear embeddings
from content in terms of Gaussian mixture model (GMM) and a neural net-
work framework. The words, sentences and documents are represented by the
GMM of vectors. Particularly for sentence embeddings, the semantically related
sentences are localized in the space. Therefore, the topic categories can repre-
sent sentences in an abstraction way, which can assist sentence embedding in a
high level of guidance. Besides, every word and document have their own topic
assignment to assure the learning consistency. During training process, all the
vector representations are learnt upon the neural network and gradually updated
according to the word sequential context and topic assignments of sentences and
documents. Once this process ends, the system outputs coherent encoded vectors
of words, sentences, documents and mixture topic distributions of them. With
the result for topic distributions of queries and sentences, irrelevant sentences
are filtered out by utilising the consistent topics of queries and sentences, then
query-oriented summarization has advantages reflected by content coherence and
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relevancy. We conduct experiments to verify the effectiveness of the proposed
model on a benchmark dataset, and quantitatively demonstrate that our model
outperforms those embedding models, the topic model, and the state-of-the-art
topic-and-word embedding cooperation models.

The main contributions of our work include:

1. Aligning Gaussian-topic with embedding network is seamlessly integrated in
the process of generating semantic sentences. Topics are jointly learnt in the
GMM process as well as embedding learning process, which facilitate to aggre-
gate topics accurately and capture intensive sentence semantics.

2. Representing queries and collection of sentences in terms of salient topics, in
this way, desired topics are filtered especially based on the user specific needs.
It enhances the topic coherence and relevance of summaries.

3. When referring to summarization tasks, we conduct experiments to demon-
strate the effectiveness of our method for summarization ranking in real appli-
cation.

The rest of this paper is organized as follows: Sect. 2 presents related work. We
then proposed associated topics enhanced embedding model and summarization
system in Sect. 3. Section 4 reports the experimental results and analysis. Finally,
we conclude this paper in Sect. 5.

2 Related Work

Most existing extraction-based document summarization methods can be
roughly divided into four categories, i.e., feature based method, deep learning
based method, vector space based method and topic based method. Features
such as term frequency [20,26], cue words [14] and topic theme [10] are used to
measure the importance of words. There are also some methods utilizing deep
neural network, such as, LSTM [8], RBM [16]. Because our model is related to
continuous distributed vector representation and topic model, we focus on these
two categories.

Since Mikolov et al. [18] proposed the efficient word embedding method,
vector space model has attracted a growth of attention. But to the best of our
knowledge, only [11,12] considered a direct summarization method using embed-
dings. K̊agebäck et al. [11] proposed a summarization method, which maximized
a submodular function defined by the summation of cosine similarity measure
based on sentence embeddings. A summarization method based on document-
level similarity [12] was proposed by Kobayashi et al., and they examined an
objective function defined by a cosine similarity based on document embeddings
instead of sentence embeddings.

Topic-based methods are widely applied in the summarization task. Parveen
et al. [22] proposed an approach, which is based on a weighted graphical repre-
sentation of documents obtained by topic modeling. Barzilay and Lee [1] used
the Hidden Markov Model to learn a latent topic for each sentence. They chose
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the “important” topics that had the high probability of generating summary sen-
tences. The work proposed by Gupta et al. [9] measured topic concentration in a
direct manner: a sentence was considered relevant to the query if it contained at
least one word from the query. While these work assume that documents related
to the query only talk about one topic. Tang et al. [23] proposed a unified prob-
abilistic approach to uncover query-oriented topics and four scoring methods to
calculate the importance of each sentence in the document collection.

Although their success in the summarization task, semantic coherence and
topic information are not encoded in these models. Sentence embedding with
topic model has not previously been used in summarization tasks as far as we
know, but there are same models incorporating vector representations and topics
in other NLP tasks [3,6,17,25]. Das et al. [6] developed a variant of LDA that
operated on continuous space embeddings of words rather than word types to
impose a prior, which helped topics to be semantically coherent. Liu et al. [17]
employed latent topic models to assign topics for each word in the text corpus,
and learned topical word embeddings based on both words and their topics. Cao
et al. [3] made use of the word embeddings available [18] and a neural network to
explain the topic model on the embedding space. However, these methods learn
the vector representations of words, rather than sentences, which is unfavourable
for discovering comprehensive meaning on the summarization task. Our work is
inspired by the recent neural probabilistic language models [25], which considered
the ordering of words and the semantic meaning of sentences into topic modeling.
While the work in [25] ignores the topic coherence among adjacent words. In our
model, we add the sentence topic into context information which ensures topic
coherence among adjacent words.

3 Proposed Model

In this section, we describe the details of the proposed method, which contains
two stages, i.e. training embeddings and constructing summary based on the
embeddings. Firstly, the embedding structure will be introduced, which seam-
lessly connects GMM and a embedding network. Then, we describe how to apply
the proposed embedding method for summarization.

3.1 The Embedding Model GTE

The proposed model, aligning Gaussian-Topic with Embedding Network (GTE),
is inspired by the recent work in learning vector representations of words and
sentences using neural networks [13,17–19,25], we deploy a novel word prediction
framework to exploit intensive sentence semantics. The model is built upon the
GMM-based topic assumption of a continuous vector space. It is composed by
two parts, the GMM centralised modelling and neural network learning frame-
work, which is shown in Fig. 1. Given a document (sentence or word), the topical
information is conveyed by its embedding vectors through the GMM. To be spe-
cific, the probability of words is calculated by the forward neural network and a
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Fig. 1. The model architecture of the GTE model

nonlinear transformation function. In this section, we present the details of the
proposed model GTE.

Embedding Process
Table 1 summarizes the notations. Given the collection of parameters of GMM,
we use

P (x|λ) =
K∑

k=1

πkN(x|μk,Σk) (1)

to represent the probability distribution for sampling a vector x from the
Gaussian mixture model.

Table 1. Notations

Symbol Description Symbol Description

K Number of topics vec(d) Vector of document d

W Words collection vec(s) Vector of sentence s

S Sentence collection vec(w) Vector of word w

D Document collection φ All vector representation set

M Number of documents π Mixture weights of GMM

di The ith document μ Means of GMM

sij The jth sentence in document di Σ Covariance matrices of GMM

Tdi
The topic vector assigned to di λ The parameters collection of GMM

Tsij The topic vector assigned to sij
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Given the model parameters λ and the vectors for documents, we can infer the
posterior probability distribution of topics. For each document di, the posterior
distribution of its topic is

q(z(di) = z) =
πzN(vec(di)|μz,Σz)∑K

k=1 πkN(vec(di)|μk,Σk)
(2)

Based on the distribution, the topic of document di can be vectorized as
[q(z(di) = 1), q(z(di) = 2), · · · , q(z(di) = K)].

Similarly, for each sentence sij in the document di, the topic of sentence sij
can be vectorized as [q(z(sij) = 1), q(z(sij) = 2), · · · , q(z(sij) = K)].

The basic idea of GTE is that we model one word as a prediction task based
on word sequential context and topic assignments of sentences and documents.
Given the Gaussian mixture model λ, the predicted process is described as fol-
lows:

1. For each document di in corpus D
(a) Choose a topic Tdi

∼ π := (π1, π2, · · · , πT )
(b) Choose a vector representation vec(di) ∼ N(μTdi

, ΣTdi
)

(c) For each sentence sij in document di
i. Choose a topic Tsij ∼ π := (π1, π2, · · · , πT )
ii. Choose a vector representation vec(sij) ∼ N(μTsij

, ΣTsij
)

iiii. For each word wt in sentence sij
A. Choose a topic Twt

∼ π := (π1, π2, · · · , πT )
B. Choose a vector representation vec(wt) ∼ N(μTwt

, ΣTwt
)

2. For t-th word vec(wt) in sentence sij
(a) Predict wt according to the documents vector vec(di) and topic Tdi

, the
current sentences vector vec(sij) and topic Tsij , as well as at most m
previous words in the same sentence.

Given the t-th location in j-th sentence, we represent its word realization by wt,
the objective of GTE is to maximize the probability

Gt = P (wt|di, sij , wt−m, · · · , wt−1) (3)

As aforementioned, the assumption is that the word is predicted by the repre-
sentation of the word’s sentence and document as well as their assigned topics.
Besides, as we all know, dot-product represents similarity of two vectors, so max-
imizing the similarity is utilized to guide vector embedding and topic mutually.
Thus, we obtained the following objective function

Gt = σ(Tdi
vec(di)T + Tsijvec(sij)T +

m∑

n=1

μwt
n vec(wt−n)T ) (4)

where σ(x) = 1/(1 + exp(−x)) and μwt
n ∈ RV is parameter of the model.
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Combining the equations above, we use GMM as a prior and generate the
next word by a sigmoid conditional distribution. So the log-likelihood of the
generative model can be described as

Jt = log(P (φ|λ)) + log(σ(Tdi
vec(di)T + Tsijvec(sij)T +

m∑

n=1

μwt
n vec(wt−n)T ))

(5)

Estimating Model Parameters
The model parameters {λ, μwt

n , φ} are estimated by maximizing the likelihood
of the generative model. A two-phase iteration process is conducted, as shown
in Algorithm 1. Given {μwt

n , φ}, the parameters of the Gaussian mixture model
λ = {πk, μk,Σk} are estimated by Expectation Maximization (EM) algorithm.
Given λ, stochastic gradient descent (SGD) is adopted to find the optimized
result.

Figure 2 shows a small example of the results after estimating model parame-
ters and learning. We list several vector and topic representations of documents,
sentences as well as words on document collection D301 of DUC2005. As shown
in Fig. 2, the vector and topic representations of document d1 and d2, coming
from document collection D301, can be learned since the GTE model is per-
formed on multiple documents of the D301. Likewise, the proposed model also
learn vector and topic representations of s11 and s21, w1 and w2. What’s more,
w1 and w2 are selected from s11 and s21, respectively.

Fig. 2. The examples of vectors and topics

3.2 The Summarization Model GTEFR

We regard the informative results from the GTE model on different granularities
of topical distributions, sentence and word embeddings as an exhaustive mining
of the whole collection of documents. As a result, it will strongly support our
summarization ranking system.

Figure 3 shows the graphical structure of the summarization model. In order
to extract desired topic content and salient sentences, we construct two submod-
ules i.e. sentence filtering and sentence ranking . Sentence filtering facilitates to



Aligning Gaussian-Topic with Embedding Network 617

Algorithm 1
Input:

Documents D, sentences S, |W | words contained in dictionary W , the learning rate
α, the dimension of the vector V and the number of topics K.

Output:
Topic representations Tw, Ts and Td. vector representations vec(w), vec(s) and
vec(d).

1: Randomly initialize parameters.
2: Fixing parameters μwt

n and φ, run the EM algorithm:
E-Step:

γ(i, k) = πkN(xi|μk,Σk)
∑K

j=1 πjN(xi|μj ,Σj)

M-Step:
Nk =

∑N
i=1 γ(i, k)

μk = 1
Nk

∑N
i=1 γ(i, k)xi

Σk = 1
Nk

∑N
i=1 γ(i, k)(xi − μk)(xi − μk)T

πk = Nk
N

3: Fixing parameters λ, run the SGD algorithm:
For each document di

For the t-th word wt of sentence sij

Update the vector of document di, sij and wt

Update the factor of influence μwt

n

vec(di) ← vec(di) + α ∂Jt(μ
wt
n ,φ)

∂vec(di)

vec(sij) ← vec(sij) + α ∂Jt(μ
wt
n ,φ)

∂vec(sij)

vec(wt) ← vec(wt) + α ∂Jt(μ
wt
n ,φ)

∂vec(wt)

vec(μwt
n ) ← vec(μwt

n ) + α ∂Jt(μ
wt
n ,φ)

∂vec(μ
wt
n )

End For
End For

filter out those irrelevant sentences to the user desired content from topic per-
spective. while for ranking, the system considers the performance of the summary
at two different levels simultaneously i.e. word and sentence level.

Sentence Filtering
Sentence filtering in our summarization framework aims to learn the salient
topics for updating a query-focused sentence collections and filter out those
irrelevant sentences quickly and efficiently. Specifically, the GTE process out-
puts topic distributions of query and each sentence. With obtaining the topic
distribution of one query, we can rank the topic of the query in descending
order. Subsequently, the salient topics set salient(T ) of query can be defined
as salient(T ) = {Tk|k > p, k ∈ {1, 2, · · · ,K}}, where Tk denotes the kth topic
after ranking the topic distribution and p is a parameter in our model.

Similarly, with obtaining the topic distribution of one certain sentence, we
select the top p sentence topics. If one of these topic is contained in the salient
topics set salient(T ), the sentence will be appended to the new query-focused
sentence collections.
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Sentence Ranking
As obtaining word and sentence embedding after the GTE process, we use a
weighted sum of all scores of the two different levels (word and sentence level)
to measure the importance of sentences in the new query-focused sentence col-
lections. Then, the sentence score is described as follows:

Score(s) = β

nw∑

t=1

TF (wt) + γ

nw∑

t=1

Sim(vec(wt), vec(Q1))

︸ ︷︷ ︸
word level

+ δSim(vec(s), vec(Q2))
︸ ︷︷ ︸

sentence level
(6)

where nw represents the number of words in sentence s. Q1 is the word-based
query1, which is several key words and contributions to focus the user interests
roughly. Q2 represents the sentence-based query2, which is a complete sentence
and relates to a in-depth and comprehensive aspect of the subject. Sim() rep-
resents the function of similarity, and we use cosine similarity in this paper. β,
γ and δ are parameters in our summarization model.

Fig. 3. The graphical structure of the summarization model

At word level, the importance of words is calculated by a weighted sum
of term frequency and the relevant score between sentence sij and word-based
query. Vector representation of a sentence retains the coherently semantic infor-
mation. The most coherent and important sentences are selected by the cosine
similarity which represents the similarity between each sentence and query.

4 Experiments

In this section, we present the evaluation of the proposed approach. The hypothe-
sis is that our model is effective in two aspects as follows: (1) Incorporating vector
1

In DUC, the word-based query is also called “title”, such as “New hydroelectric projects”.
2

In DUC, the sentence-based query is also called “narrative”, such as “What hydroelectric projects
are planned or in progress and what problems are associated with them?”.
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representations of sentences and topics is contributed to capture the coherent
semantic meaning and focused topical content, (2) our model is effective in sum-
marization tasks.

4.1 Data Sets

In this study, we use the standard summarization benchmark DUC20053 for
evaluation. DUC2005 contains 50 query-oriented summarization tasks. For each
query, a relevant document cluster is assumed to be “retrieved”, which contains
25–50 documents. Thus, the task is to generate a summary from the document
cluster for answering the query4. The length of a result summary is limited by
250 tokens (whitespace delimited).

For the benchmark data sets, we preprocessed each document by(a) removing
stopwords; (b) removing words that appear less than one time in the corpus; and
(c) downcasing the obtained words.

4.2 Evaluation Measures

We conducted evaluations by ROUGE [15] metrics. The measure evaluates the
quality of the summarization by counting the number of overlapping units, such
as n-grams. Basically, ROUGE-N is an n-gram recall measure. Among the eval-
uation methods implemented in Rouge, Rouge-1 emphasises on the occurrence
of the same words between candidate summary and reference summary, while
Rouge-2 and Rouge-SU4 focus more on the readability of the candidate sum-
mary. We use these three metrics in the experiment.

4.3 Baseline Models

We compare the GTE model with several query-focused summarization methods.

1. TF: this model uses term frequency [20] for scoring words and sentences.
2. Lead: take the first sentences one by one from the document in the collection,

where documents are ordered randomly. It is often used as an official baseline
of DUC.

3. Avg-DUC05: average system-summarizer performance on DUC2005.
4. LDA: this method uses Latent Dirichlet Allocation [2] to learn the topic

model. After learned the topic model, we give max score to the word of the
same topic with query. The reader can refer to the paper [23] for the details.

5. LLRSum: This system [5] employs a log-likelihood ratio (LLR) test to select
topic words. The sentence importance score is equal to the number of topic
words divided by the number of words in the sentence.

6. SNMF: this system [24] is for topic-biased summarization. it used sym-
metric non-negative matrix factorization (SNMF) to cluster sentences into
groups, then selected sentences from each group for summary generation.

3 http://duc.nist.gov/data.html.
4

In DUC, the query is also called “narrative” or “topic”.

http://duc.nist.gov/data.html
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7. Word2Vec: the vector representations of words can be learned by Word2Vec
[18,19] models. We use the vectors and calculate the three features, where
the sentence-level representations is calculated by using a average of all word
embeddings in the sentence.

8. PV: PV [13] learns sentence vectors based on Word2Vec Model. Thus, we
use the same parameters as that in our approach to calculate the scores of
sentences without word similarity.

9. TWE: TWE [17] learns topical word embeddings based on both words and
their topics. The three features are calculate with the same parameters,
where the sentence-level representations is calculated by using a average of
all word embeddings in the sentence.

10. GTER: Comparing with GTEFR, we implement the summarization utilize
sentence ranking submodule without sentence filtering.

4.4 Implementation Details

In the training stage, the learning rate α is set to 0.026 and gradually reduced to
0.0001. For each word, at most m = 6 previous words in the same sentence is used
as the context. The word vector size is set to the same as the number of topics V
= K = 100. These parameters (m, V, K) are empirically set in our experiment.

In the summarization stage, we use the MERT [21] to tune parameters for
GTER and GTEFR, which is showed in Fig. 4(a) and (b). γ, δ and ρ are tuned
from 1 to 10, with the step size of 0.1. What’s more, the parameter p is tuned from
1 to 4, which is showed in Fig. 4(c), and finally we set p = 2. As mentioned above,
a relevant document cluster is assigned to a query. Thus, documents related to
the query talk about a main topic. Then our experiment show that a document
cluster averagely talks about two topics. Similar result has been mentioned in
Tang et al. [23], who think a document cluster talks about multiple topics.
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Fig. 4. (a) the MERT for GTEFR and (b) the MERT for GTEFR. (c) ROUGE via
tuning the parameter p

All experiments were carried out on a CentOS 7.2 Server with four Dual-
Core Intel Xeon processors (2.6 GHz) and 8 GB memory. It took about 3 days



Aligning Gaussian-Topic with Embedding Network 621

for estimating the GTE model. There is a problem of high time complexity in
training process. But we all know the training process is offline, and then the
efficiency is not primary issue.

4.5 Experimental Results

In this subsection, we give the results of the experiments and the analysis.

Table 2. Results of the baseline methods and the GTE model on DUC2005

Method Rouge-1 Rouge-2 Rouge-SU4

TF 0.3356 0.0580 0.1107

Lead 0.3354 0.0565 0.1102

Avg-DUC05 0.3434 0.0602 0.1148

LDA 0.3170 0.0533 0.1150

LLRSum 0.3363 0.0599 0.1166

SNMF 0.3501 0.0604 0.1229

Word2Vec 0.3459 0.0548 0.1154

PV 0.3541 0.0614 0.1186

TWE 0.3505 0.0606 0.1202

GTER 0.3600 0.0633 0.1231

GTEFR 0.3620 0.0636 0.1244

The results for the proposed model and baseline models are reported in
Table 2. As shown in the table, the scores in bold are the highest ones in the col-
umn. It can be observed that our model gives the best summary compare to any
other method in ROUGE measurements, which strongly testifies the effective-
ness of the proposed summarization model. Meanwhile, our system significantly
outperforms these methods based on features (i.e. TF and Lead). It is because
that our method wisely considers deep semantics and desired topic content.

Impact by Topics. From Table 2, we can also obtain that, comparing with
the embedding model like Word2Vec and PV, the GTER and GTEFR are
always outperforming in all three ROUGE measurements. As aforementioned,
Word2Vec and PV learn vector representations mainly based on the local context
information, none of them take into consideration of global topic information that
contributes to capture coherent semantics and obtain the desired topic content.
This is main reason why our models are outperforming those state-of-the-arts
high-quality embedding methods for summarization. Besides, the performance of
the GTEFR model exceeds the GTER model, which also strongly demonstrates
the effectiveness of sentence filtering based on topics for obtaining desired topics.

To reveal the reason why the topic-based approaches (e.g., GTEFR) can out-
perform the word-based approaches and the embedding-based approaches (e.g.,
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Fig. 5. Topic distribution for collections. The x axis denotes topics and the y axis
denotes the occurrence probability of each topic in collections

TF, Word2Vec and PV), a topical analysis was performed on the document col-
lections. As the Fig. 5 shows, we calculated the probability distribution of each
topic, since for a certain sentence, its topic can be learned by the GTE model.
From the Fig. 5(a), we see that there is a major topic (Topic 96, talking about
new hydroelectric projects), but still same information is captured by the other
topics (e.g., �14 and �77). While word-based approaches and embedding-based
approaches can not learn the latent topic structure. It indicates that the proposed
model can accelerate to focus the salient topics and further enhance summariza-
tion accuracy. Besides, topic coverage can be guaranteed, which facilitates to
meet the summary need. We have also found that topics are unbalanced distrib-
uted in a collection. However, viewing the Fig. 5 integratedly, topics are covered
by all collections, which denotes the data is balanced distributed rather than
tend to a certain category. What’s more, each document can be distinguished by
topic distribution. Hence, aligning Gaussian-topic effectively boosts to extract
topic information for summarizer.

Impact by Sentence Modelling. Our proposed model performs better than
the TWE model, and the PV model performs better than the Word2Vec model.
These results suggest that sentence-level methods can facilitate to discover more
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semantic contents than the word-level method. On the other hand, our model
and the PV model perform better than the Word2Vec, especially in Rouge-2
and Rouge-SU4. As mentioned above, Rouge-2 and Rouge-SU4 focus more on
the readability of the candidate summary. Because our model considers vector
representation of sentence which retains the complete and coherent semantic con-
tent. What’s more, our model is better than all the topic-based baseline models,
such as LDA, LLRSum and SNMF. LDA aims to cover the main topics of doc-
uments and LLRSum pays more attention to find topic word. Although SNMF
select sentences from each topic group, it ignores the importance of salient topics.
More importantly, none of them take into consideration of sentence coherence.
All of the aforementioned analysis of results prove that encoding sentences and
topics into the same process can facilitate to discover coherent and intensive
semantics, especially for summarization tasks.

In order to explore impact of the designed measure of word and sentence
similarity deeply, we remove the part of features and keep the rest of feature
parameters consistent. Table 3 presents the contribution analysis of each feature
to the final summary generation. From the table, we can observe that sentence
embedding achieves the best performance for summarization. What’s is more,
the performance of word embedding is comparable to general baseline models.
we can imply that sentence similarity computation by our proposed sentence
embedding plays the dominant impact for the summary and aligning Gaussian-
topic with the neural network is effectively boosting to capture intensive sentence
semantics.

Table 3. Contribution analysis of each feature to the final summary generation

Method Rouge-1 Rouge-2 Rouge-SU4

TF-IDF word sim sen sim
√ √

0.3228 0.0500 0.1107√ √
0.3308 0.0528 0.1146√ √
0.3562 0.0641 0.1198√ √ √
0.3654 0.0686 0.1254

5 Conclusion

A new model is proposed to leverage topics and vectors to capture complete
sentence meaning. In the model, the topical embedding, document, sentence and
word embeddings are jointly learnt through the seamlessly combinative GMM
model and embedding network, and then supportively adapted to extract the
more semantic relevant, coherent and topical focused summaries. Comparing to
all baselines summarization approaches, our proposed model outperforms in all
three ROUGE measurements. Besides, the proposed approach is quite flexible,
which can also be applied to other areas, such as question answering and text
classification.
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Abstract. Document clustering for short texts has received consider-
able interest. Traditional document clustering approaches are designed
for long documents and perform poorly for short texts due to the their
sparseness representation. To better understand short texts, we observe
that words that appear in long documents can enrich short text context
and improve the clustering performance for short texts. In this paper,
we propose a novel model, namely DDMAfs, which (1) improves the
clustering performance of short texts by sharing structural knowledge of
long documents to short texts; (2) automatically identifies the number
of clusters; (3) separates discriminative words from irrelevant words for
long documents to obtain high quality structural knowledge. Our exper-
iments indicate that the DDMAfs model performs well on the synthetic
dataset and real datasets. Comparisons between the DDMAfs model and
state-of-the-art short text clustering approaches show that the DDMAfs
model is effective.

Keywords: Short text clustering · Dirichlet multinomial allocation ·
Gibbs sampling algorithm

1 Introduction

With the rapid development of the Internet, huge amount of short texts are
generated. Short text clustering is of great interest for many applications. For
example, document clustering for twitter messages is of substantial usage for
analyzing the public opinions and interests. However, directly applying tradi-
tional document clustering models to short texts is with poor performance. The
main reason is that the representation of short texts is highly sparse. Short texts
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are with a strict limit on the text length. For instance, twitter restricts the num-
ber of words in 140 characters for each message. As a result, discriminative terms
are in short and the number of common terms shared by related short texts is
small.

Compared with short texts, long documents are with rich content and a large
amount of discriminative terms. There are a number of document clustering
approaches that achieve promising performance for discovering latent structure
for long documents. Besides, it is practical to collect long documents related
to short texts in real usage. For example, related long documents of twitter
messages can be found from various document sources, such as news websites
and blogs sites of news analysis. Therefore, to deal with the sparse representation
problem of short texts, it would be useful if the high quality structural knowledge
discovered from long documents can be shared to short texts to improve the
understanding of short texts.

In practice, not every word in long documents is useful. Long document is
normally represented by a number of discriminative words and a large amount
of non-discriminative words. Only discriminative words are useful for grouping
documents. The involvement of irrelevant noise words confuses the clustering
process and leads to poor clustering solution for long documents which limit
the effect of sharing the structural knowledge of long documents to improve the
document clustering performance for short texts. This situation aggravates when
the number of clusters are unknown.

The second challenge for short text clustering is to determine the number
of clusters. Traditional short text clustering approaches consider the number of
cluster as a predefined parameter. However, given large-scale short texts, users
have to scan the whole document collection with the purpose of estimating the
number of clusters. Apparently, it is time-consuming. In addition, inappropriate
estimations of the number of clusters misdirect the short text clustering process
and lead to bad clustering results.

In this paper, we propose a novel model, namely Dual Dirichlet Multinomial
Allocation with feature selection (DDMAfs) to (1) improve the discovery of
document structure for short texts by sharing structural knowledge of long doc-
uments; (2) relieve the effect of poor quality of long document representation by
separating discriminative words from non-discriminative words automatically;
(3) automatically identify the number of clusters of both long documents and
short texts simultaneously. DDMAfs model is developed based on the Dirichlet
Multinomial Allocation model (DMA) [3] which shows promising performance
on document clustering for both long documents [6,18] and short texts [17].
Long documents and short texts share the same set of latent clusters so that
the structural knowledge can be transferred from long documents to short texts.
Discriminative words are automatically separated from non-discriminative words
for long documents. On the other hand, all terms in short texts are regarded as
discriminative due to the sparse representation problem of short texts. Latent
structure of short texts is further improved by only using the structural knowl-
edge discovered from high quality discriminative words of long documents.
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To determine the number of clusters, a Gibbs sampling algorithm is devel-
oped for the DDMAfs model. When a new data point arrives, it either rises
from existing clusters or starts a new cluster. The number of clusters for short
texts KS and long documents KL are discovered automatically along the Gibbs
sampling algorithm. Noted that KS and KL are not necessarily the same in our
development. It is more practical for users to collect a large amount of long doc-
uments without the needed to guarantee that every long document should be
directly related to short texts.

We have conducted extensive experiments on our proposed model by using
both synthetic and realistic datasets. We compared our approach with state-
of-the-art document clustering approaches. Experimental results show that our
proposed approach is effective.

2 Related Work

Existing works mainly focused on utilizing external resources to enrich the con-
texts of short texts. [14,19] aggregated the short texts into lengthy pseudo-
documents for training topic model. Hong and Davison [4] presented several
schemes to train a standard topic model with aggregated messages from Twit-
ter. Hotho et al. [5] integrated Wordnet into the clustering process. In [10,11,16],
Wikipedia is considered as a background base to enrich the knowledge of short
texts.

There has been little work on sharing structural knowledge of long documents
to short texts. In [9], Jin et al. proposed the Dual Latent Dirichlet Allocation
(DLDA) model which enhances short text clustering by incorporating auxil-
iary long texts. However, DLDA is a probabilistic finite mixture model and the
number of clusters is pre-defined. In reality, the number of clusters should be
determined after the clustering process rather than got in advance.

Some methods have been introduced to find an estimation of the number of
clusters K. The direct solution is to train the model with different value of K
and pick the one with the highest likelihood on held-out dataset [12]. Another
way is to assign a prior to K and then compute the posterior distribution of K
to determine the most probable number of clusters [2]. In [17], Yin and Wang
inferred the number of clusters by the GSDMM model. DPMFS model [18] and
DPMFP model [6] was proposed to estimate the document collection structure
by utilizing the Dirichlet Process model. However, none of these approaches
considers to automatically infer number of clusters for long documents and short
texts simultaneously.

3 DDMAfs Model

Formally, we define the following notations:

– A word w is the basic unit of discrete data, defined to be an item from a
vocabulary indexed by {1, · · · , V }.
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– A document can be represented as V -dimensional vector xd = {xd1, · · · , xdV },
where xdj is the number of appearance of the j-th word in the document xd.

– A dataset is a collection of D documents which are composed of two parts.
The first part is long document set which is a collection of L long documents
denoted by DL = {x1, x2, · · · , xL}. The other is short text set which is a
collection of S short texts denoted by DS = {x1, x2, · · · , xS}.

The DDMAfs model is a generative probability model for long documents
and short texts. Following the feature partition model mentioned in [6], a latent
binary vector γ is used to partition words of long documents to two groups, in
particular, the discriminative words and non-discriminative words. A mixture
of components is used to generate short texts and discriminative words of long
documents, where each component corresponds to a latent cluster characterized
by a distribution over words. Non-discriminative words for long documents are
generated from a background cluster. The generative process of the DDMAfs
model is as follows:

1. Choose γj | ω ∼ B(1, ω), where j = 1, 2, · · · , V .
2. Choose φk | β ∼ Dirichlet(β1, β2, · · · , βV .), where k = 1, 2, · · · ,K.
3. Choose φ0 | λ ∼ Dirichlet(λ1, λ2, · · · , λV ).
4. Choose θS | α ∼ Dirichlet( α

K , α
K , · · · , α

K );
Choose θL | α ∼ Dirichlet( α

K , α
K , · · · , α

K ).
5. Choose zs | θS ∼ Discrete(θS1, θS2, · · · , θSK), where s = 1, 2, · · · , S;

Choose zl | θL ∼ Discrete(θL1, θL2, · · · , θLK), where l = 1, 2, · · · , L.
6. Choose xs | φzs

∼ Multinomial (| xs |;φzs
), where s = 1, 2, · · · , S;

Choose xl · γ | φzl
, γ ∼ Multinomial (| xl |γ ;φzl

);
Choose xl · (1−γ) | φ0, γ ∼ Multinomial (| xl |1−γ ;φ0), where l = 1, 2, · · · , L.

where ω is the parameter of the Bernoulli distribution, which represents the
probability of each word expected to be discriminative. |xs| and |xl| are the
total appearance of words in a short text xs or a long document xl, respectively.
φk is the multinomial parameter representing the cluster k. K is the overall
total number clusters for both long documents and short texts. L and S are
the number of long documents and short texts respectively. The K-dimensional
parameter θS and θL are the mixture weights of clusters for short texts and
long documents, respectively; zs and zl indicate the latent cluster assigned to
short text xs and long document xl, respectively. The graphical representation
of DDMAfs model is shown in Fig. 1.

The approximation of the probability density function of the dataset DS and
DL given {z1, z2, · · · , zS}, {z1, z2, · · · , zL}, and γ can be represented as follows:

p(Ds|z1, · · · , zS) ≈
S∏

s=1

|xs|!∏V
v=1 xsv!

· Qβ (1)

p(DL|z1, · · · , zL, γ) ≈
L∏

l=1

|xl|!∏V
v=1 xlv!

· Qβ,λ · Qβ · Qλ (2)
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Fig. 1. Graphical representation of DDMAfs Model.

Qβ,λ =

(
Γ (

∑V
v=1 βv)

∏V
v=1 Γ (βv)

)K

· Γ (
∑V

v=1 λv)
∏V

v=1 Γ (λv)
(3)

Qβ =
K∏

k=1

∏V
v=1 Γ (βv +

∑
{s:zs=k} xsv +

∑
{l:zl=k} xlvγv)

Γ (
∑V

v=1 βv +
∑V

v=1(
∑

{s:zs=k} xsv +
∑

{l:zl=k} xlvγv))
(4)

Qλ =
∏V

v=1 Γ (λv +
∑L

l=1 xlv(1 − γv))

Γ (
∑V

v=1 λv +
∑V

v=1

∑L
l=1 xlv(1 − γv))

(5)

4 Algorithm

In this section, a blocked Gibbs sampling algorithm is designed to infer the latent
clusters and select discriminative words for long documents simultaneously.

For the DDMAfs model, the state of Markov chain is Ū = {γ, θL, θS ,
φ, zs, zl}, where γ = {γ1, · · · , γV }, zl = {z1, · · · , zL}, zs = {z1, · · · , zS},
φ = {φ0, · · · , φK}. After initializing latent variables {γ, zl, zs} and parameters
{α, β, λ, ω}, the blocked Gibbs sampling inference procedure is as follows:

(1) Update the latent discriminative words indicator γ by repeating the follow-
ing Metropolis step R times: a new candidate γnew which adds or deletes a
discriminative word is generated by randomly picking one of the V indices
in γold and changing its value. The new candidate is accepted with the
probability:

min{1,
p(γnew | DL, zl)
p(γold | DL, zl)

} (6)

where p(γ | DL, zl) ∝ p(DL | γ, zl) · p(γ) and p(DL | γ, zl) is provided by
Eq. (4).

(2) Conditioned on the other latent variables, for k = {1, 2, · · · ,K}, if k is not
in {z∗

1 , z∗
2 , · · · , z∗

K∗}, draw φk from a dirichlet distribution with parameter
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β. Otherwise, update φk by sampling a value from a dirichlet distribution
with parameter:
⎧
⎨

⎩
β1 +

∑

xl:zl=k

xl1γ1 +
∑

xs:zs=k

xs1, · · · , βV +
∑

xl:zl=k

xlV γV +
∑

xs:zs=k

xsV

⎫
⎬

⎭
(7)

(3) Update φ0 by sampling a value from a dirichlet distribution with parameter:
{

λ1 +
L∑

l=1

xl1(1 − γ1), · · · , λV +
L∑

l=1

xlV (1 − γV )

}
(8)

(4) Update θL by sampling a value from a dirichlet distribution with parameter:
{

α

K
+

L∑

l=1

I(zl = 1), · · · ,
α

K
+

L∑

l=1

I(zl = K)

}
(9)

where I(zl = k) is an indicator function which equals to 1 if zl = k.
(5) Update θS by sampling a value from a dirichlet distribution with parameter:

{
α

K
+

S∑

s=1

I(zs = 1), · · · ,
α

K
+

S∑

s=1

I(zs = K)

}
(10)

where I(zs = k) is an indicator function which equals to 1 if zs = k.
(6) Conditioned on the other latent variables, for l = {1, · · · , L}, update zl by

sampling a value from a discrete distribution with parameter {pl1, · · · , plK}
where

K∑

k=1

plk = 1 and plk ∝ θLkp(xl | φk, φ0, γ) (11)

(7) Conditioned on the other latent variables, for s = {1, 2, · · · , S}, update zs by
sampling a value from a discrete distribution with parameter {qs1, · · · , qsK}
where

K∑

k=1

qsk = 1 and qsk ∝ θSkp(xs | φk) (12)

Note that the inference procedure focus on three parameters, in particular
z, φ and θ which are closely related to the allocation of documents to clus-
ters, the cluster representative parameters, and the cluster weight partitions.
The parameter z, K, and γ are needed to be initialized. Other parameters are
sampled during the inference process without the necessity of initialization. In
our inference process, z is simply initialized by selecting a random cluster from
{1, 2, · · · ,K}. The number of cluster K is initialized with a reasonably large
value and can be automatically learned during the inference process. γ is ini-
tialized by randomly choosing one discriminative word in the dataset. All other
words are initialized as non-discriminative with the value of γ equal to 0. The
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number of cluster estimated, denoted by K∗, is then determined by the size of
{z∗

1 , z∗
2 , · · · , z∗

K∗} which is the set of non-empty clusters. K∗ is much less than K
with all the empty clusters eliminated. We can further divide K∗ to KS and KL

which are the number of clusters estimated for short texts and long texts. Note
that KS and KL are not necessarily the same. Through experimental study, we
found that KS and KL are close to the true value of the number of clusters.

After the Markov chain has reached its stationary distribution, we collect
H samples of {γ1, γ2, · · · , γV }. we regard a word wj is discriminative when the
average value of γj of the last H samples is bigger than a threshold σ. (We set
σ as 0.7 in our experiments).

5 Experiment

We study the performance of our proposed DDMAfs model by two sets of exper-
iments. For the first set of experiments, synthetic datasets are used. For the
second set of experiments, the DDMAfs model is evaluated on real document
datasets. For both set of experiments, we used a standard document evaluation
metric, in particular, Normalized Mutual Information (NMI) to evaluate the
clustering performance [20].

5.1 Synthetic Dataset Experiments

Experimental Datasets. We derived a synthetic dataset to evaluate the per-
formance of our proposed DDMAfs model. The synthetic dataset consists of 3000
data points, in which 600 data points are used to represent short texts and 2400
data points are regarded as long documents. All data points were generated from
6000 features, in which 2000 features are regarded as discriminative features. The
remaining 4000 features are regarded as non-discriminative features. For all data
points, we derived one multinomial distribution to generate non-discriminative
features for long documents. The parameter of the multinomial distribution, for
non-discriminative features denoted as π0, was generated randomly. Six multino-
mial distributions were used to represent latent clusters of discriminative fea-
tures. Parameters of the six multinomial distributions, denoted as {π1, · · · , π6},
were generated following the stick breaking approach of Dirichlet distribution
[1]. In particular, one specific multinomial parameter πk = (u1, · · · , u2000) was
generated as follows:

(1) For the first feature f1, draw ι1 from Beta(∈1,
∑V

j=2 ∈j) and then assign
the probability of f1 with ι1, denoted as u1.

(2) For feature fi, where 2 ≤ i < 2000, draw ιi from Beta(∈i,
∑V

j=i+1 ∈j) and
then assign the probability of fi, denoted as ui, as follows:

ui = ιiπ
i−1
j=0(1 − ιj) (13)

(3) u2000 is set with the remaining probability to ensure that
∑2000

1 ui = 1.
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In our experiment, we set ∈i= 0.5, where i = 1, 2, · · · , V .
Each short text data point consists of 15 features. All features are regarded

as discriminative generated from a multinomial mixture model with five com-
ponents {πS

1 , · · · , πS
5 }, where {πS

1 , · · · , πS
5 } is a subset of {π1, · · · , π6} and was

selected randomly. In particular, the generation process of a short text data
point xi is as follows:

(1) Randomly select a cluster πS
k ∈ {πS

1 , · · · , πS
5 }

(2) Draw xi ∼ Multinomial(πS
k , 15)

Each long document data point consists of 2000 features. The probability
of a feature in long document data points to be discriminative is set to 0.6.
Discriminative features were derived from a multinomial mixture model with
6 components {πL

1 , · · · , πL
6 }. Non-discriminative features were generated from a

multinomial distribution with parameter π0. In particular, the generation process
of a long document data point x = (f1, · · · , fi, · · · , f2000) is as follows: For each
feature fi of x:

(1) Randomly select a probability pi ∼ U [0, 1]
(2) If pi > 0.6, then

a) randomly select a cluster πL
k ∈ {πL

1 , · · · , πL
6 }

b) draw fi ∼ Multinomial(πL
k , 1)

(3) Otherwise draw fi ∼ Multinomial(π0, 1)

For our proposed DDMAfs model, we set K = 30, α = 0.1, β = 0.1, ω = 0.01,
and λ = 0.1. The Metropolis step R was set to be 200. We ran our proposed
DDMAfs model 10 times. The performance is computed by taking the average
of these 10 experiments. Each experiment was conducted with 2000 iterations in
which the first 500 as burn-in.

Experimental Performances. We investigated the clustering performance for
our proposed DDMAfs model by varying the number of long documents. Exper-
imental results are depicted in Fig. 2. From experimental results, it shows that
our proposed DDMAfs model is effective for improving the clustering perfor-
mance for short texts by transferring high quality structural knowledge discov-
ered from long documents. When the number of long documents is equal to 0,
the DDMAfs model is reduced to the ordinary DMA model. Clustering per-
formances can be obviously improved when the number of long documents is
increased. The improvement of the clustering performances is significant with
a relatively small number of long documents. When the number of long docu-
ments is reasonably large, the DDMAfs model identifies almost perfect cluster
structure.

We also investigated the performances of the DDMAfs model in one typical
run by varying the number of iterations. The number of long documents involved
is set to 2400. From Fig. 3, it shows that the DDMAfs model reaches to a stable
result within a few hundred iterations. Figures 4 and 5 demonstrate the number
of discriminative features, the number of clusters for short texts estimated, and
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Fig. 2. Clustering performance of the
DDMAfs model on the synthetic
dataset with different number of long
documents.

Fig. 3. Trace plot for NMI perfor-
mance of the DDMAfs model for
the synthetic dataset.

Fig. 4. Trace plot for the number of
discriminative features for the syn-
thetic datasets.

Fig. 5. Trace plot for the number of
clusters for short text data points
and log likelihood of the synthetic
dataset.

the value of log likelihood with each iteration. The result shows that the number
of discriminative features estimated is 2398 which is slightly larger than the real
number. The feature selection process is faster to stabilize than the number of
clusters estimated. The value of log likelihood increases obviously with decreasing
number of clusters. DDMAfs model estimated 6 number of clusters for short
texts and 14 clusters for long documents. The DDMAfs model is able to identify
different numbers of clusters for short texts and long documents. Note that the
number of clusters estimated are slightly larger than the real ones. However, after
removing those extremely small clusters, the number of clusters for both short
texts and long documents are exactly the same with the real ones. The cluster
assignments for data points are depicted in Figs. 6 and 7. Apparently, short data
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Fig. 6. Estimated cluster labels of the
short text data points.

Fig. 7. Estimated cluster labels of
the long document data points.

points are partitioned into 5 clusters and long data points are partitioned into
6 clusters which are the exact numbers of real clusters.

To evaluate the generality on the performance of the DDMAfs model, we
derived another synthetic dataset with 450 short texts and 1200 long documents
by using similar strategy discussed before. Short texts were randomly selected
from 4 classes. Long documents are organized in 3 classes. We obtained similar
experimental performances except two observations: (1) the converging process is
slower; (2) the NMI value, which is 0.90, is slightly worse than the previous syn-
thetic experiments. The main reason is that only part of short texts is improved
by long documents because the number of classes of short texts is smaller than
long documents.

Discussions. In this section, we investigated the sensitivity of the choices of
hyper parameters α, β, λ, and ω for the DDMAfs model. Experiments were con-
ducted on various values of these parameters. There are some other parameters,
in particular, the initial number of clusters K and the Metropolis step parameter
R. We discuss the setting of these parameters in detail in the following part of
the section.

Choice of α, β, λ and ω: We investigated the sensitivity of the choice of hyper
parameters α, β, λ, and ω with the performance of the DDMAfs model. α, β,
and λ were set to 0.1, 1, and 10 which corresponds to a small, moderate, and
large prior values. We also experimented with different values of ω where ω was
set to be a small value 0.01, a moderate value 0.1, and a large value 1. For
the different values of α, β, λ, and ω, we set other values of parameters with
the same setting discussed before. Figures 8, 9, 10 and 11 show the clustering
performance for short texts by varying the number of iterations. The DDMAfs
model achieved almost perfect clustering structure in all these experiments. This
indicates that the DDMAfs model is robust to the choice of hyper parameters.
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Fig. 8. The NMI result for short text
data points when α gets different val-
ues.

Fig. 9. The NMI result for short
text data points when β gets dif-
ferent values.

Fig. 10. The NMI result for short text
data points when λ gets different val-
ues.

Fig. 11. The NMI result for short
text data points when ω gets differ-
ent values.

Choice of K and R: Theoretically, we should choose K to be the number of data
points. In the process of experiment, we discovered that it is time-consuming. So
we chose a relatively small K follow the advice of [7]. The number of Metropolis
step R was set to be 200 in our algorithm because we found that lager value on
R had little improvement on the clustering quality.

5.2 Real Dataset Experiments

Experimental Datasets. Two real-word text corpora were used to gener-
ate experimental datasets for conducting experiments. The first corpus is the
AMiner-Paper collection [13]. Three different research areas were chosen, in par-
ticular, the “graphical image”, the “computer network”, and the “database”, to
form a subset of the AMiner-Paper collection. The first experimental dataset,
namely, AMpaperSet, was then derived from the subset by extracting 600 paper
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titles for short texts and another 450 paper abstracts for long documents. The
second dataset is called the TweetSet dataset. We crawled 79413 tweets from 3
hot topics on twitter from the hashtag “JeSuisParis”, “RefugeesWelcome” and
“PlutoFlyby”. In these tweets, there are 6399 tweets containing URLs and acces-
sible URLs are 5577, we therefore crawled the content of the accessible URLs
to form the set of long documents. The TweetSet dataset was then derived by
randomly selecting 2400 documents from the crawled long documents and 600
documents from tweets.

We pre-processed all the datasets by stop-word removal. The summary of
these two text document datasets is shown in Table 1.

Table 1. Summary description of datasets.

Datasets L S V K

AMpaperSet 450 600 3586 3

TweetSet 2400 600 33462 3

(L: Long Text Sets, S: Short Text Sets,
V: Vocabulary size, K: Number of clus-
ters.)

Experimental Setup and Experimental Performances. For all set of
experiments, we use the same parameter settings of α, β, ω, λ, and R of the
synthetic dataset to real dataset experiment. For the number of initial clusters
K, we set K to 30 for both AMpaperSet and TweetSet dataset.

For comparative study, we compare our models with four other approaches.
We investigated the standard K-Means document clustering model taking the
bag-of-word assumption as the first approach, labeled as KMEANS [8]. The
KMEANS approach is used as the benchmark. The number of cluster is required
as the input parameter in this model. The second and third approaches are state-
of-art document clustering approaches for short texts, in particular, GSDMM
[17] and STCC [15]. The GSDMM approach is designed based on the dirichlet
multinomial mixture model. A collapsed gibbs sampling algorithm is employed to
infer the number of clusters automatically. The STCC approach is designed with
the help of convolutional neural networks, and takes the number of clusters as a
pre-defined parameter. The fourth approach, labeled as DLDA model, is the most
recent short text clustering model which transfers structural knowledge learned
from auxiliary long documents to short texts [9]. Although DLDA model uti-
lizes the long documents to cope with sparse problem, it can’t infer the number
of clusters automatically. The KMEANS, GSDMM and STCC approaches are
not specially designed for studying how long documents improve the clustering
performance of short texts. Therefore, the type of data points can’t be identi-
fied in these two models. We evaluated the experimental performances with and
without long document data points for the KMEANS and GSDMM approaches
respectively. For experiments with long documents, we merged short text and
long document data points to form a single dataset and evaluated the perfor-
mance on short texts only. We studied the performance of KMEANS, DLDA,
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and STCC when right or wrong number of clusters are given. Each comparative
experiment was run 10 times. The performance is computed by taking the aver-
age of the NMI results on short text data points of these 10 experiments. The
clustering performance of long documents is not the focus of our paper.

Table 2. Cluster performance on short texts on the AMpaperSet and TweetSet
datasets.

AMpaperSet TweetSet

DDMAfs 0.465 0.557

KMEANS (s) 0.136 0.126

KMEANS (K = 2) 0.341 0.091

KMEANS (K = 3) 0.428 0.075

KMEANS (K = 10) 0.260 0.293

GSDMM (s) 0.376 0.432

GSDMM 0.430 0.539

STCC (s) 0.16 0.18

DLDA (K = 2) 0.287 0.277

DLDA (K = 3) 0.342 0.311

DLDA (K = 10) 0.187 0.232

(KMEANS (s) (GSDMM (s), or STCC (s)) indi-
cates the clustering performance of KMEANS
(GSDMM, or STCC) approach without the aid
of long documents.)

Table 2 depicts document clustering performances acquired by the DDMAfs,
KMEANS, GSDMM, STCC, and DLDA models on the AMpaperSet and Tweet-
Set dataset. From the experimental results, our proposed DDMAfs model appar-
ently performs better compared with all other models. Therefore, the DDMAfs
model is effective for discovering the latent document structure of short texts.
Note that the DDMAfs model reduces to the ordinary DMA model, which
shares the same document generation process with the GSDMM model, when
no long documents are available. Compared the experimental performances of
the DDMAfs and the GSDMM(s), it is obvious that long documents are able to
help the clustering performance of short texts. The clustering performance can
be greatly improved with the help of long documents. In all experiments with
long documents, the DDMAfs model outperforms all other models. There are
two main reasons. Firstly, long document data points are with a great number
of non-discriminative features which deduce the quality of structural knowledge
shared to short texts for all other models. Secondly, the KMEANS and GSDMM
models are not able to identify long document and short text data points which
results in losing the information on cluster partition of short texts and long
documents.
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Table 3. Number of clusters on short texts estimated on the AMpaperSet and Tweet-
Set datasets.

DDMAfs GSDMM(s) GSDMM

AMpaperSet 20 21 27

TweetSet 17 25 23

Table 3 shows the estimated number of clusters on two real dataset. Among
the five methods, KMEANS, STCC and DLDA are given the true value of K.
All estimation on the number of clusters are larger than the true one due to the
reason of outlier documents. The DDMAfs model obtains a relatively accurate
estimation compared with GSDMM on two real datasets.

Table 4. Top 8 words of three typical larger clusters discovered by DDMAfs model on
the AMpaperSet dataset.

Cluster Top words

1 Transact process optimization cost distribute system file memory

2 Sensor wireless traffic node rout protocol rate channel

3 Query relation model language object operation update semantic

Table 4 shows top 8 words of three typical larger clusters on the AMpa-
perSet dataset discovered by our proposed DDMAfs model. DDMAfs model
captures meaningful words associated with three clusters, in particular, “graph-
ical image”, “computer network”, and “database”. For some general clusters,
the DDMAfs model subdivides the cluster to more specific sub-clusters as the
number of clusters is unknown. As a result, more clusters are discovered than
the real ones. As shown in Table 4, cluster 1 and 3 are two related clusters under
the general cluster of “database”.

We explores the impact of long documents to short texts on the TweetSet
dataset. Similar performance was obtained with synthetic dataset as shown in
Fig. 2. We can find that the clustering performance is improved with increase of
the number of long documents. It shows that the clustering effect of short texts
will level up with the help of long documents in the real application.

6 Conclusion and Future Work

In this paper, we propose a DDMAfs model for the problem of short text clus-
tering. Structural knowledge of long documents are shared to short texts so that
the clustering performance of short texts can be greatly improved. A blocked
Gibbs sampling technique is proposed to infer the cluster structure of short text
set as well as the latent discriminative word subset of long document set. Our
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experiment shows that our approach achieves good performance with a reason-
able set of long documents. The comparisons between DDMAfs and existing
state-of-the-art models indicate that our approach is effective.

An interesting direction for future research is to study how to enhance the
clustering of short texts via utilizing multi-source dataset rather than only long
documents. Besides, we also concern to involve a small number of supervised
information on long documents for improving the performance of short text
clustering.
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Abstract. Uncovering latent topics from given texts is an important
task to help people understand excess heavy information. This has caused
the hot study on topic model. However, the main texts available daily
are short, thus traditional topic models may not perform well because
of data sparsity. Popular models for short texts concentrate on word
co-occurrence patterns in the corpus. However, they do not consider
the intensity of relationship between words. So we propose the new
way, called word-network triangle topic model (WTTM). In WTTM,
we search for the word triangles to measure the relations between words.
The results of experiments on real-world corpus show that our method
performs better in several evaluation ways.

Keywords: Topic model · Short texts · Word co-occurrence network ·
Document classification

1 Introduction

Recent years, the technology of Internet is growing rapidly, people are more
willing to get information from the Internet. Information surplus becomes a big
problem. So topic distillation is crucial for many content analysis tasks. And a
popular research field is topic model.

Topic model [4] is used to discover latent topics from given texts. It assumes
that a document is generated from a mixture of topics, where a topic is a proba-
bilistic distribution over words. Topic model is helpful in automatically extract-
ing thematic information from large archive [1]. It’s widely used in modeling
text collections like news articles, research papers and blogs. Now the popular
models are PLSA (also as PLSI) [5] and LDA [2].

However, with the great popularity of social networks and Q&A networks,
short texts occupy the main space on the Web. Inferring latent topics based on
these texts may help a lot in daily life. However, a bad news is that traditional
topic models do not perform well in these situations. The main reason may
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L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 642–649, 2017.
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rely on that the parameters of topic model are calculated according to the co-
occurrence of words in the texts, while short texts is short of such relations
because of lack of words [6].

Under the circumstances, we need some improvements on topic model for
short texts. One simple but useful idea is to bring together the similar short
documents to structure longer documents. For example, combining the texts
written by the same user in twitter [9] or combining the texts which own the
same words [6]. Some others add extra information into short texts to enrich data
density. However, methods above are highly data-dependent or task-dependent.
Another popular approach now is to extend the documents based on the informa-
tion from original texts, like BTM [10], RIBS-TM [7] and WNTM [11]. Though
these models have good performance on the short texts, they ignore that the
relations of the word co-occurrence patterns are not all so close. As we can see,
not any two words in the documents share similarly close relation.

To solve the data sparsity on short texts and value relationship between
words, we propose the method called Word − network Triangle Topic Model
(WTTM). The method came from the thoughts below. (1) Though topic model
infers the parameters based on the word co-occurrence patterns, but not all pat-
terns share the same intensity of relations. (2) How can we express the closer
relationship among words as the word pairs do not show the intensity of rela-
tionship. Triangle is an important structure in graph theory. It represents strong
relationship among the nodes in the graph. So we choose triangles as our basic
structures. In WTTM, we build up the global word co-occurrence network of
word pairs in the corpus, and find out the word triangles in the network. Then
we make use of word triangles we find to train the models. Compared with the
existing models, we use the word triangles to draw the close relationship among
words. In this way, we reduce the influence of the weak-related patterns and
strengthen the highly-related patterns.

Extensive experiments are conducted on real-world dataset to compare
WTTM with the baseline models. Through the experiments on topic coher-
ence and document semantic classification, the outstanding results prove that
our method is a good choice of topic inferring for short texts.

The rest of the paper is organized as follows. We first give the detail analysis
of our approach is followed in Sect. 2; Experimental results are explained in
Sect. 3. At last, we’ll conclude our present work in Sect. 4 and some measures to
perfect the method are also pointed out.

2 Our Approach

Probabilistic topic models find the latent topics of the given documents based
on word co-occurrence patterns in the documents, thus the results will be highly
effected by data sparsity in short texts scenario. To overcome the difficulty,
we came up with the idea called word-network triangle topic model (WTTM),
which chooses the more related patterns and represent them with word triangles
according to the word co-occurrence network from the corpus. The details will
be described as follows.
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Fig. 1. A example of the word co-occurrence network from the input corpus

2.1 Word Co-occurrence Network

The word co-occurrence network (which is denoted as word network in the fol-
lowing text) is a global undirected graph of given texts. In the word network,
nodes are the words appear in the corpus and an edge between two nodes shows
that the two words appear in the same document. It’s known that topic model
is based on the bag of words model so it’s possible for us to build up the global
network of words in the corpus. Figure 1 shows an example of word network.

Definition 1. Given a set of documents D = {d1, d2, . . . , dn}, and every doc-
ument dk is divided a group of words, dk = {w1, w2, . . . , wm}. The word co-
occurrence network is represented as N = <V,E, S>.
where:
V represents the nodes in the network N , namely the whole group of words in
the given documents D. V = {wi|wi ∈ dk}.
E represents the edges in the network N , namely the word co-occurrence patterns
in the given documents D. E = {eij = (wi, wj)|wi, wj ∈ dk}.
Seij represents the set of indexes of the edge eij. It expresses indexes of the doc-
uments where the words wi, wj can be found in D. Seij = {k|eij = (wi, wj) ∧
wi, wj ∈ dk}.
S is the group of all the index sets of every edge eij ∈ E. S = {Seij |eij ∈ E}.

In our idea, the co-occurrence of two words in the same context shows that
the two words share a relationship. And we tag the edges with the indexes of the
documents where the connected words co-occurred. It’s obvious that the more
tags of indexes one edge owns, the more triangles it may be chosen in. Based on
the co-occurrence patterns, we build up the word network.

2.2 Word Triangle

With the help of the word network we built up above, we can find the triangle
connections among the words in the corpus.
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Traditional topic models take advantage of the word co-occurrence patterns
by modeling word generation from the document level. However, patterns do not
show the relations, but the intensity of relations of patterns should be taken into
consideration and we need to choose a new structure to perform strong relations.
Triangle is an important structure in graph theory. A triangle is a set of three
nodes that are pairwise connected and is arguably one of the most important
patterns in terms of understanding the inter-connectivity of nodes in real graphs
[3]. And a triangle is the complete graph, that’s to say nodes in a triangle share
closer relationships than common graphs. So here we came up with the idea of
valuing the relation of word co-occurrence patterns and using word triangles to
express the closer relations.

Definition 2. Given the word co-occurrence network N = <V,E, S>, for every
three words wi, wj , wk ∈ V , if:

(1) eij = (wi, wj), eik = (wi, wk), ejk = (wj , wk) ∧ eij , eik, ejk ∈ E.
(2) seij , seik , sejk ∈ S, seij �= seik ∧ seij �= sejk ∧ seik �= sejk .

the three words wi, wj , wk can structure the word triangle t = (wi, wj , wk).

We emphasize that the edges are labeled with different sets of tags to avoid
the situation that any group of three words in the same context will be regarded
as a word triangle. In our experiments we find that there are few words which are
not included in any triangle, we tend to think they are unrelated in the corpus
and ignore them.

2.3 Word-Network Triangle Topic Model

The key idea of BTM is to learn the latent topics over given short texts based
on the aggregated word patterns in the whole corpus. However, relation of some
patterns may not be so close. So we use triangles to evaluate patterns and exclude
weak-related ones. In our model, each word triangle is drawn from a specific topic
independently. And the probability of the triangle drawn from a specific topic is
determined by the proportion that the three words in the triangle to be drawn
from the topic. Suppose α and β are the Dirichlet priors. And the process of
WTTM can be described as follows:

1. For each topic z
(a) draw a topic-specific word distribution φz ∼ Dir(β)

2. Draw a topic distribution θ ∼ Dir(α) for the whole collection
3. For each triangle t in the triangle set T

(a) draw a topic assignment z ∼ Multi(θ)
(b) draw three words: wi, wj , wk ∼ Multi(φz)

According to the procedure above, the probability of a word triangle t =
(wi, wj , wk) can be calculated as:

P (t) =
∑

z

P (z)P (wi|z)P (wj |z)P (wk|z) =
∑

z

θzφi|zφj|zφk|z (1)
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And the possibility of the given texts is:

P (T ) =
∏

i,j,k

∑

z

θzφi|zφj|zφk|z (2)

From the process we directly train the model using the word triangles as
basic elements of the topics. We consider the close relationship of triangles to
select the stronger relationships among words. What’s more, the whole patterns
in the corpus are aggregated to find the triangle connections. In consequence,
we evaluate the patterns in the corpus to reveal the topics better. To train the
parameters mentioned above, we adopt Gibbs sampling the same as BTM.

2.4 Inferring Topics for a Document

From the previous introduction of the procedure we can know that WTTM trains
the model based on the whole corpus. Therefore, the training results do not give
the topic distribution on the documents directly. We need some efforts to obtain
the topics of every document and the distribution. The calculation is as follows:

We assume that the topic distribution of the document is the same as the
expectation of the topic distribution of the group of word triangles containing
the word patterns in the document:

P (z|d) =
∑

t

P (z|t)P (t|d) (3)

In the formula above, P (z|t) can be calculated according to Bayes’ formula
based on the distribution of words in topics P (w|z) and the distribution of topics
in the corpus P (z) got from WTTM:

P (z|t) =
P (z)P (wi|z)P (wj |z)P (wk|z)∑
z P (z)P (wi|z)P (wj |z)P (wk|z)

=
θzφi|zφj|zφk|z∑
z θzφi|zφj|zφk|z

(4)

where P (z) = θz and P (wi|z) = φi|z.
And the other one to calculate is P (t|d). We can get it easily based on the

distribution of word triangles in the document:

P (t|d) =
nd(t)∑
t nd(t)

(5)

where nd(t) is the frequency of the word triangle t of the group of word triangles
in the document d.

And for the documents which structure no word triangle, we infer the topic
distribution of such document using the expectation of the topic distributions of
words in the documents. According to the formulas above, we can get the topic
distribution for given documents.
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3 Experiments

In this section, we conduct experiments in the real-world short texts collection of
questions with labels from Zhihu to verify the improvements on the algorithm.
We take two typical topic models, BTM and LDA, to perform our comparison.
Besides, as BTM and WTTM do not model the generation process of documents
so we cannot evaluate the models by calculating the perplexity. In consequence,
we evaluate the performance of WTTM from two sides, topic coherence and
semantic document classification.

3.1 Topic Coherence

In order to compare the methods with quantitative metrics, we introduce the
topic coherence to measure the relations of words in the topic we get.

Topic coherence, also called UMass measure, is proposed by Mimno et al.
[8] in 2011 for topic quality evaluation. Topic coherence weighs the semantic
similarity degree of the words with high-frequency in the topics learned from
the documents and then decides the quality of the model. The higher the topic
coherence is, the better the topic quality is.

We compare WTTM with LDA and BTM on the short text collection. For
all the models, we change the number of topics from 10 to 50. And the average
results of topic coherence of the three models are listed in Table 1. Here the
number of topics is 30 (P-value< 0.001 by T-test):

Table 1. Average results of topic coherence on the top K words in topics inferred by
LDA, BTM, and WTTM on Zhihu questions.

T 5 10 20

LDA −60.1 ± 4.5 −442.3 ± 18.9 −2752.2 ± 62.4

BTM −58.0 ± 6.0 −365.7 ± 16.2 −2112.7 ± 30.1

WTTM −37.4 ± 0.9 −200.0 ± 3.8 −1215.2 ± 17.7

T in Table 1 refers to the number of top words we choose in the topic, ranging
from 5 to 20. From the table we find that the average topic coherence of WTTM
is obviously better than BTM and LDA. In fact, LDA infers latent topics based
on the limited word co-occurrence patterns in each document. So LDA cannot
learn the topics of short texts accurately as lack of words. BTM outperforms LDA
as it learns topics by modeling directly on the word co-occurrence patterns and
overcomes the data sparsity. However, BTM doesn’t evaluate the patterns and
some weak-related patterns may result in bad influence. Our method exclude
such patterns and uses word triangles to express the strong relations. That’s
the reason why WTTM performs better than BTM. Comparing with the two
baseline methods, WTTM can find more related words in one topic.
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3.2 Semantic Document Classification

To compare the topic distributions in documents which can express the short
documents more accurately, we conduct the experiments to train the document
classifiers on the question collection of Zhihu in this part. The topic distribu-
tions in each document can be used for dimensionality reduction, that’s to say
the documents can be represented with a set of topics which can express the
contents well. Then we can use the topics and the proportion of topics as the
feature vectors to express the documents. So it’s convenient for us to value the
accuracy of the topical representation of short documents for classification. In
the experiments, splitspilt into training subset and testing subset with the ratio
9:1, then we classified them by using random forest in Weka. The number of trees
is 50 and the max depth of each tree is 20. We show the accuracy on 10-fold
cross validation in Fig. 2.

Fig. 2. The accuracy of document classification of WTTM, BTM, and LDA on Zhihu
questions

From the results of Fig. 2, we find that WTTM outperforms BTM and LDA
in classifying short texts. The results shows that the topics which WTTM infers
can represent the documents better. We can figure out again that LDA is not
good at topic inferring of short documents. And the reason is similar as what is
said in experiments on topic coherence. The data sparsity in short texts affects
the results of LDA. It shows that the topics which WTTM infers can represent
the documents better. BTM performs better than LDA. WTTM performs better
than BTM as it emphasizes the evaluation of the relations between words in the
corpus. So we can conculde that WTTM can find better topics to express the
texts.

4 Conclusion

Topic inference on short texts is becoming increasingly popular. In this paper, we
proposed a new topic model for short texts, namely word-network triangle topic
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model (WTTM), which finds the word triangles in the word co-occurrence net-
work of the corpus. By contrast, WTTM values the relationship of each pattern
through the word triangles and excludes some weak related ones. We conducted
experiments and the results proved that WTTM did better than other baseline
models. Considering the outstanding performance of WTTM, We can say that
WTTM is a good choice for topic inferring on short texts.

However, there are still a lot of improvements we can do to perfect the model.
How to make use of the weight of triangles can be the next point to improve.
Applying our method to real-world situations is also a good direction for us to
explore.
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Abstract. Content in social media is difficult to analyse because of
its short and informal feature. Fortunately, some social media data like
tweets have rich hashtags information, which can help identify mean-
ingful topic information. More importantly, hashtags can express the
context information of a tweet better. To enhance the significant effect
of hashtags via topic variables, this paper, we propose a context-aware
topic model to detect and track the evolution of content in social media
by integrating hashtag and time information named hashtag-supervised
Topic over Time (hsToT). In hsToT, a document is generated jointly by
the existing words and hashtags (the hashtags are treated as topic indi-
cators of the tweet). Experiments on real data show that hsToT capture
hashtags distribution over topics and topic changes over time simulta-
neously. The model can detect the crucial information and track the
meaningful content and topics successfully.

Keywords: Topic model · Content evolution · Topic over time · Social
media

1 Introduction

In recent years, some conventional topic models such as LDA [1] and PLSA [2]
have been proposed successfully in mining topics for a diverse range of document
genres. However, for the data in tweets, they always fail to achieve high quality
underlying topics because of its short and informal feature. Likely, there are
several types of metadata could help identify the contents of tweets, such as the
associated short url, picture, and #hashtag [3,4]. Among these metadata types,
hashtags always play crucial roles in content analysis. Hashtags can not only
express the context information of a tweet to the fullest, but also act as weakly-
supervised information when sampling topics from certain tweets. Meanwhile,
hashtags enrich the expressiveness of topics.

Motivated by the above, we propose a context-aware topic model to identify
and track the evolution of the contents in social media named hashtag-supervised
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L. Chen et al. (Eds.): APWeb-WAIM 2017, Part I, LNCS 10366, pp. 650–658, 2017.
DOI: 10.1007/978-3-319-63579-8 49



Context-Aware Topic Modeling for Content Tracking in Social Media 651

Topic over Time(hsToT). This model extends the classical LDA [1] by integrat-
ing the hashtags and time information. In hsToT, the distribution of hashtags
over topics directly affects the topic sampling for a document. A topic is defined
as a set of words that is highly correlated. In addition, in order to capture topic
evolution over time for our method, we model each topic with a multinomial dis-
tribution over timestamps and uses a beta distribution over a time span covering
all the data.

The remainder of paper is organized as following. Section 2 review several
representative works. Section 3 presents our approach in detail. We show the
data preparation and discuss the experiment results in Sect. 4. The final section
concludes the work.

2 Related Work

Topic Model in Social Media. As a powerful text mining tool, topic mod-
els have successfully applied to text analysis. Unfortunately, traditional topic
models LDA [1] and PLSI [2] do not work well with the messy form of data
in Twitter. To overcome the noise in tweets, [5] merges user’s tweets as a docu-
ment. However, they ignore the content detection from topics. Thus, [6] proposes
a probabilistic model that a topic depends on not only the users preference but
also the preference of users; TCAM [7,8] focuses on analyzing user behaviors
combining users intrinsic interests and temporal context; Except the user fea-
tures, mLDA [3] utilizes multiple contexts such as hashtags and time to discover
consensus topics. While these works focus far more on user interests rather than
content mining. Besides, some works take advantage semi-structured informa-
tion, such as TWDA [9] and MA-LDA [10]. However, these methods ignore the
dynamic nature of contents in social media.

Topic over Time. To capture the topics change over time, qualitative evolution
and quantitative evolution are two main analysis patterns. Qualitative evolution
focus on some aspects of a topic like word distribution, inter-topic correlation,
vocabulary, etc. [11] uses state space model to model the time variation. DTM
[12] and TTM [13] are two typical models. However, the time must be discretized
and the length of time intervals must be determined. Quantitative evolution
focuses on the amount of data related to some topic at some timestamp, and
models the time variation as an attribute of topics. The pioneering works in the
literature are TOT [14], COT [4] and [15] where each topic is associated with a
beta distribution over time. In this paper, we prefer quantitative evolution and
replace the beta distribution with Dirichlet distribution so that the parameters
could be simply estimated by Gibbs sampling.

3 Modeling Content Evolution in Social Media

In this section, firstly we introduce some preliminaries, especially the parameters
used in the method would be interpreted. Then we explain the details of our
hashtag based topic modeling solutions, namely hsToT.
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3.1 Preliminaries

As the most popular topic model, Latent Dirichlet Allocation (LDA) has
achieved numerous successful extensions. hsToT is LDA-based model, and also
a probabilistic generative model. While different from LDA, hsToT includes two
additional variables, namely hashtags and timestamps. We can discover the con-
tent through a cluster of hashtags that frequently occur with a topic, then the
content over time can be observed through topic distribution over timestamps.

Formally, we define a set of tweets as W = {d}M
d=1. Each tweet is regarded

as a document d and has a timestamp t. Suppose that document d is related to
a word sequence wd = {w1, w2, . . . , wi, . . . , wN} and a hashtag sequence hd =
{h1, h2, . . . , hi, . . . , hL}, where N and H is the number of words and hashtags
in document d. The rest notations used in this paper are listed in Table 1. For
a corpus, T,N , and H are integer constants, while N and H are varying with
different document. T is set manually.

Table 1. Notation in hsToT

M, K Number of document and topics respectively

N, H, T Number of words, hashtags and timestamps in a
document respectively

z, w, h, t, d Topic, word, hashtag, timestamps and document
respectively

θ Multinomial distribution over topics for a hashtag

ϕ Multinomial distribution over words for a topic

ψ Multinomial distribution over timestamps for a topic

α, β, μ Dirichlet prior parameters for θ, ϕ and ψ respectively

3.2 Hashtag-Supervised Topic over Time

In this subsection, we describe hashtag-supervised Topic over Time (hsToT)
to directly uncover the latent relationship among topic, hashtag, and time. In
hsTor, hashtags act as the weakly-supervised information in topics sampling.
Figure 1 shows the graphical models of the hsToT. In Fig. 1, each topic is typically
represented by a distribution over words as ϕ with β as the Dirichlet prior. hsToT
also includes two distributions over hashtags and timestamps with respect to
topics. hsToT do not directly sample the distribution over topics for a document
d. Instead, it sample a hashtag’s distribution over topics from the K ×H matrix
as the topics distribution of the document. Furthermore, the time feature is
first discretized and each tweet is annotated with a discrete timestamp label
(e.g. day, month, year). Naturally, time modality is captured by the variable
t, and consequently topic evolution over time is obtained using multinomial
distribution. In particular, each hashtag is characterized by a distribution over
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topics as θ with α as the Dirichlet prior. We allocate a topic assignment zi and a
hashtag assignment hi for each word wi in the document d. In hsToT, each word
is associated with a “hashtag-topic” assignment pair and a “topic-timestamp”
pair. The generative process for hsToT is given as follows, shown in Fig. 1. We
use variables zi, hi and ti to represent a certain topic, hashtag, and timestamp
associated with the word wi respectively.

Fig. 1. Graphical model representation of hsToT.

1. For each hashtag h = 1 : H, draw the mixture of topics θh ∼ Dir(α)
2. For each topic z = 1 : K, draw the mixture of words ϕz ∼ Dir(β)
3. For each topic z = 1 : K, draw the mixture of timestamps ψz ∼ Dir(μ)
4. For each document d = 1 : M , draw its words length N , and give its hashtag

set hd
(a) For each word wi, i = 1 : Nd

i. Draw a hashtag hi ∼ Uniform(hd)
ii. Draw a topic zi ∼ Mult(θhi

)
iii. Draw a word wi ∼ Mult(ϕzi

)
iv. Draw a timestamp ti ∼ Mult(ψzi

)

In hsToT, there are three posterior distributions: hashtag-topic distribution
θ, topic-word distribution ϕ and topic-timestamp distribution ψ. We assume
that “topic-word” distribution and “hashtag-topic” distribution are condition-
ally independent. To efficiently estimate posterior distribution, we employ
Gibbs sampling [16]. Thus, the joint probability of words, topics, hashtags and
timestamps is Eq. 1.

p(w,h, t, z|α, β, μ,hd) = p(w|z, β)·p(h|hd)·p(t|z, μ)·p(z|hd, α) (1)

In order to infer the hidden variables, we compute the posterior distribution
of the hidden variables. The likelihood of a document d is Eq. 2.

p(wd|θ, ϕ, ψ,hd) =
N∏

i=1

p(wi|θ, ϕ, ψ,hd)

=
Nd∏

i=1

Ld∑

j=1

K∑

k=1

T∑

s=1
p(wi, zi = k, hi = j, ti = s|θ, ϕ, ψ,hd)

=
Nd∏

i=1

Ld∑

j=1

K∑

k=1

T∑

s=1
p(wi|zi = k,ϕ)p(zi = k|hi = j, θ)p(ti = s|zi = k, ψ)pjhi

=
Nd∏

i=1

Ld∑

j=1

K∑

k=1

T∑

s=1
ϕwi,kθk,jψs,kpjhi

(2)
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Where pjhi
represents the probability of hi = j when sampling a hashtag hi

from hd. The generating probability of the corpus is:

p(W|θ, ϕ, ψ,h) =
M∏

d=1

p(wd|θ, ϕ, ψ,hd) (3)

The estimation method of posterior distributions in hsToT is Eq. 4.

p(zi = k, hi = j|w,h−i, t, z−i) ∝ nk
wi,−i+β

nk
w′,−i

+V β
× nj

k,−i+α

nj

k′,−i
+Kα

× nk
ti,−i+μ

nk
t′,−i

+Tμ
(4)

where −i means assignments except for current word in the current document
d. In Eq. 4, nj

k,−i is the number of words assigned to topic k in a document d,
nj

k′,−i is total number of words in a document d; nj
wi,−i is the number of words

assigned to topic k and hashtags j, nj
k′,−i is total number of words assigned to

topic k; nj
t,−i is the number of time words assigned to topic k and hashtags j,

nj
t′,−i is total number of words assigned to topic k and hashtags j. Finally, when

the sampling process reaches the convergence, we can get the results of ϕ, θ, and
ψ by:

ϕw,k = nk
w+β

nk
w′+V β

θk,j = nj
k+α

nj

k′+Kα
ψs,k = nk

t +μ

nk
t′+Tμ

(5)

From the generative process of hsToT, time modality is involved in topic discov-
ery. However, this may impact the homogeneity of topics because time modality
is assumed having the same “weight” in word modality. In practice, it is not. To
address this issue, we adopt the same strategy as in TOT [14] where a balancing
hyperparameter is introduced in order to balance word and time contribution
in topic discovery. Naturally, we set the hyperparameter as the inverse of the
number of words nd.

4 Experiments

Experiments are conducted based on evaluation on results of topic detection and
topic evolution over time. We take three topic models TOT [14], COT [4] and
hgToT, which is our another model as the baselines. (hgToT is generally similar
to COT in the usage of hashtags, but whose time modeling method changes the
beta distribution into the multinomial distribution.) TOT is extended from LDA
by adding a Beta distribution over timestamps for topics. COT is extended from
TOT by adding a multinomial distribution over hashtags for topics.

4.1 Data Preparation

The experiments are conducted on a twitter data set, named “TREC2011”1.
The original data contains nearly 16 millions tweets posted from January 23rd
to February 8th in 2011. Each tweet includes a user id and a timestamp. The

1 http://trec.nist.gov/data/microblog2011.html.

http://trec.nist.gov/data/microblog2011.html
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process of the raw data is similar to the steps in [17]. The properties of the
dataset are given in Table 2. To guarantee the convergence of Gibbs sampling,
all results were obtained after 1000 iterations. Timestamps is divided by days.
The hyperparameters in generative models (hsToT, hgToT, TOT) are set as
50/K for α and 0.04, 0.04, 0.01 for β, γ and μ respectively [11].

Table 2. Dataset properties

� tweets � Unique words � hashtags � Average words � Average hashtags

304,480 12,160 98,649 5.11 1.42

4.2 Evaluation on Topic Detection

To assess the effectiveness of topic models, a typical metric like perplexity on a
held-out test set [17] has been widely used. The perplexity represents the perfor-
mance of document modeling by comprehensively estimate the results of p(z|d)
and p(w|z). Another automatic evaluation metrics coherent score[18] is proposed
to measure the quality of topics from the perspective of topic visualization and
semantic coherent. In this paper, we choose perplexity and coherent score as
evaluation criteria.

Perplexity. Perplexity indicates the uncertainty in predicting a single word.
The lower the perplexity score is, the higher the performance will be. We compute
this metric according to the method [1]. To equilibrate the different usage of
hashtags in these methods, the computation of p(wd) is different. For TOT,
the computation method of p(wd) is same as [1]. While for hsToT, hgToT and
COT, p(wd) =

∑
Nd

p(wi) +
∑

Ld
p(hi). In this step, we hold out 10% of data

for test and train these methods on the remaining 90% data. Figure 2 states
the perplexity results with topic number k = 20, 30, 40, 50, 60. From the Fig. 2,
hsToT obviously outperforms other methods. This indicates that we can indeed
improve the document modeling performance by taking advantage of hashtags
especially regarding hashtags as weak-supervised information. In addition, For
hsToT, the perplexity value reduces gradually with the increase of topic number,
and then tends to stable when k ≥ 50. While TOT is running into over-fitting.
This means that our method is more stable. Based on this observation, the
number of topic K is fixed at 50 in the remaining experiments.

Coherent Score. To intuitively investigate the quality of topics, we analyze
the topics from visualization perspective. For each topic, we take top 5 words
or hashtags ordered by p(w|z) or p(h|z)) as their semantic representation. By
observing the 50 topics, there are two major kind of topics. One is “common
topics”, which are related to users’s daily lives. The other is “time-sensitive



656 J. Zhang et al.

Fig. 2. Perplexity results with different topic number K.

topics” which may be some emergencies or hot news events. Overall, compared
with TOT and hsToT can discover more meaningful hashtags and words highly
related to a topic. Besides, hsToT can detect the content from a topic which
TOT can not achieve. Table 3 lists an example of a common topic “EGYPT”
learn by all hsToT and TOT methods.

Table 3. A sample of semantic representation of topic “EGYPT”

hgToT hsToT TOT

#egypt, egypt #egypt, egypt obama

#election, obama #mubarak, people mubarak

#25-Jan, #egypt #election, obama #mubarak

#tcot, mubarak #turbulence, mubarak turbulence

#sotu, egyptian #news, egyptian egypt

For TOT, both words and hashtags occur in the “topic-word” distribution.
While in hgToT and hsToT, words and hashtags only occur in “topic-word”
and “topic-hashtag” distribution respectively. In addition, topic “EGYPT” also
shows that hsToT outperforms TOT in discovering meaningful hashtag i.e., the
semantics of topics for a common topic. For example, TOT only discovers one
hashtag “#mubarak”, whereas hsToT discovered more meaningful hashtags.

In order to quantitatively evaluate the topic quality of all test methods, we
further utilize the automated metric, namely coherent score. The coherence score
is that words belonging to a single concept will tend to co-occur within the same
documents [19]. A larger coherence score means the topics are more coherent.
Given a topic z and its top n words V (z) = (v(z)

1 , . . . , v
(z)
n ) ordered by p(w|z),

the coherent score can be defined as:

C(z;V (z)) =
n∑

t=2

t∑

l=1

log
D(v(z)

t , v
(z)
l ) + 1

D(v(z)
l )

(6)

where D(v) is the document frequency of word v, D(v, v,) is the number
of document in which words v and v, co-occurred. The final results are
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1
K

∑
k C(zk;V (zk)). For TOT, the average coherent score can be directly cap-

tured by this way. While for other three methods, a topic is jointly associated
with a multinomial distribution over words and a multinomial distribution over
hashtags. Therefore, we also need consider the top n hashtags when computing
the coherent score of a given topic. The final average coherent score in these
three methods is 1

2K

∑
k (C(zk;V (zk)) + C(zk;H

(zk)
)).

The result is shown in Table 4, the number of top words ranges from 5 to
20. From Table 4, hsToT achieves the best performance(with p-value <0.01 by
T-test), and hsToT receives the highest coherence score. hgToT and COT out-
perform TOT by 0.086 on average. It also shows hashtag co-occurrence fre-
quency can help detect more coherent words, and improve the topic coherence
greatly. Moreover, compared with the strategy of hashtags in COT, hsToT always
receives better results. By observing the different results with the change of top
n words (or hashtags), we find that the coherent score of all methods gradually
reduces when the number of n increases.

Table 4. Average coherence score on the top n words (hashtags) in topics.

n 5 10 20

hgToT −62.6 −239.3 −1043.5

hsToT −61.5 −236.5 −1029.2

COT −62.7 −239.4 −1042.9

TOT −64.3 −243.6 −1066.4

5 Conclusions

In this paper, we introduced a new model (hsToT) of tracking topics over time
in social media. By considering features such as hashtags, words and timestamps
jointly, our model can successfully identify the meaningful topics precisely and
track topic changes over time appropriately. Experiments on real dataset illus-
trate the effectiveness and efficiency of our methods.
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