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Preface

This volume (LNCS 10366) and its companion volume (LNCS 10367) contain the
proceedings of the first Asia-Pacific Web (APWeb) and Web-Age Information Man-
agement (WAIM) Joint Conference on Web and Big Data, called APWeb-WAIM. This
new joint conference aims to attract participants from different scientific communities as
well as from industry, and not merely from the Asia Pacific region, but also from other
continents. The objective is to enable the sharing and exchange of ideas, experiences,
and results in the areas of World Wide Web and big data, thus covering Web tech-
nologies, database systems, information management, software engineering, and big
data. The first APWeb-WAIM conference was held in Beijing during July 7–9, 2017.

As a new Asia-Pacific flagship conference focusing on research, development, and
applications in relation to Web information management, APWeb-WAIM builds on the
successes of APWeb and WAIM: APWeb was previously held in Beijing (1998), Hong
Kong (1999), Xi’an (2000), Changsha (2001), Xi’an (2003), Hangzhou (2004),
Shanghai (2005), Harbin (2006), Huangshan (2007), Shenyang (2008), Suzhou (2009),
Busan (2010), Beijing (2011), Kunming (2012), Sydney (2013), Changsha (2014),
Guangzhou (2015), and Suzhou (2016); and WAIM was held in Shanghai (2000),
Xi’an (2001), Beijing (2002), Chengdu (2003), Dalian (2004), Hangzhou (2005), Hong
Kong (2006), Huangshan (2007), Zhangjiajie (2008), Suzhou (2009), Jiuzhaigou
(2010), Wuhan (2011), Harbin (2012), Beidaihe (2013), Macau (2014), Qingdao
(2015), and Nanchang (2016). With the fast development of Web-related technologies,
we expect that APWeb-WAIM will become an increasingly popular forum that brings
together outstanding researchers and developers in the field of Web and big data from
around the world.

The high-quality program documented in these proceedings would not have been
possible without the authors who chose APWeb-WAIM for disseminating their find-
ings. Out of 240 submissions to the research track and 19 to the demonstration track,
the conference accepted 44 regular (18%), 32 short research papers, and ten demon-
strations. The contributed papers address a wide range of topics, such as spatial data
processing and data quality, graph data processing, data mining, privacy and semantic
analysis, text and log data management, social networks, data streams, query pro-
cessing and optimization, topic modeling, machine learning, recommender systems,
and distributed data processing.

The technical program also included keynotes by Profs. Sihem Amer-Yahia
(National Center for Scientific Research, CNRS, France), Masaru Kitsuregawa
(National Institute of Informatics, NII, Japan), and Mohamed Mokbel (University of
Minnesota, Twin Cities, USA) as well as tutorials by Prof. Reynold Cheng (The
University of Hong Kong, SAR China), Prof. Guoliang Li (Tsinghua University,
China), Prof. Arijit Khan (Nanyang Technological University, Singapore), and



Prof. Yu Zheng (Microsoft Research Asia, China). We are grateful to these distin-
guished scientists for their invaluable contributions to the conference program.

As a new joint conference, teamwork is particularly important for the success of
APWeb-WAIM. We are deeply thankful to the Program Committee members and the
external reviewers for lending their time and expertise to the conference. Special thanks
go to the local Organizing Committee led by Jun He, Yongxin Tong, and Shimin Chen.
Thanks also go to the workshop co-chairs (Matthias Renz, Shaoxu Song, and Yang-Sae
Moon), demo co-chairs (Sebastian Link, Shuo Shang, and Yoshiharu Ishikawa),
industry co-chairs (Chen Wang and Weining Qian), tutorial co-chairs (Andreas Züfle
and Muhammad Aamir Cheema), sponsorship chair (Junjie Yao), proceedings
co-chairs (Xiang Lian and Xiaochun Yang), and publicity co-chairs (Hongzhi Yin, Lei
Zou, and Ce Zhang). Their efforts were essential to the success of the conference. Last
but not least, we wish to express our gratitude to the Webmaster (Zhao Cao) for all the
hard work and to our sponsors who generously supported the smooth running of the
conference.

We hope you enjoy the exciting program of APWeb-WAIM 2017 as documented in
these proceedings.

June 2017 Xiaoyong Du
Beng Chin Ooi
M. Tamer Özsu

Bin Cui
Lei Chen

Christian S. Jensen
Cyrus Shahabi
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Combining Node Identifier Features
and Community Priors

for Within-Network Classification

Qi Ye(B), Changlei Zhu, Gang Li, and Feng Wang

Sogou Inc., Beijing, China
{yeqi,zhuchanglei,ligang,wangfeng}@sogou-inc.com

Abstract. With widely available large-scale network data, one hot topic
is how to adopt traditional classification algorithms to predict the most
probable labels of nodes in a partially labeled network. In this paper,
we propose a new algorithm called identifier based relational neighbor
classifier (IDRN) to solve the within-network multi-label classification
problem. We use the node identifiers in the egocentric networks as fea-
tures and propose a within-network classification model by incorporating
community structure information to predict the most probable classes for
unlabeled nodes. We demonstrate the effectiveness of our approach on
several publicly available datasets. On average, our approach can provide
Hamming score, Micro-F1 score and Macro-F1 score up to 14%, 21% and
14% higher than competing methods respectively in sparsely labeled net-
works. The experiment results show that our approach is quite efficient
and suitable for large-scale real-world classification tasks.

Keywords: Within-network classification · Node classification · Collec-
tive classification · Relational learning

1 Introduction

Massive networks exist in various real-world applications. These networks may
be only partially labeled due to their large size, and manual labeling can be
highly cost in real-world tasks. A critical problem is how to use the network
structure and other extra information to build better classifiers to predict labels
for the unlabelled nodes. Recently, much attention has been paid to this problem,
and various prediction algorithms over nodes have been proposed [19,22,25].

In this paper, we propose a within-network classifier which makes use of the
first-order Markov assumption that labels of each node are only dependent on
its neighbors and itself. Traditional relational classification algorithms, such as
WvRn [13] and SCRN [27] classifier, make statistical estimations of the labels
through statistics, class label propagation or relaxation labeling. From a differ-
ent viewpoint, many real-world networks display some useful phenomena, such as
clustering phenomenon [9] and scale-free phenomenon [2]. Most real-world net-
works show high clustering property or community structure, i.e., their nodes are
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 3–17, 2017.
DOI: 10.1007/978-3-319-63564-4 1
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organized into clusters which are also called communities [8,9]. The clustering
phenomenon indicates that the network can be divided into communities with
dense connections internally and sparse connections between them. In the dense
connected communities, the identifiers of neighbors may capture link patterns
between nodes. The scale-free phenomenon indicates the existence of nodes with
high degrees [2], and we regard that the identifiers of these high degree nodes can
also be useful to capture local patterns. By introducing the node identifiers as
fine-grained features, we propose identifier based relational neighbor classifier
(IDRN) by incorporating the first Markov assumption and community priors. As
well, we demonstrate the effectiveness of our algorithm on 10 public datasets.
In the experiments, our approach outperforms some recently proposed baseline
methods.

Our contributions are as follows. First, to the best of our knowledge, this is
the first time that node identifiers in the egocentric networks are used as features
to solve network based classification problem. Second, we utilize the community
priors to improve its performance in sparsely labeled networks. Finally, our app-
roach is very effective and easily to implement, which makes it quite applica-
ble for different real-world within-network classification tasks. The rest of the
paper is organized as follows. In the next section, we first review related work.
Section 3 describes our methods in detail. In Sect. 4, we show the experiment
results in different publicly available datasets. Section 5 gives the conclusion and
discussion.

2 Related Work

One of the recent focus in machine learning research is how to extend traditional
classification methods to classify nodes in network data, and a body of work for
this purpose has been proposed. Bhagat et al. [3] give a survey on the node
classification problem in networks. They divide the methods into two categories:
one uses the graph information as features and the other one propagate existing
labels via random walks. The relational neighbor (RN) classifier provides a sim-
ple but effective way to solve the node classification problems. Macskassy and
Provost [13] propose the weighted-vote relational neighbor (WvRN) classifier by
making predictions based on the class distribution of a certain node’s neighbors.
It works reasonably well for within-network classification and is recommended as
a baseline method for comparison. Wang and Sukthankar [27] propose a multi-
label relational neighbor classification algorithm by incorporating a class propa-
gated probability obtained from edge clustering. Macskassy et al. [14] also believe
that the very high cardinality categorical features of identifiers may cause the
obvious difficulty for classifier modeling. Thus there is very little work that has
incorporated node identifiers [14]. As we regard that node identifiers are also
useful features for node classification, our algorithm does not solely depend on
neighbors’ class labels but also incorporating local node identifiers as features
and community structure as priors.

For within-network classification problem, a large number of algorithms for
generating node features have been proposed. Unsupervised feature learning



Combining Node Identifier Features and Community Priors 5

approaches typically exploit the spectral properties of various matrix represen-
tations of graphs. To capture different affiliations of nodes in a network, Tang
and Liu [23] propose the SocioDim algorithm framework to extract latent social
dimensions based on the top-d eigenvectors of the modularity matrix, and then
utilize these features for discriminative learning. Using the same feature learning
framework, Tang and Liu [24] also propose an algorithm to learn dense features
from the d-smallest eigenvectors of the normalized graph Laplacian. Ahmed
et al. [1] propose an algorithm to find low-dimensional embeddings of a large
graph through matrix factorization. However, the objective of the matrix factor-
ization may not capture the global network structure information. To overcome
this problem, Tang et al. [22] propose the LINE model to preserve the first-order
and the second-order proximities of nodes in networks. Perozzi et al. [20] present
DeepWalk which uses the SkipGram language model [12] for learning latent rep-
resentations of nodes in a network by considering a set of short truncated random
walks. Grover and Leskovec [10] define a flexible notion of a node’s neighborhood
by random walk sampling, and they propose node2vec algorithm by maximizing
the likelihood of preserving network neighborhoods of nodes. Nandanwar and
Murty [19] also propose a novel structural neighborhood-based classifier by ran-
dom walks, while emphasizing the role of medium degree nodes in classification.
As the algorithms based on the features generated by heuristic methods such
as random walks or matrix factorization often have high time complexity, thus
they may not easily be applied to large-scale real-world networks. To be more
effective in node classification, in both training and prediction phrases we extract
community prior and identifier features of each node in linear time, which makes
our algorithm much faster.

Several real-world network based applications boost their performances by
obtaining extra data. McDowell and Aha [16] find that accuracy of node classi-
fication may be increased by including extra attributes of neighboring nodes as
features for each node. In their algorithms, the neighbors must contains extra
attributes such as textual contents of web pages. Rayana and Akoglu [21] propose
a framework to detect suspicious users and reviews in a user-product bipartite
review network which accepts prior knowledge on the class distribution esti-
mated from metadata. To address the problem of query classification, Bian and
Chang [4] propose a label propagation method to automatically generate query
class labels for unlabeled queries from click-based search logs. With the help of
the large amount of automatically labeled queries, the performance of the clas-
sifiers has been greatly improved. To predict the relevance issue between queries
and documents, Jiang et al. [11] and Yin et al. [28] propose a vector propagation
algorithm on the click graph to learn vector representations for both queries and
documents in the same term space. Experiments on search logs demonstrate the
effectiveness and scalability of the proposed method. As it is hard to find useful
extra attributes in many real-world networks, our approach only depends on the
structural information in partially labeled networks.
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3 Methodology

In this section, as a within-network classification task, we focus on performing
multi-label node classification in networks, where each node can be assigned to
multiple labels and only a few nodes have already been labeled. We first present
our problem formulation, and then show our algorithm in details.

3.1 Problem Formulation

The multi-label node classification we addressed here is related to the within-
network classification problem: estimating labels for the unlabeled nodes in par-
tially labeled networks. Given a partially labeled undirected network G = {V, E},
in which a set of nodes V = {1, · · · , nmax} are connected with edge e(i, j) ∈ E ,
and L = {l1, · · · , lmax} is the label set for nodes.

3.2 Objective Formulation

In a within-network single-label classification scenario, let Yi be the class label
variable of node i, which can be assigned to one categorical value c ∈ L. Let Gi

denote the information node i known about the whole graph, and let P (Yi =
c|Gi) be the probability that node i is assigned to the class label c. The relational
neighbor (RN) classifier is first proposed by Macskassy and Provost [13], and
in the relational learning context we can get the probability P (Yi = c|Gi) by
making the first order Markov assumption [13]:

P (Yi = c|Gi) = P (Yi = c|Ni), (1)

where Ni is the set of nodes that are adjacent to node i. Taking advantage of
the Markov assumption, Macskassy and Provost [13] proposed the weighted-vote
relational neighbor (WvRN) classifier whose class membership probability can
be defined as follows:

P (Yi = c|Gi) = P (Yi = c|Ni) =
1
Z

∑

j∈Ni

wi,j × P (Yj = c|Nj), (2)

where Z is a normalizer and wi,j represents the weight between i and j.

IDRN Classifier. As shown in Eq. 2, traditional relational neighbor classi-
fiers, such as WvRN [13], only use the class labels in neighborhood as features.
However, as we will show, by taking the identifiers in each node’s egocentric net-
work as features, the classifier often performs much better than most baseline
algorithms.

In our algorithm, the node identifiers, i.e., unique symbols for individual
nodes, are extracted as features for learning and inference. With the first order
Markov assumption, we can simplify Gi = GNi

= XNi
= {x|x ∈ Ni} ∪ {i}
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as a feature vector of all identifiers in node i’s egocentric graph GNi
. The ego-

centric network GNi
of node i is the subgraph of node i’s first-order zone [15].

Aside from just considering neighbors’ identifiers, our approach also includes
the identifier of node i itself, with the assumption that both the identifiers of
node i’s neighbors and itself can provide meaningful representations for its class
label. For example, if node i (ID = 1) connects with three other nodes where
ID = 2, 3, 5 respectively, then its feature vector XNi

of node i will be [1, 2, 3, 5].
Eq. 2 can be simplified as follows:

P (Yi = c|Gi) = P (Yi = c|GNi
) = P (Yi = c|XNi

). (3)

By taking the strong independent assumption of naive Bayes, we can simplify
P (Yi = c|XNi

) in Eq. 3 as the following equation:

P (Yi = c|XNi
) =

P (Yi = c)P (XNi
|Yi = c)

P (XNi
)

∝ P (Yi = c)P (XNi
|Yi = c)

∝ P (Yi = c)
∏

k∈XNi

P (k|Yi = c),

(4)

where the last step drops all values independent of Yi.

Multi-label Classification. Traditional ways of addressing multi-label classi-
fication problem is to transform it into a one-vs-rest learning problem [23,27].
When training IDRN classifier, for each node i with a set of true labels Ti, we
transform it into a set of single-label data points, i.e., {〈XNi

, c〉|c ∈ Ti}. After
that, we use naive Bayes training framework to estimate the class prior P (Yi = c)
and the conditional probability P (k|Yi = c) in Eq. 4.

Algorithm 1 shows how to train IDRN to get the maximal likelihood esti-
mations (MLE) for the class prior P (Yi = c) and conditional probability
P (k|Yi = c), i.e., θ̂c = P (Yi = c) and θ̂kc = P (k|Yi = c). As it has been
suggested that multinomial naive Bayes classifier usually performs better than
Bernoulli naive Bayes model in various real-world practices [26], we take the
multinomial approach here. Suppose we observe N data points in the training
dataset. Let Nc be the number of occurrences in class c and let Nkc be the num-
ber of occurrences of feature k and class c. In the first 2 lines, we initialize the
counting values of N , Nc and Nkc. After that, we transform each node i with a
multi-label set Ti into a set of single-label data points and use the multinomial
naive Bayes framework to count the values of N , Nc and Nkc as shown from line
3 to line 12 in Algorithm 1. After that, we can get the estimated probabilities,
i.e., θ̂c = P (Yi = c) and θ̂kc = P (k|Yi = c), for all classes and features.

In multi-label prediction phrase, the goal is to find the most probable classes
for each unlabeled node. Since most methods yield a ranking of labels rather
than an exact assignment, a threshold is often required. To avoid the affection
of introducing a threshold, we assign s most probable classes to a node, where
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s is the number of labels assigned to the node originally. Unfortunately a naive
implementation of Eq. 4 may fail due to numerical underflow, the value of P (Yi =
c|XNi

) is proportional to the following equation:

P (Yi = c|XNi
) ∝ log P (Yi = c) +

∑

k∈XNi

log P (k|Yi = c). (5)

Defining bc = log P (Yi = c) +
∑

k∈XNi
log P (k|Yi = c) and using log-sum-exp

trick [18], we get the precise probability P (Yi = c|XNi
) for each class label c as

follows:

P (Yi = c|XNi
) =

e(bc−B)

∑
c∈L e(bc−B)

, (6)

where B = maxc bc. Finally, to classify unlabeled nodes i, we can use the Eq. 6
to assign s most probable classes to it.

Algorithm 1. Training the Identifier based relational neighbor classifier.
Input: Graph G = {V, E}, the labeled nodes V ′ and the class label set L.
Output: The MLE for each class c’s prior θ̂c and the MLE for conditional

probability θ̂kc.
1 N := 0;
2 Nc := 0 and Nkc := 0, ∀c ∈ L and ∀k ∈ V.
3 for i ∈ V ′ do
4 C = Ti; // Get the true label set C of node i.
5 for c ∈ C do
6 for k ∈ XNi do
7 N := N + 1;
8 Nc := Nc + 1;
9 Nkc := Nkc + 1;

10 end

11 end

12 end
13 for c ∈ L do

14 θ̂c := Nc
N

;
15 for k ∈ V do

16 θ̂kc := Nkc+1
N+|V | ; // Corresponding to Laplace adding-one smoothing.

17 end

18 end

19 return θ̂c and θ̂kc, ∀c ∈ L and ∀k ∈ V .

Community Priors. Community detection is one of the most popular top-
ics of network science, and a large number of algorithms have been proposed
recently [7,8]. It is believed that nodes in communities share common proper-
ties or play similar roles. Grover and Leskovec [10] also regard that nodes from
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the same community should share similar representations. The availability of
such pre-detected community structure allows us to classify nodes more pre-
cisely especially with insufficient training data. Given the community partition
of a certain network, we can estimate the probability P (Yi = c|Ci) for each class
c through the empirical counts and adding-one smoothing technique, where Ci

indicates the community that node i belongs to. Then, we can define the prob-
ability P (Yi = c|XNi

) in Eq. 3 as follows:

P (Yi = c|XNi
, Ci) =

P (Yi = c|Ci)P (XNi
|Yi = c, Ci)

P (XNi
|Ci)

, (7)

where P (XNi
|Ci) refers to the conditional probability of the event XNi

occurring
given that node i belongs to community Ci. Obviously, given the knowledge of
Ci will not influence the probability of the event XNi

occurring, thus we can
assume that P (XNi

|Ci) = P (XNi
) and P (XNi

|Y = c, Ci) = P (XNi
|Y = c). So

Eq. 7 can be simplified as follows:

P (Yi = c|XNi
, Ci)

=
P (Yi = c|Ci)P (XNi

|Yi = c)
P (XNi

)
∝ P (Yi = c|Ci)P (XNi

|Yi = c)

∝ log P (Yi = c|Ci) +
∑

k∈XNi

log P (k|Yi = c).

(8)

As shown in Eq. 8, we assume that different communities have different priors
rather than sharing the same global prior P (Yi = c). To extract communities
in networks, we choose the Louvain algorithm [5] in this paper which has been
shown as one of the best performing algorithms.

3.3 Efficiency

Suppose that the largest node degree of the given network G = {V, E} is K.
In the training phrase, as shown in Algorithm 1, the time complexity from line
1 to line 12 is about O(K × |L| × |V|), and the time complexity from line 13
to line 18 is O(|L| × |V|). So the total time complexity of the training phrase
is O(K × |L| × |V|). Obviously, it is quite simple to implement this training
procedure. In the training phrase, the time complexity of each node is linear
with respect to the product of the number of its degree and the size of class
label set |L|.

In the prediction phrase, suppose node i contains n neighbors. It takes O(n+
1) time to find its identifier vector XNi

. Given the knowledge of i’s community
membership Ci, in Eqs. 5 and 8, it only takes O(1) time to get the values of
P (Yi = c|Ci) and P (Yi = c), respectively. As it takes O(1) time to get the value
of P (k|Yi = c), for a given class label c the time complexities of Eqs. 5 and 8
both are O(n). Thus for a given node, the total complexity of predicting the
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probability scores on all labels L is O(|L| × n) even we consider predicting the
precise probabilities in Eq. 6. For each class label prediction, it takes O(n) time
which is linear to its neighbor size. Furthermore, the prediction process can be
greatly sped-up by building an inverted index of node identifiers, as the identifier
features of each class label can be sparse.

4 Experiments

In this section, we first introduce the dataset and the evaluation metrics. After
that, we conduct several experiments to show the effectiveness of our algorithm.
Code to reproduce our results will be available at the authors’ website1.

4.1 Dataset

The task is to predict the labels for the remaining nodes. We use the following
publicly available datasets described below.

Amazon. The dataset contains a subset of books from the amazon co-
purchasing network data extracted by Nandanwar and Murty [19]. For each
book, the dataset provides a list of other similar books, which is used to
build a network. Genre of the books gives a natural categorization, and the
categories are used as class labels in our experiment.

CoRA. It contains a collection of research articles in computer science domain
with predefined research topic labels which are used as the ground-truth labels
for each node.

IMDb. The graph contains a subset of English movies from IMDb2, and the
links indicate the relevant movie pairs based on the top 5 billed stars [19].
Genre of the movies gives a natural class categorization, and the categories
are used as class labels.

PubMed. The dataset contains publications from PubMed database, and each
publication is assigned to one of three diabetes classes. So it is a single-label
dataset in our learning problem.

Wikipedia. The network data is a dump of Wikipedia pages from different
areas of computer science. After crawling, Nandanwar and Murty [19] choose
16 top level category pages, and recursively crawled subcategories up to a
depth of 3. The top level categories are used as class labels.

Youtube. A subset of Youtube users with interest grouping information is used
in our experiment. The graph contains the relationships between users and
the user nodes are assigned to multiple interest groups.

Blogcatalog and Flickr. These datasets are social networks, and each node
is labeled by at least one category. The categories can be used as the ground-
truth of each node for evaluation in multi-label classification task.

1 https://github.com/yeqi-adrs/IDRN.
2 http://www.imdb.com/interfaces.

https://github.com/yeqi-adrs/IDRN
http://www.imdb.com/interfaces
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PPI. It is a protein-protein interaction (PPI) network for Homo Sapiens. The
labels of nodes represent the bilolgical states.

POS. This is a co-occurrence network of words appearing in the Wikipedia
dump. The node labels represent Part-of-Speech (POS) tags of each word.

The Amazon, CoRA, IMDb, PubMed, Wikipedia and Youtube
datasets are made available by Nandanwar and Murty [19]. The Blogcatalog
and Flickr datasets are provided by Tang and Liu [23], and the PPI and POS
datasets are provided by Grover and Leskovec [10]. The statistics of the datasets
are summarized in Table 1.

Table 1. Summary of undirected networks used for multi-label classification.

Dataset #Nodes #Edges #Classes Average Category #Edges
#Nodes

Amazon 83742 190097 30 1.546 2.270

CoRA 24519 92207 10 1.004 3.782

IMDb 19359 362079 21 2.301 18.703

PubMed 19717 44324 3 1.000 2.248

Wikipedia 35633 495388 16 1.312 13.903

Youtube 22693 96361 47 1.707 4.246

Blogcatalog 10312 333983 39 1.404 32.387

Flickr 80513 5899882 195 1.338 73.278

PPI 3890 37845 50 1.707 9.804

POS 4777 92295 40 1.417 19.320

4.2 Evaluation Metrics

In this part, we explain the details of the evaluation metrics: Hamming score,
Micro-F1 score and Macro-F1 score which have also widely been used in many
other multi-label within-network classification tasks [19,23,27]. Given node i,
let Ti be the true label set and Pi be the predicted label set, then we have the
following scores:

Definition 1. Hamming Score =
∑|V|

i=1
|Ti∩Pi|
|Ti∪Pi| ,

Definition 2. Micro-F1 Score = 2
∑|V|

i=1 |Ti∩Pi|
∑|V|

i=1 |Ti|+
∑|V|

i=1 |Pi|
,

Definition 3. Macro-F1 Score = 1
|L|

∑|L|
j=1

2
∑

i∈Lj
|Ti∩Pi|

∑
i∈Lj

|Ti|+
∑

i∈Lj
|Pi| ,

where |L| is the number of classes and Lj is the set of nodes in class j.
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Baseline Methods. In this paper, we focus on comparing our work with the
state-of-the-art approaches. To validate the performance of our approach, we
compare our algorithms against a number of baseline algorithms. In this paper,
we use IDRN to denote our approach with the global priori and use IDRNc to
denote the algorithm with different community priors. All the baseline algorithms
are summarized as follows:

– WvRN [13]: The Weighted-vote Relational Neighbor is a simple but surpris-
ingly good relational classifier. Given the neighbors Ni of node i, the WvRN
estimates i’s classification probability P (y|i) of class label y with the weighted
mean of its neighbors as mentioned above. As WvRN algorithm is not very
complex, we implement it in Java programming language by ourselves.

– SocioDim [23]: This method is based on the SocioDim framework which gen-
erates a representation in d dimension space from the top-d eigenvectors of
the modularity matrix of the network, and the eigenvectors encode the infor-
mation about the community partitions of the network. The implementation
of SocioDim in Matlab is available on the author’s web-site3. As the authors
preferred in their study, we set the number of social dimensions as 500.

– DeepWalk [20]: DeepWalk generalizes recent advancements in language mod-
eling from sequences of words to nodes [17]. It uses local information obtained
from truncated random walks to learn latent dense representations by treating
random walks as the equivalent of sentences. The implementation of Deep-
Walk in Python has already been published by the authors4.

– LINE [22]: LINE algorithm proposes an approach to embed networks into
low-dimensional vector spaces by preserving both the first-order and second -
order proximities in networks. The implementation of LINE in C++ has
already been published by the authors5. To enhance the performance of this
algorithm, we set embedding dimensions as 256 (i.e., 128 dimensions for the
first-order proximities and 128 dimensions for the second -order proximities)
in LINE algorithm as preferred in its implementation.

– SNBC [19]: To classify a node, SNBC takes a structured random walk from
the given node and makes a decision based on how nodes in the respective
kth-level neighborhood are labeled. The implementation of SNBC in Matlab
has already been published by the authors6.

– node2vec [10]: It also takes a similar approach with DeepWalk which gen-
eralizes recent advancements in language modeling from sequences of words
to nodes. With a flexible neighborhood sampling strategy, node2vec learns a
mapping of nodes to a low-dimensional feature space that maximizes the like-
lihood of preserving network neighborhoods of nodes. The implementation of
node2vec in Python is available on the authors’ web-site7.

3 http://leitang.net/social dimension.html.
4 https://github.com/phanein/deepwalk.
5 https://github.com/tangjianpku/LINE.
6 https://github.com/sharadnandanwar/snbc.
7 https://github.com/aditya-grover/node2vec.

http://leitang.net/social_dimension.html
https://github.com/phanein/deepwalk
https://github.com/tangjianpku/LINE
https://github.com/sharadnandanwar/snbc
https://github.com/aditya-grover/node2vec
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Table 2. Experiment comparisons of baselines, IDRN and IDRNc by the metrics of
Hamming score, Micro-F1 score and Macro-F1 score with 10% nodes labeled for training.

Metric Network WvRN SocioDim DeepWalk LINE SNBC node2vec IDRN IDRNc

Hamming Score (%) Amazon 33.76 38.36 31.79 40.55 59.00 49.18 68.97 72.25

Youtube 22.82 31.94 36.63 33.90 35.06 33.86 42.19 44.03

CoRA 55.83 63.02 71.37 65.50 66.75 72.66 77.80 77.95

IMDb 33.59 22.21 33.12 30.39 30.18 32.97 26.96 26.89

Pubmed 50.32 65.68 77.40 68.31 79.22 79.02 80.13 80.92

Wikipedia 45.10 65.29 71.10 68.812 68.78 70.69 75.38 73.58

Flickr 21.37 29.67 28.73 30.96 24.20 30.65 28.22 33.12

Blogcatalog 17.89 27.04 25.63 25.32 22.40 27.46 31.87 31.05

PPI 6.28 8.61 8.14 9.27 7.97 8.88 19.80 20.95

POS 23.05 21.06 31.40 38.24 37.73 34.59 43.92 44.16

Average 31.00 37.28 41.53 41.12 43.12 43.99 49.52 50.49

Micro-F1 (%) Amazon 34.86 39.62 33.06 42.42 59.79 50.55 69.60 73.04

Youtube 27.81 36.40 40.73 38.01 39.67 38.35 47.94 49.17

CoRA 55.85 63.00 71.36 65.47 66.78 72.66 77.80 77.96

IMDb 42.62 29.99 41.82 39.89 39.53 42.36 36.29 36.29

Pubmed 50.32 65.68 77.40 68.31 79.22 79.02 80.13 80.92

Wikipedia 48.51 66.95 72.19 70.21 70.68 72.07 76.85 75.25

Flickr 25.40 32.91 31.66 34.03 27.60 33.76 31.86 36.55

Blogcatalog 20.50 28.86 27.29 27.45 24.66 29.41 34.25 33.56

PPI 18.41 12.29 11.52 13.16 11.32 12.80 24.92 25.73

POS 26.04 24.42 35.98 42.70 41.99 39.09 47.70 48.23

Average 35.03 40.01 44.30 44.16 46.12 47.00 52.73 53.67

Macro-F1 (%) Amazon 32.00 35.95 21.64 37.52 56.84 45.85 66.39 70.64

Youtube 18.17 34.19 33.92 33.47 32.07 32.60 40.71 42.59

CoRA 43.16 56.82 62.68 59.07 55.68 64.79 72.10 72.20

IMDb 18.89 18.77 18.22 18.83 17.45 18.46 26.61 27.06

Pubmed 41.57 64.85 75.92 66.66 77.16 77.50 71.20 79.89

Wikipedia 45.58 58.93 62.29 62.17 61.99 64.90 70.04 69.39

Flickr 15.54 18.28 17.13 21.80 7.36 18.46 13.71 21.56

Blogcatalog 11.47 18.88 14.65 15.52 8.29 17.16 17.44 16.76

PPI 7.35 10.59 9.61 10.82 8.27 11.27 21.67 22.00

POS 3.91 6.05 8.26 8.93 5.92 8.61 13.49 14.29

Average 23.76 32.33 32.43 33.47 33.10 35.96 41.33 43.63

We obtain 128 dimension embeddings for a node using DeepWalk and
node2Vec as preferred in the algorithms. After getting the embedding vectors for
each node, we use these embeddings further in classification. In the multi-label
classification experiment, each node is assigned to one or more class labels. We
assign s most probable classes to the node using these decision values, where s
is equal to the number of labels assigned to the node originally. Specifically, for
all vector representation models (i.e., SocioDim, DeepWalk, LINE, SNBC and
node2vec), we use a one-vs-rest logistic regression implemented by LibLinear [6]
to return the most probable labels as described in prior work [20,23,27].
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4.3 Performances of Classifiers

In this part, we study the performances of within-network classifiers in different
datasets respectively. As some baseline algorithms are just designed for undi-
rected or unweighted graphs, we just transform all the graphs to undirected and
unweighted ones for a fair comparison.

First, to study the performance of different algorithms on a sparsely labeled
network, we show results obtained by using 10% nodes for training and the left
90% nodes for testing. The process has been repeated 10 times, and we report
the average scores over different datasets.

Table 2 shows the average Hamming score, Macro-F1 score, and Micro-F1

score for multi-label classification results in the datasets. Numbers in bold show
the best algorithms in each metric of different datasets. As shown in the table,
in most of the cases, IDRN and IDRNc algorithms improve the metrics over the
existing baselines. For example, in the Amazon network, IDRNc outperforms
all baselines by at least 22.46%, 22.16% and 24.28% with respect to Hamming
score, Macro-F1 score, and Micro-F1 score respectively. Our model with com-
munity priors, i.e., IDRNc often performs better than IDRN with global prior.
For the three metrics, IDRN and IDRNc perform consistently better than other
algorithms in the 10 datasets except for IMDb, Flickr and Blogcatalog. Take
IMDb dataset for an example, we observe that Hamming score and Micro-F1

score got by IDRNc are worse than those got by some baseline algorithm, such
as node2vec and WvRN, however Macro-F1 score got by IDRNc is the best. As
Macro-F1 score computes an average over classes while Hamming and Micro-F1

scores get the average over all testing nodes, the result may indicate that our
algorithms get more accurate results over different classes in the imbalanced
IMDb dataset. To show the results more clearly, we also get the average vali-
dation scores for each algorithm in these datasets which are shown in the last
lines of the three metrics in Table 2. On average our approach can provide Ham-
ming score, Micro-F1 score and Macro-F1 score up to 14%, 21% and 14% higher
than competing methods, respectively. The results indicate that our IDRN with
community priors outperforms almost all baseline methods when networks are
sparsely labeled.

Second, we show the performances of the classification algorithms of different
training fractions. When training a classifier, we randomly sample a portion of
the labeled nodes as the training data and the rest as the test. For all the
datasets, we randomly sample 10% to 90% of the nodes as the training samples,
and use the left nodes for testing. The process has been repeated 5 times, and
we report the averaged scores. Due to limitation in space, we just summarize
the results of 3 datasets for Hamming scores, Micro-F1 scores and Macro-F1

scores in Fig. 1. Here we can make similar observations with the conclusion given
in Table 2. As shown in Fig. 1, IDRN and IDRNc perform consistently better
than other algorithms in these 3 datasets in Fig. 1. In fact, nearly in all the 10
datasets, our approaches outperform all the baseline methods significantly. When
the networks are sparsely labeled (i.e., with 10% or 20% labeled data), IDRNc

outperforms slightly better than IDRN. However, when more nodes are labeled,
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Fig. 1. Performance evaluation of Hamming scores, Micro-F1 scores and Macro-F1

scores on varying the amount of labeled data used for training. The x axis denotes the
fraction of labeled data, and the y axis denotes the Hamming scores, Micro-F1 scores
and Macro-F1 scores, respectively.

IDRN usually outperforms IDRNc. As we see that the posterior in Eq. 3 is a
combination of prior and likelihood, the results may indicate that the community
prior of a given node corresponds to a strong prior, while the global prior is a
weak one. The strong prior will improve the performance of IDRN when the
training datasets are small, while the opposite conclusion holds for training on
large datasets.

5 Conclusion and Discussion

In this paper, we propose a novel approach for node classification, which com-
bines local node identifiers and community priors to solve the multi-label node
classification problem. In the algorithm, we use the node identifiers in the egocen-
tric networks as features and propose a within-network classification model by
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incorporating community structure information. Empirical evaluation confirms
that our proposed algorithm is capable of handling high dimensional identifier
features and achieves better performance in real-world networks. We demon-
strate the effectiveness of our approach on several publicly available datasets.
When networks are sparsely labeled, on average our approach can provide Ham-
ming score, Micro-F1 score and Macro-F1 score up to 14%, 21% and 14% higher
than competing methods, respectively. Moreover, our method is quite practi-
cal and efficient, since it only requires the features extracted from the network
structure without any extra data which makes it suitable for different real-world
within-network classification tasks.
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Abstract. In this paper, we address the problem of recognizing domain-
specific queries from general search engine’s query log. Unlike most
previous work in query classification relying on external resources or
annotated training queries, we take query log as the only resource for
recognizing domain-specific queries. In the proposed approach, we repre-
sent query log as a heterogeneous graph and then formulate the task of
domain-specific query recognition as graph-based transductive learning.
In order to reduce the impact of noisy and insufficient of initial anno-
tated queries, we further introduce an active learning strategy into the
learning process such that the manual annotations needed are reduced
and the recognition results can be continuously refined through inter-
active human supervision. Experimental results demonstrate that the
proposed approach is capable of recognizing a certain amount of high-
quality domain-specific queries with only a small number of manually
annotated queries.

Keywords: Query classification · Active learning · Transfer learning ·
Search engine · Query log

1 Introduction

General search engines, although being an indispensable tool in people’s infor-
mation seeking activities, are still facing essential challenges in producing sat-
isfactory search results. One challenge is that general search engines are always
required to handle users’ queries from a wide range of domains, whereas each
domain often having its own preference on retrieval model. Taking two queries
“steve jobs” and “steve madden” for example, the first query is for celebrity
search, thus descriptive pages about Steve Jobs should be considered relevant;
whereas the second one is for commodity search, thus structured items of this
brand should be preferred. Therefore, if domain specificity of search query was
recognized, a targeted domain-specific retrieval model can be selected to refine
search results [1,2]. In addition, with the increasing use of general search engines,
search queries have become a valuable and extensive resource containing a large
number of domain named entities or domain terminologies, thus domain-specific
c© Springer International Publishing AG 2017
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query recognition can be viewed as a fundamental step in constructing large
scale domain knowledge bases [3].

Domain-specific query recognition is essentially a query classification task
which has been attracting much attention for decades in information retrieval
(IR) community. Many traditional work views query classification as a supervised
learning problem and requires a number of manually annotated queries [4,5].
However, training queries are often time-consuming and costly to obtain. In order
to overcome this limitation, many studies leveraged both labeled and unlabeled
queries in query classification [6,12]. The intuition behind is that queries strongly
correlated in click-through graph are likely to have similar class labels.

In this paper, inspired by semi-supervised learning over click-through graph
in [6,7], we propose a new query classification method that aims to recognize
queries specific to a target domain, utilizing search engine’s query log as the only
resource. Intuitively, users’ search intents mostly remain similar in short search
sessions and most pages concentrate on only a small number of topics. This
implies the queries frequently issued by same users or retrieve same pages are
more likely to be relevant to the same domain. In other words, domain-specificity
of each queries in query log follows a manifold structure. In order to exploit the
intrinsic manifold structure, we represent query log as a heterogenous graph with
three types of nodes, i.e., users, queries and URLs, and then formulate domain-
specific query recognition as transductive learning on heterogenous graph.

The performance of graph-based transductive learning is highly rely on the
set of manually pre-annotated nodes, named as seed domain-specific queries in
the domain-specific query recognition task. We further introduce a novel active
learning strategy in the graph-based transductive learning process that allows
interactive and continuous manual adjustments of seed queries. In this way, the
recognition process can be started from an insufficient or even noisy initial set of
seed queries, thus alleviating the difficulty of manually specifying a complete seed
set for recognizing domain-specific queries. Moreover, through introducing inter-
active human supervision, the seed set generated during the recognition process
tend to be more informative than the one given in advance, and is beneficial to
improve the recognition performance.

We evaluate the proposed approach using query log of a Chinese commer-
cial search engine. We provide in-depth experimental analyses on the proposed
approach, and compare our approach with several state-of-the-art query classifi-
cation methods. Experimental results conclude the superior performance of the
proposed approach.

The rest of the paper is organized as follows. Section 2 describes the graph
representation of query log. Section 3 gives a formal definition of domain-specific
query recognition problem together with the details of the proposed approach.
Section 4 presents the experimental results. We discuss related work in Sect. 5
and conclude the paper in Sect. 6.
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2 Graph Representation of Query Log

In modern search engines, the interaction process between search users and
search engine is recorded as so-called query log. Despite of the difference between
search engines, query log generally contains at least four types of information:
users, queries, search results w.r.t. each query and user’s click behaviors on
search results. Table 1 gives an example of a piece of log that is recorded for an
interaction between a user and search engine.

In this work, we make use of heterogenous graph, as shown in Fig. 1, to
formally represent the objects involved in the search process. More specifically,
a tripartite graph composed of three types of nodes, i.e., users, queries and URLs
is constructed according to the interaction process recorded in query log. There
are two types of links (shown by dashed line and dotted line) in the tripartite
graph that indicate query issuing behavior of search users and click-through
behavior between queries and URLs, respectively. In addition, the timestamps
of query issuing behaviors are attached on each links between the corresponding
user and query.

Based on the graph representation, the inherent domain-specificity mani-
fold structure in query log implies that the strongly correlated queries, through
either user nodes or URL nodes, are highly likely to be relevant to the same
domain. Therefore, with a set of manually annotated domain-specific queries

Table 1. Query log example

Field Content Description

UserId bc3f448598a2dbea The unique identifier of the search user

Query piglet prices sichuan The query issued by the user

URL alibole.com/57451.html URL of the webpage retrieved by the query

Timestamp 20111230114640 The time when the query was issued

ViewRank 4 The rank of the URL in search results

ClickRank 1 The rank of the URL in user’s click sequence

Fig. 1. User-Query-URL tripartite graph representation
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(e.g., depicted as a SEED gray rectangle in Fig. 1), the domain-specificity of
other queries can be derived through transductive learning on the tripartite
graph (e.g., in Fig. 1, the gray level of each nodes indicates the mass of domain-
specificity propagated from the seed node).

In the next section, we will describe the graph-based transductive learning
process in more details.

3 Domain-Specific Query Recognition

3.1 Problem Definition

Formally, let Gtri = 〈U ∪ Q ∪ L,E(UQ) ∪ E(QL)〉 be the tripartite graph of query
log, where U = {u1, · · · , u|U |}, Q = {q1, · · · , q|Q|} and L = {l1, · · · , l|L|} denote
the set of search users, queries and click-through URLs, respectively.

The links in E(UQ)∪E(QL) are weighted according to strength of the relation.
Intuitively, if a user repeatedly issued the same query or only a few users issued
that query, the relation between them would be strong. We thus calculate the
weight of link between ui ∈ U and qj ∈ Q as follows:

W
(UQ)
i,j =

N
(UQ)
i,j

∑|U |
i′=1 N

(UQ)
i′,j

· log
|Q|

∑|Q|
j′=1 I

(UQ)
i,j′

(1)

where N
(UQ)
i,j denotes the times ui issued qj . I

(UQ)
i,j′ is an indicator function that

equals to 1 if these is a link between ui and qj in Gtri, and 0 otherwise.
The weight of links in E(QL) dependents on frequency and rank of the URL

clicked w.r.t the query and the number of the queries bringing click-through on
the URL. Similarly as Eq. 1, the weight of link between qj ∈ Q and lk ∈ L can
be calculated by URL frequency w.r.t. the query and inverse query frequency of
the URL:

W
(QL)
j,k =

N
(QL)
j,k /Rj,k

∑|L|
k′=1 N

(QL)
j,k′ /Rj,k′

· log
|Q|

∑|Q|
j′=1 I

(QL)
j′,k

(2)

where N
(QL)
j,k and Rj,k denote the times and rank of lk clicked w.r.t. qj , respec-

tively. I
(QL)
j,k is an indicator function that equals to 1 if these is a link between

qj and lk in the graph, and 0 otherwise.
In addition, Each link in E(UQ) is associated with a set of timestamps

Ti,j = {ti,j}, where ti,j is the time when user ui issued query qj . Note that
|Ti,j | = N

(UQ)
i,j .

As for a target domain, suppose vectors f ∈ [0, 1]|U |, g ∈ [0, 1]|Q| and
h ∈ [0, 1]|L| denote the predicted domain-specificity of each user, query and
URL in query log, respectively. The closer the value is to 1, the more confi-
dent the corresponding object is relevant to the target domain. Besides, vector
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y ∈ {0, 1}|Q| denotes the pre-annotated domain-specificity of queries. Specifi-
cally, if query qj is manually selected as a domain-specific one, i.e. seed query,
yj = 1; otherwise, yj = 0. Using the above notations, the problem of learning
domain-specificity is defined as follows:
Problem Definition I (Domain-specific query recognition): Given a
tripartite graph Gtri with its associated link weight matrices W(UQ) and W(QL)

for a query log, and a set of manually specified seed queries y, the aim is to
estimate f , g and h as the prediction of domain-specificity of each objects in
query log.

3.2 Tranductive Learning on Tripartite Graph

The assumption for learning domain-specificity of objects in query log is that
the domain-specificity distribution exhibits strong manifold structure, i.e., two
objects tend to have similar domain-specificity if they are strongly associated
with each other. Besides, the domain-specificity learned should be consistent
with that pre-annotated on the seed queries. We formally design the following
objective function:

Otri(f ,g,h) = α ·
|U |∑

i=1

|Q|∑

j=1

W
(UQ)
ij (fi − gj)2 + β ·

|Q|∑

j=1

|L|∑

k=1

W
(QL)
ij (gj − hk)2

+ γ ·
|Q|∑

j=1

|Q|∑

j′=1,j′ �=j

|U |∑

i=1

W
(UQ)
ij · W

(UQ)
ij′

Δτ
i,j,j′

(gj − gj′)2

+ δ ·
|Q|∑

j=1

I
(seed)
j (gj − yj)2

(3)

where I
(seed)
j is an indicator function that equals to 1 if query qj is specified as

a seed query, and 0 otherwise. Δi,j,j′ is the minimum timespan of ui issuing qj

and qj′ and is calculated as:

Δi,j,j′ = min
t∈Ti,j ,t′∈Ti,j′

|t − t′| (4)

In Eq. 3, α, β, γ and δ (α, β, γ, δ ≥ 0 and α + β + γ + δ = 1) are parameters
that balance the contributions of the four items in the objective function. τ ≥ 0
is the parameter controlling the shrinkage effect on query weights. The larger τ
gives more penalty to pair of queries with long issuing timespan, which are more
likely to belong to different search sessions.

The first two items in Eq. 3 evaluate how smooth are the predictions of each
objects in query log w.r.t. the manifold structured in the tripartite graph Gtri.
The third item evaluate the smoothness of predicted query domain-specificity
w.r.t. search session. The forth item evaluates how the predicted domain-
specificity of seed queries fit with that pre-annotated and it can be viewed as a
soft constraint for the predictions on the seed queries.
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Based on the objective function in Eq. 3, the optimal domain-specificity of
each user, query and URL can be derived through the following optimization
problem:

min
f ,g,h

1
2

Otri(f ,g,h)

s.t. f ∈ [0, 1]|U |, g ∈ [0, 1]|Q|, h ∈ [0, 1]|L|
(5)

As for the optimization problem in Eq. 5, it is possible to derive a closed form
solution. However, the closed form solution requires matrix inversion operations,
which will be computationally inefficient since there are generally huge amount
of objects, i.e., unique users, queries and URLs in query log. Therefore, we
propose an efficient iterative algorithm to approximately solve the optimization
problem in Eq. 5 based on Stochastic Gradient Descent (SGD). The basic idea is
to iteratively update the domain-specificity of each objects towards the direction
of negative gradient of O(f ,g,h), when observing each 〈user, query,URL〉 trinity
in query log. More precisely, through computing the derivatives of O(f ,g,h)
w.r.t. f , g and h, we derive the update formulas for 〈ui, qj , lk〉 as follows:

fi ← fi − μ · α · W
(UQ)
ij (fi − gj)

gj ← gj − μ · (
α · W

(UQ)
ij (gj − fi) + β · W

(QL)
jk (gj − hk)

+ γ ·
|Q|∑

j′=1,j′ �=j

|U |∑

i=1

W
(UQ)
ij · W

(UQ)
ij′

Δτ
i,j,j′

(gj − gj′)

+ δ · I
(seed)
j (gj − yj)

)

hk ← hk − μ · β · W
(QL)
jk (hk − gj) (6)

where μ is the learning rate.
From the update formulas in Eq. 6, it can be seen that in each itera-

tion the domain-specificity of each object is updated by taking into account
domain-specificity of its associated objects in query log; in other words, domain-
specificity of each object propagates along the tripartite graph during the opti-
mization process. This implies that the optimization process is guided by the
manifold structure on domain-specificity.

3.3 Active Learning Strategy

In the above domain-specificity learning problem, the seed queries y have a direct
effect on the prediction accuracy. If noisy queries (i.e., queries irrelevant to the
target domain) are included in the seed set, the mistake will propagate along the
graph during the learning process, which has negative influence on recognition
precision; whereas limited or unrepresentative seed set cannot guarantee the
coverage of recognized domain-specific queries. In order to construct a high-
quality seed query set with the least human annotation efforts, we introduce an
active learning strategy into the domain-specificity learning process.
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In recent years, many active graph-based transductive learning approaches
have been proposed [8–11]. Most of the existing efforts in the literature aim
to develop active learning algorithms for general graph data, irrespective of
the characteristics of graphs in particular applications. In this work, instead of
employing existing approaches, we propose a novel graph-based active learning
algorithm, specially tailored for domain-specificity learning task.

The proposed active learning algorithm works in a batch mode: a number
of the informative queries are selected and annotated in each round of active
learning. The possible informative queries are divided into two types: informa-
tive domain-specific queries and informative domain-irrelevant queries, which are
named as DS-set and DI-set respectively. Formally, given two informativeness
criterion functions I+ : 2Q → R and I− : 2Q → R, the aim is to identify a
DS-set Q(DS) ⊆ Q and a DI-set Q(DI) ⊆ Q (Q(DS) ∩ Q(DI) = ∅) such that
I+(Q(DS)) and I−(Q(DI)) are maximized, respectively.

There are two keys to the active domain-specificity learning algorithm: (1)
informativeness criterion and (2) query selection algorithm. We will give the
details in the following subsections.

Informativeness criterion. In order to measure the informativeness brought
by annotating domain-specificity of a set of queries, three factors: prediction
reliability, redundancy and authority, of each query are taken into account.

Prediction reliability. Intuitively, domain-specificity prediction accuracy can be
promoted if mistakenly predicted queries were corrected and added into seed set.
The informativeness criterion thus should prefer the queries that are unreliably
predicted. However, it is hard to evaluate prediction reliability due to the lack of
ground truth of domain-specificity for the queries beyond seed set. In this work,
we make an assumption that Queries from the same domain statistically have
higher lexical similarity than that from different domains. Thus DS-set should
prefer the queries has low lexical similarity with seed queries while predicted
as domain-specific; whereas DI-set should prefer the queries has high lexical
similarity with seed queries while predicted as domain-irrelevant.

Redundancy. With limited annotation budget, it is better to select diverse rather
than redundant queries for domain-specificity judgement because undesirable
redundant queries in DS-set and DI-set will lead to unnecessary repetitive
annotation efforts.

Authority. As for graph-based transductive learning, each node in the graph
generally has different levels of importance. A central node generally has more
influence on other part of the graph than non-central ones, because the domain-
specificity of a central node can be more easily propagated along the graph
during the learning process. The informativeness criterion should thus prefer
the queries with high authority in the tripartite graph.

Synthesizing the above three factors, the informativeness of a query set X
selected as DS-set and DI-set is calculated as:

I+(X;S) =
∑

q∈X

wt(q)
(∑

p∈S

(
1 − sim(q, p)

) − η ·
∑

(o∈X)∧(o�=q)

sim(q, o)
)

(7)
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I−(X;S) =
∑

q∈X

wt(q)
(∑

p∈S

sim(q, p) − η ·
∑

(o∈X)∧(o�=q)

sim(q, o)
)

(8)

where S is the current seed set, and sim(·, ·) is the lexical similarity between
pair of queries. Following the prediction reliability assumption, 1−sim(q, p) and
sim(q, p) are used as rough measures of the reliability of predicting p as domain-
irrelevant or not. sim(q, o) is used to measure the redundancy of the selected
query set. wt(q) is the function quantifying authority of each query q. We simply
apply Google’s PageRank on the tripartite graph and take the ranking score of
each node as wt(q). η is the parameter balancing the contributions of prediction
reliability and redundancy in the informativeness criterion.

Query selection algorithm. Given seed set S, selecting DS-set and DI-set
composed of k queries can be formulated as the following optimization problems:

Q(DS) = argmax
(X⊆P+)∧(|X|=k)

I+(X;S) (9)

Q(DI) = argmax
(X⊆P −)∧(|X|=k)

I−(X;S) (10)

where P+ and P− are the query pools that consist of queries predicted as
domain-specific and domain-irrelevant using current seed set S, respectively.
Since the prediction of domain-specificity learning algorithm is a rank of all the
queries according to the predicted domain-specificity w.r.t. the target domain,
P+ and P− can be practically constructed by fixed number of the queries in the
top and rear of the rank list, respectively.

Essentially, the optimization problems in Eqs. 9 and 10 are knapsack packing
problems and NP-hard in general. We develop a polynomial time greedy heuristic
solution. The overall algorithm can be found in Algorithm 1. In what follows, for
brevity we shall only consider the DI-set selection problem in Eq. 10. The same
conclusions can be easily derived for the DS-set selection problem in Eq. 9.

Algorithm I. (Greedy Algorithm for DI-set Selection)

Input: Seed set S;
Query pool P−, in which each queries are predicted as irrelevant
to the target domain;
The number of queries k selected for annotation;

Output: The set of queries for annotation Q(DI), subject to |Q(DI)| = k
1: Initialize Q(DI) ← ∅
2: while |Q(DI)| ≤ k do
3: foreach q ∈ P− − Q(DI) do
4: I−(q) = wt(q) · ( ∑

p∈S sim(q, p) − γ
∑

q′∈Q(DI) sim(q, q′)
)

5: end
6: q∗ = argmaxq∈P −−Q(DI) I−(q)
7: Q(DI) = Q(DI) ∪ {q∗}
8: end
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Simply speaking, Algorithm 1 iteratively selects the most informative query
q∗ out of the query pool P− − Q(DI) and adds it into the result set Q(DI) (line
2–8). The computational complexity of the algorithm is O(|P−| · |Q(DI)|2). Prac-
tically, the size of query pool and DI-set (usually varies from tens to thousands)
are far less than the total number of queries in query log. Thus algorithm 1 can
scale well to real-world query log with millions of objects.

Although Algorithm 1 is an approximate solution to the optimization prob-
lems in Eq. 10, it is guaranteed to have a fix error bound because of the submod-
ular object function I−(X;S). Due to space limitation, we only give the error
bound of Algorithm1 in the following theorem:

Theorem I: Let X be the query set selected using Algorithm I, and Q(DI) be
the optimal solution of the problem in Eq. 10, then,

I−(X;S) ≥
(
1 − 1

e

)
· I−(Q(DI);S) (11)

4 Experiments

4.1 Experiment Settings

Query log. We performed experimental evaluation of the proposed approach
using a publicly available query log of a Chinese commercial search engine1.
In the experiment, we selected Science:Agriculture in the open web directory
DMOZ2 as the target domain. Before used for domain-specific query recognition,
the query log was sampled by filtering out a number of queries that are obviously
irrelevant with the domain of agriculture. Table 2 shows the statistics of the query
log corpus used in the experiment.

Evaluation method. For a specified target domain, it is always practically
hard to find a comprehensive set of queries specific to the domain that is qual-
ified to evaluate the coverage of the recognized results. In the experiments, we
thus mainly focus on evaluating domain-specific query recognition approaches
in terms of precision. In particular, we evaluated the proposed approach and
baselines in terms of Precision@n (or P@n for short). P@n measures the per-
centage of true domain-specific queries in the top-n recognized results. Given a

Table 2. Dataset statistics

Node type Number

User 1,608,222

Query 3,971,977

URL 7,341,534

1 http://www.sogou.com/labs/dl/q.html.
2 https://www.dmoz.org/.

http://www.sogou.com/labs/dl/q.html
https://www.dmoz.org/
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recognized domain-specific query list r = 〈t1, · · · , tn〉, P@n is calculated as:

P@n =
1
n

·
n∑

i=1

I
(specific)
i (12)

where I
(specific)
i is an indicator function that equals to 1 if ti is judged as specific

to the target domain, and 0 otherwise.
In the experiment, correctness of recognized domain-specific queries are man-

ually justified by two volunteers. Given a recognized query, the volunteers are
asked to answer “yes” or “no” depending on their judgments on whether the
query is relevant to the target domain – DMOZ Science:Agriculture. If they gave
different answers, domain-specificity of the query would be finally determined
by an agriculture expert, i.e., a master student majored in agriculture hired for
the experiment. In all the following experiments, top-500 queries recognized by
each methods were manually examined for evaluation.

4.2 Parameter Sensitivity Analysis

The parameters that control the contributions of different items in the learning
objective, i.e., α, β, γ and δ in Eq. 3 are the main parameters of the proposed app-
roach. We perform sensitivity analysis of these parameters. Firstly, we evaluated
the impact of the fitness constraint in Eq. 3 on domain-specific query recogni-
tion, while keeping the relative contributions of user-side, URL-side and session
smoothness constraints (the first three items in Eq. 3) as constant. In particu-
lar, we fixed α = β and γ = 0 empirically, and varied δ from 0 to 1 with the
step of 0.1. Secondly, we evaluated the relative impact of user-side and URL-side
smoothness constraints in Eq. 3, while keeping session smoothness constraint and
fitness constraint as constant. In particular, we fixed δ = 0.2 and γ = 0 empiri-
cally, and varied α

α+β from 0 to 1 with the step of 0.1. Thirdly, we evaluated the
impact of session smoothness constraint, while keeping relative impact of other
constraints in Eq. 3 as constant. In particular, we fixed α = β = δ empirically,
and varied γ from 0 to 1 with the step of 0.1.

In each of the three experiments, we utilized a fixed seed set with 200 manual
annotated domain-specific queries. For the sake of simplicity, we didn’t introduce
the proposed active learning strategy in the learning process. Tables 3, 4 and 5
show domain-specific queries recognition results in terms of P@n with different
parameters.

From Table 3, it can be seen that domain-specific query recognition perfor-
mance is quite stable across a wide range of δ (from 0.2 to 0.7). Besides, when δ is
quite small (δ < 0.1), the performance drops heavily. It indicates the importance
of seed queries to graph-based transductive learning.

From Table 4, it can be seen that smaller α ( α
α+β < 0.5) achieves bet-

ter domain-specific query recognition performance in terms of P@n (n ≤ 50),
whereas the performance in terms of P@n (n > 100) drops heavily when

α
α+β < 0.3. Besides, larger α (0.8 ≤ α

α+β ≤ 0.9) achieves relatively consistent
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Table 3. Domain-specific query recognition results with varying δ

δ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P@10 0 0.20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

P@50 0 0.38 0.88 0.88 0.92 0.92 0.92 0.92 0.92 0.92 0.72

P@100 0.02 0.16 0.5 0.80 0.80 0.75 0.75 0.82 0.78 0.90 0.41

P@200 0.01 0.11 0.27 0.58 0.59 0.59 0.63 0.63 0.65 0.61 0.23

P@500 0.01 0.10 0.20 0.35 0.35 0.35 0.38 0.34 0.37 0.12 0.08

Table 4. Domain-specific query recognition results with varying α
α+β

α
α+β

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P@10 1.00 1.00 1.00 1.00 1.00 1.00 0.80 0.80 0.90 0.90 0.50

P@50 0.92 0.92 0.92 0.92 0.92 0.92 0.86 0.82 0.90 0.88 0.60

P@100 0.80 0.80 0.80 0.76 0.78 0.78 0.81 0.83 0.73 0.76 0.61

P@200 0.74 0.74 0.69 0.67 0.61 0.65 0.65 0.76 0.73 0.75 0.55

P@500 0.45 0.55 0.44 0.47 0.35 0.37 0.40 0.45 0.50 0.54 0.33

Table 5. Domain-specific query recognition results with varying γ

γ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P@10 1.00 1.00 1.00 1.00 1.00 0.80 0.40 0.40 0.40 0 0

P@50 0.92 0.92 0.82 0.78 0.58 0.48 0.28 0.30 0.14 0.08 0

P@100 0.79 0.87 0.79 0.61 0.55 0.51 0.21 0.21 0.19 0.12 0

P@200 0.60 0.67 0.61 0.54 0.42 0.38 0.18 0.16 0.12 0.11 0

P@500 0.38 0.43 0.36 0.35 0.24 0.22 0.13 0.11 0.08 0.06 0

results over a large range of n. The probable reason is that for domain-specificity
learning, manifold structure embedded in the relations between queries and
URLs is more precious than that between queries and users, because the topic
of a page generally focus on a few domains whereas a user may have a variety
of interests involving a number of domains. On the other hand, the numbers
of unique URLs is much larger than that of users in the query log (as shown
in Table 2), making the relations between queries and URLs more sparse and
helpless in discovering wider range of domain-specific queries.

From Table 5, it can be seen that the proposed approach performs not as
well when γ > 0.3, so session smoothness constraint may be not so important as
other constraints in optimizing the objective function in Eq. 3. However, when
γ = 0.1 and 0.2, we can see improvements on P@n (n = 100, 200, 500) over
that achieved when γ = 0. It indicates that session information still contributes
in estimating domain-specificity of queries, especially when larger number of
candidate queries are taken into account.
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4.3 Effectiveness of Active Learning

We verified effectiveness of the proposed active learning algorithm for graph-
based transductive learning. In this experiment, we started from an initial seed
set consists of 50 domain-specific queries specified by an agriculture expert, and
then repeatedly selected a batch of 30 queries for which the agriculture expert
was inquired to annotate. Then the new queries were added into the seed set. In
order to avoid the bias caused by single trial, the agriculture expert was asked
to specify 200 agriculture queries as a query pool, and we conduct the active
learning experiments five times, each of which was based on an initial seed set
consists of 50 queries randomly sampled from the query pool. The average over
the five trials was used for evaluation. Figure 2 shows the results of domain-
specific query recognition based on active learning. We also show the result
achieved by graph-based transductive learning without active learning strategy,
which as labeled as “200 (fixed)”.

We can see that domain-specific query recognition performance in terms of
P@n continuously improves while new queries are selected and added into seed
sets, especially when the seed set already constructed is of smaller size. We
also see that the results based on actively selected 200 seed queries are roughly
better than those based on 200 fixed seed queries. More accurately, the improve-
ments are about 6.5%, 6.7% and 5.4% in terms of P@100, P@200 and P@500,
respectively. This indicates that the proposed active learning algorithm is help-
ful in selecting informative seeds for graph-based transductive learning and thus
improving the performance of domain-specific query recognition.

Fig. 2. Domain-specific query recognition
results of active learning

Fig. 3. Comparison of domain terminology
extraction results

4.4 Comparison with Baseline Methods

To demonstrate the effectiveness of the proposed approach, three state-of-the-art
methods exploiting inherent structure of query log for query classification, i.e.,
ARW [12], SemiReg [6] and QLTM [13], were chosen as baselines for comparison.
All the baselines are outlined in related work section.
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To make a fair comparison, all the methods made use of the pre-specified 200
agriculture queries as the only training data. We also investigated performance
of the proposed approach without/with active learning strategy (abbr. Trans
and TransActive, perspectively). The comparison of the proposed approach with
baselines is presented in Fig. 3.

It can be seen that the proposed approach (Trans) outperforms all the base-
lines in term of P@n (n = 100, 200, 500) and the improvements are significant
especially when n gets larger: about +24% from the best baselines (QLTM) in
terms of P@500. Among all the methods, QLTM performs best when n is small
(n = 10, 50); however, the performance drops when n gets larger, even worse
than SemiReg when n = 500. QLTM is able to exploit multi-dimensional latent
relations inherent in query log and actually works under supervised learning
paradigm. Although supervised learning can leverage latent query features well,
but it suffers from the facts that the pre-annotated queries are rather limited
and the domain-specific queries are highly sparse. In this experiment, there are
only 200 positive queries and the percentage of Agriculture-specific queries in
the sampled query log amounts to only about 0.1%.

Besides, among all the graph-based semi-supervised learning methods (ARW,
SemiReg, Trans and TransActive), TransActive performs best in term of all
the evaluation measures. This provides strong evidence that active learning is
capable of guiding the semi-supervised learning process, thus beneficial to the
domain-specific query recognition task.

5 Related Work

Query classification, often referred to as search intent learning [6,13,18], query
topic mining [14], search task learning [15] and etc., has been extensively studied
in IR community for decades. From the learning techniques perspective, exist-
ing work on query classification can be put into three categories: supervised,
unsupervised and semi-supervised.

It is natural to view query classification as supervised learning; however, it is
also challenging to leverage supervised learning techniques in query classification
as search query is often short and ambiguous. Therefore, one key to supervised
query classification is to enrich feature representation of queries. Shen et al. used
the retrieved pages as expansion of the query [4]. Lee et al. found the statistics of
click distribution of a query is helpful to identify the underlying search goal [5].

When there is no query category predefined, query classification will turn out
to be an unsupervised learning task. Clustering techniques have been extensive
utilized in query classification. For example, Hu et al. conduct clustering on the
clicked URLs of queries and took each URL cluster as a subtopic of a query
[14]; Li et al. proposed a clustering framework with multiple kernel to identify
synonymous query intent templates [16]; Qian et al. used incremental cluster-
ing method to group clicked URLs in log stream and took each URL group as
constant or bursty query intents [17].

Recently, graph-based semi-supervised learning techniques have been exten-
sively used in query classification tasks, especially for those using query log as the
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resource. Fuxman et al. [12] modeled click-through graph of query log as Markov
Random Fields and employed absorbing random walks to compute probability of
a query to belong to a pre-defined class. Li et al. [6] formulated query classifica-
tion as semi-supervised learning on click graphs, with a content-based classifier
regularization to avoid erroneous propagation. In order to enhance classification
accuracy, the click-through graph of query log is expanded in many existing
work. For example, Jiang et al. [13] proposed a query log topic model to derive
latent relations between search queries, URL, session and term. Query classifiers
are learned using latent relations and further combined using several strategies
such as maximum confidence and majority voting.

Our work follows semi-supervised learning theme, but differs in the introduc-
tion of active learning strategy. To our best knowledge, no previous work lever-
ages active learning in query classification problem. Moreover, multiple types of
objects, i.e., users, queries, URLs and sessions, in query log are simultaneously
integrated in query classification task in a more principled way through using
tripartite graph representation.

6 Conclusion and Future Work

In this paper, we propose a novel approach to recognize domain-specific queries
from general search engine’s query log. There are mainly two advantages of
the proposed approach. Firstly, the manifold structure inherent in query log is
fully exploited through using heterogenous graph representation of query log.
Secondly, a novel active learning strategy is introduced into graph-based trans-
ductive leaning process to reduce the human annotation efforts and continu-
ously refine the recognition results. Experimental results on real-world query log
demonstrate the effectiveness of the proposed approach. Future work includes
evaluating the proposed approach on more target domains.
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Abstract. Sequential data containing series of events with timestamps
is commonly used to record status of things in all aspects of life, and
is referred to as temporal event sequences. Learning vector representa-
tions is a fundamental task of temporal event sequence mining as it is
inevitable for further analysis. Temporal event sequences differ from sym-
bol sequences and numerical time series in that each entry is along with
a corresponding time stamp and that the entries are usually sparse in
time. Therefore, methods either on symbolic sequences such as word2vec,
or on numerical time series such as pattern discovery perform unsatis-
factorily. In this paper, we propose an algorithm called event2vec that
solves these problems. We first present Event Connection Graph to sum-
marize events while taking time into consideration. Then, we conducts a
training Sample Generator to get clean and endless data. Finally, we feed
these data to embedding neural network to get learned vectors. Experi-
ments on real temporal event sequence data in medical area demonstrate
the effectiveness and efficiency of the proposed method. The procedure
is totally unsupervised without the help of expert knowledge. Thus can
be used to improve the quality of health-care without any additional
burden.

Keywords: Temporal event sequences · Learning representations

1 Introduction

Sequential data containing series of events with timestamps is referred to as
temporal event sequences [9]. Temporal event sequences is commonly used to
record status of things in all aspects of life, such as customer purchase sequences,
motion gesture sequences, and hospital treatment sequences. On the left side of
Fig. 1 shows the daily treatment procedures of patients in hospital [13]. Each
ITEM is an event, and (ITEM, TIMESTAMP) is a temporal event. Intuitively,
this temporal event sequence tells a detailed story about how patients behave in
the hospital. And that story is written in the language of events.

c© Springer International Publishing AG 2017
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Fig. 1. (Left) An example of a temporal event sequence from EHR. The first column is
TIMESTAMP, indicating the occurring time, while the second column is ITEM, indi-
cating the event recorded during the treatment. (Right) Event2vec transforms symbolic
events into numerical vectors (take two-dimension vectors for example).

Consider the task of data mining on temporal event sequence, it would be
a fundamental step to transform symbolic events into numerical vectors (Fig. 1
right). Thus, learning representations has good prospect of applications such
as healthcare [2,18], marketing analytics [9] and motion recognition [5]. On the
one hand, the representation itself provides an insight into connection between
different events. On the other hand, the representation can be used for practical
tasks such as recommendation and clustering. In the above example, the records
of one patient require systematic analysis from doctors to provide individualized
diagnosis and treatment. It is critical in scenarios like clinical reasoning (what
comes the most probability when Cholesterol appears), complication forecasting
(what symptoms are Hyperglycemia complication). However, the task would
be extremely difficult to fulfill manually even for experts, since the events are
numerous and are usually from various medical fields.

Although some recent researches focusing on data mining from temporal
event sequences have made certain achievements on learning representations of
events. It is still an open challenge due to the following problems.

– Complexity: Symbolic methods usually use a combination of symbols as
representations (referred to as patterns) [1,15]. Whereas the number of all
possible patterns would be 2n, where n is the number of distinct events.
Although recent works have improved the computing efficiency dramatically,
the number of patterns still explodes along with the increasing of item quan-
tity [3], which leads to the complexity of mined representations.

– Sparsity: Numerical methods are based on continuous numeric sequences
[7,10,18,21]. If we want to apply these methods on temporal event sequences,
they should first be transformed into continuous numeric sequences (one-hot
encoding for example). However, the transformation procedure will lead to
high sparsity and introduce lots of noise.

– Unbalance: Some events rarely appear but are very important (such as
“vital sign ”in EHRs). Meanwhile, not all of the potential patterns have been
appeared in original data. Both symbolic methods and numerical methods
are unsensitive to these important but rare events. [1,10,15,18,21].
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– Time Consideration: Recent learning representation works implemented
neural network architecture like word2vec [11,12], and they did get more
dense vectors and resolved some of the above problems. However, they did not
take timestamp into consideration since there is no time information in text
data. It is a big loss to ignore the occurring time which contains rich semantic
information. For example, consider two events, one next to each other with
large time interval between. We shouldn’t treat them as adjacent events at
all as they are irrelevant at high rates, but word2vec has no mechanism to
handle that problem.

In this paper, we propose an algorithm called event2vec to embed tempo-
ral events into the vector space based on sequential data. Event2vec takes time
information into consideration, while implementing neural network architecture,
which makes the method benefit from both timestamp information and distrib-
uted representation. In particular, event2vec has the following properties:

– Event2vec summarizes large scale temporal event sequence to an event con-
nection graph, with nodes representing events, edges representing relations
extracted from temporal sequence. It considers time relationship of events.

– Event2vec conducts a training sample generator. We can relieve unbalance
and sparsity problems with the help of the sample generator.

– Event2vec trains an embedding neural network, and represents events in a
distributed way. It avoids exaggerated complexity by adjusting the number
of units in hidden layer, while keeping the internal relationship among events.

– Event2vec is a totally unsupervised algorithm with no need of expert knowl-
edge, and it can discover relations between events automatically.

We conduct comprehensive experiments on real temporal event sequence
data. We unsupervisedly discover implicit relations between various kinds of
events. Experiments demonstrate the effectiveness and efficiency of our pro-
posed method. Specifically, we implement event2vec on electronic health records
(EHRs) data, and map clinical events to vector space, which reveals some inter-
esting results. The procedure is totally unsupervised. Thus can be used to
improve the quality of health-care.

2 Preliminaries

In this section, we introduce our notations and some definitions. Notations are
shown in Table 1.

Definition 1. (Event Set): Event Set Eve is a collection that records all possible
conditions of something that would happens. And we use N to denote the number
of distinct events in Event Set Eve. For example, the event set of signal light in
cross road should be Eve = {red, green, yellow}, and N = 3.

Definition 2. (Temporal Event): A temporal event is represented as a two-gram
tuple (e, t), where e is the event, t is the occurring time. e ∈ Eve.
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Table 1. Notations and Meanings

Symbol Description

S Temporal event sequences dataset

Eve Set of all possible events

N Number of distinct events

G Event connection graph

T Time threshold (Hyper-parameter in Constructing Graph Process)

Δ Shrink coefficient (Hyper-parameter in Constructing Graph Process)

Corpus Generated data for embedding

Φ Matrix of event representations

d Embedding dimension (Hyper-parameter in Embedding Process)

Nw Number of events generated in a sequence (Hyper-parameter in Embedding Process)

Nl Number of samples in generated data (Hyper-parameter in Embedding Process)

Definition 3. (Temporal Event Sequence): Given a set of N events Eve,
S = {(ei, ti)|ei ∈ Eve, } denotes a temporal event sequence.

In the following section, we will introduce the details of how event2vec learns
representations of symbolic events while considering timestamp information.

3 Method

In this section, we present the detailed procedure of the event2vec algorithm. The
framework of our method is shown in Algorithm1. First of all, for the purpose of
taking timestamps into consideration, we summarize temporal event sequences
into a single graph called event connection graph, with nodes representing events
and edges representing extracted relations. A training sample generator is then
conducted with reference to the idea of probabilistic walk. It generates a mini-
batch of clean and endless Corpus once a time. Finally, we feed these data to
embedding neural network and output learned vectors (Fig. 2).

Algorithm 1. Event2vec
1: Input: S, Eve, d, Δ, T, Nw, Nl

2: Output: vectors of event representations Φ
3: G = ConstructingGraph(S, Eve, Δ, T )
4: while iter < Nl do
5: Corpus = SampleGenerator(G, Eve, Nw)
6: LearningRepresentations(Corpus, Φ, d)
7: iter = iter + 1
8: end while
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Fig. 2. Framework of event2vec

3.1 Constructing Event Connection Graph

When realizing the idea, a natural solution would be to apply the word2vec
directly by treating the sequences of events as the sequences of words. However,
it would be difficult to deal with the challenges introduced in Sect. 1 if using
word2vec directly. Hence, for the purpose of taking timestamps into considera-
tion, we summarize the temporal event sequence into a compact graph (Fig. 3).
In this way, the following purposes would be accomplished: Firstly, extracting
temporal information of events. Secondly, condensing the sparse data and set-
tling the problems of unbalance at the same time. Lastly, simplifying the task of
updating edge weight with incoming data, which can be updated incrementally
instead of completing the entire re-computation.

The comparison between word2vec and event2vec in the experiment section
shows the effectiveness of constructed graph. Now we introduce the process of
constructing event connection graph.

Definition 4. (Event Connection Graph): Let G =< V,E > be a directed
weighted graph constructed from S, where each vertex ei in V represents an
unique event from Eve and edges in E represent relations extracted from tem-
poral event sequence. Weight of the directed edge from node ei to node ej is
calculated by:

Gij =
∑

1≤i<j≤N

1{S(t1) = ei} ∧ 1{S(t2) = ej}δ(t2 − t1) (1)

where 1{·} is set to 1 if its argument is true, and δ(x) is a function mapping
time interval to the relation measurement of two events.

Note that δ(x) is non-increasing, and the function satisfies δ(0) = 1 and
δ(T ) = 0. The relation measurement decreases to zero smoothly with the increase
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Fig. 3. The process of constructing event connection graph. Each vertex in V represents
an unique event from Eve, and edges in E represent relations extracted from temporal
event sequence. Weight between the node i to node j is calculated by Eq. 1

of time interval until reaching the threshold T .

δ(x) =

{
exp(−x/Δ), 0 ≤ x < T

0, otherwise
(2)

3.2 Sample Generator

The next step is to get samples for the training process. It is beneficial to use
Probabilistic Walk for training instead of original temporal event sequence. On
the one hand, it relieves unbalance and sparsity effectively. Even if an event
appears only once, it must connect with other events with a small probability.
So we can resample to get more training data containing that event. On the
other hand, it can generate endless training data to tackle the problem of lack
of original training data and guarantee the convergence of training process. The
experiment in Sect. 4.3, shows the effectiveness of sample generator.
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Algorithm 2. ConstructingGraph
1: Input: S, Eve, Δ, T
2: Output: event connection graph G
3: for i = 1 to Length(S) do
4: (ei, ti) = S(i)
5: for j = i to Length(S) do
6: (ej , tj) = S(j)
7: posi = Eve.Index(ei)
8: posj = Eve.Index(ej)
9: G[posi, posj ]+ = δ(ti, tj , Δ, T )

10: end for
11: end for

We incorporate Probabilistic Walk into the previously constructed event
graph. It is a stochastic process starting with a single randomly chosen event ei.
And one of the neighbors of ei denoted as ej would be added based on a proba-
bility in direct proportion to the edge weight between ei and ej . The probability
of choosing event ej after event ei is

P (i → j) = Wij/
∑

i

Wij (3)

The sample generator generates a mini-batch of Corpus at a time.

Algorithm 3. SampleGenerator
1: Input: G, Eve, Nw

2: Output: a mini-batch of training data Corpus
3: Empty(Corpus)
4: ec = Random(Eve)
5: Corpus.Append(ec)
6: Distriec = G[ec]
7: for i = 1 to numBatch do
8: for j = 1 to Nw do
9: enext = Walk(Eve, Distriec)

10: Corpus.Append(enext)
11: end for
12: end for

3.3 Learning Representations

By now, we can get any number of event sequences via Sample Generator.
Although these event sequences have no timestamps, they still imply time infor-
mation thanks to the event Connection Graph. The remaining challenge is to
learn representations from the generated sequences.
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Formally, given a generated sequence of Corpus = {e1, e2, e3, ..., en}, we
would like to predict events nearby a certain event ei (ei ∈ V ) That is, to
maximize the conditional probability of a center event within a context with
width L in the training cases. The probability of nearby events ec−L, ..., ec+L

given the center event ei is written as:

Pr({ec−L, ..., ec+L}|ec) =
c+L∏

k=c−L

Pr(ek|Φ(ec)) (4)

Where Φ is our desired representations. After transforming the expression into
log-likelihood, the overall loss function for the optimization process would be:

J(Φ) = −
n∑

c=1

c+L∑

k=c−L

logPr(ek|Φ(ec)) (5)

We noticed that this loss function is exactly the same as that of SkipGram
model in word2vec. And we can use the standard optimization method to solve
Eq. 5, namely stochastic gradient descent (SGD). The training procedure can be
endless on the basis of mini-batches generated from generator. We first randomly
initialize representation vector Φ. On each iteration, we map each event ek to its
current representation vector, and then maximize the probability of its neighbors
in the sampled sequence.

Algorithm 4. Learning Representations
1: Input: Corpus, Φ, d
2: Output: vectors of events representations Φ
3: for sequenceec ∈ Corpus do
4: for ek ∈ sequenceec do
5: J(Φ) = −logPr(ek|Φ(ec))
6: Φ = Φ − α ∗ ∂J

∂Φ

7: end for
8: end for

4 Experiments

4.1 Experimental Setup

In consideration of realistic application prospect, we use MIMIC (Medical Infor-
mation Mart for Intensive Care)—a real world temporal event sequence dataset,
which is collected on over 58,000 ICU patients at the Beth Israel Deaconess Med-
ical Center (BIDMC) from June 2001 to October 2012 [4]. It contains millions
of records of medical events and there are 5373 unique medical events in Eve.
Our goal is to learn distributed representation of these events.
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We design the following mechanism to evaluate the quality of the learned
vectors based on the fact that these medical events inherently belong to five cat-
egories: demographics, diagnosis, medications, lab tests and procedures. Thus,
aiming to estimate whether the learned vectors of events from different cate-
gories are well distinguishable, we use the same cluster method on the learned
vectors and compare the clustering results. We use the typical evaluation index
of clustering, namely Rand Index [16]. It is defined as:

RI =
TP + TN

TP + TN + FP + FN
(6)

where, T stands for true, represents that two events belong to the same clus-
ter, P stands for positive, represents that two events are assigned to the same
cluster. Then, TP is the number of event pairs in which two events belong to
the same cluster and are assigned to the same cluster as well. TN,FP, FN can
be explained as well. Intuitively, RI goes higher if the cluster method correctly
assign more pairs of events. Similarly, we also define Precision (P = TP

TP+FP )
and F1 score(F1 = 2TP

2TP+FP+FN ) to evaluate the quality of representation.
All tasks are executed on a machine equipped with Intel Core i5, 16 GB RAM

using Python 2.7.3. The clustering algorithm is K-means, which is realized by
scikit-learn 0.18.

4.2 Event2vec Hyper-parameter Analysis

Firstly, we evaluate different groups of Δ,T,Nl, d, and see the influence of these
hyper-parameters.

We evaluate Δ,T in graph construction process, and fix other hyper-
parameters. As shown in Fig. 4, we can see that the method achieves highest
RI, Precision and F1 when Δ is about 300. As Δ increases, RI, Precision and F1

will increase as first, but decrease after Δ exceeds a certain threshold. There are
two main reasons. On the one hand, higher T means that events with longer time
interval are considered relevant, which will bring more noise in the connection
graph. On the other hand, higher Δ means events with shorter time interval will
add more weight to the corresponding edge of the connection graph. As a result,
there exists a balance between T and Δ.

Secondly, we evaluate Nl, d with other hyper-parameters fixed. These two
parameters are from sample generate and embedding process. Nl controls sample
scale input to embedding neural network, or iteration number in other words. d
is the number of nodes in hidden layer of embedding neural network. Result is
shown in Fig. 5. As we can see, RI, Precision and F1 all increase when Nl goes
large, and get steady when Nl > 50, 000. Besides, RI, Precision and F1 remains
steady when d is larger than 6. It demonstrates that our model achieves good
performance even when the vectors are in six-dimension space, which also shows
the robustness of our model.
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Fig. 4. The effect of hyper-parameters Δ and T . Measured by RI (left), Precision
(middle) and F1 (right).
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4.3 Comparison with Other Methods

As far as we know, there does not exist a general framework for unsupervised
learning representation while considering timestamps. We compare our model
with the following state-of-the-art methods mentioned before.

– Count-hot: For each event, Count-hot constructs a vector using the occur-
rence number of the event in temporal event sequence of each patient. It
means that Count-hot uses each patient to represent one dimension. So the
number of dimensions of Count-hot vectors is equal to the number of patients.

– word2vec: As introduced in Sect. 3, word2vec applied the skip-gram model
directly by treating the sequences of events as the sequences of words. It can
be regard as event2vec without the graph construction step.

– DirectGraph: After constructing the event graph, DirectGraph regards each
column (or row) from the adjacent matrix as a vector. It can be regard as
event2vec without the skip-gram embedding step.

– KNN: KNN constructs event graph based on their k nearest neighbors. It
means that the weight between ei and ej is the occurrence number of (ei, ej)
pair being k nearest neighbors. The remaining procedures of sample gener-
ating and embedding process are the same as event2vec. It can be regard as
event2vec with a modified graph construction step.
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Table 2. Comparison with Different Methods. The result shows that event2vec achieves
better effect than other methods on metrics of RI, Precision and F1.

Count-hot word2vec DirectGraph KNN KNN KNN Event2vec

(k = 3) (k = 5) (k = 7)

RI 0.3938 0.5486 0.3932 0.6202 0.6157 0.6210 0.6516

Precision 0.3390 0.3863 0.3372 0.4462 0.4458 0.4475 0.5088

F1 0.4667 0.4238 0.4629 0.3586 0.3913 0.3572 0.4894

Table 3. Relativity

Demographics Diagnosis Medication Lab tests Procedures

Relativity 1.42 1.50 1.33 1.24 1.25

The event2vec configuration is Δ = 300, T = 2400, L = 5. To make it a
fair comparison, we also: (1) Introduce PCA to reduce the dimension of Count-
hot and DirectGraph to 48; (2) Set the hidden layer node numbers to 48 in all
three methods, namely event2vec, word2vec and KNN; (3) Set Nl to 100,000 to
generate the same scale of corpus for word2vec and event2vec. The experiment
results are shown in Table 2.

The result shows that on all three metrics, event2vec achieves the highest per-
formance. The only difference between word2vec and event2vec is that, word2vec
does not have theprocedures of graph construction and sample generation. It shows
the effectiveness of these two steps, explanations of which can be found in Sect. 3.1.
Besides, the differences between event2vec and DirectGraph is that, DirectGraph
does not have the procedures of random walk and skip-gram, explanations of which
can be found in Sect. 3.2. As for KNN, the whole process also contains graph con-
struction, randomwalk and skip-gram,but adifferent schema is used for computing
weight of edges in the graph. It demonstrates that our method of graph construct-
ing is better than KNN, after taking timestamps into account.

4.4 Interpretation

Consider the importance of interpretability in healthcare, we conduct the fol-
lowing experiments in collaboration with medical experts, and they confirm the
explanation of our learned representations.

We first perform a relativity assessment by randomly selecting 74 events
along with their top 10 most similar events. This shows whether the learned rep-
resentations effectively capture the latent relationships among them. As shown
in Table 3, two medical experts checked the result and decided whether an event
pair is related, possible or unrelated. Obviously, we can come to the conclusion
that all of the relativity scores are greater than 1, which means that event2vec
successfully finds the high related events of the given ones.
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Table 4. Five selected events and their top 10 most related events

Seizure Apnea ECG Cholesterol Intra Cranial Pressure

Ataxia high min

volume

BP Right Leg

Diastolic

HDL SVV Arterial

CIWA Sum

Total

high mv ECG Fibrinogen Intra Cranial Pressure

Tactile

Disturbances

apnea BP Right Arm

Mean

Triglyceride Central Venous Pressure

Auditory

Disturbance

Inspired Gas

Temp

BP Right Leg

Systolic

C Reactive

Protein CRP

Cerebral Perfusion

Pressure

Orient/Clouding

Sens

ETT

Location

BP Right Leg Mean Amylase CO Arterial

Visual

Disturbances

ETT Mark BP Right Arm

Systolic

AST Bladder Pressure

Aggitation Apnea Time

Interval

BP Left Leg Mean Cholesterol Transpulmonary Pressure

Exp. Hold

Seizure Ventilator

Type

BP Left Arm

Diastolic

LDL

calculated

Glucose whole blood

Headache Airway Size BP Left Arm Mean Alkaline

Phosphate

Arterial Blood Pressure

mean

Anxiety Airway Type BP Left Arm

Systolic

Lipase Arterial Blood Pressure

systolic

Table 5. Four selected dimensions along with the top 10 events in the corresponding
dimension

Dimension 1 Dimension 2 Dimension 3 Dimension 4

Religion Sodium ApacheIV WhiteBloodC
4.0–11.0

Ventilator Mode

Highest Level RRScore ApacheIV TCO2 (other) Tracheostomy Cuff

Height (cm) RR ApacheIV Red Blood
C(3.6–6.2)

Tidal Volume (Set)

Height OxygenScore
ApacheIV

RBC(3.6–6.2) Return Pressure

Gestational Age MAP ApacheIV ph (other) Plateau Off

Code Status CreatScore ApacheIV pH (cap) Minute Volume
Alarm - Low

Birthweight (kg) BiliScore ApacheIV pCO2 (other) Low Exhaled Min Vol

Age Bilirubin ApacheIV pCO2 (cap) Flow By (lpm)

Admission Weight
(lbs.)

Apache IV Age HGB (10.8–15.8) Cuff Leak

Admission Weight
(Kg)

AgeScore ApacheIV Base Excess (other) Access Pressure

Furthermore, we list five selected events along with their top 10 most related
events in Table 4 A comprehensive example would be that ECG, the measure-
ment of cardiac electrical activity, can be reflected by BP (Blood Pressure).
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In addition, we randomly choose 4 dimensions, and list events with the largest
10 values in the chosen 4 dimensions in Table 5. We can see that the events
in Dimension 1 are mostly related to demographics of patients; Dimension 2
are mostly related to Apache score (a commonly used health measurement);
Dimension 3 are mostly related to chemical index of blood lab test reports;
Dimension 4 are mostly related to clinical procedures by medical devices.

In conclusion, event2vec successfully finds meaningful events. These results
demonstrate that event2vec can be used for clinical reasoning, medication rec-
ommendation and complication forecasting.

5 Related Work

For a comprehensive review, we introduce learning representation from both
continuous sequential data and symbolic sequential data.

Learning representation from continuous sequential data also refers
to pattern discovery on sequential data. The methods in this category usually
extract a small fraction of sequences such as motif [10], shapelet [21], signature
[18], and PLR [17]. [18] proposed a convolutional method that learns temporal
event signatures and uses these signatures to learn representations. In addition,
[19] using pattern-based hidden Markov model to find dynamics for semantic
representation from time series data. We should first transform temporal event
sequence to continuous numeric sequence (one hot for example), and then apply
numerical methods. However, the data would have high sparsity. Besides, Some
events rarely appear but are very important. It is difficult to capture the micro
relationship while keeping the macro information [9] follows [8], propose skele-
ton of the graph constructed by temporal event sequence, and discover higher
granularity representation from original data.

Learning representation from symbolic sequential data usually use a
combination of symbols as representations (referred to as patterns) methods usu-
ally using a combination of symbols as representations (referred to as) [1,6,15].
Although some efforts to reduce the complexity of pattern sets, they still get the
initial patterns and then reduce them by approximation [14] or clustering [20] and
it might lead to a complexity of mined representations. Recently, neural network
architecture was proposed for distributed representations for word embedding
[11,12], does get more dense vectors and resolve above problems. However, they
did not take timestamps into consideration since no time information in text
data. It is a big loss to ignore the occur time which provide rich semantic infor-
mation. [22] use transitive distance to transform categorical data to numerical
representations. However, the works mentioned above also suffer from complexity
and unbalance.

6 Conclusion and Future Work

In this paper, we propose the event2vec algorithm that transforms large scale
symbolic events from sequential data into numerical vectors. Event2vec takes
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temporal information into consideration, and solves the problem of high complex-
ity, sparsity and unbalance. Concretely, our Event Connection Graph takes time
into consideration; Sample Generator solves sparsity and unbalance in raw data,
final embedding neural network controls complexity of learned vectors. Experi-
ments show that event2vec outperforms other learning representation methods,
while providing good interpretation of events. The procedure is totally unsuper-
vised without the help of expert knowledge. Thus, the algorithm can be used
in real-world applications, such as to improve the quality of health-care without
any additional burden.

In the future, we plan to modify the embedding neural network, and take the
structure information extracted from constructed graph into consideration.
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Abstract. Under conversation scenarios, emoji is widely used to express
humans’ feelings, which greatly enriches the representation of plain text.
Plentiful utterances with emoji are produced by humans manually in
social media platforms every day, which make emoji great influence on
the human life. For the academic community, researchers are always with
the help of utterances including emoji as annotated data to work on
sentiment analysis, yet lack of adequate attention to emoji itself. The
challenges lie in how to discriminate so many different kinds of emoji,
especially for those with similar meanings, which make this problem quite
different from traditional sentiment analysis. In this paper, in order to
gain an insight into emoji, we propose a matching architecture using
deep neural networks to jointly learn emoji embeddings and make clas-
sification. In particular, we use a convolutional neural network to get
the embedding of the utterance and match it with the embedding of the
corresponding emoji, to obtain its best classification, and otherwise also
train the emoji embeddings. Experiments based on a massive dataset
demonstrate the effectiveness of our proposed approach better than tra-
ditional softmax methods in terms of p@1, p@5 and MRR evaluation
metrics. Then a test of human experience shows the performance could
meet the requirement of practice systems.

Keywords: Emoji classification · Embedding learning · Deep learning ·
Neural networks

1 Introduction

Conversation is one of the most important activities for humans, which could
communicate their thought and feelings. For face-to-face conversation, humans
use expression to indicate their emotion. Recently with the prosperity of Web
2.0, more and more conversation occurs on web platforms like Facebook and
Twitter, or using chat tools, which could make humans communicate with each
other overcoming distance. For those scenarios, plain text is used instead of
face-to-face talking, and emoji is used as the expression on human’s face.
c© Springer International Publishing AG 2017
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Emoji is a kind of symbols to present one’s expression, for instance, and
, which express happy and sad respectively. Emoji is important in humans’ daily
interaction, like social networks and conversation, through uttering their feelings,
which could make the expression more interesting and lively. Thus, platforms like
Facebook and Twitter are adding increasing numbers of emoji sets to improve
user experience, and Unicode, as an international encoding standard, extends its
emoji set continuously, including more than 7000 kinds in its recent 8.0 version.

The importance of emoji is increasingly realized by the academic community
of artificial intelligence. For the task of sentiment analysis, researchers often use
emoji as a kind of distant supervision [4]. Since large amount of annotation
data is needed, they regard emoji as the ground truth, which means that, some
emoji expressing happy feelings such as indicates a positive polarity, and sad
expressions like indicates a passive polarity. However, emoji is just used as
an assistant way, and research work for emoji itself is really lack.

Researches for emoji itself is very significative, and could support many appli-
cations. Besides as a kind of human annotation for sentiment analysis, it is con-
venient for humans to know when and what emoji he may use during inputting
the utterance, if there is a function of recommending emoji for an utterance on
the social media platform. Moreover, in automatic human-computer conversa-
tion systems, it could make the computer side more proactive through adding
emoji behind the reply, just like a human expressing his feeling, considering that
in human-human conversation on social network platforms, emoji is often used
as a part of humans’ utterances to indicate their current emotion.

In practice utterances generated by humans, the use of emoji is widely. The
phenomenon is supported by the statistics of utterances collected from an online
forum1, which is shown in Fig. 1, consisting of over 5 billion items of data man-
ually input by humans. Our observation is that, people often use emoji in their
everyday life, in order to make the communication more vivid and make it easier
to deliver their feelings. Therefore, many applications like automatic human-
computer conversation systems, which need to make the computer side be more
like a human, especially for commercial products, should add the function of
automatic emoji expression in order to attract more people.

Emoji is quite different to traditional sentiment or emotion analysis, which
only need to discriminate polarities or several pre-defined kinds of emotion, since
there are many kinds of emoji, and meanings of some emoji are so similar that
it is difficult to distinguish them well for traditional classification methods using
softmax. For example, and , which means laugh and smile respectively,
both express emotion of happiness, with only a little difference on degree. There-
fore, we propose a joint architecture to learn emoji embeddings and classification
through matching them in multi-modal vector space. To be specific, based on
the layer of word embeddings, we get the embedding of the whole utterance by a
convolutional neural network (CNN), and then a HingeLoss function is used to
match it with the emoji embeddings, which should be also trained. Comparing

1 http://www.weibo.com.

http://www.weibo.com


50 X. Li et al.

Fig. 1. For utterances manually input by humans, we plot the frequency of utterances
including different amount of emoji. The range of emoji amount is from 0 to 20, where
0 means no emoji in the utterance, and the frequency has been in the logarithm.
Generally speaking, 9.18% utterances include at least one kind of emoji, and some
proportion of them consist of different kinds, which indicates that people often use
emoji in their everyday life.

to the traditional softmax function, our approach could better distinguish emoji
with similar meanings.

To sum up, the main contributions of this paper are as follows.

– We conduct scientific experiments to analyze the problem of emoji classifica-
tion and embedding learning in conversation scenarios2.

– We propose a matching approach using deep neural networks by utilizing
emoji embeddings and observe that the performance of emoji classification is
better than traditional softmax methods.

– Empirical experiments demonstrate the effectiveness of both our embedding
learning and emoji classification, and the analysis shows a good human expe-
rience in practice.

2 Related Work

Traditional sentiment or emotion analysis is a significant research task which
has attracted many researchers in the domain of natural language processing.
Research work on sentiment analysis often focuses on classifying the polarities

2 We notice a piece of parallel work [2], which is an application named Dango on
Android platform, and also suggest emoji for conversation between humans. How-
ever, we are the first to conduct scientific experiments, showing the effectiveness of
matching.
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of positive and negative [5,6], or extends to the third polarity of neutral [7,8],
or sometimes adds fine-grained classes like a spectrum such as very positive
and very negative [9–11]. Pre-defined kinds of emotion are also involved into
some work on sentiment analysis, such as happy, sad, and so on [12–14], while
sometimes the emotion classification could be multi-label [45].

With the development of natural language processing, many theories and
technologies have been used to deal with traditional sentiment analysis. Lexicon-
based models using sentiment dictionaries are an effective series of approaches to
deal with sentiment analysis [15,16], since some words have clear trends of sen-
timent polarities. Feature-based models using traditional classifiers are another
kind of methods with high performance, which is called distant supervision by
leverage utterances with emoticons as annotated data [3,17]. Other theories
like statistical machine translation [18], graph-based approach [19] and topic
model [20] are also used to analyze sentiment.

Recent years, with the development of word embeddings and neural net-
works, research work appears continuously using these technologies to improve
the performance of sentiment analysis. Since word embeddings could well rep-
resent its semantic features and also latent information [35,36], it is natural
to add sentiment-specific information into the word embeddings while training
by neural networks [8,21,23]. Another series of approaches is to propose novel
structures of neural networks [1,22,24,46], which means adapting the theory of
deep learning to sentiment analysis. Furthermore, under some specific scenarios,
especially on social networks, context of human interaction are considered to
improve sentiment analysis [25–27].

Besides using emoji as a kind of distant supervision, emoji or emoticons
themselves are also related to sentiment expression. Emoticons could indicate
sentiment polarities in plain-text computer-mediated communication [44] and
a sentiment map for several hundred kinds of most frequently used emoji is
established [37], both in order to improve the performance of sentiment analysis.

Although there has been research work which proposes a multi-modal app-
roach to generate emoji labels for an image [28], it is still lack of effort to match
emoji with plain text. Thus, we adjust the problem of emoji classification and
embedding learning, which is more complicated than traditional sentiment or
emotion analysis, and then propose a match approach to obtain better perfor-
mance than softmax classifiers.

3 Approach

3.1 Task Definition

Given an utterance set Y = {y1, y2, ..., yn} and a emoji set X = {x1, x2, ..., xk},
our aim is to train a classification model which could predict the correct emoji
g(y) ∈ X for an utterance y, meanwhile get a vector set E = {e1, e2, ..., ek} after
training, and each vector ei is the embedding of emoji xi in X, as a distributed
representation indicating its latent semantic information.
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3.2 Structure Overview

Our proposed approach is shown in Fig. 2, which is a matching structure based
on neural networks, and consists of two parts. The left component is a sub
convolutional neural network to get a sentence embedding which could represent
the utterance, while the right one is the embeddings of emoji that should also be
trained, and finally joint the two parts through a matching score. Our intuition
to use a matching structure is that the embeddings in continuous vector space
could well represent emoji, and perform better than discrete softmax classifiers,
since meanings of some emoji are amphibolous and difficult to distinguish.

3.3 Layers

Word Embedding Layer. This word embedding layer is at the bottom of the
left CNN part, which aims to get the distributed representation of each word.
The embedding of a word is a vector, and each element in the vector is a real
number to represent one dimension feature of the word. Thus, the embedding
vector could be regarded as a feature set of the word in a low-dimension space,
and could indicate latent information of the word both semantically and syntac-
tically, with wonderful performance [36] for some tasks in the domain of natural
language processing. Instead of manually designed as feature engineering meth-
ods, embeddings of words are often trained by neural networks or calculated by
matrix decomposition.

For a plain text utterance, it could be regarded as a sequence of words,
and for each word wi, we first represent it as a one-hot vector of dictionary
dimension, with one 1 on the corresponding word bit and other bits 0. Then
using an embedding matrix E1 ∈ RD×V , where D is the dimension of word
embeddings and V is the dimension of the word dictionary, we could obtain the
embedding of the word e1(wi). Thus, we get each word embedding after this
layer, and the matrix E1 consists of all the embeddings e1(wi) for words in the
dictionary, which is randomly initialized and trained during the training process.
In practice, we have over 30 thousand words in the dictionary and choose the
parameter D equal to 128.

Convolutional Layer. The convolutional structure of neural networks is
believed suitable to synthesize lexicon n-gram information of a sequence, espe-
cially for short text [29]. Different from full connection layers, CNN uses the
concept of sliding windows, which is like a local feature extractor, to get infor-
mation from word embeddings. If the window size is t, and the corresponding
words embeddings are e1(w1), e1(w2), · · · , e1(wt), then we have:

y1 = f(W1[e1(w1); e1(w2); · · · ; e1(wt)] + b1) (1)

where b1 is the bias vector, f is the non-linear activation function, and W1 is the
parameter matrix which needs trained. We choose a window size of 3 in practice.
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Fig. 2. The whole structure of our matching approach based on neural networks.

Pooling Layer. After the convolutional layer, we get a series continuous repre-
sentations of local features. Since we need to synthesize these local embeddings
into one vector as the distributed representation of the whole utterance, we
use the theory of dynamic pooling [31]. To be specific, let y1

1,y
2
1, · · · ,yl

1 be the
output vectors from the convolutional layer, and then we have:

y2[i] = max{y1
1[i],y

2
1[i], · · · ,yl

1[i]} (2)

which means we use max pooling actually, and then obtain y2 as the sentence
embedding of the utterance, which is also 128-dimension in practice. Obviously, a
sentence embedding is also a vector to represent the utterance in low-dimension
space, which could indicate latent information, and generally be used in the
domain of natural language processing, just like word embeddings.

Hidden Layer. Then we use a hidden layer of full connection to exert a non-
linear transformation to the sentence embedding, which could be calculated by:

y3 = f(W2y2 + b2) (3)

where b2 is the bias vector, f is the non-linear activation function, and finally
we get another 128-dimension vector to represent the utterance.

Emoji Embedding Layer. Since we have dealt with the plain text side through
the CNN which is shown as the left part of our proposed matching structure,
next we need to embed the emoji, aiming to learn continuous representations
of emoji in vector space, just like word embeddings. Thus, in a similar way like
the word embedding layer, we could also represent each emoji xi as a one-hot
vector of K-dimension, where K is equal to the amount of emoji, and then use a
matrix E2 ∈ RD×K to obtain its embedding e2(xi). The matrix E2 includes all
the emoji embeddings, and each element is one parameter of the neural network,
which is randomly initialized and trained during the training process.
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Algorithm 1. Process of Training One Sample
Input: One utterance, its correct emoji xt, and the whole emoji set X
Output: Updating model parameters
Description:
foreach Negative emoji xj do

Forward propagation to calculate the matching score between the given
utterance and the correct emoji xt

Forward propagation to calculate the matching score between the given
utterance and the negative emoji xj

Calculate the error between the two scores using the HingeLoss function
Backward propagation to update model parameters

Matching Layer. In this layer, we plan to match the embedding of the plain
text y3 from the non-linear hidden layer with the emoji embedding e2(xi), and
then obtain a score as the final result which could indicate their matching degree.
We choose the cosine similarity as the measurement of matching and then have:

score(y3, e2(xi)) =
< y3, e2(xi) >

||y3|| · ||e2(xi)|| (4)

where < ·, · > means inner product of two vectors and || · || means the length of a
vector. Since a higher score indicates more matching for the utterance embedding
and the emoji embedding, we choose argmaxxi

score(y3, e2(xi)) as the final
emoji which should be added into the plain text.

3.4 Training

In the training process, we use the HingeLoss function, which is convex with
wonderful properties, through punishing negative matching to optimize parame-
ters. Different from the softmax function, the HingeLoss function exerts pairwise
comparisons between the positive matching and each negative one, in order to
distinguish them, especially for similar kinds of emoji. For each plain text yi in
the training set, let yi

3 denote the sentence embedding of yi from the non-linear
hidden layer, and our optimal objective is

Obj(yi) = min
∑

j �=t

max(0, α + score(yi
3, e2(xj)) − score(yi

3, e2(xt))) (5)

where xt is the correct emoji for training samples yi according to the ground
truth, and α is the margin of the HingeLoss function. The process of training
one sample is depicted in Algorithm 1.

Before the training process, we calculate the frequency of each emoji, and
select top 20, 50 and 100 respectively, as three emoji sets. We use the theory of
stochastic gradient descent to train our proposed neural networks, and adjust
the learning rate on the set consisting of 20 kinds of emoji. Finally we get a
learning rate of 10−6 and adapt it to the other two emoji sets.
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4 Experiments

4.1 Datasets

We collect massive conversation resources of human interaction from microblog
websites including Sina Weibo3, which contains over 170 thousand kinds of emoji
in all. Then we extract tens of millions of utterances with top 20, 50 and 100
most frequent kinds of emoji respectively, as our three datasets. The datasets
are randomly divided into training sets, validation sets and test sets, and the
details are summarized in Table 1.

Table 1. Statistics of the datasets

#Emoji #Training #Validation #Test

20classes 11.6M 50K 56K

50classes 14.4M 50K 75K

100classes 15.9M 50K 83K

To be specific, each item of data is a pair of 〈utterance, emoji〉, where emoji
comes from the utterance itself and is regarded as the ground truth produced by
humans. Since we only need to put one utterance into one class, any expression
including more than one kind of emoji is filtered, aiming to produce a clear
training set. Moreover, different people may give different emoji to the same
plain text, so in order to avoid this kind of confusion, we also filter any expression
having different emoji for all its appearance. Besides, since most expression has
no emoji, we should not give emoji to all utterances, so finally, we filter the
utterances with a max-majority of non-emoji for all its appearance.

4.2 Qualitative Analysis of Embeddings

Since we regard the emoji embedding layer as a continuous representation of
emoji, we firstly have a qualitative analysis of these embeddings. As mentioned
before, we aim to get a meaningful set of emoji embeddings, so similar kinds
of emoji should have shorter distances than others. Thus, a hierarchical clus-
tering is applied on the embeddings of the most commonly used 20 kinds of
emoji (Fig. 3), with a cosine similarity as the metric of distance and using near-
est neighbourhood. Our observation is that, the embeddings could represent
semantic information of the emoji in some degree, due to some phenomenon
like “laugh” close to “smile” and the six kinds of emoji on the left denoting the
positive polarity while the two on the right representing the negative polarity.
Yet there are also confusing aspects like unclear clustering especially for clusters
with low similarity.

3 http://www.weibo.com.

http://www.weibo.com
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Fig. 3. The result of the hierarchical clustering of top 20 kinds of emoji.

4.3 Quantitative Analysis of Emoji Classification

In this section, we have a quantitative analysis of emoji classification directly,
with lots of other experimental analysis such as parameter sensitivity and case
studies.

Baseline Algorithms. We include the following methods as baselines to com-
pare with our proposed approach. Since our approach is a matching architecture
based on neural networks, besides the method based on textural similarity, we
mainly use some basic neural network structures to make the comparison, with
a traditional softmax function as the objective. For fairness, we conduct the
same data cleaning and layer dimensions in neural networks for all algorithms.
Besides, we also adjust the learning rate for baseline neural networks just the
same as the process of our proposed approach, and finally get a learning rate of
10−3.

Textural Similarity. This method ranks candidates according to textual sim-
ilarity, which is a basic way to calculate relevance between queries and docu-
ments in the domain of information retrieve (IR). Here we regards each emoji
as a document consisting of all utterances including the particular emoji, while
the utterance as a query, and each word is weighed by tf-idf.

CBOW. Since an utterance consists of words, bag-of-words is a natural way to
model the utterance and widely used [36]. The basic thought is to regard the
utterance as a set of words, so from the word embedding layer, a summation or
average operation is simply done to get the embedding of the whole utterance.
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The bag-of-words method could get the utterance representation quickly and
concisely, however lose the sequentiality of natural languages.

CNN. Convolutional neural networks is a kind of structure that could extract
local features, and is believed to get better performance on images [38] or short
text [29,30]. Instead of the way of full-connection, a convolutional layer has a
sliding window which means that a neuron could only have particular numbers
of connections from the last layer. After the convolutional operation, there is
often a pooling layer to integrate the information, and here we also use max
pooling for fairness.

RNN. Due to the sequentiality of natural languages, recurrent neural networks
and its variants are also widely used to represent an utterance, especially for
the generation process [39,40,42,43]. For each hidden layer, the inputs are the
current word embedding as well as the last hidden layer, until the end of the
utterance, and the final hidden layer is regarded as the embedding of the whole
utterance, which could represent all the sequential information. In practice, due
to the increasing sparsity with the propagation going on, the Long Short-term
Memory (LSTM) [41] or the Gated Recurrent Unit (GRU) [32] is often used to
improve its performance. Here we use the GRU version.

Table 2. Performance of the emoji classification

#Emoji 20classes 50classes 100classes

Metrics p@1 p@5 MRR p@1 p@5 MRR p@1 p@5 MRR

Textural

similarity

15.61% 57.69% 32.38% 12.37% 47.91% 24.83% 11.60% 43.85% 20.93%

CBOW 22.22% 60.03% 39.74% 18.10% 49.62% 33.24% 16.41% 44.43% 30.12%

CNN 22.42% 60.31% 39.96% 18.62% 50.06% 33.67% 16.74% 44.78% 30.50%

RNN 22.21% 59.64% 39.61% 17.90% 48.96% 32.86% 16.23% 43.78% 29.75%

Matching 24.30% 63.01% 41.39% 20.16% 51.29% 34.74% 18.69% 46.74% 31.94%

Evaluation Metrics. We first evaluate the performance using p@1 metric,
which could reflect the accuracy of algorithm results, and is believed to be the
most direct judgment for classification tasks. Besides, for most applications pos-
sibly developed based on emoji classification, p@1 is also appropriate since the
utterance should match at least one emoji when we want to add emoji behind
the plain text.

Next, since the results we returned based on our approach or baseline algo-
rithm are matching scores between the sentence and emoji, or distributions on
emoji, they could be regarded as ranking lists of emoji given the plain text. So
we could also evaluate the performance in terms of p@k, and here we choose k
equal to 5.
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Another evaluation metric is the Mean Reciprocal Rank (MRR)4, which is
also able to evaluate a ranking list:

MRR =
1

|T |
|T |∑

i=1

1
ranki

(6)

Here ranki refers to the rank position of the correct emoji according to the
ground truth for the i-th plain text, and T is the set of plain text.

Performance. In this section, we show the performance of the proposed match-
ing approach against other baselines. The results are summarized in Table 2, in
which we report the performance of emoji classification in all the mentioned eval-
uation metrics. It is obvious that methods based on neural networks perform bet-
ter than textual similarity, and our matching approach is the best of all. Although
a softmax objective function could make a good classification, the matching
structure is more appropriate to distinguish little difference between emoji espe-
cially for those kinds with similar or confusing meanings. The improvement is
small yet consistent, which is similar to the conclusion of a prior work [33], and
our observation is that in some degree, our matching approach seems similar to
use a cross-entropy objective function instead of the traditional one-hot vector
in the softmax structure.

Analysis. In this section, we have some analysis on emoji classification with
grouping similar kinds, parameter sensitivity of our matching approach, and
human experience for possible applications.

Grouped Classification. Since some kinds of emoji are similar and could
express the same meaning, they could be merged together as one class. In our
experiment, we group emoji in the data set of 100 kinds into 20 classes manually
according to prior knowledge, and then use our matching approach as well as
all the baselines to make the classification. The results comparing to the origi-
nal classification of 20 classes are summarized in Table 3, which shows that, all
the methods perform better than the original result, with a small increasing on
p@1 yet a large improvement on p@5. The main reason of these phenomenon is
that after grouping, the meaning of each class is clearer so that they could be
distinguish better, especially for the situation of 5 candidates.

Parameter Sensitivity. For our matching approach, we regard the correct
emoji according to the ground truth as positive samples while others as negative
ones. So if the task is k classification, then the amount of negative samples is k-1.
In the situation of 20 classes, we investigate the influence to the performance
with changing the amount of negative samples. To be specific, besides the whole
negative set of 19 samples, we randomly sample 1, 5, 10, 15 negative samples
using uniform distribution. Figure 4 shows that on all the three metrics, with

4 https://en.wikipedia.org/wiki/Mean reciprocal rank.

https://en.wikipedia.org/wiki/Mean_reciprocal_rank
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Table 3. Analysis of the grouped emoji classification

#Emoji 20classes Grouped20classes

Metrics p@1 p@5 MRR p@1 p@5 MRR

Textural Similarity 15.61% 57.69% 32.38% 19.89% 67.74% 38.50%

CBOW 22.22% 60.03% 39.74% 25.20% 70.47% 44.85%

CNN 22.42% 60.31% 39.96% 25.45% 70.91% 45.09%

RNN 22.21% 59.64% 39.61% 25.09% 70.41% 44.70%

Matching 24.30% 63.01% 41.39% 27.62% 72.77% 46.48%

Fig. 4. The illustration of parameter influence to the results of 20 classification. The
top left chart presents results of p@1 with the increasing of the amount of negative
samples, the top right one is for p@5, and the bottom one is for MRR.

the negative samples increasing, the performance become better, and the rising
trend becomes slower.

Human Experience. The potential of being adapted into industrial applica-
tions could obviously demonstrate the meaning and importance of research work.
Yet it seems that the performance of emoji classification is far away from practice
applications, because the results of the automatic testing listed before generally
do not meet the high accuracy required by commercial products, such as an
automatic human-computer conversation system. However, The experience of
users is very different from the automatic testing, since some kinds of emoji are
similar. Even if we put an utterance into a wrong class, it may not hurt the user
experience, which means that in practice applications, more than one kind of
emoji could be appropriate for a given utterance.
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Therefore, to investigate the performance in user experience, we use human
annotation with 1 Point meaning appropriate or 0 Point meaning inappro-
priate. One utterance and the emoji given by our approach are annotated by 3
individuals in an independent and blind fashion. We regard the majority vot-
ing as the “ground truth” indicating whether the emoji is appropriate for the
utterance from the vision of users. We also evaluate the kappa score: κ = 0.413,
showing moderate inner-annotator agreement [34].

The test data for human annotation consists of 694 items randomly selected
from the 20 classification. The performance of our matching approach shows accu-
racy of 73.05% for the annotation dataset, which obviously is much higher than it
of the automatic testing. Moreover, we also investigate the amount of classes with
accuracy lying in different ranges, and find out that there are 10 classes having
accuracy over 90%. Therefore, the performance of emoji classification is good for
human experience and it has large potential for commercial products.

Table 4. Five examples of emoji classification

Case Study. We illustrate five examples with different kinds of emoji in Table 4
obtained by our matching approach. As seen, our method could give an utterance
the appropriate emoji, whatever for the positive polarity as the first case (a
laughing face), the passive polarity as the second (a crying face) and fifth (an
angry face) cases, or just neutral without clear emotional tendency as the third
(a shy face) and fourth (a thinking face) cases. Besides, we have the ability
to express much more emotion other than polarities. With emoji, the form of
expression become more liberal and indeed more vivid when communicating with
others.

5 Conclusion

In this paper, for the problem of emoji classification and embedding learning in
conversation scenarios, we propose a matching approach and deeply analyze its
performance through both qualitative and quantitative experiments. Empirical
results demonstrate our approach better than traditional softmax classifiers in
terms of different metrics, and the embeddings trained from our neural networks
could also represent the emoji well. For the future work, one direction is to consider
contextual information in the conversation process and propose more progressive
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models to analyze emoji better, another one is to explore the relation between
emoji and sentiments in order to improve the performance of sentiment analysis.
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Abstract. Ideology detection from text plays an important role in iden-
tifying the political ideology of politicians who have expressed their
beliefs on many issues. Most existing approaches based on bag-of-words
features fail to capture semantic information. And other sentence mod-
eling methods are inefficient to extract ideological target context which
is significant for identifying the political ideology. In this paper, we pro-
pose a target-specific Convolutional and Bi-directional Long Short Term
Memory neural network (CB-LSTM) which is suitable in intensifying
ideological target-related context and learning semantic representations
of the text at the same time. We conduct experiments on two commonly
used datasets and a well-designed dataset extracted from tweets. The
experimental results show that the proposed method outperforms the
state-of-the-art methods.

Keywords: Ideology detection · Ideological target · Convolutional
neural network · Recurrent neural network

1 Introduction

Recently, more and more politicians turn to social networks such as Twitter and
Facebook to express their beliefs instead of relying on traditional interviews or
magazines. Ideology detection from these user generated texts play an important
role in identifying the political ideology (conservative or liberal) of politicians on
many issues, such as predicting poll ratings [8] or evaluating political leadership
abilities, and has attracted increasing research interests [1].

Text-based ideology detection remains two significant challenges. One is the
semantic information capturing. For example, two phrases “tax less” and “increase
taxes” about “taxation” from opposite alignments are considered highly similar if
ignoring the syntax and word orders. Another crucial challenge is how to detect
the target or target-related semantic context which makes it more difficult than
sentiment analysis [6]. One sentence “Abortion is murder of a human being.” from
conservatives opposes “abortion”, while another sentence “We can’t deprive the
rights that a woman can decide what happens with her baby.” from liberals supports
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“abortion”, even it does not contain keyword “abortion”. Both texts express nega-
tive sentiment towards the same target, but the ideologies are just opposite which
proved the importance of recognizing key target.

However, existing studies for ideology detection often fail to capture semantic
information and extract ideological target context at the same time. Traditional
methods exploit machine learning algorithms [7,10] to build ideology classifiers
based on bag-of-words representations with various hand-crafted features [4,9],
but neglect the intrinsic contextual relations between sub-sentences. Recently,
dominant neural networks which focus on sentence representations can grasp
the semantic information while inefficient to extract ideological target context.
For instance, some recurrent neural networks [11,24] are capable of capturing
abundant semantic correlations for sentiment analysis [3], but are not dedicated
for extracting local features. Other frameworks represented by recursive neural
networks fetch lexical characteristics to identify ideological influence [13], while
depend on complex syntactic tree parsing [15,22]. Convolutional models [14]
which toward stance classification [23] can extract local features, yet can not
learn sequential correlations. These methods alone are insufficient for purifying
target-related context or learning contextual information to the greatest extent.

To address these limitations, we propose a target-specific Convolutional Bi-
directional LSTM neural network (CB-LSTM) which is suitable in capturing
target-related context and learning semantic representations simultaneously. We
apply a modified convolutional structure which is designed to obtain target-
related context and reserve position information between n-grams. Then we
integrate the output of convolutional layer into BLSTM, which helps to avoid
missing long text information, to learn the sequential correlations. By combin-
ing the convolutional and LSTM structure, our model takes advantage of both
convolutional neural models and recurrent neural networks.

We evaluate the performance on Convote, IBC [13] and a well-refined Twit-
ter dataset with the work of our team [5]. Experimental results show that the
CB-LSTM model has superior performances over other existing methods. The
main contributions of this work can be summarized as follows:

• We present a unified neural network CB-LSTM which can extract core local
features and encode sequential correlations between sub-sentences.

• We adopt the CB-LSTM model to enhance target-related context and learn
semantic representations simultaneously for ideology detection task. The
empirical results show that it outperforms other state-of-the-art approaches.

• We introduce an innovative and generic method to obtain ideology-related
dataset from massive data.

2 CB-LSTM Model

We propose a target-specific convolutional bi-directional long-short term neural
network to capture the target context and semantics of the text which are fur-
ther used as features for ideology detection. First the representations of target
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Fig. 1. (a) is the CNN architecture for learning target representations. (b) is the main
structure of BLSTM. Dashed arrows indicate dropout layers are applied.

semantic or n-grams for each sentence are learned through convolutional struc-
ture in Fig. 1(a) with word embeddings as inputs. Next, the target-level vectors
are concatenated with the word embeddings and are fed into the BLSTM net-
work. Finally, the output is passed to a hidden layer and the softmax layer
determines the ideology score with maximum probability of the word as shown
in Fig. 1(b).

2.1 Target Context Representation Through CNN

In this section, we will present a convolutional network with multiple filters to
learn semantic representations of the implied target n-grams. In our network,
the CNN only has one layer of convolution on top of pre-trained word vectors.
In addition, there is no fully connected layer at the end.

A convolution operation involves multiple filters. They are applied to a win-
dow of h words in a tweet t expressed as xi:i+h−1 which is the concatenation
of words w1, w2, ..., wn. As a result, some feature maps are produced. A local
feature ti ∈ R

1×(|t|−h+1) related to the ideological target is computed by

ti = f(Wt · xi:i+h−1 + bt) (1)

where Wt ∈ R
hf×h·k is the weight matrix between input and convolution, bt is

a bias term for each feature map f is a hyperbolic tangent (tanh) function and
k is the dimension of word vectors. We use three filters whose window sizes are
2, 3 and 4.

Then a pooling layer to get a fixed length vector is applied. We refer to
a Chunk-Max Pooling [18] operation which has been proved improvement to
capture necessary position information between target features.

2.2 Sentence Representation with BLSTM

In this section, the target-level representation vectors learned through the con-
volutional layer are concatenated with the original word embeddings. Then we
feed the concatenated vectors with intensified target semantic information into
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BLSTM to learn rich contextual correlations of the sentence. The detailed struc-
ture is shown in Fig. 1(b).

As a special RNN structure, LSTM has shown strong capability for modeling
long-range dependencies over standard RNN in various previous studies [12,16].
The key element of LSTM is cell state ct. It is able to remove or add information
to the cellular state through a carefully designed structure called “gates”: the
input gate it, forget gate ft and output gate ot, which are used to protect and
control cell status and avoid gradient vanishing or exploding [11]. We refer to
the structure of Graves [20] and the main steps are as follows.

it = f(Wi · [ct−1, ht−1, xt] + bi)
ft = f(Wf · [ct−1, ht−1, xt] + bf )
ct = ft ◦ ct−1 + it ◦ tanh(Wc[ht−1, xt] + bc)
ot = f(Wo · [ct−1, ht−1, xt] + bo)
ht = ot ◦ tanh(ct)

(2)

where ◦ denotes element-wise multiplication, f is the sigmoid function and bi, i ∈
[i, f, c, o], is the different bias term belonging to different gates.

BLSTM has both a forward and a backward LSTM in the hidden layer. The
forward LSTM captures the past feature context, while the backward LSTM
captures the future feature information. Dropout is used to avoid overfitting.

2.3 Ideology Detection

In the last layer of the CB-LSTM, we intend to predict the ideology polarity of
one sentence based on learned semantic sentence representation ho with several
hidden layers and a softmax function. The output is defined as

ỹi =
exp((Wo · ho + b)i)

∑k
j=1 exp((Wo · ho + b)j)

(3)

where k is the number of known labels.
The loss function applied is cross-entropy error between predicted label ỹi

and true label yi.

L(X, y) =
N

∑

j=1

k
∑

i=1

ỹj
i · log(yj

i ) + λ||θ||2 (4)

where N is the number of train data, λ is the regularization coefficient and θ
stands for the model parameters. We apply RMSprop algorithm to update the
parameters by minimizing the loss function on training dataset.

3 Experiments

3.1 Datasets

To perform the effectiveness of our model, we focus on Convote [19], IBC [13]
and Twitter data. Convote dataset is the Congressional debates data that has
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Table 1. The overall information of the datasets. #class is the number of classes,
#sen represents the number of sentences in per dataset, #word is the vocabulary size
of words, #avgLen is the average number of words contained in each sentence.

Dataset #class #sen #word #avgLen

Convote 2 7,816 15,024 25.5

IBC 2 3,412 13454 41.4

Twt4w1kw 3 40,000 23246 26.5

Twt2w1kw 3 20,000 19958 23.4

Twt2w2kw 3 20,000 19958 23.4

annotation on the author level. IBC is the Ideological Books Corpus which con-
tains a million sentences written by authors with well-known political leanings.
It was after annotated on the sentence and phrase level by crowdsourcing [13].

Twitter Datasets: In order to get enough ideology-related datasets, we col-
lected 88 liberal and 131 conservative user accounts from American political
forums and crawled 668763 tweets posted by them until June 2015 as our Twitter
corpus. Next we apply an innovative transfer learning model for accurate event
detection [5] to extract 16 category-level ideology keyword lists from Wikipedia,
ranked by Chi-square score which is the degree of prominence used to differ-
entiate from other keywords in the same categories. After correction by politi-
cal domain experts, we get the final outstanding ideology keyword lists. With
these comprehensive keyword lists, we filter the tweets corpus. Table 1 provides
detailed information about each final dataset. Suffix ikw represents that the
dataset is filtered by i keywords.

3.2 Experimental Setting

We preprocess the datasets as follows. For all datasets, we use Standford
CoreNLP1 tool to get tokenization of the sentences. We split each dataset into
training and testing sets with 80/20, with 10% of the training set as development
set. The evaluation metric of all these datasets is accuracy.

All of the parameters are initialized from a uniform distribution uniform
(−0.05, 0.05). We pre-train a 100-dimension word embedding matrix on a 2
billion tweets set crawled in the year of 2015 and 2016 by skip-gram model of
Google word2vec2. Other hyperparameter settings of our neural networks are
depending on which dataset is being used. For convolutional layers, we use some
of the hyper-parameters following previous work [14]. A mini-batch size is 50.
We set the size of memory dimension as 50 and the learning rate of RMSprop
to 0.01. Dropout rate is set to be 0.5 in convolutional and BLSTM layer. L2
regularization of le-6 is used to the last softmax layer.

1 http://stanfordnlp.github.io/CoreNLP/tokenize.html.
2 http://code.google.com/p/word2vec/.

http://stanfordnlp.github.io/CoreNLP/tokenize.html
http://code.google.com/p/word2vec/
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4 Results and Discussion

4.1 Ideology Detection

The experimental results are shown in Table 2. We compare the traditional base-
lines SVM and Logistic Regression to other neural network approaches. The
experiment results show that the latter models outperform the formers on all
datasets. It proves the deep learning methods are better at capturing semantic
information. It’s worth noting that, as a rapid approach, FastText [17] has bet-
ter performance far more than the basic methods and also obtains competitive
results compared to several neural networks.

When comparing the CB-LSTM to the RecursiveNNs which include RNN1-
w2v and RNN2-(w2v) [13], we find it outperforms the latter on all datasets
except IBC. We believe the reason is that RNN2-(w2v) significantly benefit from
phrase-level annotations with a syntactic parsing tree. But most of the datasets
lack phrase annotations, RNN2-(w2v) is only applied to IBC dataset. Despite the
competitive results, our model does not require complicated syntactic parsing
process, which means that it is more simple to train with lower complexity.

By comparing many variants of LSTM and CNN [14] implemented by us,
we discover that (1) BLSTM has better performance than single directional
LSTM. Because the BLSTM is able to learn contextual information at every
time step from both previous and future text. (2) CNNs achieve better results
than RecursiveNNs on most of the datasets which illustrates that CNNs are good
at capturing the context information through the convolution layer and extract
key features by pooling layer. (3) CNN-LSTM outperforms LSTM on all datasets
which strongly proves that the importance of target-context representations.

Table 2. The accuracy of ideology detection on five datasets. The top block includes the
baselines. The models in the second block are the state-of-the-art neural networks. The
penultimate is a fast-trained method. The best method in each settings is in bold.

Model Convote IBC Twt4w1kw Twt2w1kw Twt2w2kw

SVM + BoW 68.1% 64.5% 62.6% 64.2% 64.4%

LR + BoW 67.7% 65.3% 63.3% 63.7% 64.3%

SVM + word2vec 69.8% 62.7% 65.9% 66.2% 65.5%

LR + word2vec 67.8% 62.8% 66.5% 67.0% 66.7%

RNN1-(w2v) 70.2% 67.1% 61.4% 62.9% 67.5%

RNN2-(w2v) - 69.3% - - -

CNN-nonstatic-rand 69.9% 62.7% 63.4% 65.3% 67.4%

CNN-static-word2vec 71.3% 63.3% 65.1% 67.0% 68.0%

CNN-nonstatic-word2vec 73.5% 66.1% 67.7% 68.9% 69.4%

LSTM 68.1% 64.7% 67.1% 66.4% 65.9%

BLSTM 69.7% 65.5% 67.5% 67.9% 67.4%

CNN-LSTM 73.1% 68.1% 64.1% 65.0% 70.5%

FastText (Mikolov et al. 2016) 71.8% 64% 64.7% 66.8% 67.0%

CB-LSTM 75.2% 68.9% 69.1% 69.8% 71.8%
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With the ability of intensifying target-related semantic context and repre-
senting contextual correlations with lower time complexity, the CB-LSTM model
outperforms or achieves competitive results with respect to other methods. Fur-
thermore, we find that all methods perform better on Twt2w2kw dataset than
Twt2w1kw which reveals that our methods can obtain better results with more
accurate data.

4.2 Model Analysis

We do extensive experiments to check how the performance changes with various
parameters. Figure 2 shows the stability of CB-LSTM, CNN (CNN-nonstatic-
word2vec), LSTM and RNN1-(w2v) for different learning rates, hidden sizes,
sentence lengths, word embeddings initialization and filter lengths. In the fourth
subgraph, r100 represents random 100-dimension word embeddings. w300 and
g100 represent the available Google word2vec and Glove word embeddings3.
Specifically, s100 stands for our pre-trained word vectors with 100-dimension.

As shown in Fig. 2, all models are relatively smooth when learning rate is
greater than 0.05. The hidden size and sentence length do not have a significant
effect on the accuracy. Moreover, we find that CB-LSTM always performs better
than others which proved it is good at capturing contextual information. For
word embeddings initialization, the accuracy is higher with Glove initial vectors.
In addition, our pre-trained word vectors based on unlabeled tweets perform best.
The last but one shows that multiple filter lengths of 2, 3, 4 performs best among
all filter configurations. The last sub-graph shows that the fine-tuned learning
rates deviate about 0.45 from initial values.

Fig. 2. Accuracy for ideology detection as a function of five hyperparameters: learning
rate, hidden size, sentence length, word embeddings initialization and filter length.

3 http://nlp.standford.edu/projects/glove/.

http://nlp.standford.edu/projects/glove/
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5 Conclusion

In this paper we proposed a novel, integrated model, CB-LSTM for political
ideology detection. Our model is ideal for intensifying ideological target-related
context and learning comprehensive contextual information at the same time
without depending on complicated tree parsing. The experiment results demon-
strate that our model outperforms several baselines on real datasets. Further-
more, we publish an ideology-related dataset which can be used to many ideology
analysis tasks. Our model can be also applied into general sentiment analysis,
question classification and many other tasks.

In the future, we plan to integrate other public profile information of users,
such as marriage status and income, into the current model to better understand
user’s ideology.
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Abstract. Article in the web is usually titled with a misleading title to
attract the users click for gaining click-through rate (CTR). A clickbait
title may increase click-through rate, but decrease user experience. Thus,
it is important to identify the articles with a misleading title and block
them for specific users. Existing methods just consider text features,
which hardly produce a satisfactory result. User behavior is useful in
clickbait detection. Users have different tendencies for the articles with
a clickbait title. User actions in an article usually indicate whether an
article is with a clickbait title. In this paper, we design an algorithm to
model user behavior in order to improve the impact of clickbait detection.
Specifically, we use a classifier to produce an initial clickbait-score for
articles. Then, we define a loss function on the user behavior and tune
the clickbait score toward decreasing the loss function. Experiment shows
that we improve precision and recall after using user behavior.

1 Introduction

Nowadays, headline of news or online article is inclined to be titled more attrac-
tively in order to attract more click. Various strategies such as building suspense,
sensation, luring and teasing are used to make the title attract users’ click. Users
have different tendencies for the articles with such a clickbait title. Some of users
hate these kinds of articles and think they are fooled. Others are willing to browse
these kinds of articles. Hence, it is important to identify whether an article has
a clickbait title and block them in the information stream for the specific users.

Existing methods only take text feature and meta-data (source, url feature
etc.) into account. There is not a great difference between clickbait and non-
clickbait in the body. Hence, traditional text classification methods have little
effect in clickbait detection. Although the title text looks helpful for our task,
length of the title is too short to make results reliable. As for meta-data, it just
offers little help in our experiment. We do not have enough cues to finish our
task well from the information of article itself. However, user behavior provides
us with extra evidence. Users have different tendencies for articles with clickbait
title. The effect of the classifier is enhanced by analyzing user behavior based on
the above assumption.

c© Springer International Publishing AG 2017
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In this paper, we firstly use a classifier using a serial of features to produce
an initial clickbait score for every article. We considers the effect of a clickbait
title as the residual between click-through rate (CTR) predictor and real value.
Then we learn the residual from real data. We define a loss function based on
user behavior. At last, we minimize the loss function by tuning user interest and
article clickbait-score. Experiments show that our strategy is effective. Our main
contributions are:

1. we present a model combined with user behavior for clickbait detection.
2. we define a loss function on user behavior and tune clickbait score of article

toward decreasing the loss function.
3. we conduct a series of experiments to verify effectiveness of our method.

The rest of the paper is organized as follows. Section 2 gives an overview of
the related areas. Section 3 introduces our method Sect. 4 introduces our exper-
iments. At last, we summarize our work in Sect. 5.

2 Related Work

Recently, as the development of information stream application, clickbait detec-
tion has attracted some interest. Potthast et al. [13] studies clickbait detection
in Twitter. They make use of three kinds of features: teaser message, linked web
page and Twitter meta information. Teaser message and content of linked web
page in their work are similar to title and body of article in our work. They use
three kinds of classifier respectively (logistic regression, naive Bayes and random
forest) with these features.

Chakraborty et al. [4] compare clickbaits and non-clickbaits from different
angles. They detect clickbait mainly based on topical similarity and linguistic
patterns.

Biyani et al. [2] also purpose a serial of features similar to the above paper.
None of them considers user behavior. The above researches mainly focus on
textual features.

Chen et al. [5] discus what kinds of cue would help clickbait detection. They
also believe lexical and syntactic features are helpful. Besides, they propose that
image analysis and user behavior analysis, which we mainly discuss in this paper,
may be useful. However, there are not any experiment to prove their idea in the
paper.

3 Clickbait Detection Based on User Behavior

In this section, we will introduce our method. Firstly, we establish model to
estimate whether or not an article is clickbait. The model gives an article an
initial click-bait score. We introduce this part in Sect. 3.1. Secondly, we model
the effect of clickbait title on the users click as the residual between the real
action and Click-Through Rate of our CTR predictor. We introduce this part in
Sect. 3.2. At last, we define a loss function and tune the score by minimizing our
defined loss function to product a final clickbait score. We introduce this part in
Sect. 3.3.
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Table 1. Description of features. Source T, B, M imply that the feature is extracted
from the title, the body and the mixture of them respectively. Feature categories N,
B, VEC denote numeric, binary and vector respectively.

Feature name Description Source Type

{Has, Num}exclm Presence/number of exclamation mark T B/N

{Has, Num}ques Presence/number of question mark T B/N

Haspron Presence of pronoun T B

Hasint Presence of interrogative T B

Numwords Number of words T N

Numdots Number of dots T N

Stoprate Stop words ratio T N

Unigram tf-idf weight of words T,B VEC{N}
Bigram tf-idf weight of bigrams T,B VEC{N}

3.1 Initializing Clickbait Score for Articles

Firstly, we train a classifier to produce an initial clickbait score for each article.
Intuitively, the more reliable initial clickbait score is, the better result will be.
Thus, we train a classifier as well as possible. In order to select suitable features,
we refer to the related work [1,10–12]. A complete description of all features is
shown in Table 1.

We compare with the five well-known machine learning algorithms including
Logistic Regression (LR) [3], Naive Bayes (NB) [9], Random Forest (RF) [7],
Support Vector Machine (SVM) [6], and Gradient Boost Decision Tree (GBDT)
[8]. We choose GBDT to produce initial clickbait score based on the experiment
due to the best performance. After training, we initial the clickbait score of an
article as output of the classifier.

3.2 Fitting Residual Error

The click-through rate prediction should take thousands of, even millions of fea-
tures into account. Many factors influence whether a user clicks an article. We
have had a ready-made predictor, which use 20 thousands-dimension features
based on the personas and attributes of articles. We model the effect of a click-
bait title as the residual between the real click and the predicted value given
by original CTR predictor. We call CTR predicted by original CTR predictor
original CTR (a given value in our dataset). We define real CTR as the modified
CTR after considering clickbait factor. The residual is equal to real CTR minus
original CTR as Eq. 1.

residual = realCTR − originalCTR (1)

We build a logistic regression model with a linear scaling to fit the residual
between the real click and the predicted value. Two factors could help us fit the
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residual: the user interest in clickbait title and the clickbait-score of article. We
choose three combinations of them as features:

1. The Product of User Interest and Clickbait-score. It is easy to assume that
users tend to click the article with a clickbait title if he/she is interested in
clickbait. This value will be large on the above condition.

2. Difference between Clickbait-score and User Interest through Rectified Linear
Function. A user with a low interest is almost impossible to click an article
with a clickbait title. This feature will be large, when this happens. But a user
with a high interest can still click an article with a normal title. Therefore,
we add a rectified linear function to handle this situation.

3. The Clickbait-score itself. Our statistics shows that the articles with a click-
bait title gain more traffic. Therefore, we choose it as one of our features.

The input of the model is the three features above. The output indicates the
impact of features on click (1 for positive impact and 0 for negative impact).
Logistic regression model is as Eq. 2.

pr(click
∣
∣pairi) = (1 + e−wT x)−1 (2)

where pairi is a pair of an article and a user, w is a four-dimensional vector
including weights of the above three features and a bias term.

The output value of logistic regression model is between 0 and 1. It does not
meet our demand. Thus, we take the probability through the linear scaling to
be the residual as Eq. 3.

residual = k(pr(click
∣
∣pairi) − 0.5) (3)

where k is scaling parameter, which indicate how important is the effect of a
clickbait title.

Now the real click-through rate is represented as the standard click-through
rate plus residual as Eq. 4.

p(click
∣
∣pairi) = pb(click

∣
∣pairi) + residual (4)

where pb(click
∣
∣pairi) is the standard CTR of pairi.

3.3 Tuning Clickbait Score Based on User Behavior

We define the loss function as Eq. 5.

L(I, C;Pair) =
m∑

i

(yi − p(click
∣
∣pairi))2 + α(

∑

x∈C

(x − x2) +
∑

y∈I

(1 − y)2) (5)

where I is the user interest vector, C is the clickbait-score of articles vector, is a
weighting parameter, m is the size of training set and Pair is a serial of records
of user action. Each record is represented as a quadruple {user id, article id,
standard CTR, action (1 for click and 0 for only-view)}.
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The loss function consists of two terms. The first term is the first sigma
symbol. It is an empirical risk term and is represented as a square loss. It define
the loss of user behaviors. The second term is used to control the distributions
of clickbait score and user interest. The role of first term is easy to understand.
We will explicate the role of second term in experiment section.

In order to get more reliable clickbait-score, we minimize the loss function by
gradient descent. Firstly, we fix the clickbait-score vector and calculate gradient
of interest vector and clickbait score vector respectively as Eqs. 6 and 7.

∂L

∂I
= 2k

m∑

i

(yi − p(click
∣
∣pairi))pr(click

∣
∣pairi)′

I + 2α
∑

y∈I

(1 − y) (6)

∂L

∂C
= 2k

m∑

i

(yi − p(click
∣
∣pairi))pr(click

∣
∣pairi)′

C + α
∑

x∈C

(1 − 2x) (7)

Then we update interest vectors and clickbait score by gradient descent
algorithm.

4 Experiments

4.1 Dataset

We have two kinds of datasets: the article sets and the user behavior record
sets. The article set are crawled from four major website portals (Sohu, Tencent,
Netease and Sina), WeChat public accounts and some professional BBS.

There are two article sets. The first dataset contains 32,037 articles (7,461
clickbait and 24,576 non-clickbait) which are manually annotated if the article
with a clickbait title. It is used for training and testing the basic model. The sec-
ond contains 11,193 annotated articles (2,638 clickbait and 8,555 non-clickbait).
It is user for testing the entire model. The two article sets are crawled in different
periods.

The user behavior record set is the behavior records of 12,451 relatively active
users. We also have two user behavior sets, which is the corresponding user record
in two article sets. The first one has 5,688,369 records. It is used for training and
testing the residual predictor. The second one has 6,254,448 records. It is used
for testing the entire model.

4.2 Classifier Model Selection

To address the issues of imbalances between the positive examples and the neg-
ative examples in first dataset, we randomly select 7,461 examples from all non-
clickbait examples as negative examples. We randomly select 80% examples as
training set. The remaining 20% is used for testing. We compare the five well-
known learning algorithms as implemented in sklearn using default parameters.

The experiment results can be found in Table 2. From the perspective of
comparing classifier, GBDT gets the best performance in general. GBDT also
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Table 2. AUC of CTR predictor of different k.

LR NB RF GBDT SVM

Precision 0.75 0.71 0.72 0.75 0.71

Recall 0.76 0.77 0.74 0.81 0.80

Table 3. AUC of CTR predictor of different k.

k 0.00 0.02 0.04 0.06 0.08

AUC 0.7258 0.7484 0.7581 0.7603 0.7581

performs well in recent kaggle competition. One of the reason is that GBDT has
a better anti-noise capability than the other methods above. Our datasets come
from real world and inevitably include noise.

4.3 Training the Residual Predictor

We divide the first record set into three parts. The first part is used for initial-
izing user interest. We set user interest to the proportion of clickbait in articles
that user click recently. The second part is used for training residual predictor.
We train the residual predictor based on Sect. 4.1. The third part is used for
evaluating and choosing an appropriate parameter k. We compare the effects of
different k for p(clickpairi). Table 3 shows the ROC curve and area under roc
curve (AUC) value with different k.

Experiments demonstrate that clickbait title has a nonnegligible impact on
users click. Although the increase of AUC is not very significant, it is enough
for us. Our goal is not to improve AUC, but to model the effect of clickbait title
on users click. Thus, such a performance is enough for us. There is only a little
difference between different parameter k. AUC reaches a maximum, when k is
equal to 0.06. Therefore, we set k equal to 0.06 in the following experiments.

4.4 The Effect of User Behavior

We choose the result of the GBDT classifier with all features as the initial
clickbait-score due to the best performance. The basic classifier gets 75.85%
precision and 80.76% recall in article set 2. We also initialize user interest with
the proportion of clickbait in articles that user click recently.

From the Table 4, Initial precision and initial recall are evaluated by the
basic classifier in article set 2. Terminate precision and terminate recall are the
value that precision and recall reach a stable point in iteration. We can see that
precision gradually reaches 1.0 and recall falls dramatically if we do not add the
second term into the loss function. Users usually click many non-click articles
whether they are interested in clickbait or not. User interest decline because of



Boost Clickbait Detection Based on User Behavior Analysis 79

Table 4. Performance with different alpha.

Alpha Initial precision Initial recall Terminate precision Terminate recall

0 0.7585 0.8076 / 0.0000

2 0.7585 0.8076 0.9535 0.6846

4 0.7585 0.8076 0.8127 0.8203

6 0.7585 0.8076 0.7680 0.8097

this behavior. Then all clickbait scores decline. Clickbait scores and user interest
will have a further decline in next iteration. Thus, precision increases and recall
decreases gradually at the beginning. At last, all articles are classified as non-
clickbait. Therefore, we need to add a term into the loss function to control the
distributions of user interest and clickbait score. The term (1− y)2 make it easy
to increase and hard to decline for user interest. Besides, the term (x − x2) is
close to 0, when clickbait score is close to 0 or 1. It is close to maximum, when
clickbait score is close to 0.5. This term make it hard to change their result
of classification for articles with explicit result and stop the trend of overall
deviation toward high clickbait score and user interest.

We can see that the distribution control term play a part role when alpha
is equal to 2. However, it is not enough. In this condition, a large proportion of
articles are classified as non-clickbait. It results in a high precision and low recall.
When alpha is equal to 4, we reach the best performance. Precision increase 0.05
to 0.8127 and recall increase 0.01 to 0.8203 comparing with initial precision and
recall. The performance indicate that our model confirm to the real situation. As
alpha increases, precision and recall are almost constant and keep the original
level. This is because the weight of distribution control term is too large, which
make the cost too much to change categorized result. Thus, articles tend to keep
the original result.

5 Conclusion and Future Work

In this paper, we look for a new way to help us achieve the higher precision and
recall. We propose a method that models user behavior and conduct relative
experiments. The main innovation of our algorithm is the following two ideas:

1. we model the effect of a clickbait title as the residual between the real click
and the predicted value from standard click-through rate predictor.

2. we tune the clickbait score based on user behavior.

Experiments show that we increase 0.05 precision and 0.01 recall comparing
with the methods not considering user behavior by utilizing user behavior. It
demonstrates that user behavior indeed is useful for clickbait detection. Besides,
our method can integrate with any other clickbait detection method. The only
need is to put the result of other methods as the initial clickbait score in our
method.
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Abstract. As one of the key features of social networks, friends rec-
ommendation is a kind of link prediction task with ranking that was
extensively investigated recently in the area of social networks analy-
sis as users would like to follow people who have similar interests to
them. We use Twitter as a case study and propose a novel hybrid friends
recommendation framework that is not only based on friends relation-
ship but also users’ location information, which are recorded by Twitter
when they posted their tweets. Our framework can recommend friends
to users who have similar interests based on location features by using
collaborative filtering to effectively filter out those common places which
are meaningless, e.g., bus station; and focuses on those places that have
high probability that people are there more likely to become friends, e.g.,
dance studio. In addition, we propose a multiple classifiers combination
method to leverage the information contained in friends and locations
features in order to get better outcomes. We evaluate our framework on
two real corpora from Twitter, and the favorable results indicate that
our proposed approach is feasible.

Keywords: Social network · Recommendation systems

1 Introduction

With the fast growing of Web 2.0, social networking sites like Twitter are becom-
ing increasingly popular. For example, people can use Twitter to find their friends
and catch up their recent status. Friends recommendation is a kind of link pre-
diction task with ranking that was extensively investigated recently in the area
of social networks analysis [5,7,31]. It is also very important in information man-
agement. As a typical example like Twitter, which allows its users to send and
read text-based posts of up to 140 characters, known as tweets. It is not suffi-
cient for a system to provide recommendation based on friends relationship or
the most popular users because users normally only want to follow people who
have similar interests [10].

In addition, Twitter have millions of users that means they are often quite
sparse with low density of links among users. As a result, the link prediction

c© Springer International Publishing AG 2017
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space is huge and highly imbalanced. Existing approaches merely focus on find-
ing friends in the 2-hop social neighborhood, i.e., friends-of-friends of a user
[23]. It may likely result in an exponentially larger set of increasingly less likely
candidates if we extend the range to 3 or more hops neighborhood. As a con-
sequence, the friends recommendation problem appears heavily influenced by
network distance between users.

To overcome this problem, we propose a friends recommendation frame-
work to use location information that is the places visited by each user apart
from friends relationship information. The increasing availability of location-
acquisition technologies, e.g., GPS, nowadays enable people to log the location
histories with spatial-temporal data. Such real-world location histories provide
us with the correlations of users’ interests and the places they have visited
[1,7,19,25,30,31,33]. We use Twitter as a case study in this paper not only
because Twitter is one of biggest social networks in the world but also the way
of communication in Twitter is quite standard compared to other social net-
works.

However, Twitter users have the right to determine if they want to share
their current location and the location information is not always available. For-
tunately, we can retrieve some location information from Twitter as it added
an explicit GPS tag that can be specified for each tweet in early 2010 and is
continually improving the location-awareness of its service [23]. In addition, we
can also extract location information from users’ tweets even if users turn off
the GPS tagging. For example, users who posted tweets with the keywords “step
up dance studio” in the same period of time might be friends or may become
friends as they all have been to “step up dance studio” or at least interested in
this place. Therefore, we may recommend friends to these users based on the
extracted information.

Our framework can recommend friends to users who have similar interests
to them based on location features by using collaborative filtering [4,24,32] to
effectively filter out those common places which are meaningless, e.g., bus sta-
tion; and focuses on those places where have high possibility that people are
there more likely to become friends, e.g., dance studio. We then pick top 10
places based on the score generated by our methods. Additionally, to achieve
better recommendation outcomes, we propose a multiple classifiers combination
method to combine the outputs from different classifiers. Our main contributions
are summarized below:

1. We propose a hybrid friends recommendation framework, which uses col-
laborative filtering to effectively filter out those common places which are
meaningless so that the recommendation performance can be improved.

2. We further propose a multiple classifiers combination (MCC) method that
combines outputs of multiple classifiers, which leverages the information con-
tained in the features of friends relationship and location information.

3. Extensive experiments have been performed on two real data sets we retrieved
from Twitter. We show that our framework performs significantly better than
baseline method in different scenarios.
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The rest of this paper is organized as follows: In Sect. 2, we discuss related
works in link prediction, particularly friends recommendation. In Sect. 3, we
formulate our problem and describe the details of our framework. In Sect. 4, we
present our experiments, evaluation metrics, and results. We also conclude this
study and discuss future work in Sect. 5.

2 Related Work

Hoff et al. [11] introduced a class of latent class models from the perspective
of social networks analysis which tries to project all the networked objects to a
latent space, and the decision for link existence is based on their spatial posi-
tions. However, the authors have not discussed in detail about the choice of a
prior distribution for latent positions so that the outcome is not really impres-
sive. Taskar et al. [26] proposed a model by applying the Relational Markov
Network (RMN) framework to define a joint probabilistic model over the entire
link graph. The application of the RMN algorithm provided significant improve-
ments in accuracy over flat classification. Though we have applied RMN and
obtain success in our earlier work for link prediction [35], but we found that
RMN is good at predict linking over relational data, e.g. friends relationship,
but it is not suitable for uncertain relational data like location information as
some relationships among objects are not useful.

Basilico and Hofmann [2] proposed to use the inner product of two nodes and
their attributes as similarity measure for collaborative filtering. Their method
showed how generalization occurs over pairs with a kernel function generated
from either attribute information or user behaviors. They did not consider the
relationship might be changed, which means the similarity measure might be
different along with the time. Therefore, we do not use similarity measure for
the collaborative filtering in our approach.

Huang et al. [12] introduced the time-series link prediction model problem
and taking into consideration temporal evolutions of link occurrences to pre-
dict link occurrence probabilities at a particular time. We learn time-series link
prediction from their model and apply additional location information into our
approach.

Hannon et al. [10] focused on the creation of relationships between users and
attempt to harness the real-time web as the basis for profiling and recommenda-
tion. They evaluated a range of different profiling and recommendation strategies
based on a large dataset of Twitter users and their tweets. Their profiling algo-
rithm is interesting but again they ignored those important location information
which make their system recommend a list of popular persons rather than a list
of persons who might have similar interest to users.

Scellato et al. [23] designed a Link prediction systems in a location-based
social network called Gowalla with periodic snapshots to capture its tempo-
ral evolution. They defined new prediction features based on the properties of
the places visited by users which are able to discriminate potential future links
among them and found about 30% of new links are added among place-friends,
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i.e., among users who visit the same places. They proved the location features
certainly can help people find friends though some of properties they described
in the paper are not available in Twitter, which is one of the issues we try to
solve in this paper.

Sadileka [21] presented a recommendation system called Flap which infers
social ties by considering patterns in friendship information, the content of mes-
sages, and user location. Each component is a weak predictor of friendship alone,
but combining them results in a strong model, accurately identifying the major-
ity of friendships. They evaluated Flap on a large sample of highly active users
from two distinct geographical areas and show high accuracy on the reconstruc-
tion graph even when no edges are given. However, they did not consider some
places are useless, e.g. bus stop, which should not be used as location features.

Regards to extract useful location information, Zhou et al. [34] used a col-
laborative filtering recommenders based only on users’ check-in data for location
recommendation. Though their research is not for friends recommendation but
their user-based model can be adapted for our approach to get common places.

Biancalana et al. [3] proposed a recommendation system to identify users’
needs. Though their methodology is not for friends recommendation, but their
information filtering process for points of interests are good reference for our
work. Later, Gurini et al. [9] proposed a user recommendation method based
on a novel weighting functions, which uses users’ sentiments to build user pro-
files to employ in the recommendation process. Though users’ sentiments are
proved to be useful for friends recommendation by the authors, it can not resolve
the geographical gap between users. Trattner et al. [27] recently evaluated the
social proximity of users via supervised and unsupervised learning approaches
and establish that location-based social networks have a great potential for the
identification of a partner relationship.

3 Proposed Framework

As we mentioned earlier, our recommendation framework focuses on combining
location information and friends relationship information to recommend friends
to users because people who often visit the same place are normally have similar
interest and likely to become friends [16].

The proposed friends recommendation framework is shown in Fig. 1. We
first implement a PHP script to retrieve data from Twitter by using Twitter
Stream API1, and generate a list locations based on information from GPS tags
and tweets by adopting collaborative filtering methods. We then use these loca-
tions information plus friends relationship information as features to a classifier
and generate Top-K friends for users from test dataset as recommended friends
according to the assignment by the classifier. There are several key components
in this framework, and we will discuss each of them in the following sections.

1 https://dev.twitter.com/docs/streaming-apis.

https://dev.twitter.com/docs/streaming-apis
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Fig. 1. Friends recommendation framework

3.1 Friends Relationship Features

Friends relationship also known as friends-of-friends, is always an important ele-
ment to be considered in a social network friends recommendation system. Users
are likely to add more friends through friends relationship as the recommended
friends are users may know [17]. In the context of twitter, we define friends
relationship as the common followees and followers of two users.

For example, if two users share a large amount of followers, then they are
likely to have similar interests or occupation, e.g., two popular singers. It makes
sense to recommend them as friends of each other to create more business oppor-
tunities. Therefore, we treat both users’ followees and followers as friends of
users, and we do not consider any further distance between them, e.g. 3-hop
neighborhood, due to the possibility of resulting in an exponentially larger set
of increasingly less likely candidates [23].

Assume a Twitter user U in the time snapshot t has a list of followees FE(Ut)
and followers FL(Ut)’ union set FR(Ut) as friends of Ut, we then have the
recommendation score RS for user U

′
t to be a friend of Ut as shown in Eq. (1):

RS(Ut, U
′
t ) =

|FR(Ut)
⋂

FR(U
′
t )|

|FR(Ut)
⋃

FR(U ′
t )|

(1)

where
FR(Ut) = FE(Ut)

⋃
FL(Ut) (2)

FR(U
′
t ) = FE(U

′
t )

⋃
FL(U

′
t ) (3)

We then define the friends relationship features as below:

Definition 1. Friends Relationship Features: We call F (Ut, U
′
t ) is a set of

friends relationship features for a Twitter user U
′
t at the time snapshot t to be
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a friend of Ut including the number of common followers and followees between
users, the number of common friends(union of followers and followees), and the
fraction of common friends represents as the recommendation score RS(Ut, U

′
t ),

which is calculated by the number of mutual friends in the dataset.

Though friends relationship is an important factor but it is not sufficient for
users to find out people who have similar interest to them because two users have
many common friends may not have similar interest. In the following sections,
we are going to take location information into consideration because real world
location histories provide us with the correlations of users’ interests and the
places they have visited [33].

3.2 Location Information Extraction

There are two types of location information we are going to use from users’
tweets in our framework. One is the GPS tags associated with each tweet, the
other is the location information in each tweet. However, the GPS tags are not
always available if users manually turn off the option or users use a laptop to
post tweets. In this case, we try to explore the information in the tweets to
collect possible location information. For instance, if an user posts a tweet “I
am watching shows in Hilton.”, then “Hilton” certainly is a meaningful location
information in this context though it is possible that there are many locations
with this name but we can use collaborative filtering to solve this issue. Details
are given in the next section.

To extract the location related information from tweets, we used the Stanford
Named Entity Recognizer2 to perform the extraction. This recognizer provides
a general implementation of Conditional Random Field (CRF) sequence models
[15], which is a class of statistical modelling method to recognize the words in a
text which are names, e.g. location names. CRF can take context into account
compared to other ordinary classifiers which require labelling for a single sample
without regard to “neighboring” samples. We choose the good 3 class (PERSON,
ORGANIZATION, LOCATION) named entity recognizers for English and its
performance has been described in [8].

3.3 Location Features Construction

Though we can retrieve a set of GPS tags and location names from tweets but
not all of them are useful in our approach. For example, location like bus sta-
tion is meaningless, people might be always in the same bus station every single
working day but they might have never talked to each other in their whole life.
Thus, the probability for them to become friends are not high from our per-
spective because this kind of location information (e.g., XXX bus station) does
not show common interest from their tweets, particularly compared to places
like “XXX dance studio”. Therefore, we need to adopt collaborative filtering to

2 http://nlp.stanford.edu/software/CRF-NER.shtml.

http://nlp.stanford.edu/software/CRF-NER.shtml
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effectively filter out those common places which are meaningless and focus on
places that may represent users’ interest. We choose two popular collaborative
filtering approaches, memory-based and model-based, to perform the filtering
process.

We first give a definition for the term “Common Places”:

Definition 2. Common Places: We call SP (Ut, U
′
t ) is a list of common places

that a Twitter user Ut shared with U
′
t if the GPS tags in each tweet they posted

at time snapshot t are in the range of 3 km or location names extracted from
each tweet they posted at time snapshot t are similar.

The reason we selected 3 km range as threshold is because 3 km is a stan-
dard industry setting for many popular location based service mobile apps, e.g.
AroundMe3. The location names similarity is calculated based on the popular
Jaccard coefficient approach for string similarity calculation. The definition and
performance of Jaccard coefficient can be found at [22].

We then have a list of features for location information:

(1) Number of Common Places - The number of same place two users Ut and
U

′
t share at time snapshot t, represents as |SP (Ut, U

′
t )| = |P (Ut)

⋂
P (U

′
t )|

where P (Ut) and P (U
′
t ) are the list of places extract for Ut and U

′
t ’ tweets

at time snapshot t [23].
(2) Fraction of Common Places - Similar to number of common place, we have

fraction of common place proposed in [23] as shown in Eq. (4):

|SFP (Ut, U
′
t )| =

|P (Ut)
⋂

P (U
′
t )|

|P (Ut)
⋃

P (U ′
t )|

. (4)

(3) Memory-Based Collaborative Filtering Common Places - As we discussed
earlier, some locations like bus stations are meaningless. Therefore we apply
collaborative filtering to filter out these locations as collaborative filtering is
a method of making automatic predictions about the interests of a user by
collecting preferences from many users.
In our case, we first used memory-based collaborative filtering [24] to calcu-
late a score Scoref (p) for each common place p of Ut and U

′
t as shown in

Eq. (5) which indicates place frequency:

Scoref (p) =
1
N

ΣU∈FRKp · 1
N ′ ΣU ′ ∈FR′K

′
p, (5)

where N and N
′

are the number of friends, FR and FR
′

are the set of
friends of Ut and U

′
t . Kp and K

′
p are the number of times they have been to

the place p at time snapshot t.
However, the high Scoref (p) does not indicate that the location has been
visited by many friends because the place may be visited by a small pro-
portion of friends with high frequency. To address this issue, we adopt the

3 http://www.aroundmeapp.com/.

http://www.aroundmeapp.com/
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inverse place frequency from document processing [13] as shown in Eq. (6):

Scoreif (p) = log
N + N

′

Np + N ′
p

, (6)

where N and N
′
are the number of friends, and Np and N

′
p are the number

of friends of Ut and U
′
t who have visited the place p. We then have Eq. (7),

which is the product of place frequency and inverse place frequency:

Score(p) = Scoref (p) × Scoreif (p). (7)

We then pick the top 10 places with the highest score Score(p) as location
features. By using this method, we can solve the issue we have addressed above
as it is common sense that people will not post tweets like “I am in bus stop.”
many times, therefore useless places like “bus stop” will be filtered out.

(4) Model-Based Collaborative Filtering Common Places We also use model-
based clustering collaborative filtering algorithm [29] as it has been shown
to be useful for classification tasks. Similar to (3), Score(p) is the score for
each common place p of Ut and U

′
t at time snapshot t, but in clustering

collaborative filtering algorithm, Score(p) is calculated according to Eq. (8):

Score(p) = 2

√
Σn

i=1|xi − yi|2 (8)

where xi, yi are the number of friends of Ut and U
′
t have been to the place

p i times at time snapshot t, i ≤ n. We also pick the top 10 places with the
highest score as location features.

3.4 Multiple Classifiers Combination Method

Once a set of features has been obtained, we then need to choose a categorization
algorithm to build a classifier that can produce the probability of two users to
become friends. Note that we do not consider feature selection in this paper as
it is not the main focus. Most friends recommendation algorithms are based on
machine learning techniques, Support Vector Machine and Bayesian Network are
two popular machine learning techniques among being widely used.

In our approach, we have four classifiers based on friends relationship and
location information, namely, SVM Friends, SVM Locations, BN Friends and
BN Locations. SVM and BN Friends classifiers are based on friends relationship
information while SVM and BN Location classifiers use location information
in each tweet as features. We did not combine friends relationship and location
information features into one classifier as these two features are based on different
types of information and our preliminary analysis showed the combination of
homogeneous classifiers can achieve better results which will be discussed in the
coming sections.

For each classifier, We then adopt an algorithm based on the approach pro-
posed in [23].
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For every snapshot t, we compute features for each pair of users who are not
friends at t, and assign a positive label to each pair if they become friends at
t + 1, and a negative label otherwise. Thus, training and testing sets are built
so that the features from a given time interval are mapped to class labels in a
future time interval. Hence, given M snapshots, we can create M − 1 learning
sets, each one with labels drawn from the next snapshot. Classifiers can then
be trained to build models and recognize positive and negative items from their
features.

Based on this algorithm, we further propose a multiple classifiers combination
(MCC) method to combine all four classifiers together because the intuition is
that the combination of homogeneous classifiers using heterogeneous features
can improve the final result [18].

Assume each classifier produces a unique decision regarding the recom-
mended friends of each user U in the test dataset, we then compare the results
among all the four classifiers and the final output depends on the reliability of
the decision confidences delivered by the participating classifiers. We apply the
concept of Decision Template (DT) to avoid the case in which the classifier make
independent errors [14] and calculate the confidence score.

Assume each classifier produces a output Ei(U) = [di1(U), ..., di|G|(U)] where
dij(U) is the membership degree given by classifier Ei for the recommended
friend j to a user U in the test dataset, j ∈ G, G is the set of friends recom-
mended or not recommended by classifier Ei. The outputs of all classifiers can
be represented by a decision matrix DP , which is defined as follows:

DP (U) =

⎛

⎜
⎜
⎝

d11(U) ... d1|G|(U)
d21(U) ... d2|G|(U)
d31(U) ... d3|G|(U)
dN1(U) ... dN |G|(U)

⎞

⎟
⎟
⎠

The membership degree dij(U) is calculated using the data Tf in training set,
Tf indicates a person, f = 1, 2, ..., |G| in each time snapshot as follows:

dij(U) =

∑|G|
j=1 Ind(Tj , i)

|G| (9)

where Ind(Tj , i) is an indicator function with value 1 if Tj is a recommended
friend and 0 otherwise. At this stage, we have the membership degree for a
recommended friend j to each user U and store in a matrix DP (U).

We then calculate the confidence score Scorej(U) for each user U using
various rules from the DP (U) for each recommended friend j and pick the top
most recommended friends with the highest confidence score. Assume N is the
number of classifiers, we apply minimum, maximum and average rules for the
matrix below to consider the diversity among multiple classifiers:

MinimumRule : Scorej(U) = MinN
i=1(dij(U)) (10)

MaximumRule : Scorej(U) = MaxN
i=1(dij(U)) (11)

AverageRule : Scorej(U) = MidNi=1(dij(U)) (12)
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4 Evaluations

4.1 Corpora and Data Preparation

In our experiment, we collected public tweets from two cities by using Twitter
Stream API, New York and Sydney, from March 10, 2013 to May 10, 2013. We
implemented a PHP script to extract tweets that have GPS tags enabled and
store into database every 15 min. For evaluation purpose, we only recommend
friends to the users who have posted more than 5 tweets as they are active users.
We also remove the users who have more than 1000 friends as they are most
likely “advertisement users”. We randomly selected 10% of these active users
and constructed a set of pairs of users according to the algorithm we described
in Sect. 3. The statistics of our data are shown in Table 1.

4.2 Evaluation Metrics and Baseline Method

We evaluated our framework based on Receiver-Operating-Characteristic (ROC)
curves [20], which is the indicator adopted by most of researchers including the
work on friends recommendation we introduced in Sect. 2.

ROC curve is a graphical plot which illustrates the performance of a binary
classifier system as its discrimination threshold is varied. It is created by plot-
ting true positive rate (TPR is also known as sensitivity) and false positive
rate (FPR is also known as specificity) at various threshold settings, TPR =

TP
TP+FN , FPR = FP

FP+TN .
In our case, TP stands for True Positive which means the number of pairs

of users correctly labeled as belonging to the positive class, FP stands for False
Positive which means the number of pairs of users incorrectly labeled as belong-
ing to the positive class, TN stands for True Negative which means the number
of pairs correctly labeled as belonging to the negative class and FN stands for
False Negative which means the number of pairs of users who were not labeled
as belonging to the positive class but should have been.

Table 1. Data Corpora

New York Sydney

No. of unique users 87400 39567

No. of tweets with location information 295388 157605

No. of unique active users 52644 29328

Avg tweets by active users 5.61 5.37

Avg places of active users 7.73 7.29

No. of followees of active users 3211130 2133880

No. of followers of active users 4853070 2924550

No. of pairs of users being evaluated 126520 49334
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We also use the area under the ROC curve (AUC) which is equal to the prob-
ability that a classifier will rank a randomly chosen positive instance higher than
a randomly chosen negative one [6]. Assume our classifiers output K positive pair
of users xi, i = 1...KP and KN negative pair of users yj , j = 1...KN . An unbi-
ased estimator of the AUC is 1

KP∗KN ΣiΣj |f( (xi)
(i,j) ) − f( (yj)

i,j )|, where function f

denotes a classifier trained without the i-th and j-th training example.
For baseline method, we used the friends of friends relationship that is Twit-

ter and other micro blog services that are currently using to recommend friends
to users, e.g., Weibo4, which is the number of common friends between users.
Then the recommendation score RS(Ut, U

′
t ) in baseline method is calculated

as RS(Ut, U
′
t ) = |FR(Ut)

⋂
FR(U

′
t )| derived from Eq. (1). Rather use them as

features, we simply pick the top K pair of users with the highest score.
Since our approach is for friends recommendation, we randomly selected K

pairs of users for each active user in individual classifiers, and picked top K pairs
of users with the highest score in the MCC method. We also evaluated various
cases when K = 5, 10, 20, 30, details are given in the following sections.

4.3 Evaluation Results

This section is to discuss the comparisons of individual classifiers as mentioned in
Sect. 3.4. All classifiers are implemented by Weka API 5, and we use RBFKernel
[28] for SVM. We set M = 5, which means the dataset for classifiers is split to
training and testing with the proportion 80% and 20%, respectively. All classifiers
are trained by 5-fold cross validation.

Results of Individual Classifier. We first evaluated each individual classifier
by apply ROC curve on both New York and Sydney corpora with K = 5, 10, 20,
30 as shown in Figs. 2 and 3 from top left to bottom right respectively.

As the results shown in both New York and Sydney corpora, SVM Friends
and Locations classifiers generally outperform BN Friends and Locations classi-
fiers and the baseline method. In addition, we also notice that with the increase
of number of recommended friends, the performance of all methods are dropped.

From the AUC value in Fig. 4, we observe that location information alone is
not sufficient to accurately provide friends recommendation though both location
classifiers still perform better than baseline but not as good as friends classifiers.

Results of MCC Method. In this section, we evaluated the MCC method.
The main purpose of this method is to see if location information can help to
improve predication accuracy compared to only use friends relationship infor-
mation. Figure 5 shows the ROC curve on New York corpora with K = 5, 10, 20,
30 based on various rules. Compared to the results of individual classifier, our
MCC method achieve better results, particularly on average rule which proves
4 http://weibo.com.
5 http://www.cs.waikato.ac.nz/ml/weka/.

http://weibo.com
http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 2. ROC for individual classifier with K = 5, 10, 20, 30 on New York corpus

Fig. 3. ROC for individual classifier with K = 5, 10, 20, 30 on Sydney corpus

(a) New York (b) Sydney

Fig. 4. Overall AUC for individual classifier
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Fig. 5. ROC for MCC method with K = 5, 10, 20, 30 on New York corpus

that location features are useful for friends recommendation while keep the link
prediction space as small as possible.

5 Conclusions

In this paper, we propose a hybrid friends recommendation framework for Twit-
ter. Our framework not only takes existing friends relationship of Twitter users
as consideration but also combines location features generated from collabo-
rative filtering methods. In addition, we also contributed a method to extract
location information from Tweets and a multiple classifiers combination method
to leverage the information contained in our features, either friends relationship
or locations. We evaluated our framework on two corpora from real world with
comparisons between different classifiers and baseline method. The experiments
indicated that our framework is feasible.
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Abstract. With the rapid development of social media, personalized
recommendation has become an essential means to help people discover
attractive and interesting items. Intuitively, users buying items online are
influenced not only by their preferences and public attentions, but also
by the crowd sentiment (i.e., the word of mouth) to the items. Specifi-
cally, users are likely to refuse an item whose most reviews are negative
from the crowd. Therefore, a good personalized recommendation model
also needs to take crowd sentiment into account, which most current
methods do not. In light of this, we propose TSUM, a model that jointly
integrates time and crowd sentiment, for personalized recommendation
in this paper. TSUM simultaneously models user-oriented topics related
to user preferences, time-oriented topics relevant to temporal context,
and crowd sentiment towards items. TSUM combines the influences of
user preferences, temporal context and crowd sentiment to model user
behavior in a unified way. Extensive experimental results on two large
real world datasets show that our recommender system significantly
outperforms the state-of-the-arts by making more effective personalized
recommendations.

Keywords: Temporal recommendation · User behavior modeling ·
Crowd sentiment

1 Introduction

As social media platforms gain prominence, user-generated contents (UGC)
become valuable resources [14,15] to analyze user behavior and capture user
preferences, which is an important foundation for personalized recommendation
[19,21,24,25]. Lots of existing researches assume that users choose an item only
due to their intrinsic preferences, and thus model user preferences to help them
find interesting items. However, in real world case, user behavior is influenced
not only by user preferences, but also by public attentions. In a recent research,
[22] investigated user behavior on multiple social media datasets and indicated
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 98–113, 2017.
DOI: 10.1007/978-3-319-63564-4 8
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that user behavior is significantly influenced by two factors: user preferences and
public attentions. Thus it is more desirable to model user behavior by incorpo-
rating both factors [22,23].

Another observation is that user behavior is also influenced by the word-
of-mouth or crowd sentiments. For instance, if an item whose overall history
reviews by previous buyers is negative is recommended to a user, it is less likely
that the user is going to accept it. In this case, although the item might match
the user’s preferences or draw the public attentions, it is not supposed to be
an ideal choice to recommend. Therefore, in order to model user behavior in a
more accurate way, it is necessary to couple user preferences, public attentions as
well as crowd sentiments all together. However, it is very challenging to model
them in a unified framework because of the following problems: Firstly, in a
social media platform, most users often don’t leave any reviews for items. How
to capture users’ implicit sentiments according to their other explicit behaviors
such as clicks, votes and purchase records? Secondly, user preferences, public
attentions and crowd sentiments usually mix together in the same context How
to find a way to distinguish user preferences from public attentions with crowd
sentiments?

Figure 1 shows the acceptance rate of items recommended to users from user
preferences or public attentions under positive sentiment or negative sentiment,
which is from a large real-world dataset. By observing the crowd sentiment, we
see that the items with positive crowd sentiment are more likely to be accepted.

Fig. 1. The acceptance rate

To this end, we propose a Time and Sentiment Unification Model (TSUM)
to mimic user behavior in a process of decision making. In TSUM, we represent
user preferences and public attentions by user-oriented topics and time-oriented
topics respectively. User-oriented topics refer to users’ preferences, which are
reflected in their routine posts. They are relatively independent of temporal
context and often evolve slowly. On the other hand, time-oriented topics are hot
issues happening in real time, and they usually trigger heat discussion and wide
propagation in social media at a period of time. However, it is not enough to only
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consider these to precisely model user behavior, it needs to model the implicit
sentiments of the crowd over items. To the best of our knowledge, we are the
first to model user behavior by integrating user preferences, temporal context
and crowd sentiment in a unified way.

The major contributions of our research are summarized as follows.

– We propose a novel probabilistic generative model to account for user behav-
ior by simultaneously considering the influences of user preference, public
attention and crowd sentiment in a unified way.

– We design an effective and practical personalized recommender system based
on TSUM. With the added information of temporal context and sentiments,
we can alleviate the data sparsity problem.

– We conduct extensive experiments to evaluate the performance of the TSUM-
based recommender system on two large-scale real-world datasets from dif-
ferent social media. The experimental results demonstrate that our recom-
mender system outperforms the state-of-the-arts in the task of personalized
recommendation.

The rest of this paper is organized as follows: Sect. 2 formulates the problem
and describes the model, and then presents the inference algorithm. Section 3 dis-
cusses the experimental performance of the TSUM-based recommender system.
Section 4 reviews the related work. Section 5 concludes this paper and presents
our future work.

2 Time and Sentiment Unification Model

In this section, we introduce the relevant notations, some key definitions and
problems of TSUM, and then we present the inferring process for TSUM with
Expectation-Maximization algorithm.

2.1 Model Definitions

We summarize the notations through this paper in Table 1 and then make a
formal introduction to several key definitions.

Definition 1 (Feedback). A feedback is denoted by a triple (u, t, v), which rep-
resents user u’s behaviors on item v at time slice t, such as purchasing, clicking,
tagging and rating.

In Definition 1, a time slice t is actually a timestamp obtained by
dividing the original raw timestamps (e.g., “974765950” and “2015-07-
29T20:28:42.000+08:00”) according to a predefined granularity (e.g., daily or
weekly granularity).

Definition 2 (Intensity). An intensity associated with a feedback (u, t, v) indi-
cates how strong interests user u shows to item v at time slice t.
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Table 1. Notations used through this paper

Symbol Description

u, t, v, s User, time slice, item, crowd sentiment

z, x User-oriented topic, time-oriented topic

N , T , V , S # of users, time slices, items and sentiments

K1 # of user-oriented topics

θu u’s preferences

θuz Probability of z chosen by u

Ωz Distribution of s under z

Ωzs Probability of s chosen under z

φzs Distribution of v under z and s

φzsv Probability of v generated by z and s

K2 # of time-oriented topics

θ′
t The temporal context at t

θ′
tx Probability of x chosen at t

Ω′
x Distribution of s under x

Ω′
xs Probability of s chosen under x

φ′
xs Distribution of v under x and s

φ′
xsv Probability of v generated by x and s

Definition 3 (Intensity Cube). An intensity cube IC with size of N ×T × V
is a data structure where each cell stores the intensity for the feedback (u, t, v).

For datasets that are generated by asking users to rate scores for items,
we take the scores (assumed to be integers in our settings) to be the intensity.
However, for datasets that only keep track of user behaviors (e.g. purchasing,
clicking and tagging), we treat the frequency of interactions between user u and
item v at time slice t as the intensity. For instance, we can use the total number
of times a user visits a product on an online store during a particular time period
as the intensity.

Definition 4 (User-Oriented Sentimental Topic). A user-oriented senti-
mental topic is defined as a multinomial distribution over items set I, namely,
φzs = {φzsv}Vv=1, where I = {Iv}Vv=1. Furthermore, a user-oriented topic z is
defined by the summation over the sentiments of user-oriented sentimental topic.

Definition 5 (Time-Oriented Sentimental Topic). A time-oriented senti-
mental topic is defined as a multinomial distribution over items set I, namely,
φ′
xs = {φ′

xsv}Vv=1, where I = {Iv}Vv=1. Furthermore, a time-oriented topic z is
defined by the summation over the sentiments of time-oriented sentimental topic.

With the definitions, we present the principal problem we try to solve.
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Problem 1. Given an intensity cube IC that contains a large number of feedbacks
and their intensities, we are asked to build a model to find out the user-oriented
sentimental topics, time-oriented sentimental topics, user preferences and tem-
poral context.

2.2 Model Description

In TSUM, the procedure of generating an item v by user u at time slice t given
an intensity cube IC is demonstrated as follows.

First, TSUM flips a coin l following the Bernoulli distribution parameterized
by λu to determine whether the item is generated from u’s preferences or the
temporal context at t. If it is from u’s preferences (i.e., l = 1), then u chooses
a user-oriented topic z from the multinomial distribution θu. Following that, z
picks a crowd sentiment s from multinomial distribution Ωz. Finally, item v is
generated from the user-oriented sentimental topic with multinomial distribution
φzs. On the other hand, if the item is from the temporal context θ′

t (i.e., l = 0),
then at time slice t, the time-oriented topic x is sampled from the temporal
context with multinomial distribution θ′

t. After that, x picks a crowd sentiment
s from the multinomial distribution Ω′

x. Similarly, item v is picked from the
time-oriented sentimental topic with multinomial distribution φxs.

The generative process of TSUM is summarized in Algorithm 1 and the formal
definition of the generative process which corresponds to the Bayesian network
is shown in Fig. 2.

Fig. 2. The graphical representation of TSUM
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2.3 Model Inference

Given an intensity cube IC, the learning procedure of TSUM is to estimate the
unknown model parameter set Ψ = {θ,Ω, φ, θ′, Ω′, φ′, λ}. The log-likelihood of
the model is as follows:

L(Ψ |IC) =
N∑

u=1

T∑

t=1

V∑

v=1

IC[u, t, v] log P (v|u, t, Ψ) (1)

where P (v|u, t, Ψ) = λuP (v|θu) + (1 − λu)P (v|θ′
t)

P (v|θu) is the probability that item v is generated from user u’s preferences
and P (v|θ′

t) is the probability that item v is generated from the temporal context
at time slice t. P (v|θu) and P (v|θ′

t) are formulated as:

P (v|θu) =
K1∑

z=1

S∑

s=1

P (v|φzs)P (z|θu);P (v|θ′
t) =

K2∑

x=1

S∑

s=1

P (v|φ′
xs)P (x|θ′

t) (2)

Our goal is to maximize the log-likelihood in Eq. (1). However, it cannot be
solved directly by applying Maximum Likelihood Estimation (MLE), we employ
the EM algorithm to obtain the approximate estimation instead.

In the Expectation-step of the EM algorithm, our target is to obtain the
two posterior probabilities of latent random variable z and s. With the help of
Jensen inequality, we obtain:

P (z, s|l = 1, u, t, v) =
P (z, s, l = 1|u, v, t)

∑K1
z′=1

∑S
s′=1 P (z′, s′, l = 1|u, t, v)

(3)

where P (z, s, l = 1|u, v, t) = P (v|φzs)P (s|Ωz)P (z|θu).

P (x, s|l = 0, u, t, v) =
p(x, s, l = 0|u, t, v)

∑K2
x′=1

∑S
s′=0 P (x′, s′, l = 0|u, t, v)

(4)

where P (x, s, l = 0|u, t, v) = P (v|φ′
xs)P (s|Ω′

x)P (x|θ′
t).

In the Maximization-step, we maximize the complete data log-likelihood
or Q function Q(Ψ) for TSUM with respect to the parameters, where:

Q(Ψ) =
N∑

u=1

T∑

t=1

V∑

v=1

IC[u, t, v]× {P (l = 1|u, t, v; Ψ̂)

K1∑

z=1

S∑

s=1

P (z, s|l = 1, u, t, v; Ψ̂)

× log [λuP (v|φzs)P (s|Ωz)P (z|θu)] + P (l = 0|u, t, v; Ψ̂)

K2∑

x=1

P (x, s|l = 0, u, t, v; Ψ̂)

× log [(1− λu)P (v|φ′
xs)P (s|Ω′

x)P (x|θ′
t)]}

(5)

where

P (l|u, t, v) =
lλuP (v|θu) + (1 − l)(1 − λu)P (v|θ′

t)
λuP (v|θu) + (1 − λu)P (v|θ′

t)
(6)
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In addition, Q(Ψ) is constraint by
∑V

v=1 P (v|φzs) = 1,
∑V

v=1 P (v|φ′
xs) = 1,∑S

s=1 P (s|Ωz) = 1,
∑S

s=1 P (s|Ω′
x) = 1,

∑K1
z=1 P (z|θu)=1 and

∑K2
x=1 P (x|θ′

t)=1.
With some simple derivations, we update the parameter set with the following

formulas:

P (z|θu) =

∑V
v=1

∑T
t=1 P (z)

∑K1
z′=1

∑V
v=1

∑T
t=1 P (z′)

; P (s|Ωz) =

∑V
v=1

∑T
t=1

∑N
u=1 P (s)

∑S
s′=1

∑V
v=1

∑T
t=1

∑N
u=1 P (s′)

(7)

where P (z) = IC[u, t, v]P (z, l = 1|u, t, v; Ψ̂), P (s) = IC[u, t, v]P (z, s, l =
1|u, t, v; Ψ̂)

P (v|φzs) =
∑N

u=1

∑T
t=1 P (v)

∑V
v′=1

∑N
u=1

∑T
t=1 P (v′)

;P (x|θ′
t) =

∑V
v=1

∑N
u=1 P (x)

∑K2
x′=1

∑V
v=1

∑T
t=1 P (x′)

(8)

where P (v) = IC[u, t, v]P (z, s, l = 1|u, t, v; Ψ̂) and P (x) = IC[u, t, v]P (x, l =
0|u, t, v; Ψ̂)

P (s|Ω′
x) =

∑V
v=1

∑T
t=1

∑N
u=1 P (s)

∑S
s′=1

∑V
v=1

∑T
t=1

∑N
u=1 P (s′)

; P (v|φ′
xs) =

∑N
u=1

∑T
t=1 P (v)

∑V
v′=1

∑N
u=1

∑T
t=1 P (v′)

(9)

where P (s) = IC[u, t, v]P (x, s, l = 0|u, t, v; Ψ̂) and P (v) = IC[u, t, v]P (x, s, l =
0|u, t, v; Ψ̂)

λu =
∑T

t=1

∑V
v=1 M [u, t, v]P (l = 1|u, t, v; Ψ̂)

∑T
t=1

∑V
v=1

∑1
l0

M [u, t, v]P (l|u, t, v; Ψ̂)
(10)

The introduction of λu aims to automatically adapt the model parameter
estimation to various users to enable personalized treatment.

2.4 TSUM-Based Recommender System

In this section, we present a temporal-sentiment-aware recommender system
which includes two major components: modeling component and recommendation
component. The offline modeling component employs the TSUM to mimic user
behavior in the process of decision making and then the online recommendation
component generates personalized top-k recommendation results for every query
(u, t), where u and t stand for the querying user u and the querying time slice t
respectively. Given a query (u, t), the online recommender component responds
by combining u’s preferences and the temporal context at t, which are learned by
the TSUM. Then the recommender system returns the top-k items with highest
ranking scores. The architecture of the proposed recommender system is shown
in Fig. 3.

More specifically, we present the methods to compute the ranking scores
in details. When the recommender system receives a query q = (u, t), a new
multinomial distribution θq is constructed, which combines both θu and θ′

t. Since
θu and θ′

t have different dimensions (i.e., user preference distribution θu with
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Fig. 3. The architecture of the proposed recommender system

dimension K1 and temporal context distribution θ′
t with dimension K2) respec-

tively, we need to expand the dimension of the query multinomial distribution θq
to K, where K = K1 + K2. To utilize the mixing coefficient λu for topic fusion,
we define the joint multinomial distribution θq as follows:

θq = <λuθu1, λuθu2, · · · , λuθuK1, (1− λu)θ
′
tK1+1, (1− λu)θ

′
tK1+2, · · · , (1− λu)θ

′
tK2> (11)

To represent the item v in the expanded space as the query q, we introduce a
new notation for the multinomial distribution of item v, φẑs0v and φẑs1v, which
assumes ‖s‖ = 2, that is, we adopt a binary sentiment setting: positive and
negative. In this way, the query q and the item v are in the same dimension
space. It is defined as follows:

φẑs1v =

{
φzs1v, ẑ ≤ K1

φxs1v, ẑ > K1

(12)

Given a query q, the ranking score S(u, t, v, s) for item v is computed as the
inner product of the two vectors, of which we are only interested in the items
with positive crowd sentiment (i.e., s = 1).

S(u, t, v, s = 1) =
K1+K2∑

ẑ=1

θqẑφẑs1v (13)

3 Experimental Setup

In this section, we evaluate the effectiveness of the proposed TSUM on two
real-world large-scale datasets.
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3.1 Datasets

Our experiments are performed on two real-word datasets that are publicly avail-
able: Digg and Movielens, and they are introduced as follows:

Movielens. MovieLens, built by Grouplens Research Lab, is a recommender
system and a website that recommends movies for its users, where each user
votes movies in five discrete ratings ranging from 1 to 5.

Digg. Digg is a website aggregating social news that allows users to vote stories
up (digging) or down (burying). The Digg dataset used in our experiments are
available from [7]. This dataset contains friendship network among users, which
we can utilize for some baseline methods that need explicit sentiments. The
overview statistics of those two datasets are showed in Table 2.

To make the experiments repeatable, we upload the datasets and codes at1.

Table 2. Basic statistics of the datasets

Dataset Number of users Number of items Number of feedbacks Time span (year)

Digg 139,409 3,553 3,018,197 2009–2010

Movielens 71,567 10,681 10,000,054 1998–2009

3.2 Comparative Approaches

We compare TSUM with the following three competitive methods that represent
the state-of-the-art recommendation techniques, and they are TCAM, eTOT,
BPR and TimeSVD++.

TCAM: Temporal context-aware mixture model (TCAM) proposed by [22]
simultaneously models both user preferences and temporal context and then
combines the two factors to model user behavior in a unified way. This model
outperforms most of the existing recommendation models that only consider user
preferences or temporal information. In TCAM, an item v is generated by the
following formula:

P (v|u, t;Ψ) = λuP (v|θu) + (1 − λu)P (v|θ′
t) (14)

The notations in Eq. 14 are identical to those we use in TSUM, that is, P (v|θu)
and P (v|θ′

t) represent that the item v is generated by user-oriented topic or
temporal context topic, λu is the probability of choosing from them.

eTOT: eTOT is a topic model that extends TOT [20] model, and eTOT assumes
the topics as a Beta distribution over time and a multinomial distribution over
emotions. eTOT captures both the temporal information and sentiments but it
ignores user preferences. For eTOT, the sentiments are exploited as an explicit

1 https://goo.gl/Z4A8Lh.

https://goo.gl/Z4A8Lh
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variable. However, most datasets like Digg and MovieLens do not contain explicit
sentiment information. Hence, in order to perform recommendation with eTOT
on Movielens and Digg we need to make some assumptions and make use of
other information (e.g., friendship network in Digg) to make sentiment explicitly
available. Taking Movielens as an example, we assume the ratings above a user’s
average score to be positive and negative otherwise.

BPR: BPR is a state-of-the-art matrix factorization model for item prediction
(ranking). BPR model outperforms most existing recommender systems that
perform the task of top-k item recommendation. We utilize the BPR algorithm
provided by MyMediaLite [5], a free recommender system library for the Com-
mon Language Runtime.

TimeSVD++: TimeSVD++ [10] is a model that extends SVD++, which shows
temporal dynamics through a specific parameterization with factors drifting
from a central time, but it can only deal with a limited amount of time slices.
SVDFeature [3] toolkit provides an easy access for us to run experiments with
TimeSVD++.

3.3 Evaluation Methods and Metrics

In this part, we introduce the evaluation methods for generating online recom-
mendations and evaluation metrics for the suggested items from recommender
systems.

To make an overall evaluation of the recommendation effectiveness, we follow
the methodological description framework proposed in [2], and then we present
the following principles: (1) We split each dataset into a training set and a testing
set independently on each user’s ratings, ensuring that all users have ratings in
both sets. (2) We first sort each user’s ratings by timestamp, and then use the
80th percentile as the cutoff point, such that the part before this point is used
for train set and the rest is used for testing set. Specifically, S(u) is divided into
the train set Strain(u) and the test set Stest(u). (3) In the evaluation, given
a target user u, the recommender system should find the top-k items from all
available items except those in the train set Strain(u). (4) The recommender
system should find the items relevant to the querying user u, where the set of
relevant items for u is formed by the items in u’s test set. Stest(u).

According to those principles, we perform the following steps:

1. Given a query q = (u, t), for user u we compute the scores of items that occur
at time slice t in train set Strain, denoted as scores(q) with the output of
TSUM.

2. A ranked list is formed by ordering scores(q) reversely, then we pick the k
top ranked items from the list.

3. We measure the count of hits within those k items, where the hits denote
relevant items in test set Stest. We formally define the measurement metrics
to be Presicion@k and nDCG@k, which are presented as:

Precision@k =
#relevances

k
(15)
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where #relevances is the number of relevant items in the top-k recommended
items.

nDCG@k =
1

IDCG
×

k∑

i=1

2ri − 1
log (i + 1)

(16)

where ri is 1 if the item at position i is a relevant item and 0 otherwise.
IDCG is chosen for the purpose of normalization so that the perfect ranking
has an nDCG value of 1.

3.4 Recommendation Effectiveness

In this part, we present the optimal performance with well tuned parameters.
The comparison of precision@k and nDCG@k of recommendations performed
on Movielens and Digg datasets by TSUM and its competitors are showed in
Fig. 4, where we only show the performance when k is 1, 5 and 10 since a larger
k is usually beyond necessity in reality.

Fig. 4. Recommendations on Movielens and Digg

Clearly, from the reported results, we can see that TSUM outperforms other
competitors (i.e., TCAM, eTOT and BPR) significantly on both datasets w.r.t.
precisionandnDCG.After closer observations,wemake the followingconclusions:
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1. By simultaneously consider users’ preferences, temporal context and crowd
sentiments, the accuracy of recommendation can be greatly improved. TSUM
outperforms TCAM on both datasets, which proves the significance of implicit
crowd sentiments when doing recommendation.

2. Comparing to BPR, TimeSVD++ exploits the temporal context informa-
tion when doing recommendation. TimeSVD++ has better performance than
BPR on Digg dataset and performs equally well as BPR on Movielens, this
result verifies the fact that Digg dataset is more time sensitive than Movie-
lens since the time information in Movielens dataset plays a relatively less
significant role.

3. TSUM outperforms TimeSVD++, this is partly because TimeSVD++ relies
heavily on explicit feedback data (e.g., user’s rating scores), which are not
always available. On the contrary, TSUM is able to deal with both explicit
and implicit feedback data.

4. eTOT shows the poorest performance. Maybe it results from the inappro-
priate explicit sentiment assumptions in Movielens and Digg datasets, which
suggests that it is better for us to treat the crowd sentiment as implicit and
latent factor as TSUM dose.

3.5 Impact of Different Factors

There are three hyper-parameters in TSUM needed to be tuned, namely, the
length of time slice, the number of user-oriented topics (K1) and time-oriented
topics (K2), one thing to mention is that the length of crowd sentiments is
fixed to be 2, namely, we assume there exist 2 types of crowd sentiments for
an item: positive and negative. Tuning these parameters is critical to the model
performance. We study those impacts in details in the next parts.

Impacts of the Length of Time Slice. Intuitively, a larger length of time
slice indicates that the recommendation results are less time context aware. This
experiment explores the impacts of the length of time slice since it controls the
time granularity of temporal recommendation. We report Precision and nDCG
of k at 1, 5 and 10 on the Digg dataset in Table 3. We can see from the tables
that as the length of time slice increases, both the Precision and the nDCG
first increase and then decrease. Finally, 3-day is the best time slice for Digg to
do recommendation. We explain the figure as follows: at first, as the length gets
larger, the data at each time slice become denser. After the length is over some
point, the temporal information is tremendously reduced at each time slice.

Impacts of the Number of Topics. This experiment studies the impacts of
the number of user-oriented topics (K1) and the number of time-oriented topics
(K2). Figure 5 reports the Precision@5 and nDCG@5 as we vary K2 (i.e., the
number of time-oriented topic) at the range of [30, 70] while fixing K1 (i.e., the
number of user-oriented topic) as 30, 50, 70, which are denoted as TSUM-30,
TSUM-50 and TSUM-70, respectively. We have the observation that for both
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Table 3. Effect of length of time slice to precision and nDCG on Digg

Length Precision nDCG

1 day 2 day 3 day 4 day 5 day 6 day 1 day 2 day 3 day 4 day 5 day 6 day

k = 1 0.16 0.157 0.196 0.159 0.153 0.155 0.168 0.166 0.175 0.155 0.158 0.151

k = 5 0.117 0.117 0.135 0.117 0.111 0.112 0.126 0.121 0.130 0.114 0.117 0.114

k = 10 0.098 0.097 0.109 0.099 0.091 0.093 0.102 0.099 0.105 0.095 0.096 0.095

Fig. 5. Impacts of varying topic numbers on Digg

Precision@5 and nDCG@5, TSUM performs best when K1 and K2 are both
set as 50.

4 Related Work

Topic models like latent Dirichlet allocation [1] and probabilistic latent semantic
indexing [6] are usually used to detect topics from textual datasets. Typically
in topic models, documents are modeled as a distribution over a fixed num-
ber of topics and those topics are modeled as a distribution over words. Many
researchers utilize topic models to analyze user behaviors.

Early work focuses on the inference of the user behaviors given sufficient
information. Author-topic model [13] was developed to simultaneously model the
content of documents and the interests of authors. In that model, each author is a
multinomial distribution over topics and each topic is a multinomial distribution
over words. A document with multiple authors allows the mixture weights for
different topics to be determined by those users. [8] proposed Topic Tracking
(TTM) Model, which is a probabilistic consumer purchase behavior model based
on latent Dirichlet allocation adaptively tracking changes in interests and trends
based on current purchase logs and previously estimated interests and trends.

Temporal information is incorporated into the models. Diao et al. [4] designed
TimeUserLDA to find bursty topics from microblogs. It assumes that the user
posting behaviors are influenced by both user preferences and global topical
trends. However, Yin et al. pointed out that the existing work dose not dis-
tinguish between underlying user-oriented topics and time-oriented topics, and
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leads to some noises and confusions [23]. Therefore, Yin et al. [22] proposed
TCAM that simultaneously models the topics related to users’ preferences and
the topics related to temporal context and then combines the influences from
the two factors to model user behavior in a unified way.

More recently, sentiments are introduced to model user behavior
[9,11,12,16–18,26]. Multi-Aspect Sentiment (MAS) model [9] aims at model-
ing topics to the predefined aspects explicitly rated by users in reviews, where
the sentiment is modeled on the aspect level by the sentiment distribution from
the mixture weight of extracted topics and words. User-Sentiment Topic Mode
(USTM) [26] is an unsupervised generative model that captures user’s senti-
ment in a topic level by considering topic and sentiment simultaneously. This
model can not only discover whether users like or dislike the topics but also
reveal why they show these opinions by refining topics with sentiment informa-
tion. However, Li et al. [11] found that different users may use different sentiment
expressions for different items, thus they proposed a Supervised User-Item based
Topic (SUIT) model to simultaneously utilize the textual topic and user item
factors for sentiment analysis.

Different from those existing work, TSUM jointly considers user-oriented
and time-oriented topics while incorporating the crowd sentiments to model
user behaviors in social media in a unified way. TSUM distinguishes from other
models as follows: (1) TSUM has the ability to detect sentimental user-temporal
topics and sentimental time-oriented topics simultaneously. (2) TSUM is fully
unsupervised. (3) TSUM can handle both explicit and implicit feedbacks.

5 Conclusion and Future Work

In this paper, we proposed a joint temporal and user preference generative
model, TSUM, for temporal item recommendation, which effectively addresses
the challenges arising from ambiguous feedbacks, temporal-sentiment awareness.
specifically, we proposed a model that introduces two kinds of latent topics to
model user preference and temporal context respectively. Moreover, we utilize
the implicit crowd sentiment to indicate the items with positive reviews. A series
of experimental results show the superiority of TSUM over existing methods in
the task of top-k temporal item recommendation, which verifies our motivation.

The relatively simplicity of TSUM allows for several extensions in order to
better conduct the temporal recommendation in the era of Web 2.0. Our model
studies the rating pattern in social media, however, contents such as reviews and
tags contain richer sentimental information, and thus the mixture of contents for
sentiment analysis is practical. Complex social network structures reveal much
valuable information (e.g., common community and friends relationship), so it
can be integrated for a more precise user behaviors model.
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Abstract. With development of urban modernization, there are a large
number of hop spots covering the entire city, defined as Pionts-of-Interest
(POIs) Group consist of POIs. POI Groups have a significant impact on
people’s lives and urban planning. Every person has her/his own per-
sonalized POI Groups (PPGs) based on preferences and friendship in
location-based social networks (LBSNs). However, there are almost no
researches on this aspect in recommendation systems. This paper pro-
poses a novel PPGs Recommendation algorithm, and models the PPGs
by expanding the model of DBSCAN. Our model considers the degree
to each PPG covering the target users’ POI preferences. The system rec-
ommends the target user with the PPGs which have the top-N largest
scores, and it is one NP-hard problem. This paper proposes the greedy
algorithm to solve it. Extensive experiments on the two LBSN datasets
illustrate the effectiveness of our proposed algorithm.

Keywords: POI group recommendation · Personalization · Geo-social
distance · Density-based clustering

1 Introduction

With the development of mobile community, persons’ demands on location-based
services become ever more. Wherein Point-of-Interest (POI) recommendation is
one typical application for location-based social networks (LBSNs). Users check
in many different POIs in LBSNs, and these checking-in historical trajectories
can represent users’ checking-in behaviour features and POI preferences. Mean-
while, with the rapid development of the modern city, a large number of hop
spots cover the total city space. Each city has its own characteristics of urban
culture, and generally they are represented by frequently checked-in points-of-
interest (POIs). The hop spots recommendation is that the system recommends
the tourists with these frequently checked-in points-of-interest (POIs), however,
the tourists’ POI preferences are different from that of the city. So, the existing
urban hop spot recommendation cannot recommend users with locations which
are in accordance with users’ POI category preferences. Currently, POI recom-
mendation methods mainly focused on the recommendation quality, that are the
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accuracy and recall ratio of the recommended POI list. Since the recommended
list cannot cover the total city, and these POIs don’t own the whole urban
characters. So, existing POI recommendation methods [4–6] cannot provide the
tourists with the city’s hop spots.

In this paper, we mainly research the hop spots with the target user’s POI
category preferences. Since these hop spots consist of many POIs covering the
city, our goal is to recommend users with POI groups sufficiently covering their
POI preferences. Then we call these POI groups as the personalized POI groups.
There are four steps in our researches: First, we propose the definition of POI
groups and formula POI groups. Second, this paper studies the intra-cluster
correlation in each POI group, and models personalized POI groups (PPGs).
Third, we propose the measure of the degree to each POI group covering users’
POI category preferences. Finally, this system recommends the target user with
the top-K PPGs ranking of the degree of POI category preference coverage.

This paper proposes one novel recommendation problem: Personalized POI
group recommendation problem. Our research can solve the following question:
which hot spots in one city we may interest based on my own POI preferences?
Which regions of a city my friends check in, and these regions are places I may
be interested in

2 Problem Definition

In this section, we will give a formal definition of Personalized POI Group rec-
ommendation problem (PPG-Rec) in LBSN, and this paper formulates this
problem.

Definition 1 (LBSN). An LBSN <G,C> consists of a social network G =
<U,E>, where U is the users set, E is the set of edges, and check-in records
C = {(u, l, t)}, (u, l, t) represents one check-in record where user u checks in
the location l at time t. A location l denotes: l = (lon, lat, a), wherein lon is
longitude, lat is latitude, a is one POI category.

Definition 2 (PPG-Rec). Given an LBSN <G,C>, a target user uT and
his/her friend set UF , given check-in records (POI set) POI = {I1, I2, ...}, each
item Ii is a triple in the form of <lon, lat, time, Ii.a>, wherein lon, lat and time
respectively denotes longitude, latitude and check-in time, and Ii.a represents
the POI Ii’s category. Personalized POI group recommendation problem is to
select the set of clustering C∗ = {C∗

1 , C∗
2 , ...}, wherein C∗

i is a set of POIs which
satisfies uT ’s preference demand and represents the semantics typical semantics
and geography features corresponding to the clustering C∗

i .

3 PPGs Recommendation

In this section, we firstly model POI groups (PG). This paper extends the
model of the DBSCAN [2] for modeling PG. For each POI Ii in the given LBSN,
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PG finds the geo-social distance ε-neighborhood Nε(Ii) of Ii, which includes all
POIs Ij such that p(Ii, Ij) ≤ ε. If ε-neighborhood of Ii contains at least MinPts
POIs, then Ii is a core POI; in this case, Ii and all POIs in ε-neighborhood
should belong to a POI group C(Ii). If another core Ij belongs to C(Ii), then
C(Ii) = C(Ij), in one words, the two POI group are merged. When the all core
POIs are identified and merged to the corresponding POI groups (PG), PG ends
up with a set of POI groups and a set of outliers. These outliers are the POIs
who cannot belong to these POI groups, as Fig. 1 shown.

3.1 Modeling POI Groups

In this paper, we describe POI group based geo-social distance between loca-
tions. Wherein the geo-social distance is denoted as DGS(Ii, Ij), and it merges
the geography distance DG(Ii, Ij) and DS(Ii, Ij). DGS(Ii, Ij) denotes as the
following equation:

DGS(Ii, Ij) = λ · DG(Ii, Ij) + (1 − λ) · DS(Ii, Ij) (1)

The parameter λ ∈ (0, 1) is the tradeoff of the geography distance and social
distance, and it depends on the user’s personal interests.

In this paper, the geography and social distance between POIs Ii, Ij respec-
tively denotes as the followings:

Definition 3 (Geography Distance). Given LBSN <G,C>, two POIs Ii, Ij

in given city, the geography distance between Ii and Ij is defined as the normal-
ized Euclidean distance:

DG(Ii, Ij) =
E(Ii, Ij)
maxD

(2)

where E(Ii, Ij) is Euclidean distance, DG(Ii, Ij) ∈ [0, 1], in this paper, the
researched users set consists of the target user and his/her friends {ut∪UF (uT )}.
The social distance DS(Ii, Ij) between POIs Ii, Ij naturally depends on the social
network relationships between the set U(Ii) and U(Ij) of users who checked in
Ii, Ij , respectively. Our social distance DS(Ii, Ij) is based on the set of contribut-
ing users CU(Ii, Ij) between POIs Ii and Ij .

Definition 4 (Contributing Users). Given two POIs Ii, Ij with checking in
users set (concluding the target user uT and UF (uT )), the set of contributing
users CU(Ii, Ij) for the POI pair (Ii, Ij) is defined as the following:

CU(Ii, Ij) = {ua ∈ U(Ii)|ua ∈ U(Ij) or ub ∈ U(Ij), ua,

ub ∈ {uT ∪ UF (uT )}} ∪ {ua ∈ U(Ij)|ua ∈ U(Ii)
or ub ∈ U(Ii), ua, ub ∈ {uT ∪ UF (uT )}}

(3)

Definition 5 (Social Distance). Given LBSN <G,C>, two POIs Ii, Ij with
visiting users UIi , UIj , the social distance between Ii and Ij is defined as:

DS(Ii, Ij) = 1 − |CU(Ii, Ij)|
|U(Ii) ∪ U(Ij)| (4)
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3.2 Intra-PG Correlation Analysis

In LBSN, each user has oneself own POI preference distributions. Generally, the
distribution is the power-law distribution [1]. This paper focuses on the person-
alized POI groups (PPGs) recommendation, and the personal features are the
target user uT and his/her friends UF (uT )’s checking-in behaviours preferences.
So, we synthesize uT and UF (uT )’s POI preferences’ features to formula the
personalized POI groups (PPGs). In this paper, the system recommends the
target user uT with the PPGs, which cover the target user uT ’s POI preferences
as far as possible.

Preference Coverage. Preference coverage considers how the POI group Ci ∈
C in Sect. 3.1, concludes different POI categories. In fact, each POI category may
label many POIs, and one POI may be labelled with multiple POI categories. In
this paper, we analyse the degree to the every POI group concluding the target
user’s POI preferences, then select the subset of POIs C∗

k in the POI group Ck

instead of all POIs in the POI group. The larger degree to which C∗
k covering

uT ’s POI preferences AuT
= {a1, a2, ..., aMuT

}, the more information C∗
k can

provide for uT . In this paper, we consider the intra-PG correlation based on the
preference coverage.

Let AuT
= {a1, a2, ..., aMuT

} is the target user uT ’s POI categories prefer-
ences, and this paper computes the preference coverage of POI group in Eq. 5.

PreC(C) =
1

|C|
∑

ak∈AuT

covak
(C) (5)

where covak
(C) measures the degree to ak is covered by at least one POI in C.

This section formulas covak
(C) with the following equation:

covak
(C) = 1 −

∏

Ii∈C

[1 − covak
(Ii)] (6)

where covak
(Ii) represents the degree to POI Ii covers ak. The popular degree

to the POI Ii labelled by the POI category ak is described by the number
of checking-in Ii with the label ak. The popular degree covak

(Ii) denotes:
covak

(Ii) = Num(Ii,ak)∑
Ij∈C Num(Ij ,ak)

, Num(Ii, ak) represents the number of users

checking-in the POI Ii with the label ak,
∑

Ij∈C Num(Ij , ak) is the number
of users checking-in the POIs with the label ak in the POI group C.

Modeling Personalized POI Group. In this section, we select a subset of
POIs C∗ in each POI group C, the POIs in the subset of POIs C∗ cover the
target user uT as far as possible, as Fig. 4. This paper expects to optimize the
subset of POIs. Given the target user and his/her friends {uT ∪ UF (uT )}, the
POI groups C = {C1, C2, · · · } from Sect. 4.1, the problem is to select a subset
of POIs in each POI group Ci ∈ C that maximizing the preference coverage
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function PreC(C∗) in the check-in data. We regard the subset of POIs C∗ as
the personalized POI group (PPG), and this problem can be called as PPG-Rec.
Meanwhile, we model this problem as one multi-objective optimization problem:

Given :C,K, {uT ∪ UF (uT )}
Objective Function : max

C∗⊂C
PreC(C∗)

s.t. |C∗| = K.

Algorithm 1. Select PPGs algorithm
Input: POI Groups C = {C1, C2, · · · }, the target user uT and UF (uT ), AuT , K.
Output: A subset of POIs C∗ ⊆ C, |C∗| = K, the value PreC(C∗).
1: Initialize C∗ ⇐ φ
2: for j = 1 to K do
3: Ij ← arg maxIj∈C [PreC(C∗ ∪ Ij) − PreC(C∗)];
4: C∗ ← C∗ ∪ Ij
5: return C∗, PreC(C∗).

Greedy Algorithm: Due to the objective function PreC(C∗)’s monotone and
submodular property [1], we give a greedy algorithm to compute the problem.
The algorithm is called as Select PPGs algorithm, and its detail description is
as the following Algorithm 1.

Top-N PPGs Recommendation Algorithm. This paper is in order to find
some personalized POI groups {C∗

1 , C∗
2 , · · · , C∗

N} to recommend the target user
uT in LBSN. Comparing with the value PreC(C∗

i ), C∗
i ⊆ Ci in POI groups C,

we select the top-N personalized POI groups C∗
(i), (i = 1, 2, ..., N) as the recom-

mended PPGs.

4 Experimental Evaluation

Dataset Description. This paper utilizes the two real LBSN datasets, such as
Foursquare, Gowalla datasets. They respectively consist of 36,907 users, 4,163
users; 26,907 locations, 121,142 locations; 1048,575 check-in times, 483.813 check-
in times; the time span: 4/14/2010–1/17/2011, 1/18/2010–8/11/2011; friend-
ship pairs: 23,148 pairs, 32,512 pairs; POI categories: 6,636 categories, 7,835
categories.

Comparative Approaches. To illustrate the effectiveness of our method, we
compare GSD-PPG against anther several methods. GD-based POI group (GD-
PGs) recommendation method [2] utilizes the DBSCAN to model the POI
group. This POI groups represent the space clustering only, and it is without
considering POI category preference and social relationship information. GSD-
based POI group (GSD-PGs) recommendation method [3] takes advantage of
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the DCPGS, and denotes the social and geography information. Due to the size
of the PG is big, this situation leads to the smaller value of the personalization
in each PG. Region-based POI group (Region-PGs) recommendation method
[4] is in order to recommendation the target user with the POIs in a given
query region. This recommendation and our approach are not from the same
perspective. So, we do not compare this method and our method in this paper’s
experiment part.

Evaluation Metrics. This paper utilizes the objective function is effec-
tive and reasonable, and the recommended Personalized POI Groups (PPGs)
based on the function PreC(·) can describe the personalization of the PPGs.
We utilize the recall ratio: Recall@K [7,8] to evaluate the quality of POI groups
recommendation, and it is important to find out how many recommended
POI categories actually belong to the target user POI category preferences,

Recall@K =
|RCre(

⋃K
i=1 C∗

(i))∩AuT
|

|AuT
| . Wherein AuT

are user uT ’s POI category
preferences set. These metrics for the entire POI groups recommendation sys-
tem are computed by averaging the above two metrics value for 2000 users (as
the target users uT ) respectively.

Experimental Results. Visualization-based Analysis Fig. 1(a) shows the
POI groups are spacial clusterings, but these POI groups disregards the social
network behind POIs. These POI groups can not answer the above mentioned
application issues. Figure 1(b) displays the POI groups can represent how close
POIs are in the aspect of the spacial and social distance. By tuning the two
parameters of spacial clustering method, this paper cannot find these POI groups
found by GSD-based clustering method. As Fig. 1(a), (b) shown, the POIs in the
region A belong to one POI group. And its corresponding area is the region A∗

in Fig. 1(b), there are two POI groups in this region. Which reason is that these
POIs in this region A∗ are partitioned based on the social relationship. From
Fig. 1(c), (d), we can see the comparison results between two clustering methods
is similar to that presented in Fig. 1(a), (b).

Personalization Analysis for PG. Each POI group has its own POI features
for maximizing covering the uT POI preferences. In this paper, we regard these
POIs with the maximization score PreC(C∗) in each POI group as the POI
features in the POI group. Then the Personalized POI group denotes these POIs,
C∗ = {I(1), I(2), · · · , I(k)}, C∗ ⊆ C. From Fig. 2(b), we observe that there is black
dots distribution in each POI group. These black dots are the features in POI
groups. Some POI groups have many black dots, and some POI groups have less
black dots.

As Fig. 2(b) shown, there are some POIs in each POI group, and these POIs
(as the black dots in the figure) belong to the target user’s POI preferences, called
as the personalized POI (PP) in this paper. From Fig. 2(b), we see that some
POI groups with many POIs have less personalized POIs. Hence, the size of POI
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(a) GD-PGs in New York
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(b) GSD-PGs in New York
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(c) GD-PGs in San Francisco (d) GSD-PGs in San Francisco

Fig. 1. POI groups of check-in datasets found in two cities

groups do not determine the number of PPs in each POI group. In this section, we
utilize the function PreC(C∗) = 1

|C∗|
∑

ak∈AuT
covak

(C∗) to measure the degree
to the personalization in each PPGs. Our recommend method is to recommend
the target user with the top-N PPGs according to the personalization degree
of PPGs. This method outperforms other competitor methods significantly as
Fig. 3 shown.

Effectiveness of Methods. This paper uses the Recall@K to evaluate the
effectiveness between our method and other methods. Figure 4 reports the perfor-
mance of our personalized POI groups recommendation method on Foursquare
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Fig. 2. POI groups and personalized POI groups. In (b), the black dots are POI cate-
gories which belong to the target user’s POI preferences
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and Gowalla datasets. We show only the performance where K in the range
[3, 5, 7, 10]. The recall of the three approaches (GSD-PPG, GSD-PG, GD-PG)
are reported in Fig. 4. Observe from Fig. 4, GSD-PPG method achieves better
recommendation accuracy than the other method. Due to the big size of each
POI group, GSD-PG method provides the recommended POI groups with less
personalization score than GSD-PPG. Without considering social distance and
POI categories preferences, GD-PG method mainly focuses on the compactness
of space between locations. And due to the big amount of POIs in each POI
group, the recall ratio of this method is not as good as the above two methods
in terms of recommendation precision (Fig. 4).

5 Conclusions

In this paper, we propose a novel recommendation problem: personalized POI
groups recommendation problem. The most important contribution of our work
is to provide a definition of Personalized POI groups recommendation problem,
and to formula the POI group with the geo-social clustering method Then this
paper extracts the personalized features in each POI group, these features (PPG)
consist of POIs in each POI group and replace the group’s personalization. We
design a metric to measure the degree to personalization of each POI group/ per-
sonalized POI group. To solve this new problem, we propose a greedy algorithm
with (1 − 1

e ) theoretical bound. The enormous scale of LBSNs dataset verifies
the degree to personalization and the effectiveness of our method. Especially,
our approach shows the significant advantage in the degree to personalization.
As the future work, we plan to utilize multi-source information (such as the tem-
poral information), and model the periodic of check-in behaviours for improving
the efficiency of the recommendation.
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Abstract. In many recommender systems, category information has
been used as additional features for recommender for quite some time,
whose application has tended to be understand relationships between
products in order to surface recommendations that are relevant to a given
context. Nevertheless, the categories as intermediary are labels for not
only attributes of products but also preference characteristics of people,
is ignored. Here we propose a framework to learn the intermediary role
of categories acting as a bridge between users and items. The framework
includes two parts. Firstly, we collect the intermediary factors that cat-
egory labels affect attributes of items and user preferences respectively.
Secondly, we integrate the category medium of assemble item attributes
and user preferences to online recommender systems to help users dis-
cover similar or complementary products. We evaluate our framework on
the Amazon product catalog and demonstrate hierarchy categories can
capture characteristics of users and items simultaneously.

Keywords: Collaborative Filtering · Category labels · Latent factors

1 Introduction

Recommender Systems (RSs) help users to navigate a huge selection of items
with unprecedented opportunities to meet a variety of special needs and user
tastes. RSs based Matrix Factorization (MF) suffer from cold-start issues due to
the lack of observations to estimate the latent factors of new users and items.
Making use of side-signals on top of MF approaches can provide auxiliary infor-
mation in cold-start settings while still maintaining MFs strengths. Such signals
include the content of the items themselves, ranging from the timbre and rhythm
for music [1], textual reviews that encode dimensions of opinions [2–4], or social
relations [5,6]. Moreover, knowing which items are ‘similar’, substitutable or
complementary, is key to building systems that can understand user’s context,
recommend alternative items from the same style [7], or generate bundles of
items that are compatible [8–10].
c© Springer International Publishing AG 2017
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There has been some effort to investigate taxonomy-aware recommendation
models, including earlier works extending neighborhood-based methods [11] and
more recent endeavors to extend MF using either explicit [12] or implicit [13–15]
taxonomies. McAuley et al. [16] models substitutable and complementary prod-
uct graphs with topics associated with category tree and leaf categories. He
et al. [17] improves the sparse hierarchical embeddings, where the items from
different parts of a category hierarchy may vary considerably.

Nevertheless, the fact that not only items have category information but also
users show complementary preferences for categories in hierarchical structure,
is ignored. The category labels, which users are interested in, are the latent
information offering more personalized recommendations for users in RSs. For
items, diverse categories label the different aspects of items contents, which are
important latent factors to acquire multiple comprehensive relatedness among
items to generate diverse set of recommendations. Users will choose their favorite
combination among diversity categories firstly. Despite the important intermedi-
ary role of category acting between item and user, when we explore intermediary
information of category labels, there are several interesting questions: How could
we establish the role of category labels as the medium associating properties of
products with preference characteristics of users? How would we utility the inter-
mediary information to capture the variance across diverse categories in order
to offer users functionally complementary or visually compatible products.

In the paper, a framework named Bayesian Probabilistic Matrix Factorization
with Category (Category-BPMF) is proposed to explore the intermediary role of
categories jointing users and items. The framework consists of two parts. Firstly,
we introduce MF to factor item-category information and category-user infor-
mation matrix to extract the intermediary features of category labels unifying
the hierarchical structures of users’ preferences and classifying principles of items
correspondingly, which provide priors for user behaviors and item characteristics
simultaneously. Secondly, we incorporate user-category and item-category fac-
tors as the priors of user and items inherently features matrices correspondingly,
in order to produce recommendations that not only meet our needing, but also
collect multiple category factors complementary for user preferences.

The paper is organized as follows: Sect. 2 is the problem formulation, model
learning and inferring is detailed. The experiments are presented in Sect. 3.
Section 4 is the conclusion.

2 Category BPMF

In this paper, we have three observed matrices: the rating matrix R ∈ RM×N

the latent information of categories and items C ∈ RP×M matrix and users’
tastes for categories RC ∈ RN×P matrix. And some other notation used in the
paper described in Table 1.

Traditional methods such as Matrix Factorization [18] are usually based on
a low-rank assumption. They project users and items to a low-rank latent space
(D-dimensional) such that the coordinates of each user within the space capture



126 W. Yu et al.

Table 1. Notations.

Symbol Description

N, M, P N users, M items, P categories

Iij , D Whether user i rated item j, the dimension of the latent factors space

Rij , Cpj Rating of item j by user i, item j labeled by category p

Ui, Vj User i feature vector, item j feature vector

RCip Probability of user i preferences of category p

V Pj , UPi Item-category feature for item j(1 × D), user-category feature for user i(1 × D)

CCp Category feature for category p(1 × D)

ΘU , ΘV The hyperparameters for user features, the hyperparameters for item features

the preferences towards these D latent dimensions. The affinity R̂ui between user
u and item i is then estimated by the inner product of the vector representations
of u and i:

R̂ui = 〈Uu, Vi〉 (1)

Categories bind together the hierarchical structure of items and hierarchical
structures of users’ preferences. In order to recommend alternative items that
are relevant to a given context from the same style, or generate bundles of items
that are compatible, our objective in this section is to detect user needs across-
categories and offer substitutable and complementary products fitting the user
mostly. Although theoretically latent factors in Eq. 1 are able to uncover any
relevant dimensions, one major problem it suffers from is the existence of cold
items in the system, about which there are too few associated observations to
estimate their latent dimensions. Using category features extracted from cate-
gory structures can alleviate this problem by providing an auxiliary signal in such
situations and generate bundle recommendations of items that are compatible.

2.1 Weight Matrix of Category

Our goal is to learn the category labels furnishing features for items and users
so as to recommend substitutable or complementary products for users. How-
ever, categories are organized as a hierarchical structure, seen in Fig. 2, and the
category of each product is a node in the tree. Here, there is a question: How
would we build matrix C and RC in the framework?

We build matrix C using the following scheme: First, each product is repre-
sented by a path, or more simply a set of nodes in the category tree. For products
belonging to multiple categories, we will take the union of those paths. Second,
each node of the hierarchy structure has a number. The largest category, as the
root node in the tree, is the number.1 in the serial number and nodes on the
same layer are assigned a number one by one from high to low. The cpj = 1 in
matrix C indicate that the path of item j has the p-th node in category tree,
otherwise cpj = 0. Third, in order to give prominence to their own sub-category
factors, we make the higher layer has lower weight and the leaf nodes of the
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Fig. 1. The graphical model for
Category-BPMF

Fig. 2. Part of the product hierarchy
for Amazon books products

path have maximum weight. For example, if item j has a category label p at the
fourth layer, cpj = 1 × 4 and 4 is the weight for fourth layer.

Matrix RC manifests the users’ attentions for multiple categories. RC is
structured with the program: due to the hierarchical structure of categories and
purchase history of users, users’ preferences for category labels can be protruding
by items’ paths mentioning above in category tree. In spite of there would have
high level categories in comment, the lower the levels have greater weight as men-
tioned above. This method can succeed in finding most appropriate relationships
between users and categories.

2.2 Extracting the Category Information

In the section, we will present the details of extracting category factors, which
are side-signals of MF approaches providing auxiliary information in cold-start
settings. As we can see on the Fig. 1 left, category weights matrix C is factored
to explore category feature CCp and item-category feature V Pj . And our for-
mulation assumes the following model to predict the importance of a category
p toward an item i and user preferences for category structure:

Ĉpj = 〈CCp, V Pj〉 , and , UP = RCT · CC (2)

where user-category factor UP is the variety of the set of category features
CCp and the matrix RC, which represents the user preferences for categories.
The item-category factor V P represents item features connecting directly with
categories (epj = Cpj − Ĉpj). The minimum optimization of CCp and V Pj can
be approached using gradient descent method as below:

min
V P,CC

∑(
Cpj − Ĉpj

)2

+ λ1 ‖VP‖2F + λ2 ‖CC‖2F
VPj = VPj + η(epj − λ1VPj), CCp = CCp + η(epj − λ1CCp)

(3)

2.3 BPMF with Category Factors

In the section, we will present the details of the second part of the framework.
For the purpose of provide the abundant alternative fitting the heterogeneous
needs of users, seen on the Fig. 1 right, the core in this paper is that we derive
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the parameters and hyperparameters (ΘU = {μU , ΛU}, ΘV = {μV , ΛV }), of
features matrices (U , V ), automatically from user-category and item-category
factors UP, V P . The conditional distribution over the user hyperparameters
ΘU = {μU , ΛU} conditioned on the user feature matrix U is given by the
Gaussian-Wishart distribution of UP and U . The conditional distribution over
the user feature vector Ui, conditioned on the item features Vj , observed user
rating matrix R, and the values of ΘU = {μU , ΛU} is:

p (Ui|R, V,ΘU , α) =
M∏

j=1

[
Rij |R̂ui, α

−1
]Iij

p (Ui|μU , ΛU ) (4)

p (μU , ΛU |U,UP,Θ0) = N
(
μU |μ∗

0, (β
∗
0ΛU )−1

)
W (ΛU |W ∗

0 , ν∗
0 ) (5)

where β∗
0 =

β0μ0 + NŪ

β0 + N
, β∗

0 = β0 + N, ν∗
0 = ν0 + N, eU =

(
1 − γ1−t) , eUP = γ1−t

[W ∗
0 ]

−1
= W −1

0 + NS̄ +
β0N

β0 + N

(
μ0 − Ū

) (
μ0 − Ū

)T
, γ > 1

Ū =
1

N

(

eU

N∑

n=1

U t−1
i + eUP

N∑

i=1

UPi

)

, S̄ =
1

N

(

eU

N∑

n=1

(U t−1
i )2 + eUP

N∑

i=1

UP 2
i

)

t equals to t, if this is the No. t iteration sampling in the Gibbs sampling
algorithm. eU and eUP are the coefficients Ui and UPi. eU is a increasing function
and eUP is a decreasing function with raising of t. The coefficients for Ui and
UPi originate from two reasons:

• First, when t = 1 at the first iteration, eU = 0, eUP = 1 ensure the conditional
distribution over ΘU = {μU , ΛU} is given only by the Gaussian-Wishart
distribution of UP as: Ū = 1

N

∑N
i=1 UPi and S̄ = 1

N

∑N
i=1 UP 2

i .
• Second, when t >= 2, 0 < eU , eUP < 1 ensure the conditional distribution

over ΘU = {μU , ΛU} given by the Gaussian-Wishart distribution of comprise
of UP and U t−1. The component of U t−1 will become big with raising of t.
Using U t−1 as prior for U t during iterations is necessary for the convergence
of user feature matrix U to deal with overfitting for regularization parameters.

The conditional distributions over the item feature vectors and ΘV =
{μV , ΛV } have exactly the same form. The samples

{
U

(t)
i , V

(t)
j

}
are generated

by running Gibbs sampling whose stationary distribution is the posterior dis-
tribution over the model parameters and hyperparameters {V P,UP,ΘV , ΘU}.
The Gibbs sampling algorithm then takes the following form:

1. Initialize model parameters
{
U0V 0

}

2. For t = 1,...,T
• Sample the hyperparameters (Eq. 5)

Θt
U ∼ p (ΘU | (eUUi + eUP UPi) , Θ0) , Θt

V ∼ p (ΘV | (eV Vj +eV P V Pj) , Θ0)
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• For each i = 1, ..., N sample user features and for each j = 1, ..., M sample
item features in parallel (Eq. 4):
U t+1

i ∼ p (Ui|R, (eV Vj + eV P V Pj) , Θt
U ) , V t+1

j ∼ p (Vi|R, (eUUi+
eUP UPi) , Θt

V )

3 Experimental Results

3.1 Dataset and Evaluation Metric

To fully evaluate the ability of Category-BPMF to handle real-world tasks, we
want to experiment on the largest dataset available. In this section, we adopt
the dataset from Amazon1 recently, which includes review texts and time stamps
spanning from May 1996 to July 2014 and each top-level category of products
on Amazon.com has been constructed as an independent dataset. Statistics are
shown in Table 2. Across the entire dataset, such relationships are noisy, sparse,
and not always meaningful. To address issues of noise and sparsity to some
extent, its sensible to focus on the relationships within the scope of a particular
high-level category. Two popular metrics, the Root Mean Square Error (RMSE)
and the Mean Absolute Error (MAE), are chosen to evaluate the prediction
performance.

Table 2. Dataset statistics for a selection of categories on Amazon.

Dataset Subcategories Items Users Rating Viewed items

Movies 44 208 K 2.11 M 6.17 M 1.42 M

Electronics 56 2498 K 4.25 M 11.4 M 7.3 M

Books 187 2.73 M 8.2 M 25.9 M 12.46 M

Women’s clothing 116 838 K 1.82 M 14.5 M 6.35 M

3.2 Baselines

• MF [18]: It is a low-rank approximation based on minimizing the sum-of-
squared-errors and does not employ other information for users and items.

• Category Tree (CT): This method computes a matrix of co-occurrences
between subcategories from the training data. Then a pair (x, y) is predicted
to be positive if the subcategory of y is one of the top 50% most commonly
connected subcategories to the subcategory of x.

• Bayesian Personalized Ranking with Category Tree (BPR-C): Introduced
by [19], BPR is the state-of-the-art method for personalized ranking. BPR-C
makes use of category tree to extend BPR by associating a bias term to each
finegrained category on the hierarchy.

1 https://www.amazon.com/.

https://Amazon.com
https://www.amazon.com/
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• Item-to-Item Collaborative Filtering (CF) [8]: This baseline identifying items
that had been browsed or purchased by similar sets of users, follows the same
procedure, actual browsing or purchasing data we consider sets of users who
have reviewed each item.
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Fig. 3. Impact of parameter γ

3.3 Experimental Results

Impact of Parameter Analysis the Base of Exponential Function γ: γ
is base of exponential function γ1−t regulating proportion of UPi and Ui, V Pj

and Vj . Figure 3 shows the impacts of γ on MAE/RMSE with D = 20 for four
datasets. As γ increases, the two error metrics decrease, but when γ surpasses
a value 30, all the metrics increase. We observe that error metrics have the
minimum for about γ = 30 simultaneously. So γ = 30 can control the strength
of Category-BPMF well.

Analysis of Recommendation Performance: All the experiments are con-
ducted using 20 latent factor dimensionality, γ = 30 and 50 iterations. We
can make a few observations to explain and understand our finding as follows
(Table 3):

Table 3. RMSE of the predictions on all items or cold start on four datasets.

Dataset Setting CT MF CF BPR-C Category

BPMF

% impr.

C-BPMF

vs CF

% impr.

C-BPMF vs

BPR-C

Movies All items 0.917 0.842 0.854 0.801 0.771 8.54 3.74

Cold start 0.945 0.856 0.868 0.812 0.774 8.52 4.67

Electronics All items 0.912 0.839 0.833 0.798 0.768 7.8 3.71

Cold start 0.935 0.855 0.857 0.805 0.764 10.82 4.67

Women’s clothes All items 0.908 0.835 0.821 0.792 0.776 5.7 2.02

Cold start 0.931 0.840 0.842 0.810 0.778 3.8 3.95

Books All items 0.906 0.832 0.844 0.795 0.775 8.17 2.51

Cold start 0.941 0.848 0.838 0.812 0.774 7.6 4.67
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(1) CT is particularly inaccurate for our task. We also observed relatively
high training errors with this method for most experiments. This confirms our
conjecture that raw similarity is inappropriate for our task, and that in order
to learn the relationships across categories, some sort of expressive transforms
are needed for manipulating the raw features. (2) MF performs considerably
worse than other methods. This reveals that the predictive information used by
the other models goes beyond the features of the products, i.e., that the cate-
gory based models are learning relationships between finer grained attributes.
(3) BPR-C does significantly outperform CT, presumably because the category
signals are already encoded by those features. This suggests that improving BPR
requires more creative ways to leverage such signals. (4) Category-PMF, BPR-C
compared with MF and CF indicate that category information is very important
information and can not be ignored. (5) Category-BPMF consistently outper-
forms baseline methods. These results suggest that hierarchical categories of
users and items contain complementary information and capturing them simul-
taneously can further improve the recommendation performance.

4 Conclusion

In this paper, we exploit the hierarchical category structures of items and users
for recommendation when they are not explicitly available and propose a novel
recommendation framework Category-BPMF, which captures the hierarchical
structures of items and users into a coherent model. Experimental results on real-
world dataset demonstrates the importance of the implicit hierarchical categories
of both items and those of users in the recommendation systems.

Acknowledgments. This work is supported by NSFC (No. 61170192) and National
Science and Technology Support Program (No. 2015BAK41B01).
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Abstract. In this paper, we propose a skyline-based recommendation
and ranking function. We suppose that some recommender systems,
such as hotel recommender systems, are based not only on user prefer-
ences but also cost performance. For these kinds of applications, We first
extract items with good cost performance and then identify items that
users prefer, which reduce the computational cost of the online process.
Based on the results of our preliminary experiments, we propose user
feedback-based scoring and density-aware scoring methods where items
that are highly similar to a user’s latent requirements are recommended
and attribute values in a dense area are quantized into a single value. The
result of the experiments suggest that the density-aware scoring provides
equal to or greater accuracy than the basic scoring.

Keywords: Skyline operator · Recommender system · User feedback ·
Density

1 Introduction

A vast amount of data has been generated and is now stored on the Web. It is
expected that much more data will be generated in the future. In this situation,
a recommender system is required because finding information a user needs from
such big data is laborious. Hence, many studies on recommender systems have
been conducted. In particular, content filtering [8] and collaborative filtering
[10,12] has emerged as one of the most beneficial techniques. As the number of
items becomes large, the cost of calculating the similarity between items becomes
very expensive.

We suppose that some kinds of applications of recommender systems are based
not only on user preference but also cost performance. For example, suppose a user
would like to be recommended some useful hotels for his/her business trip. Some
users may want to give priority to the price of the hotels (group A in Fig. 1), while
others may prioritize the distance from the hotels to the nearest station (group
B in Fig. 1). Others may prefer hotels with a balance between price and distance
(group C in Fig. 1). This implies that no user prefers to stay in hotels that are
both expensive and far from the nearest station (group D in Fig. 1). As a result,
preferable hotels, namely, the items of groups A, B, and C, tend to be located in
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 133–141, 2017.
DOI: 10.1007/978-3-319-63564-4 11
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Fig. 1. Skyline operator and skyline points

the lower left of the figure. We regard these items as hotels with good cost perfor-
mance. Considering the current user’s behavior, we first extract only items with
good cost performance, and then identify items that the user prefers. An advan-
tage of this approach is that the computational cost of the online process can be
reduced.

The hotels at the lowest and furthest left in Fig. 1 (indicated by black dots)
are hotels with the best cost performance. The skyline operator is an algorithm
that efficiently extracts these hotels [1]. These items are called skyline points,
and formally defined as hotels that are not dominated by any other hotel in all
dimensions. The line connecting the skyline points is called the skyline. Features
of an item such as price and distance are called attributes.

The skyline operator helps to efficiently extract the best cost performance
items. Thus, a skyline-based recommender system is expected to be useful in
some specific scenarios. Problems on achieving a useful skyline-based recom-
mender system are as follows:

– The original skyline operator itself does not support a ranking function of
extracted items, although a ranking function is a highly desirable feature of
a recommender system.

– Some researches expanded the skyline operator and embedded the scoring
function [2,6,7,9,11,14]. However, some of them suppose a situation where
user’s attribute weights are given and the others does not take account of a
user’s preference in scoring function. Moreover, to our knowledge, no research
conducted a user study to evaluate effectiveness of the scoring function.

Our preliminary experiments for confirming the potential of a skyline-based
recommender system revealed that the priority that users give to their pref-
erences does not always agree with the actual importance of the preferences
in decision making. To resolve this issue, we propose the user feedback-based
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scoring and density-aware scoring methods to the skyline-based recommender
system.

2 Related Work

Researches on a ranking/scoring function of skyline operation tend to suppose
fuzzy query [3–5]. Fuzzy query is a query where a user expresses his/her latent
requirement in not concrete value but fuzzy expression, e.g., “inexpensive” for
price and “close” for distance. Thus, a user’s preference in this study is related
to fuzzy query, although our approach suppose that a user just selects attributes
and not implicitly express largeness of an attribute value.

An initial research [9] of embedding a scoring function to the skyline opera-
tor requires that the scoring function is predefined. Latter research [11] exploits
context information to choose an appropriate scoring function. However, an
effective scoring function for skyline-based recommender system is not obvious.
Some researches [7,14] proposed a skyline operation with a scoring function.
These researches rank items according to the number of dominating items. Other
research [2] ranks items based on occurrence probability of an event. These rank-
ing function is too naive to satisfy a user’s requirements because these reflect
only distribution of items and does not reflect a user’s preference. Then, flexible
fuzzy skyline [6] argues the necessity of a ranking function according to a user’s
preference, however, a concrete ranking function is not proposed.

3 Basic Scoring Function for Skyline Points

In this study we focus on ranking of only skyline points, although items close
to skyline are expected to be useful. This is because the first priority of this
research is to confirm the potential of effectiveness of a skyline-based recom-
mender system. Items, i.e., hotel data in this paper, are normalized in advance.
base(h, a), a base score of a hotel h in terms of an attribute a, is calculated as
follows:

base(h, a) =
original(h, a) − worsta

besta − worsta
(1)

where original(h, a) is a original value of h in terms of a, worsta is the worst
value of a of all items, and besta is the best value of a in all items. In this study
we do not take account of categorical data because categorical data is used as a
filter rather than used in scoring items.

We introduce weighted linear sum into scoring skyline points because a base
score of each attribute and importance of the attribute in terms of a user’s
preference in this study can be regarded as each score and a weight of the
score in information retrieval, respectively. The basic score Sbasic(h) of hotel h
is calculated as follows:

Sbasic(h) =
∑

a∈A

weight(a)·base(h, a) (2)

where A is a set of attributes used for the skyline operator, a is an attribute in
A, weight(a) is a weight of a, and base(h, a) is a base score of h in terms of a.
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4 Improvement of the Skyline-Based Recommendation

4.1 Preliminary Experiment

We conducted preliminary experiments which confirmed (1) weighted linear sum
scoring function is effective, and (2) a skyline-based recommendation does not
decrease accuracy by extracting only hotels with good performance. We should
note that accuracy improves when the attribute weights are set equally with
the exception of price. Specifically, the attribute weight of price should be set
large for accurate recommendation. One very interesting result is that half of
the users gave a different order of importance to the attributes than they did at
the beginning. It is not always effective for a user to set the attribute weights by
him/herself. It also indicated that stated user preferences do not always agree
with actual importance in decision making.

4.2 User Feedback-Based Scoring

The preliminary experiments suggest that users cannot always assign proper
weights to attributes. Thus, we propose a method that leverages user feedback
to interpret a user’s latent requirements. Items that are highly similar to a user’s
latent requirements are recommended. This approach is a kind of content filtering
because we calculate similarities between items.

seed skyline points skyline points

0 1

Fig. 2. Seed hotels for user feedback-based scoring

Figure 2 draws arranged skyline points according to the base score of a certain
attribute. First, we split the space into k subspaces (k is 3 in this case). We then
extract k+1 skyline points located at the nearest to each border of the subspaces.
We define these skyline points as seed skyline points (indicated by black dots in
Fig. 2). Note that seed skyline points are extracted for every attribute used by
the skyline operator.

Next, we ask a user to choose the most preferable skyline points among the
seed skyline points. We assume that the chosen seed skyline points represent
the user’s latent requirement. Hence, similar skyline points to the chosen seed
skyline points are reasonable to be recommended. Therefore, a feedback score
SFeedback(h) of a hotel h is calculated by similarities between the chosen seed
skyline points and other skyline points as follows:

SFeedback(h) =
∑

c∈C

sim(h, c) (3)
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where C is a set of chosen seed skyline points, c is an chosen seed skyline point
in C, sim(h, c) is a similarity between h and c.

We use cosine similarity as a similarity measure in this paper; however, any
similarity measure can be applied. There are also some options for calculating
similarity because each skyline point has multiple attributes. We vary the number
of attributes to be used when calculating a similarity. Concretely, we use three
variations in the experiment: only the first attribute, three attributes used by
the skyline operator, and all eight available attributes for each item, as will be
introduced in Sect. 5.1. Thus, a similarity measure is calculated as follows:

sim(h, c) =
∑

a′∈A′ vh,a′vc,a′
√∑

a′∈A′ vh,a′2
√∑

a′∈A′ vc,a′2
(4)

where A′ is a set of attributes to be chosen for calculating similarity, a′ is an
attribute in A′, vh,a′ is a base score of h in terms of a′, and vc,a′ is a base score of
c in terms of a′. In this study, we set k to 3 because we assume that a three-way
split is enough to capture a user’s latent requirements1. We also decided to use
only one item for feedback to avoid a user’s labor.

4.3 Density-Aware Scoring

Judging from the interview results of the preliminary experiments, it seems that
dense areas occur in some attributes. When evaluating skyline points in these
areas, it is expected that users will give more importance to other attributes
because there is little difference that can be used to determine candidates along
an attribute with many skyline points with a similar score. In other words,
there is a gap between the scoring method of base score and decision making
because even trivial differences of the base scores among the skyline points are
considered. To address this issue, we quantize the base scores of skyline points
in dense areas.

We investigated the distributions of the skyline points along each attribute
of the skyline operators for many combinations of attributes using kernel density
estimation [13]. As a result, the density curves of the distributions have a largely
similar shape, that is, a gentle curve. Figure 3 illustrates the kernel density dis-
tribution for location. In contrast, price is an exception to this trend. Its shape
is sharp, as shown in Fig. 4.

It seems that the features of the distributions are appropriately captured
using kernel density estimation, as Figs. 3 and 4 show. Therefore, we use the
kernel density distribution to identify dense areas. An example of quantization
for price is depicted in Fig. 5. A dense area is defined as a range where the density
exceeds a threshold value. The base scores of skyline points located within the
dense area are quantized to a single value, which is the average value of these

1 As k increases, the system may be able to express the user’s latent requirements
more precisely. However, a user’s labor increases when the number of seed skyline
points increases.
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Fig. 3. Location kernel density distribution Fig. 4. Price kernel density distribution

base scores. Consequently, a density score SDensity(h) of a hotel h is calculated
as follows:

SDensity(h) =
∑

a∈A

weight(a)·density(h, a) (5)

density(h, a) =

{
base(h, a) (base(h, a) < τ)
quant(h, a) (otherwise)

(6)

where A is a set of attributes, a is an attribute in A, weight(a) is a weight of a,
τ is a threshold value, and quant(h, a) is a quantized value of h in terms of a.

The difference between the density-aware scoring and the basic scoring is
that the density-aware scoring quantizes the base scores in the dense areas.
Accordingly, the subsequent processes for density-aware scores are the same as
those for the basic ones. Note that the best threshold value will be examined in
the next section.

5 Experimental Evaluation

5.1 Data Set

In the experiments, we used the Rakuten Travel Data Set, which contains
Japanese hotel data. We used 692 hotels located in Tokyo. Each hotel has eights

threshold

density

pricequantize

Fig. 5. Quantization of base scores in dense areas
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attributes, that is, price, distance, and six user review ratings (service, location,
facility, room, bath/spa, and food). The users review ratings are between 1 to 5;
a higher value indicates better rating.

5.2 Experimental Setting

The number of the participants in these experiments was 30, and they are grad-
uate students. We operated two experiments: one did not include the price
attribute for the skyline operator and the other included the price attribute.
This is because the tendency between them was quite different, as the results of
the preliminary experiments showed. Evaluation measures are nDCG at 30. The
users choose three attributes for the skyline operator and the weight combina-
tions of attribute are shown in Table 1.

We examined five methods. Two of them were proposed to further improve-
ment of accuracy in Sect. 4, i.e., a user feedback-based scoring (Feedback) and a
density-aware scoring (Density). The other methods are Basic, Linear, and Sort
where hotels are sorted by the base score of the first axis as a naive method.

Table 1. Attribute weights

First attribute Second attribute Third attribute

p1 0.33 0.33 0.33

p2 0.50 0.50 0.0

p3 0.90 0.05 0.05

Table 2. Results without price

nDCG30

p1-Basic 0.990

p1-Linear 0.990

p1-Density-3 0.988

p2-Density-3 0.962

p2-Basic 0.960

p2-Linear 0.956

Feedback-8 0.945

p3-Density-2 0.940

p3-Basic 0.932

p3-Linear 0.926

Feedback-3 0.912

Feedback-2 0.892

Sort 0.851

Table 3. Results including price

nDCG30

p3-Density-5 0.918

Feedback-8 0.916

Feedback-3 0.909

p1-Density-5 0.901

p2-Density-5 0.895

p2-Basic 0.888

p2-Linear 0.878

p3-Basic 0.877

p3-Linear 0.876

p1-Basic 0.866

p1-Linear 0.863

Feedback-1 0.848

Sort 0.368
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5.3 Experimental Results

Experiment Without Price. Table 2 shows the result of the experiment with-
out price. The number of attributes used in the similarity calculation for Feedback
and the threshold value for Density are added to the end of the method labels.
Moreover, we only include the most accurate version of Density per weight com-
bination. For example, p1-Density-1 is omitted because it is less accurate than
p1-Density-2. It is effective to count every attribute in the scoring function when
the attributes for the skyline operator do not include price.

In contrast, Feedback is less effective than all other methods except Sort. The
accuracy of Density is slightly inferior to that of Linear and Basic. As a result,
Feedback and Density do not improve accuracy in the experiment without price.

Experiment with Price. Density is the most accurate method in the experi-
ment that includes price, as illustrated in Table 3. We assume that this is achieved
because the attribute of price has a wider range of dense areas and Density works
well in this situation. Further, Feedback improved accuracy compared with Basic
and Linear when eight or three attributes were used.

Discussion. According to the above results, Density attains accurate and sta-
ble recommendations. In this method, weights for attribute do not have to be
tuned and can be just assigned an equal value when there is no attribute that
overwhelms the other attributes in decision making. In contrast, it is effective to
assign a high weight to an attribute that overwhelms the others.

6 Conclusion

In this paper, we discussed a skyline-based recommendation with a ranking func-
tion taking account of a user’s preference and conducted a user study. We pro-
posed the Feedback and Density methods for improving existing ones. Experi-
mental evaluations showed that Density recommends items accurately with sta-
bility. With Density, automatically tuning the threshold value is a part of our
future work. Applying more advanced score fusion methods instead of weighted
linear sum is also our future work.

Acknowledgements. This work was partly supported by JSPS KAKENHI Grant
Numbers 15H02701, 15K20990, 16H02908, 26280115, and 25240014. The Rakuten
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Abstract. Diversifying the recommendation lists in recommendation
systems could potentially satisfy user’s needs. Most diversification tech-
niques are designed to recommend the top-k relevant and diverse items,
which take the coverage of the user preferences into account. The rel-
evance scores are usually estimated by methods such as latent matrix
factorization. While in this paper, we model the users’ interests with the
topic distributions on the rated items. And then we investigate how to
improve the topic diversification within the recommendation lists. We
first estimate the topic distributions of users and items through train-
ing Latent Dirichlet Allocation (LDA) on the rating set. After that we
propose two topic diversification methods based on submodular function
maximization and proportionality respectively. Experimental results on
MovieLens and FilmTrust datasets demonstrate that our approach out-
performs state-of-the-art techniques in terms of distributional diversity.

Keywords: Recommender system · Diversity · LDA

1 Introduction

Most traditional recommendation systems usually recommend items with high
predicted scores to users by using some standard recommendation algorithms.
However, many recent studies have shown theoretically and empirically that it
is more beneficial to take the diversity within the recommendation lists into
account as well [1,7,16], particularly when different users with diverse and
ambiguous interests. Recommending a diverse set of the most relevant items
is more likely to satisfy all potential needs of a given user. So finding a top-k
itemset for a given user is of crucial importance to recommendation systems.

In order to resolve the user interest ambiguity and avoid the redundancy in
the recommendation lists, a number of diversification frameworks [1,7,9,12,16]
have been proposed, which optimize the top-k items collectively in terms of both
relevance and diversity. Most of these former works, e.g., Entropy Regularized
[16], define some objective functions to balance between maximizing relevance
and maximizing diversity. These methods estimate the relevance score through
methods such as Latent Matrix Factorization [13]. However, we should be aware
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 142–150, 2017.
DOI: 10.1007/978-3-319-63564-4 12
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that most of the fundamental methods like LMF are proposed to achieve pre-
dictive ratings, which are not so suitable for getting the top-k lists that meet all
of the potential needs of users.

Inspired by search result diversification methods from information retrieval
field [3,14], we also propose a two-stage diversification framework. In the first
stage, we estimate the topic distributions of users and items through training
LDA on rating set as we mentioned above. And in the second stage, we employ
two methods to “cover” the topic distributions of users and items. In the second
method, we use the election-based approach proposed in [14] to diversify rec-
ommendation lists proportionally, which has advantages on exploiting the two
topic distributions.

The contributions of the paper can be summarized as follows: 1. We model
each user’s rating set as a document and train LDA on the “document” set
to get the topic distributions, which are incorporated into the proposed objec-
tive functions. 2. We propose two diversification methods based on submodular
function maximization and proportionality respectively. 3. We conduct extensive
experiments on MovieLens dataset and FilmTrust dataset, which include per-
formance comparisons with state-of-the-art methods. The experimental results
demonstrate the effectiveness of our proposed solutions.

2 Related Work

Our work is related to the search result diversification in the information retrieval
field and item diversification in the recommendation systems, and also related
to the submodular function maximization. We give a brief review of those works
in this section.

In the diversification based on item similarity, There is a trade-off between
the utility and diversity of items. In the most popular framework MMR [4], the
item i is greedily or marginally added into the result set S through maximize
(1 − λ)wi − λ maxj∈S sim(i, j). The conditional differential entropy h(rS |rΩ , V )
is employed in [16] as a diversity regularizer to the utility function

∑
i∈S pT

u qi.
The adaptive attribute-based diversification model proposed in [10] follows the
MMR framework. When computing similarity, they consider the diversification
attribute of each user with respect to different item attributes. The propensity
towards diversity is measured by entropy for each user. In [15], the authors
propose a general framework which tradeoffs the utility of the items, the coverage
of the user preferences and the diversity between items.

In [8], the diversity of recommendation lists is improved by maximizing the
explicit topic attribute differences among items. In our first method, we follow
the framework of IA-Select [3] which maximizes a probabilistic coverage func-
tion defined through the distribution of explicit topics. A probabilistic frame-
work xQuAD (eXplicit Query Aspect Diversification) is proposed in [18] for Web
search result diversification, which explicitly accounts for the various aspects
of an under-specified query. The ranking algorithm is designed to satisfy the
uncovered aspect by the selected documents. The explicit relevance model is
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also studied in [17]. In the diversity-weighted utility maximization (DUM) algo-
rithm proposed in [9], the item is greedily added into to the recommendation
list which try to maximize the objective function

∑k
i=1[f(Ai) − f(Ai−1)]wi.

Our second diversification method follows the election-based approach pro-
posed in [14] which diversifies the search result by proportionality. For each
position in the recommendation list, We iteratively determine the topic that
best maintains the overall proportionality, and then select the best item on this
topic for this position. Therefore, proportional topics in the recommendation list
could satisfy the preferences of the user.

3 Proposed Methods

In this section, we introduce a two-stage diversification framework. In the first
stage, we estimate the topic distributions through training LDA on the trans-
formed rating set. Then we propose two diversification methods based on the
inferred distributions.

3.1 Problem Statement

Before delving into our methods, we introduce notations used in the paper. The
set of users and items are denoted as U and V . The rating set is denoted as R.
The set of topics we infer from LDA is denoted as T . The notation u, i, and t
denote an user, an item, and a topic respectively. The diversification problem in
this paper is to recommend an itemset S with size constraint |S| = k to user u
with diverse topics.

3.2 Topic Distribution Estimation

To improve the topic diversity within the recommendation lists, we should esti-
mate the topic distributions of users and items. In our framework, we retort to
Latent Dirichlet Allocation. We treat each user as a document and the items
rated by users as words in documents. In our method, we transform the rat-
ing values of items to the number of occurrences of the word, i.e., the tuple
tu,i = (u, i, ru,i) will be transformed into t̂u,i = (u, i, i, i...) where the number of
occurrence of i is ru,i.

After the transformation, we use Latent Dirichlet Allocation [6] to estimate
two distributions: user-topic distributions and item-topic distributions, which
are denoted as θ and ϕ. Let θu denotes the topical distribution of the user u
and θu,t denotes the probability of that the user u chooses the topic t. Similarly,
let ϕt denotes the distribution of topic t over the set of items and ϕt,i denotes
the probability of that the item i appears in the topic t. We employ symmetric
Dirichlet priors Dir(α) and Dir(β) with the hyper-parameters of α and β on θ
and ϕ respectively. Then the user preferences can be computed by using θ and
ϕ as follows:

Pu,i =
∑

t∈T

θu,tϕt,i, (1)
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Algorithm 1. LDA-Greed
Input: The itemset V and an integer k
Output: Subset of items S ⊆ V with |S| = k

1: S ← {argmaxi∈V Pu,i + λ
∑

t∈T θu,tφi,t};
2: while |S| < k do
3: i∗ ← argmaxi∈V −S Pu,i + λ

∑
t∈T θu,tφi,t

∏
i′∈S(1 − φi′,t)

4: S ← S ∪ {i∗}
5: V ← V − {i∗}
6: end while
7: return S

We treat Pu,i as the propensity of u selecting i. In other words, it is treated as
user u’s preferences.

Then we can recommend the top-k unrated items for u by reordering u’s
preferences [Pu,i for i ∈ V ]. Actually this is one of baseline method in our
experiment. For ease of use, we also introduce the item-topic distribution φ as a
reverse of ϕ, then φi,t means the probability that item i covers topic t.

3.3 Diversify Marginally

Inspired by IA-Select [3], we recommend an itemset S(|S| = k) to user u which
maximizes the following objective function:

f(S) = R(S) + λ
∑

t∈T

θu,t

(

1 −
∏

i∈S

(1 − φi,t)

)

, (2)

where R(S) =
∑

i∈S Pu,i.
It is easy to verify that this problem is NP-hard (reduction from the Set Cover

problem). Fortunately, thanks to the well-known result of [2], we can resort to
the submodularity of the probabilistic coverage function. The submodularity of
the objective function provides a theoretical approximation guarantee of factor
1 − 1

e for the greedy search algorithm. Formally,

Theorem 1. Let f be a submodular, monotone set function and f(∅) = 0.
Then, the greedy search algorithm finds a set S (|S| = k) such that f(S) ≥(
1 − 1

e

)
maxS′:|S′|≤k f(S′).

Theorem 2. The function defined in (2) is submodular and monotone.

Now we present the greedy algorithm outline in Algorithm 1, where we diver-
sify the recommendation lists marginally.

3.4 Diversify Proportionally

In this section, we present a method to diversify items proportionally, inspired by
the election-based approach which aims to diversify search result [14]. The main
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Algorithm 2. LDA-PE
Input: The itemset V and an integer k
Output: Subset of items S ⊆ V with |S| = k

1: st ← 0, ∀t ∈ T
2: while |S| < k do
3: for t ∈ T do
4: quotient[t] =

θu,t

2st+1
,

5: end for
6: t∗ ← argmaxt∈T quotient[t].
7: i∗ ← argmaxi∈V −S α · quotient[t∗] · φi,t∗ + (1 − α) · ∑

t �=t∗
quotient[t] · φi,t.

8: S ← S ∪ {i∗}
9: V ← V − {i∗}
10: for t ∈ T do
11: st ← st +

φi∗,t∑

t′∈T

φi∗,t′

12: end for
13: end while
14: return S

idea behind the method is to find a representative itemset S from the unrating
items, which has the same topic proportionality to the topic distribution inferred
for user u, i.e., {st}t∈T ∝ θu, where {st}t∈T is the topic distribution of items
contained in S, and st is calculated as follows: st =

∑

i∈S

φi,t∑

t′∈T

φi,t′ .

To achieve this proportionality, when we add an item into S, we first choose
a topic which has the most lack of proportionality in S. We use quotient[t] to
denote the proportional lack of topic t in S which is calculated as quotient[t] =

θu,t

2st+1 .
The topic t∗ is chosen as follows: t∗ ← argmaxt∈T quotient[t]. Then we

choose the optimal item with respect to topic t∗. The direct way is to select the
item i with the highest φi,t∗. However, adding items into S not only affects the
concerned topic t∗, but also affects several other topics covered by these items.
So we introduce the parameter α to balance these effects: i∗ ← argmaxi∈V −S

α · quotient[t∗] · φi,t∗ + (1 − α) · ∑

t�=t∗
quotient[t] · φi,t. The adopted diversification

by proportionality algorithm is presented in Algorithm 2.

4 Experiments

In this section, we verify the performances of the proposed diversification frame-
works on two data sets.

4.1 Datasets and Comparison Methods

The experiments are evaluated on the publicly accessible datasets: Movie-
Lens(1M) and FilmTrust. The details of two data sets are shown in Table 1.
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Table 1. Statistics of Data Sets

Dataset Users Items Ratings Density

MovieLens 6040 3952 1000209 4.47%

FilmTrust 1508 2071 35497 1.14%

We evaluate the LDA-PE and LDA-Greed methods proposed above in
the experiments, and compare them with the following methods: SVD, LDA,
MMR, DUM [9], and PMF++(PMF + α +β) [15]. As LDA cannot directly
generate a top-k recommendation itemset, we rank the items by calculating
Pu,i =

∑

t∈T

θu,tϕt,i. Similarly we get the ranked lists by sorting with the ratings

predicted by SVD.

4.2 Evaluation Metrics

Diversity. The diversity is measured based on the item similarities in the rec-
ommendation lists. A recommendation list is more diverse when it consists of

dissimilar items. The diversity is defined as Diversity = 1−
∑

i1,i2∈S,i1 �=i2

sim(i1,i2)

k(k−1)/2 ,
where sim(i1, i2) is the cosine similarity between i1 and i2, and is generated from
the item-topic distribution φ in LDA.
Precision and Recall. We follow the evaluation protocol proposed in [19].

4.3 Experiment Design

Since DUM can only recommend a small number of items(less than 10), we
first conduct other methods in MovieLens and FilmTrust datasets with k ∈
{10, 20, 30, 40, 50}, and then conduct DUM with LDA-PE and LDA-Greed in
just MovieLens dataset with k ∈ {2, 4, 6, 8, 10}. All the methods take use of
the “hit” protocol mentioned above. All the parameters are tuned manually. As
LDA-PE, LDA-Greed are all based on LDA method, we run the LDA method
first and make the further study on the results of LDA method. In addition, we
also test the topic dimensionality dT in LDA by studying the performances of
LDA-Greed and LDA-PE on Movielens with dT ∈ {25, 50, 75, 100}.

4.4 Results

For the parameter setting, we use α = 50.0/dT , β = 0.01 in LDA, and λ =
0.02, γ = 0.005 in LMF. These two methods are the basis of other methods. In
addition, we set λ = 0.5 in LDA-PE, and λ = 0.8 in LDA-Greed to get the best
performance. Topic dimensionality in LDA we set for MovieLens is dT = 50,
which we will explain in next subsection, and similarly we set dT = 25 for
FilmTrust.
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Figure 1 shows the performances of our methods and the baseline methods
in terms of diversity, precision and recall metrics with k ∈ {10, 20, 30, 40, 50}
on MovieLens dataset. As we can see, the diversities of all the methods except
MMR increase as k grows, which means that for these methods, the larger rec-
ommended lists are more likely to have high diversity to satisfy all potential
needs of users. Compared to other methods, LDA-PE has the best diversity.
And LDA-Greed also has good performance, although its diversity is lower than
MMR when k <= 30, but after that is higher than MMR. In particular, all other
methods show an upward trend, except that LDA-PE’s diversity curve remains
stable declining, indicating that LDA-PE is more suitable for low-capacity lists
than others. LDA has the best precision and recall, because it is designed not
to predict the ratings of users but to capture the preferences of users, and our
choice of precision and recall metrics just meets this feature. The precision and
recall of LDA-PE and LDA-Greed are below LDA and MMR for the penalize of
diversity promotion.

Figure 2 shows the performances of methods on FilmTrust dataset. Due to the
sparsity of FilmTrust dataset and the atypical strategy of calculating precision
and recall in our approach, SVD and PMF++ do not have good precision and
recall even though they have good Root Mean Square Error(RMSE)(below 1), so

Fig. 1. Results on MovieLens

Fig. 2. Results on FilmTrust

Fig. 3. Compare to DUM
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we just present the results of other methods here. As we can see, the performance
of the diversity of all methods is rapidly deteriorating when k grows. We find
that it’s because the average number of users’ ratings in FilmTrust is too small
(about 20), so when k is too high, it’s hard to get good results. Similar to Fig. 1,
LDA-PE also has the best performance in terms of diversity, and LDA-Greed
is slightly lower than LDA-PE. The precision and recall of these methods are
broadly similar.

Figure 3 shows the comparison between DUM and our two proposed methods
on the MovieLens dataset with k ∈ {2, 4, 6, 8, 10}. We can see that the diversity
of LDA-PE shows a big advantage at this small range of k, while LDA-Greed
has the worst performance, which indicates that LDA-Greed is not so suitable
for a small k. As for precision and recall, DUM is the best when k is less than
6, but LDA-PE and LDA-Greed perform better later.

5 Conclusion

In this paper, we take a further adoption of LDA method to the top-k recommen-
dation, which can better reflect user preferences. We propose two diversification
methods based on margin and proportion respectively, and make a comparison
between the two methods. Experimental results on the MovieLens and FilmTrust
datasets demonstrate that our methods is superior to the most advanced meth-
ods in terms of distributional diversity, while the proportion-based method has
better performance.
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Abstract. The goal of Clinical Decision Support (CDS) is to help physi-
cians find useful information from a collection of medical articles with
respect to the given patient records, in order to take the best care of their
patients. Most of the existing CDS methods do not sufficiently consider
the semantic evidence, hence the potential in improving the performance
in biomedical articles retrieval. This paper proposes a novel feedback-
based approach which considers the semantic association between a
retrieved biomedical article and a pseudo feedback set. Evaluation results
show that our method outperforms the strong baselines, and is able to
improve over the best runs in the CDS tasks of TREC 2014 & 2015.

Keywords: Clinical Decision Support · Semantic association · Rele-
vance feedback

1 Introduction

The goal of Clinical Decision Support (CDS) is to efficiently and effectively
link relevant biomedical articles to meet physicians’ needs for taking better care
of their patients. In CDS, the patient records are considered as queries and the
biomedical articles are retrieved in response to the queries. With the development
of medical research, the volume of the published biomedical articles is growing
rapidly, resulting in the difficulty in seeking out the most relevant and timely
information for a particular clinical case.

Most of the existing CDS methods retrieve biomedical articles using the
frequency-based statistical models [1,3,7,10]. Those methods extract concepts
from queries and biomedical articles, and further utilize concepts to apply query
expansion or document ranking. Then, the relevance score of a given article is
assigned based on the frequencies of query terms or concepts. Despite the fact
that the frequency-based CDS methods have been shown to be effective and
efficient in the CDS task [22], they ignore the semantic evidence of relevance.
We argue that the retrieval effectiveness of the CDS systems can be further
improved by integrating the semantic information. For instance, suppose two
short medical-related texts as follows:

c© Springer International Publishing AG 2017
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– The child has symptoms of strawberry red tongue and swollen red hands.
– This kid is suffering from Kawasaki disease.

Though the two short texts have no terms in common, they convey the same
meaning and are considered to be related to each other. However, the two sen-
tences above are considered completely unrelated by the existing frequency-based
CDS methods. In this paper, we aim to further enhance the retrieval performance
of the CDS systems by taking the semantic evidence into consideration. Bene-
fiting from recent advances in natural language processing (NLP), words and
documents can be represented with semantically distributed real-valued vectors,
i.e. embeddings, which are generated by neural network models [4,14,18,19]. The
embeddings have been shown to be effective and efficient in many NLP tasks
due to the ability in preserving semantic relationships in vector operations such
as summation and subtraction [18]. In this study, we utilize the Word2Vec tech-
nique proposed by Mikolov et al. [14,18] to generate embeddings of words and
biomedical articles, which is widely considered as an effective embedding method
in NLP applications [9,17,26]. As a state-of-the-art topic model, latent Dirichlet
allocation (LDA) [6] is also used for comparison with Word2Vec in generating
distributed representations of biomedical articles in this study.

There have been efforts in utilizing the embeddings to improve IR effective-
ness. For example, Vulić and Moens estimate a semantic relevance score by the
cosine similarity between the embeddings of the query-document pair to improve
the performance of monolingual and cross-lingual retrieval [27]. Similar idea is
presented in [28], where the semantic similarity between the embeddings of the
patient record and biomedical article is utilized to improve the CDS system.
Note that the patient records are used as queries in CDS as described above. We
argue that query is a weak indicator of relevance in that query is usually much
shorter than the relevant documents, such that the use of semantic associations
of the query-document pairs may only lead to limited improvement in retrieval
performance. To this end, this paper proposes a feedback-based CDS method
which integrates semantic evidence to further enhance retrieval effectiveness.
Experimental results show that our proposed CDS method can have significant
improvements over strong baselines. In particular, a simple linear combination
of the classical BM25 weighting function with the semantic relevance score gen-
erated by our method leads to effective retrieval results that are better than the
best TREC runs in both 2014 & 2015 CDS tasks.

2 Related Work

2.1 BM25 and PRF

As our CDS method is to integrate the semantic relevance score into the classi-
cal BM25 model with applying pseudo relevance feedback (PRF), we introduce
BM25 model and PRF in this section. The ranking function of BM25 given a
query Q and a document d is as follows [23]:
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score(d,Q) =
∑

t∈Q

wt
(k1 + 1)tf
K + tf

(k3 + 1)qtf
k3 + qtf

(1)

where t is one of the query terms, and qtf is the frequency of t in query Q. tf is the
term frequency of query term t in document d. K is given by k1((1− b)+ b · l

avg l ),
in which l and avg l denote the length of document d and the average length of
documents in the whole collection, respectively. k1, k3 and b are free parameters
whose default setting is k1 = 1.2, k3 = 1000 and b = 0.75, respectively [23]. wt is
the weight of query term t, which is given by:

wt = log2
N − dft + 0.5

dft + 0.5
(2)

where N is the number of documents in the collection, and dft is the document
frequency of query term t, which denotes the number of documents that t occurs.
PRF provides a feedback-based automatic method for improving the retrieval
performance by expanding the original user input query [15].

2.2 State-of-the-Art CDS Methods

Due to the specificity of medical healthcare field, most of the existing CDS
methods retrieve biomedical articles based on concepts, including unigrams,
bigrams and multi-word concepts. These concepts are extracted from differ-
ent resources, such as queries, biomedical articles, external medical databases,
etc. These content-based CDS methods usually utilize concepts to apply query
expansion or document ranking based on the frequencies of the concepts. Palotti
and Hanbury proposed a concept-based query expansion method, increasing the
weights of relevant concepts and expanding the original query with concepts
extracted by MetaMap [20]. MetaMap is a highly configurable tool for recog-
nizing the Unified Medical Language System (UMLS) concepts in text, which is
usually utilized in the existing CDS methods. Song et al. proposed a customized
learning-to-rank algorithm and a query term position based re-ranking model
to improve the retrieval performance [25]. As biomedical articles are usually
full-text scientific articles which are much longer than Web documents, Cum-
mins et al. applied the recently proposed SPUD language model [11] to CDS for
retrieving longer documents more fairly [10]. Abacha and Khelifi investigated
several query reformulation methods utilizing Mesh and DBpedia. In addition,
they applied rank fusion to combine different ranked document lists into a single
list to improve the retrieval performance [1].

2.3 The Best Methods in the TREC 2014 and 2015 CDS Tasks

Choi and Choi proposed a three-step biomedical article retrieval method, which
obtains the best run in the TREC 2014 CDS task [7]. Firstly, the method utilizes
external knowledge resource to apply query expansion, and uses the query like-
lihood (QL) language model [21] to rank articles. Secondly, a text classification
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based method is used for the topic-specific ranking. Note that the topics used
in the TREC CDS task are classified into three categories, i.e. diagnosis, test
and treatment. Finally, the method combines the relevance ranking score and
the topic-specific ranking score with Borda-fuse method [7].

The CDS methods proposed by Balaneshin-kordan et al. [3] obtained both the
best automatic and manual runs in the TREC 2015 CDS task. Their method
extracts unigrams, bigrams and multi-word UMLS concepts from queries, the
pseudo relevance feedback documents or external knowledge resources, and then
uses the Markov Random Field (MRF) model [16] for document ranking. The
relevance score of a document d given a query Q is computed as follows [3]:

score(d,Q) =
∑

c∈C

1cscore(c, d) (3)

=
∑

c∈C

1c

∑

T∈T

λT fT (c, d)

where score(c, d) is the contribution of concept c to the relevance score of doc-
ument d. 1c is an indicator function which determines whether the concept c is
considered in the relevance weighting. C is the set of concepts. T is the set of
all concept types, to which concept c belongs. Note that a concept can belong to
multiple concept types at the same time. λT is the importance weight of concept
type T , and fT (c, d) is a real-valued feature function.

The existing CDS methods retrieve biomedical articles based on the frequen-
cies of concepts. As discussed in Sect. 1, the lack of semantic evidence of relevance
may lead to limited retrieval performance. A recent work [28] integrates semantic
similarity between the embeddings of the patient record and biomedical article
to improve the CDS system, which is given by:

Sim(d,Q) = 0.5 ·
−→
d · −→

Q

||−→d || × ||−→Q |
+ 0.5 (4)

where
−→
d and

−→
Q are the embeddings of biomedical article d and patient record Q,

respectively. Sim(d,Q) is the semantic similarity which is integrated into BM25
model [23] by a linear interpolation. As the patient records are usually much
shorter than the full-text biomedical articles, they do not necessarily contain
sufficient amount of semantic evidence of relevance. Therefore, the approach in
[28] leads to limited improvement on the CDS task. To deal with this problem,
in the next section, we propose a feedback-based approach that considers the
semantic similarity between a retrieved article and a set of feedback articles,
which is a better indicator of relevance than patient record.

3 Feedback-Based Semantic Evidence

The methods for generating the embeddings of biomedical articles are introduced
in Sect. 3.1. The generated embeddings are utilized for enhancing the retrieval
performance of CDS in Sect. 3.2.
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3.1 Generating Embeddings of Biomedical Articles

The Word2Vec technique proposed by Mikolov et al. [14,18] is a state-of-the-
art neural embedding framework, which has been shown to be effective and
efficient in many NLP tasks. In this study, Word2Vec is also utilized to generate
embeddings of words and biomedical articles. A unique advantage of Word2Vec
is that the semantic relationships can be preserved in vector operations, such as
addition and subtraction [18]. Therefore, the embeddings of biomedical articles
can be generated through vector operations of word embeddings such that they
are applicable to the CDS task. Considering the fact that informative words are
usually infrequent in biomedical articles, we utilize the Skip-gram architecture
of Word2Vec, which shows better performance for infrequent words than the
CBOW architecture of Word2Vec in generating embeddings [18]. Besides, the
negative sampling algorithm is used to train embeddings [18].

The Skip-gram architecture is composed of three layers, i.e. an input layer, a
projection layer and an output layer. The basic idea of Skip-gram is to predict
the context of a given word w. Considering the conditional probability p(c(w)|w)
given a word w and the corresponding context c(w), the goal of Skip-gram model
is to maximize the likelihood function as follows [12]:

arg max
θ

∏

(w,c(w))∈D

p(c(w)|w; θ) (5)

where w and c(w) denote a word and the corresponding context, respectively.
(w, c(w)) is a training sample, and D is the set of all training samples. θ is the
parameter set that needs to be optimized. In addition, the conditional probability
p(c(w)|w) is modeled as Softmax regression, which is given as follows:

p(c(w)|w; θ) =
evw·vc(w)

∑
c(w)′∈C evw·vc(w)′ (6)

where vw and vc(w) are the embeddings of word w and the corresponding con-
text c(w), respectively. Substituting Eq. (6) back into Eq. (5), the final objective
function of Skip-gram is given by:

arg max
θ

∏

(w,c(w))∈D

log p(c(w)|w)

=
∑

(w,c(w))∈D

(
log evw·vc(w) − log

∑

c′
evw·vc(w)′

)
(7)

where the parameters in Eq. (7) are trained by stochastic gradient ascent.
A major challenge of the application of the word embeddings to CDS is how to

generate effective embeddings for biomedical articles. In this paper, we adopt two
ways of generating embeddings for biomedical articles, namely Term Summation
and Paragraph Embeddings, abbreviated as Sum and Para respectively. As the
semantic relationships are preserved in the embedding operations, one way of
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generating embeddings of biomedical articles is to sum up the word embeddings
of the top-k most informative words in a given article, i.e. Term Summation,
which is given by:

−→
d =

∑

w∈Wd
k

tf − idf(w) · −→w (8)

where −→w and
−→
d are the embeddings of word w and biomedical article d, respec-

tively. W d
k is the set of the top-k terms with the highest tf-idf weights in d.

tf -idf(w) is used to measure the amount of information carried by word w,
which is given by:

tf -idf(w) = tf · log2
N − dfw + 0.5

dfw + 0.5
(9)

where tf is the term frequency of w in d. N is the total number of biomedical
articles in the whole collection, and dfw is the document frequency of word w.

In addition to Term Summation, we adopt the Paragraph Embeddings tech-
nique [14] to generate embeddings of biomedical articles. Paragraph Embeddings
is an improved version of Word2Vec, in which each document is marked with
a special word called Paragraph id. The Paragraph id participates in the train-
ing of each word as part of each context, acting as a memory that remembers
what is missing from the current context. The training procedure of Paragraph
Embeddings is the same as Word2Vec. Finally, the embedding of the special
word Paragraph id is used to represent the corresponding biomedical article. We
denote embeddings of biomedical articles generated by Term Summation and
Paragraph Embeddings as

−−−→
dSum and

−−−→
dPara, respectively.

3.2 Using Embeddings for CDS

In this section, we introduce our proposed feedback-based CDS method, which
considers the semantic similarity between a biomedical article to be scored and
a pseudo feedback set. As Mikolov et al. demonstrated that words can have
multiple degrees of similarity [18], integrating semantic associations by directly
measuring the similarity between the embeddings of patient records and bio-
medical articles may only lead to limited improvement in retrieval performance
(as used in [28]). Instead, we estimate the semantic relevance of a biomedical
article by measuring the semantic similarity between the article and a pseudo
relevance feedback set. Once we obtain the preliminary retrieval results returned
by BM25, the semantic relevance score of biomedical articles can be utilized to
improve the retrieval performance, which is given as follows:

score(d,Q) = λ · BM25(d,Q) + (1 − λ) · SEM(d,Dk
PRF (Q)) (10)

where BM25(d,Q) is the ranking score of document d given by a baseline
retrieval model, e.g. the classical BM25 model with PRF. Dk

PRF (Q) is the pseudo
relevance feedback set of biomedical articles, which is composed of the top ranked
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k articles returned by the baseline model. It is usually assumed by the PRF
technique that most of the documents in Dk

PRF (Q) are relevant to query Q,
thus Dk

PRF (Q) can be considered as a better indicator of relevance than patient
records. SEM(d,Dk

PRF (Q)) measures the semantic similarity between document
d and the pseudo relevance feedback set Dk

PRF (Q), which is given as follows:

SEM(d,Dk
PRF (Q)) =

∑

d′∈Dk
PRF (Q)

wd′ · Sim(d′, d) (11)

where d′ is one of the biomedical articles in Dk
PRF (Q). wd′ is the importance

weight of d′, which is given as follows:

wd′ = BM25(d′, Q) + max
d′′∈Dk

PRF (Q)
BM25(d′′, Q) (12)

Sim(d′, d) denotes the semantic similarity between d′ and d, which is given by
Eq. (4). In Eq. (12), the maximum relevance score is added to normalize the gap
between the relevance scores of different articles. Note that both BM25(d,Q)
and SEM(d,Dk

PRF (Q)) in Eq. (10) are normalized by Min-Max normalization,
such that the two scoring features are on the same scale.

4 Experimental Settings

In this section, we introduce the datasets used in the experiments and the exper-
imental design.

4.1 Datasets

All our experiments are conducted on the standard datasets used in the TREC
CDS tasks of 2014 and 2015. The target document collection used in the two
years is an open access subset1 of PubMed Central2 (PMC), containing 733,138
full-text biomedical articles. We extract the title, abstract, keywords and body
fields from each article as the source of the index. We use the open source Terrier
toolkit version 4.1 [17] to index the collection with the recommended settings
of the toolkit. Standard English stopwords are removed and the collection is
stemmed using Porter’s English stemmer. Using Porter’s stemmer, inflected or
derived words are reduced to their word stem, base or root forms.

There are 30 topics in each year, and each topic is a medical record narrative
that serves as an idealized representation of actual patient record. These topics
are classified into three categories, i.e. diagnosis, test and treatment, with 10
topics in each category. According to [24], there is little difference observed in
retrieval performance when the three topic types are taken into account. Thus
the topic types are not considered in our study. There are two versions of the

1 http://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/.
2 http://www.ncbi.nlm.nih.gov/pmc.

http://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/
http://www.ncbi.nlm.nih.gov/pmc
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medical record narratives, i.e. Summary and Description fields. Table 1 presents
an example of the Summary and Description fields. The Description field is
much longer than the Summary field, and has more detailed information about a
patient. However, the Description field may contain more irrelevant information
than the Summary field. In the experiments, both the Summary and Description
fields are used as queries.

Table 1. Example of Summary and Description fields.

Topic type - diagnosis

Summary: A 62-year-old immunosuppressed male with fever, cough and
intranuclear inclusion bodies in bronchoalveolar lavage.

Description: A 62 yo male presents with four days of non-productive cough
and one day of fever. He is on immunosuppressive medications, including
prednisone. He is admitted to the hospital, and his work-up includes
bronchoscopy with bronchoalveolar lavage (BAL). BAL fluid examination
reveals owl’s eye inclusion bodies in the nuclei of infection cells

As described in Sect. 3.1, the Skip-gram model of Word2Vec3 toolkit is uti-
lized to generate embeddings of words and biomedical articles, which are trained
using the negative sampling algorithm [18]. Note that the title, abstract, key-
words and body fields of each biomedical article are extracted as the training
set of Word2Vec, and the stopword removal and stemming are applied. As rec-
ommended in [18], the window size is set to 10 for Skip-gram model. As docu-
ments in the target collection are full-text long biomedical articles, the number
of dimensions of the embeddings are set to 300, a value that is larger than the
recommended 100 in [2].

4.2 Experimental Design

In our study, we evaluate our CDS method against two baselines. As described in
Sect. 3.2, we use the BM25 model [23] with applying PRF as one of the baselines.
In addition, we use the CDS method proposed in [28] as another baseline.

The parameters k1 and k3 of BM25 (See Eq. (1)) are set to default values and b is
set to the optimal value on training data by grid search algorithm [5]. As described
in Sect. 3.1, we adopt two methods for generating embeddings of biomedical arti-
cles, which are denoted as

−−−→
dSum and

−−−→
dPara respectively. For convenience, we denote

our proposed CDS method applyingTerm Summation andParagraph Embeddings
as BM25+SEMdSum-Dk

PRF
and BM25+SEMdPara-Dk

PRF
, respectively. Besides,

the previously proposed CDS method [28] is denoted as BM25 + SimdPara-Q,
which only uses Paragraph Embeddings for generating embeddings of biomedical

3 The learned embeddings of words and biomedical articles can be downloaded from
http://gucasir.org/CDS.tgz.

http://gucasir.org/CDS.tgz
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articles. Note that our method has the following tunable parameters, i.e. hyper-
parameter λ (see Eq. (10)), top k terms to generate embeddings of biomedical arti-
cles when applying Term Summation (# Terms) and top k articles in Dk

PDF (Q)
(#PRFDocuments). All the parameters are tuned on training data by grid search
algorithm [5].

The evaluation results are obtained by a two-fold cross-validation, where the
topics are split into two equal-size subsets by parity in odd or even topic numbers.
In each fold, we use one subset of the topics for training, and the remaining
subset for testing. There is no overlap between the training and testing topics.
Then the overall retrieval performance is obtained by averaging over the two
test subsets of topics. Apart from the official TREC measure inferred NDCG
(infNDCG) [24], we also report on other popular evaluation metrics in the CDS
task, including Mean Average Precision (MAP) [8], R-Precision (R-Prec) [8]
and inferred Average Precision (infAP) [24]. All statistical tests are based on
the t-test at the 0.05 significance level.

5 Evaluation Results

In this section, we present the evaluation results of our proposed CDS method.
Tables 2 and 3 present the evaluation results of the TREC 2014 CDS task using
the Summary and Description fields respectively, and Tables 4 and 5 present
the evaluation results of the TREC 2015 CDS task A. Note that all the eval-
uation results are obtained by a two-fold cross-validation based on the parity
of the topic numbers. As described in Sect. 4.2, BM25 + SEMdPara-Dk

PRF
and

BM25+SEMdSum-Dk
PRF

denote two different applications of our proposed CDS
method, in which the embeddings of biomedical articles are generated by Para-
graph Embeddings and Term Summation, respectively. Tables 6 and 7 present
the comparison between our CDS method and the BM25 + SimdPara-Q method
proposed in [28]. BM25 is the baseline retrieval model used for verifying the
effectiveness of our proposed feedback-based semantic relevance score. In addi-
tion, the comparisons between our approach and the best methods in the TREC

Table 2. Evaluation results on the Summary field on the TREC 2014 CDS task.
The difference in percentage is measured against the baseline retrieval model BM25.
A statistically significant difference is marked with a *. The best result of each evalu-
ation metric is in bold.

Model infNDCG infAP MAP R-Prec

BM25 0.2524 0.0805 0.1537 0.2004

BM25 +
SEMdPara-D

k
PRF

0.2698 +
6.89%*

0.0935
16.15%*

0.1628 +
5.92%*

0.2067 +
3.14%

BM25 +
SEMdSum-Dk

PRF

0.2748 +
8.87%*

0.0953 +
18.39%*

0.1645 +
7.03%*

0.2083 +
3.94%
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Table 3. Evaluation results on the Description field on the TREC 2014 CDS task.
The difference in percentage is measured against the baseline retrieval model BM25.
A statistically significant difference is marked with a *. The best result of each evalu-
ation metric is in bold.

Model infNDCG infAP MAP R-Prec

BM25 0.2460 0.0700 0.1440 0.2065

BM25 +
SEMdPara-Dk

PRF

0.2751
+11.83%*

0.0918 +
31.14%*

0.1623
+12.71%*

0.2196
+6.34%*

BM25 +
SEMdSum-Dk

PRF

0.2830 +
15.04%*

0.0911 +
30.14%*

0.1661 +
15.35%*

0.2206 +
6.83%*

Table 4. Evaluation results on the Summary field on the TREC 2015 CDS task.
The difference in percentage is measured against the baseline retrieval model BM25.
A statistically significant difference is marked with a *. The best result of each evalu-
ation metric is in bold.

Model infNDCG infAP MAP R-Prec

BM25 0.2695 0.0736 0.1650 0.2198

BM25 +
SEMdPara−Dk

PRF

0.2980 +
10.58%*

0.0831
12.91%*

0.1758
+6.55%*

0.2345 +
6.69%*

BM25 +
SEMdSum−Dk

PRF

0.2986 +
10.80%*

0.0842 +
14.40%*

0.1791 +
8.55%*

0.2408 +
9.55%*

Table 5. Evaluation results on the Description field on the TREC 2015 CDS task.
The difference in percentage is measured against the baseline retrieval model BM25.
A statistically significant difference is marked with a *. The best result of each evalu-
ation metric is in bold.

Model infNDCG infAP MAP R-Prec

BM25 0.2724 0.0733 0.1641 0.2184

BM25 +
SEMdPara-Dk

PRF

0.2877 +
5.62%*

0.0837
14.19%*

0.1762 +
7.37%*

0.2325 +
6.46%*

BM25 +
SEMdSum-Dk

PRF

0.3016 +
10.72%*

0.0873 +
19.10%*

0.1806 +
10.05%*

0.2370 +
8.52%*

2014 & 2015 CDS tasks are presented in Tables 8 and 9, respectively. According
to the results, we have the observations as follows.

First, our proposed feedback-based CDS method has statistically significant
improvements over the baseline retrieval model BM25 in most cases, which
indicates the effectiveness of integrating semantic evidence into the frequency-
based statistical models. Besides, according to Tables 8 and 9, our CDS method
outscores the best automatic methods in both TREC 2014 and 2015 CDS tasks.
This observation is promising in that a simple linear interpolation of the classical
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Table 6. Comparison between our approach and BM25 + SimdPara-Q [28] on the
TREC 2014 CDS task. The results are obtained based on the Summary field.

Method infNDCG infAP MAP R-Prec

BM25 +
SimdPara-Q

0.2618 0.0763 0.1579 0.1518

BM25 +
SEMdPara-D

k
PRF

0.2698 +
3.06%

0.0935 +
22.54%*

0.1628 +
3.10%

0.2067 +
36.17%*

BM25 +
SEMdSum-Dk

PRF

0.2748 +
4.97%*

0.0953 +
24.90%*

0.1645 +
4.18%

0.2083 +
37.22%*

Table 7. Comparison between our approach and BM25 + SimdPara-Q [28] on the
TREC 2015 CDS task. The results are obtained based on the Summary field.

Method infNDCG infAP MAP R-Prec

BM25 +
SimdPara-Q

0.2742 0.0657 0.1642 0.1491

BM25 +
SEMdPara-D

k
PRF

0.2980 +
8.68%*

0.0831 +
26.48%*

0.1758 +
7.06%*

0.2345 +
57.28%*

BM25 +
SEMdSum-Dk

PRF

0.2986 +
8.90%*

0.0842 +
28.16%*

0.1791 +
9.07%*

0.2408 +
61.50%*

Table 8. Comparison to SNUMedinfo, the best automatic run in the TREC 2014 CDS
task. Results of SNUMedinfo are taken from those reported in [7]. BM25+SEMd-Dk

PRF

is the best result of our approach on this dataset, as in Table 3. No statistical test is
conducted due to unavailability of the per-query result of SNUMedinfo.

Method infNDCG infAP

SNUMedinfo 0.2674 0.0659

BM25 + SEMd-Dk
PRF

0.2830 0.0911

Table 9. Comparison to WSU-IR, the best automatic run in the TREC 2015 CDS
task. Results of WSU-IR are taken from those reported in [3]. BM25+SEMd-Dk

PRF
is

the best result of our approach on this dataset, as in Table 5. The difference between
the two approaches is not statistically significant.

Method infNDCG infAP

WSU-IR 0.2939 0.0842

BM25 + SEMd-Dk
PRF

0.3016 + 2.62% 0.0873 + 3.68%

BM25 model and our proposed semantic relevance score could have scored the
best run in those tasks.

Second, according to Tables 6 and 7, our CDS method outperforms the
method BM25+SimdPara-Q proposed in [28], which integrates semantic evidence
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by measuring the cosine similarity between the embeddings of the patient record
and biomedical article. As described in Sect. 1, patient records are much shorter
than full-text biomedical articles, such that patient record is a weak indicator of
relevance, thus our feedback-based CDS method is expected to outperform the
method BM25 + SimdPara-Q.

Third, comparing the two different ways of generating the article embeddings,
Term Summation has a better performance than Paragraph Embeddings in most
cases. As the full-text biomedical articles are usually very long, which contain
large amount of irrelevant information, the mechanism of Paragraph Embeddings
that considering the entire verbose texts while training embeddings may results
in the sparse distribution of the semantic information in the embeddings of
articles, such that the embeddings of articles generated by Paragraph Embeddings
is not suitable to represent semantic relevance for long texts. In contrast, Term
Summation generates embeddings of biomedical articles by only considering the
top-k most informative words in the articles, which effectively reduces irrelevant
information in the embeddings of biomedical articles.

Finally, comparing between the evaluation results obtained by using the Sum-
mary and Description fields, although using the Description field as queries
obtained worse baseline retrieval results, the final performance of using Descrip-
tion field by integrating semantic evidence is better than using the Summary
field in most cases. One possible reason is that the Description field is much
longer than the Summary field, such that the relevant biomedical articles are
returned by content-based retrieval models with relatively low ranking. By inte-
grating the semantic evidence of relevance, the lowly ranked relevant documents
are promoted in the ranking list which leads to improved retrieval performance.

6 Application of the Semantic Relevance Score
to Other State-of-the-Art Methods

In this section, we use the best TREC run in 2015, WSU-IR, as the baseline to
examine if our proposed method can still improve over the strongest baseline as
far as we are aware of. We do not conduct the same comparison to SNUMedinfo,
the best TREC CDS run in 2014, due to unavailability of per-query results. In
addition, the latent Dirichlet allocation (LDA) model [6] is applied to generate
the distributed representations of biomedical articles for comparison with the
neural embedding model Word2Vec in our study.

Tables 10 and 11 present the evaluation results based on the automatic
and manual runs submitted by WSU-IR [3] in the TREC 2015 CDS Task A,
respectively. wsuirdaa and wsuirdma in Tables 10 and 11 are the submitted
automatic and manual runs respectively, and are used as our strong baselines.
wsuirdaa + SEMdPara-Dk

PRF
and wsuirdaa + SEMdSum-Dk

PRF
correspond to

applying Paragraph Embeddings and Term Summation respectively, the same
to wsuirdma+SEMdPara-Dk

PRF
and wsuirdma+SEMdSum-Dk

PRF
. According to

the results, we can see that there are still statistically significant improvements
over the strong baselines wsuirdaa and wsuirdma in most cases when applying
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Table 10. The evaluation results on the TREC 2015 CDS task A - automatic. The
difference in percentage is measured against the baseline retrieval model wsuirdaa [3].
A statistically significant difference is marked with a *. The best result of each evaluation
metric is in bold.

Method infNDCG infAP MAP R-Prec

wsuirdaa 0.2939 0.0842 0.1864 0.2306

wsuirdaa +
SEMdPara-D

k
PRF

0.3130 +
6.50%*

0.0896 +
6.41%*

0.1905
+2.20%

0.2396
+3.90%

wsuirdaa +
SEMdSum-Dk

PRF

0.3157 +
7.42%*

0.0898 +
6.65%*

0.1926 +
3.33%

0.2469 +
7.07%*

Table 11. The evaluation results on the TREC 2015 CDS task A - manual. The dif-
ference in percentage is measured against the baseline retrieval model wsuirdma [3].
A statistically significant difference is marked with a *. The best result of each evalua-
tion metric is in bold.

Method infNDCG infAP MAP R-Prec

wsuirdma 0.3109 0.0880 0.1968 0.2493

wsuirdma +
SEMdPara-D

k
PRF

0.3265 +
5.02%*

0.0940
+6.82%*

0.2015 +
2.39%

0.2605 +
4.49%

wsuirdma +
SEMdSum-Dk

PRF

0.3335 +
7.27%*

0.0963 +
9.43%*

0.2054 +
4.37%

0.2643 +
6.02%*

Table 12. The evaluation results on the TREC 2015 CDS task A - automatic. The dif-
ference in percentage is measured against wsuirdaa+SEMdLDA-Dk

PRF
. A statistically

significant difference is marked with a *. The best result of each evaluation metric is
in bold.

Method infNDCG infAP MAP R-Prec

wsuirdaa +
SEMdLDA-Dk

PRF

0.2963 0.0853 0.1864 0.2306

wsuirdaa +
SEMdPara-D

k
PRF

0.3130 +
5.64%*

0.0896
+5.04%*

0.1905 +
2.20%

0.2396 +
3.90%

wsuirdaa +
SEMdSum-Dk

PRF

0.3157 +
6.55%*

0.0898 +
5.28%*

0.1926 +
3.33%

0.2469 +
7.07%*

both Paragraph Embeddings and Term Summation, indicating the effectiveness
of our proposed semantic relevance score.

Tables 12 and 13 present the comparison between Word2Vec and LDA in
generating the distributed representations of biomedical articles. The number
of topics in LDA is set to 100 as used in [13]. wsuirdaa + SEMdLDA-Dk

PRF

and wsuirdma + SEMdLDA-Dk
PRF

in Tables 12 and 13 correspond to applying
LDA model for generating the article representations, on top of the best TREC
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Table 13. The evaluation results on the TREC 2015 CDS task A - manual. The differ-
ence in percentage is measured against wsuirdma + SEMdLDA-Dk

PRF
. A statistically

significant difference is marked with a *. The best result of each evaluation metric is
in bold.

Method infNDCG infAP MAP R-Prec

wsuirdma +
SEMdLDA-Dk

PRF

0.3117 0.0887 0.1970 0.2494

wsuirdma +
SEMdPara-Dk

PRF

0.3265 +
4.75%*

0.0940
+5.98%*

0.2015 +
2.28%

0.2605
+4.45%

wsuirdma +
SEMdSum-Dk

PRF

0.3335 +
6.99%*

0.0963 +
8.57%*

0.2054 +
4.26%

0.2643 +
5.97%*

CDS runs in 2015. According to the results, there are statistically significant
improvements over LDA in most cases when Word2Vec is utilized to generate
the article embeddings. In fact, our experience indicates that the optimal value
of hyper-parameter λ (See Eq. (10)) when applying LDA model is usually 1, such
that the semantic relevance score does not work when LDA is used. Therefore,
we may conclude that Word2Vec is more suitable than LDA for estimating the
semantic similarity between biomedical articles.

7 Conclusions and Future Work

In this paper, we have proposed a novel feedback-based CDS method, which inte-
grates the semantic similarity between a biomedical article and the corresponding
pseudo relevance feedback set into frequency-based models. Experimental results
show that integrating semantic evidence of relevance can indeed significantly
improve the retrieval performance over the existing CDS approaches, including
the best TREC results. In addition, a simple linear combination of the classical
BM25 model with our proposed semantic relevance score (BM25+SEMd-Dk

PRF
)

would have achieved the best automatic runs on the TREC 2014 and 2015 CDS
tasks. Compared to Paragraph Embeddings, Term Summation is more suitable
to generate the embeddings of biomedical articles, due to the ability of reducing
irrelevant information in the embeddings of biomedical articles. The comparison
between Word2Vec and LDA shows that Word2Vec is more suitable than LDA
for estimating the semantic similarity between biomedical articles.

In future research, we plan to utilize the semantic evidence for query expan-
sion to further improve the performance of a CDS system.
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Abstract. High frequency trading (HFT) has always been welcomed
because it benefits not only personal interests but also the whole social
welfare. While the recent advance of portfolio selection in HFT market
generates more profit, it yields much contended OLTP workloads. Fea-
turing in exploiting the abundant parallelism, transaction pipeline, the
state-of-the-art concurrency control (CC) mechanism, however suffers
from limited concurrency confronted with HFT workloads. Its variants
that enable more parallel execution by leveraging find-grained contention
information also take little effect. To solve this problem, we for the first
time observe and formulate the source of restricted concurrency as harm-
ful ordering of transaction statements. To resolve harmful ordering, we
propose PARE, a pipeline-aware reordered execution, to improve appli-
cation performance by rearranging statements in order of their degrees
of contention. In concrete, two mechanisms are devised to ensure the
correctness of statement rearrangement and identify the degrees of con-
tention of statements respectively. Experiment results show that PARE
can improve transaction throughput and reduce transaction latency on
HFT applications by up to an order of magnitude than the state-of-the-
art CC mechanism.

1 Introduction

The ever increasing CPU core counts and memory volume are witnessing a
renaissance of concurrency control (CC) mechanisms in exploiting the abun-
dant parallelism [12]. Transaction pipeline, the state-of-the-art CC mecha-
nism, takes advantage over prior CC mechanisms, including two-phase locking
(2PL), optimistic concurrency control (OCC), and multi-version concurrency
control (MVCC), by allowing more parallel execution among conflicting oper-
ations [7,17]. However, it suffers from long time delays confronted with high
frequency trading (HFT) applications.

HFT applications have been pervading the worldwide market since the last
decade, ranging from individual investment, such as mutual fund management, to

c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 169–184, 2017.
DOI: 10.1007/978-3-319-63564-4 14
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social welfare, such as pension fund management. The recent advance in portfolio
selection in HFT market encourages to compose each trade of both strong and
weak investment signals in sake of risk management [16]. Because it is easier
to capture strong investment signals, such as new production release, different
portfolio selection algorithms tend to receive the same strong investment signals
while differ at weak investment signals [4]. For example, Listing 1 describes the
transactions produced by two portfolios which reflect the same strong investment
signals to buy stocks from security Alphabet, Amazon and Twitter while share
no weak investment signal in common. As a result, the HFT workloads interleave
much contended operations with rarely contended ones, which reflect strong and
weak investment signals respectively.

1 Transaction T1 Transaction T2

2 update("Alphabet", 30); update("Alphabet", 30);
3 update("Amazon", 30); update("Twitter", 30);
4 update("Cisco", 10); update("Facebook", 10);
5 update("Microsoft", 10); update("Macy’s", 10);
6 update("Tesla", 10); update("Oracle", 10);
7 update("Twitter", 30); update("Amazon", 30);

Listing 1. Two transactions generated by two portfolios, where the quantity 30 implies
a strong investment signal and 10 a weak investment signal. Here update("t", v)

represents that the transaction attempts to buy the security t with quantity v.

Figure 1(a) illustrates the execution of the two transactions in Listing 1 under
the state-of-the-art CC mechanism transaction pipeline. The first conflicting
operation, e.g., update on Alphabet, determines the serializable order of the
two transactions, i.e., T1 happens before T2. Then, any operation in T2 must
follow this order; otherwise, the operation will be re-executed after a violation is
detected. As Fig. 1(a) illustrates, this is equivalent to delaying the execution of
any operation in T2 till the completion of its corresponding conflicting operation
in T1. On the one hand, this allows T2 to perform update(Alphabet) before T1

completes. Thus transaction pipeline indeed outperforms all of 2PL, OCC and
MVCC, which do not allow any overlapping execution because otherwise dead-
lock (2PL) or rollback (OCC and MVCC) will happen. On the other hand, the
second update in T2 on Twitter must delay till the completion of T1. Compared
to Fig. 1(b), which reorders the execution of T1 and T2 according to Listing 2,
we can see that the delay in Listing 1 unnecessarily compromises throughput
and increases transaction latency.

1 Transaction T1 Transaction T2

2 update("Alphabet", 30); update("Alphabet", 30);
3 update("Amazon", 30); update("Amazon", 30);
4 update("Twitter", 30); update("Twitter", 30);
5 update("Cisco", 10); update("Facebook", 10);
6 update("Microsoft", 10); update("Macy’s", 10);
7 update("Tesla", 10); update("Oracle", 10);

Listing 2. Reorder Transactions from Listing 1.
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Fig. 1. Comparison of delay between original and reordered transactions.

Because delay is caused by conflicting operations only, much work focuses on
extracting more fine-grained contention information from transaction semantics
to benefit transaction pipeline [5,17,20,21]. However, Fig. 1(a) indicates that
HFT applications benefit little from this kind of variants of transaction pipeline.

As a remedy, we present PARE, a pipeline-aware reordered execution of
transactions, in this paper. To the best of our knowledge, it is the first time
that reordering transaction execution is considered to benefit the CC mecha-
nism of transaction pipeline. First, we observe and formulate harmful ordering
of statements in transaction code and propose to eliminate harmful ordering
by rearranging statements in decreasing order of the degree of contention. To
this end, we devise two mechanisms. On the one hand, to preserve serializability
after reordering, we devise a reordering block extraction algorithm. On the other
hand, to measure the degree of contention, we devise a physical operator based
counter. We evaluate the performance and practicality of PARE. The exper-
iment results show that PARE improves transaction throughout and reduces
transaction latency by up to an order of magnitude than the state-of-the-art CC
mechanisms. In addition, the runtime overhead is limited.

The contributions of this paper are fourfold:

• We show the importance of reordering transaction execution for the state-of-
the-art CC mechanism transaction pipeline under HFT applications.

• We observe and formulate harmful ordering under transaction pipeline and
propose to rearrange statements in decreasing order of contention to eliminate
harmful ordering.

• We propose two mechanisms to ensure the correctness of rearrangement of
transaction statements and measure the degree of contention to enforce the
elimination of harmful ordering.

• We conduct experiments to demonstrate the effectiveness and practicality of
PARE.

2 Preliminary and Related Works

In this section, we first overview the CC mechanism of transaction pipeline and
then review the related works. Readers familiar with transaction pipeline can
pass Sect. 2.1.
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2.1 Transaction Pipeline

Transaction pipeline is the state-of-the-art CC mechanism and it exploits much
more parallelism than popular CC mechanisms. To ensure serializability, popular
CC mechanisms including 2PL, OCC and MVCC restrict interleavings among
conflicting transactions [7]. In particular, if transaction T2 reads T1’s write to
x, then all 2PL, OCC and MVCC produce schedules in which T2’s read always
follows T1’s completion. Under 2PL, each transaction holds long-duration locks
on records; any locks acquired by a transaction are only released at the end of its
execution [6]. This long discipline constraints the execution of conflicting reads
and writes; if transaction T2 reads T1’s write to record x, and T1 holds a write
lock on x until it completes, T2’s read can only be processed after T1 completes.
Under OCC, transactions perform writes in a local buffer, and only copy these
writes to the active database after validation [11]. Thus, a transaction’s writes
are only made visible at the very end of the transaction. Under MVCC, each
write is associated with a timestamp when the transaction commits and any
transaction can only read a record whose timestamp is less than the timestamp
generated when the transaction begins [14]. Thus, MVCC similarly constrains
conflicting transactions.

The emerging transactions from scientific computing, which for example
splits a graph computing task into many ACID transactions [8–10], to daily
life, which for example encodes HFT applications into ACID transactions, calls
for more aggressive CC protocols. To cater such demands, transaction pipeline
allows transactions to read uncommitted writes (dirty reads), and enforces a
commit discipline on transactions that perform dirty reads [7,17]. In practice, if
transaction T writes a record and later aborts, then any transaction that reads
T ’s write also aborts. To ensure serializability, transaction pipeline determines
the dependency relationship when the first conflicting operation is detected
among conflicting transactions and later operations must not violate this rela-
tionship. For example, the first time T2 reads T1’s write, it is determined that T2

should happen after T1. Then, T2 may write another record y before T1 attempts
to read and write y. When T1 accesses y, T1 will detect the relationship violation
and thus T2 has to undo the work on record y and redo the execution after T1

executes on record y. In this way, transaction pipeline in effect delays T2’s later
conflicting operations till T1’s execution on these operations respectively.

2.2 Related Works

Our work is mainly related to the following two lines of research.
Variants of Transaction Pipeline are attracting the most attention

in concurrency control research and have been built upon OCC and MVCC
[5,7,17,20]. These methods chop transactions into pieces such that once each
piece of transaction code begins to execute, it will not need to delay until the
completion of the whole piece. Different static analysis techniques are designed
to extend the scope of each piece to reduce runtime overhead. This is achieved by
identifying more fine-grained contention information. In particular, IC3 [17] and
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TheDB [20] assume fixed workload on simple Get/Put/Scan interfaces and thus
cannot be applied to dynamic HFT workloads. MV3C [5] and PWV [7] annotate
transactions by hand, which is also impractical in HFT applications. In contrast,
our PARE operates on dynamically generated SQLs automatically and thus can
be applied on fast changing transactions issued by HFT applications. In addi-
tion, these methods do not consider reordering transaction execution and thus
suffer from inferior performance under HFT workloads.

Program analysis is widely adopted to improve database performance from
the data application’s perspective. Sloth [3] and Pyxis [2] are tools that use pro-
gram analysis to reduce the network communication between the application
and DBMS. I-confluence [1] determines whether a conflicting operation will pre-
serve application invariants based on application dependent correctness criterion.
QURO [21] tracks dependencies among transaction statements to reorder trans-
action execution for 2PL. DORA [15] also partitions transaction codes to exploit
intra-transaction parallelism provided by multi-core server for 2PL. Majority
of these techniques do not consider reordering transaction execution and thus
cannot reduce delays for transaction pipeline. QURO seems the most related
approach to PARE since both of them reorder transaction execution. However,
two inappropriate design choices of QURO hinders transaction pipeline from
boosting HFT applications: (1) QURO assumes fixed workload and requires to
sample the degrees of contention for each statement in advance. Unfortunately,
workload sampling is prohibitive because each transaction is dynamically gen-
erated according to the timely business information in HFT market. (2) QURO
estimates the degree of contention at statement level and by the delayed time. As
discussed in Sect. 3.3, this underestimates the degree of contention and repeat-
edly obtains inconsistent degree of contention. In contrast, PARE estimates at
physical operator level and counts the occurrence frequency of contention.

3 Pipeline-Aware Reordered Execution

In this section, we first deduce the reordering strategy of PARE and then present
two mechanisms to enable this strategy.

3.1 Reordering Strategy

We observe that there are two kinds of delays under transaction pipeline, which
are the only source of inferior performance. The first kind of delays comes from
the first conflicting operation, such as the update(Alphabet) of transaction T2

in Fig. 1. Because it is undefined to write to the same object simultaneously, such
delay is inevitable. Fortunately, this kind of delays lasts for only one operation
and thus can be neglected in transaction execution. The second kind of delays
can last indefinitely long time, such as the update(Twitter) of transaction T2 in
Fig. 1(a). We observe that such delay is formed when non-conflicting operations
are encompassed by conflicting operations and formulate this observation as
harmful ordering under transaction pipeline.
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Definition 1. Suppose that two transactions consisting of n and m statements
are denoted by T1 = [s1, s2, . . . , sn] and T2 = [s′

1, s
′
2, . . . , s

′
m], a harmful ordering

exists if there exist 1 ≤ i < j ≤ n and 1 ≤ p < q ≤ m such that the following
three conditions hold:
1. si conflicts with s′

p and sj conflicts with s′
q

2. ∀i < x < j, p < y < q, sx does not conflict with sy
3. j − i �= q − p

For example, in Listing 1, where n = m = 6, a harmful ordering exists
by setting i = 1, j = 2, p = 1 and q = 6. Condition 1 holds because
update(Alphabet) and update(Twitter) of T1 and T2 are two conflicting
operations. Condition 2 and 3 hold because there is no operations between
update(Alphabet) and update(Twitter) in T1 while there are other opera-
tions between update(Alphabet) and update(Twitter) in T2.

Theorem 1. Any delay after the first conflicting operation is caused by harmful
ordering.

Proof. Assume that there is no harmful ordering, there are three possibilities:
(1) condition 1 does not hold. Then, there is no conflicting operations or only
one confliction operation. In the first case, transactions can execute without any
delay. In the second case, the transactions delay at the first conflicting operation.
(2) condition 1 holds while condition 2 is violated. In this case, ∀i < x < j,
p < y < q such that sx conflicts with s′

y, we have x− i = y − p. In this way, if si
is first executed, when T2 is about to execute s′

y, sx must have been completed
and thus there is no delay. Otherwise if x− i �= y − p, we can construct another
harmful ordering which contradicts with our assumption. (3) condition 1 and 2
hold while condition 3 is violated. In this case, if si(s′

p) is first executed, when
it is about to execute s′

q(sj), sj(s
′
q) must have been completed and thus there

is no delay. In summary, if there is no harmful ordering, no delay after the first
conflicting will occur.

To eliminate harmful ordering, it works to rearrange statements in increasing
or decreasing order of contention. In this way, the Condition 2 in Definition 1 will
not hold in overall cases. In this paper, we make an arbitrary choice of reordering
in decreasing order of contention and experiments show that these two strategies
match each other. Applying this strategy to Listing 1, we obtain the reordered
Listing 2 and Fig. 1(b) illustrates the execution and we can see that there is no
delay longer than one operation.

To enforce this strategy, there are two obstacles: (1) reordering some state-
ments may violate program semantics and (2) the degree of contention is fast
changing and cannot be obtained in advance. Next, we show how to reorder
statements safely and dynamically estimate the degree of contention.

3.2 Reordering Block Extraction

PARE manipulates on reordering blocks, which can be rearranged arbitrarily
while preserving transaction semantics. These reordering blocks are extracted
from transaction code automatically by leveraging data dependencies.
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Definition 2 (Reordering Block). Given each transaction in the form of a
sequence of statements S = [s1, s2, . . . , sn], a reordering block B is a subsequence
B = [si1 , si2 , . . . , sim ], where 1 ≤ i1 < i2 < · · · < im ≤ n, such that every
statement sij in block B does not depend on any statement s′ in other reordering
blocks in terms of data flow. Formally, ∀s′ ∈ S −B, ∀sij ∈ B, the three types of
dependencies should be eliminated:

1. readSet(sij )∩writeSet(s′) = ∅ such that sij does not depend on s′ in terms
of read-after-write dependency.

2. writeSet(sij )∩readSet(s′) = ∅ such that sij does not depend on s′ in terms
of write-after-read dependency.

3. writeSet(sij )∩writeSet(s′) = ∅ such that s′ and sij do not depend on each
other in terms of write-after-write dependency.

In brief, each reordering block collects statements without the three types
of dependencies with the remaining statements. If we partition the statements
of a transaction into disjoint reordering blocks, it ensures serializability after
arbitrary rearrangement without extra handling from existing database systems
which enforce CC mechanism for serializable schedule.

Theorem 2. Given a transaction S and a set of reordering blocks B = {B},
where ∀B,B′ ∈ B, B∩B′ = ∅ and

⋃
B∈B = S, rearranging reordering blocks will

not compromise serializability under serializable schedule.

Proof. According to the definition of reordering blocks, the reordering blocks
do not conflict with each other. Following the theory of Conflicting Serializ-
ability [18], these reordering blocks can be rearranged arbitrarily such that the
behavior of the transaction will not be affected.

The three types of dependencies should be tracked on both program state-
ments and SQL statements. To deal with program statements, it is straightfor-
ward for us to adopt the standard dataflow algorithm [13,21]. For simplicity,
in this paper, we regard the if-statement and loop-statement as a whole state-
ment, although sophisticated techniques such as loop fossil can make fine-grained
dependency tracking [19,21]. As for SQL queries, we precisely model the depen-
dency relationships among the query input and output:

1. Simple selection with no sub-queries: the read set encompasses all predicates
in the where clause. Empty where clause leads to a universal read set. The
write set is set to empty.

2. Other selection: the read set encompasses all predicates occurred in all where
clauses. If empty where clause occurs in one of the sub-queries, the read set
of the query is also a universal set. The write set is set to empty.

3. Simple update with no sub-queries: the read set is set as “simple selection
with no sub-queries” does. The write set is the same as the read set.

4. Other update: the read set is set as “other selection” does. The write set is
the same as the read set.
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According to these rules, Algorithm 1 shows how to transform transaction
code into reordering blocks. We iteratively check for each unused statement
which statements cannot reorder with it (Line 4–9). All statements that cannot
reorder each other will compose a reordering block (Line 11). The concatenation
preserves the original execution order for statements in any reordering block
(Line 9, where ⊕ denotes concatenation). After all statements assigned with cer-
tain reordering blocks, all reordering blocks are found (Line 4,12). For example,
for Transaction T1 in Listing 1, all statements are simple updates and the read
set and write set of these statements are disjoint. In this way, each statement
creates a reordering block. In other words, all updates can be reordered arbi-
trarily. In this paper, we focus on reordering selection and update. Dependency
relationships of other SQL queries can be defined accordingly.

For example, for Transaction T1 in Listing 1, all statements are simple
updates and the read set and write set of these statements are disjoint. In this
way, each statement creates a reordering block. In other words, all updates can be
reordered arbitrarily. In this paper, we focus on reordering selection and update.
Dependency relationships of other SQL queries can be defined accordingly.

Algorithm 1. Reordering block extraction
Input: A sequence of statements S = [s1, s2, ..., sn]
Output: A set of Reordering Blocks B

1 B = ∅
2 for each statement s ∈ S do
3 compute the readSet and writeSet of s
4 for S �= ∅ do
5 B = [S[0]]
6 for each s′ ∈ S, s′ /∈ B do
7 for each s ∈ B do
8 if readSet(s) ∩ writeSet(s′) �= ∅ or writeSet(s) ∩ readSet(s′) �= ∅

or writeSet(s) ∩ writeSet(s′) �= ∅ then
9 B = B ⊕ s′

10 S = S − B
11 B = B ∪ {B}
12 return B

3.3 Contention Estimation

In this section, we first show the design to measure the degree of contention and
then show a memory-compact way to recycle counters.

To obtain the degree of contention of a reordering block, we first estimate
the degree of contention of each statement thereof and use the maximum as the
reordering block’s degree of contention. In this way, we will not miss highly con-
tended operations enclosed by reordering blocks with many less contended oper-
ations. Existing method uses waiting time and its variation on each statement to
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estimate the degree of contention [21]. This solution has two shortcomings: (1)
the counter set for each unique statement underestimates the real degree of con-
tention for the statement. For HFT application, each statement usually contains
different parameters. For example, the SQL query for update(Alphabet, 30) is
usually instantiated as update Stock set quantity -= 30, price = p where sid
= Alphabet, where p is the latest price provided by user. Thus many statements
updating the same quantity and price fields are counted in different counters. (2)
estimating waiting time and its variance suffers from thrashing. This is because
properly reordered highly contended operations will not wait for long time and
thus are always categorized as less contended operations. Then, these operations
will be placed to the end of the transaction and be considered as heavily contended
operations again. To address these two issues, we propose an execution plan based
estimation which collects the occurrence of each object in a time sliding window.

We observe that although conflicting operations may be represented in dif-
ferent SQLs, they must create the same physical operator referring to the same
attributes. For example, although the update(Alphabet, 30) may update dif-
ferent prices, its corresponding physical operator will have the same type of
update and indicate the same fields of quantity and price. The only difference
is the parameters for the target values. Because contention only occurs at the
operator placed at the bottom level of the execution plan in form of a tree struc-
ture, it is sufficient to allocate a counter recording the occurrence frequency for
each physical operator at the bottom level of the execution plan. Algorithm 2
details the counter implementation. The time sliding window size WS is dis-
cretized into time slots with granularity of g so that when the time flows, the
time slots are recycled to reflect the latest count. Once one physical operator is
created at the bottom level of the execution plan, the Increment of the asso-
ciated counter is invoked. Once we extract all reordering blocks, we invoke Get
for each counter within each reordering block and pick up the maximum count
as the degree of contention for each reordering block.

Algorithm 2. Time sliding window counter
Input: Time Sliding Window size WS, Granularity g

1 Initialize C[0 : �WS/g	] to [0, 0, ..., 0]
2 Function Increment(t) // t is the current timestamp
3 i = t % (�WS/g	 + 1);
4 C[i]+ = 1;
5 i = (t − �WS/g	 + 1) % (�WS/g	 + 1);
6 C[i] = 0;
7 return ;

8 Function Get():
9 c = 0;

10 for i = 0 to �WS/g	 do
11 c = c + C[i];
12 return c;
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It may waste memory to allocate each physical operator with a counter,
especially under HFT workloads where contended objects are fast changing so
that the allocated counter may no longer be used in the next time period. To
ease this concern, we maintain a counter pool and every time we need to allocate
a new counter, we recycle the counter not used in the last time window.

Our counter mechanism has two parameters to set. From the perspective of
the precision of the degree of contention, less g and moderate WS are welcomed.
This is because larger g and WS will lead to stale degree of contention and the
reordering will not eliminate harmful ordering. Too small WS compared to g will
lost much contention information. From the perspective of memory overhead,
large WS is not expected. However, too small g is prohibited by hardware. In
this paper, experiments show that the setting of WS = 1 s and g = 100 ms works
well under HFT workloads.

4 Experiment

In this section, we report experiment results on both workloads of HFT applica-
tions and typical OLTP workloads. We demonstrate the effectiveness and prac-
ticality of PARE.

4.1 Experimental Setting

In the experiments, we compare PARE against the original transaction pipeline
implementation and a well-adopted popular CC mechanism MVCC. The evalu-
ation is performed on a contended workloads representing the HFT application
and a widely adopted OLTP benchmark TPC-C. The HFT workload runs on a
simplified stock exchange market based on a single table: Stock (SecurityName,
Price, Time, Quantity). Each item in the Stock table represents a security in
the market with its name, latest price, latest trading time and the accumulated
trading quantity. The HFT workload runs a unique type of transaction para-
meterized by a vector of security names. The n security names are selected by
a portfolio selection algorithm. This design is motivated by the typical OLTP
workload TPC-E, except that it allows various degrees of contention. In every
f seconds, 5 out of n random securities are selected as strong investment sig-
nals. We mimic the dynamic nature and different degrees of contention of HFT
applications by adjusting f and n respectively.

The experiments were carried out on HP workstation equipped with 4 Intel
Xeon E7-4830 CPUs (with 32 cores and 64 physical threads in total) and a 56 GB
RAM. The operating system was 64-bit Ubuntu 12.04. During the experiments,
all databases were stored in an in-memory file system (tmpfs) instead of the hard
disk, so that we could exclude the influence of I/O and focus on the efficiency
of concurrency control.
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4.2 Performance Comparison

In this section, we first compare the performance under HFT workloads to
demonstrate the effectiveness of PARE. We present the results under three set-
tings of extremely, highly and moderately contended workloads. Then, we com-
pare the performance under typical OLTP workload, TPC-C, to demonstrate
the broad scope of application of PARE.

Under extremely contended workloads, every transaction only contains the
five conflicting operations (n = 5). As Fig. 2(a) illustrates, we can see that only
PARE scales to 32 working threads and other methods crumble. What’s more,
Fig. 2(b) shows that PARE scales well without sacrificing transaction latency. On
the other hand, the throughput of transaction pipeline increases by 25% from 1
worker to 32 workers and MVCC does not scale at all. This is because transaction
pipeline always needs to delay due to harmful ordering. As for MVCC, every
transaction will abort if its update operation is not the first to issue after the
last transaction commits.

Fig. 2. Performance comparison under extremely contended HFT workloads.

Under highly contended workloads, the five conflicting operations are inter-
leaved with five non-conflicting operations (n = 10). As Fig. 3(a) illustrates,
PARE still outperforms the others. It is not surprising to observe PARE achieves
only roughly half the throughput of that achieved under extremely contended
HFT workloads. This time each transaction contains 10 updates, which dou-
bles the workload than the extremely contended workload. Transaction pipeline
this time boosts 66% from 1 worker to 32 workers and From Fig. 3(b), we can
also see that given less than 8 workers, transaction pipeline scales better than
MVCC, compared to Fig. 2(b). This is because the execution on non-conflicting
operations makes use of the delay.

Under moderately contended workloads, the five conflicting operations are
interleaved with forty five non-conflicting operations (n = 50). In this way, each
transaction is ten times and five times heavier than that under extremely and
highly contended workloads. As Fig. 4(a) illustrates, PARE still outperforms
other methods significantly and it can be more obviously observed that transac-
tion pipeline outperforms MVCC. In detail, transaction pipeline speeds up 4.8x
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Fig. 3. Performance comparison under highly contended HFT workloads.

from 1 worker to 32 workers. This is also because given more non-conflicting
operations, there are more opportunity for non-conflicting operations to use the
delayed time that is wasted under previous workloads.

Fig. 4. Performance comparison under moderately contended HFT workloads.

In addition to the HFT workloads, we also compare the performance on the
original TPC-C benchmark, the widely adopted OLTP workload. We populate
the database with 10 warehouses. In Fig. 5(a), we can see that the performance of
PARE and the original transaction pipeline matches and outperforms MVCC by
up to 50%. Specifically, more workers result in larger performance gap between
transaction pipeline and MVCC. This is because transaction under MVCC will
abort due to the contended operations, i.e., update district table in New-Order
transaction and consecutive updates on warehouse and district tables in Pay-
ment transaction. Rather, transaction pipeline and PARE are able to schedule
the later update after the former update once the former update completes.
This demonstrates that transaction pipeline indeed exploits more parallelism
than MVCC. This also shows that the performance of transaction pipeline is
not sensitive to single highly contended operation and two consecutive highly
contended operations, which supports our defined “harmful ordering” because
one contended operation and two consecutive contended operations do not form
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harmful ordering. Because there is no harmful ordering in TPC-C1, the little per-
formance margin between PARE and original transaction pipeline comes from
the runtime overhead of PARE. We measure that the combination of extracting
reordering blocks for each issued transaction and contention detection makes
PARE less than 5% slower than the original transaction pipeline. This shows
the PARE can also be applied to general workloads where harmful ordering may
not exist.

Fig. 5. Performance comparison under TPC-C.

In summary, PARE receives huge performance benefit under HFT applications
when other concurrency control mechanisms plummet under such workloads. In
addition, under rarely contended workloads such as TPC-C, PARE matches the
performance of transaction pipeline due to its low runtime overhead.

4.3 Detailed Performance

In this section, we further demonstrate the practicality of PARE by evaluat-
ing the overhead of PARE in terms of reordering block extraction, contention
identification and memory consumption.

It may be worried that extracting reordering blocks from each issued trans-
action program is time-consuming especially when harmful ordering cannot be
guaranteed to appear in all workloads. To ease such concern, Table 1 profiles the
amount of time spent on extracting reordering blocks and transaction execution
under single thread respectively. We can see that for both typical OLTP work-
loads TPC-C and TPC-E, the overhead for the additional dependency analysis
is very limited. This is due to our simple but efficient modeling of readSet
and writeSet for SQL queries. Except for the Market-Feed transaction, which
occupies 1% in TPC-E workload, the extraction of reordering blocks consumes
less than 5% of the execution time. This demonstrates that the overhead of
reordering block execution is limited and PARE is practical to typical OLTP
workloads.
1 The stock-level update routine in New-Order transaction exhibits a harmful ordering,

but the conflicting operations are rarely contended due to the large item table.
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Table 1. Execution time (ms) spent on reordering block extraction.

Workloads Transaction type Extraction time

(ms)/Execution

time (ms)

Ratio Transaction type Extraction time

(ms)/Execution

time (ms)

Ratio

TPC-C New-Order 0.28/7.1 3.9% Payment 0.26/8.4 3.1%

Order-Status 0.12/7.6 1.6% Delivery 0.07/6.2 1.1%

Stock-Level 0.02/12 0.2%

TPC-E Broker-Volume 0.01/4.3 0.2% Customer-Position 0.05/4.9 1.0%

Market-Feed 0.21/3.8 5.5% Market-Watch 0.17/9.6 1.8%

Security-Detail 0.08/2.6 3.1% Trade-Lookup 0.07/9.4 0.7%

Trade-Order 0.36/7.4 4.8% Trade-Result 0.41/8.3 4.9%

Trade-Status 0.03/7.7 0.4% Trade-Update 0.15/13.9 1.1%

It is performance-critical for PARE to update the degree of contention of
different objects timely. Figure 6(a) compares the real-time throughput between
g = 100 ms and g = 500 ms with WS fixed to 1 s. It is not surprising to observe
a performance trough per second when the highly contended object changes
once per second. This is because when stale contended objects and latest con-
tended objects are weighted equally in counters, reordering will mix the current
highly contended objects with non-conflicting objects and thus reordering will
not take effect. Before the performance trough, it is expected that the perfor-
mance is not sensitive to the misjudgement of highly contended objects. This
is because at this time, statements are somewhat reordered in increasing rather
than the desired decreasing order of degree of contention and thus still elim-
inates harmful ordering. This validates our argument that arbitrary choice of
increasing or decreasing order of contention does not matter. Figure 6(b) com-
pares the throughput among different settings of WS with g fixed to 100 ms. We
can see that WS = 200 ms and WS = 2 s perform inferior to WS = 1 s. On the
one hand, too short window size loses much contention information and harmful
ordering occurs. On the other hand, too large window size covering many con-
tention change will mix highly contended objects with lowly contended objects
many times and thus harmful ordering occurs many times.

Fig. 6. Effect of counter setting.
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Fig. 7. Overhead of memory consumption.

In the last set of experiments, we evaluate the memory consumption of PARE.
Figure 7(a) shows that without recycling strategy, the memory overhead will con-
tinuously increase because more and more objects will be accessed. Figure 7(b)
shows that less window size can save more memory because it saves the occupied
memory of each counter and recycles counters more frequently.

5 Conclusion

This paper novelly proposes PARE to reorder transaction execution to improve
the performance of the state-of-the-art concurrency control mechanism, transac-
tion pipeline, under HFT applications. We for the first time observe and formu-
late the harmful ordering, which is brought with transaction pipeline and hid-
den under other concurrency control mechanisms. We deduce to reorder trans-
action execution in order of contention and further propose two mechanisms
to extract reordering blocks and identify the degree of contention of objects.
Experiments demonstrate that PARE outperforms the state-of-the-art concur-
rency control mechanism significantly on HFT applications in terms of both
transaction throughput and latency and the overhead is limited on typical OLTP
benchmarks.
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Abstract. Increasing the on-time rate of bus service can prompt the
people’s willingness to travel by bus, which is an effective measure to mit-
igate the city traffic congestion. Performing queries on the bus arrival can
be used to identify and analyze various kinds of non-on-time events that
happened during the bus journey, which is helpful for detecting the fac-
tors of delaying events, and providing decision support for optimizing the
bus schedules. We propose a data management model, called Bus-OLAP,
for querying bus monitoring data, considering the characteristics of bus
monitoring data and the scenarios of on-time analysis. While fulfilling
typical requirements of bus monitoring data analysis, Bus-OLAP not
only provides a flexible way to manage the data and to implement mul-
tiple granularity data query and update, but also supports distributed
query and computation. The experiments on real-world bus monitoring
data verify that Bus-OLAP is effective and efficient.

Keywords: Data management · OLAP · Parallel computing

1 Introduction

Public bus service plays an important and irreplaceable role in the traffic system
of a city. On one hand, public bus is one of the most convenient ways for people
to travel. On the other hand, public bus service is an effective way to reduce
carbon dioxide emissions. Promoting the bus service can make the urban traffic
condition better and provide convenience for people. On-time bus is an emerging
bus running mode where the bus arrives at each bus stop according to the time
table strictly, which is helpful for passengers to avoid wasting too much time on
bus stop. There are several countries, e.g., the US, Finland, and Japan, where
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Table 1. Instances of bus arrival record

Stop Longitude Latitude Line Date Time Delay Weekday

1500 23.73550 61.49855 13 2016-08-03 16:40:15 210 Yes

3084 23.80464 61.47992 560 2016-08-04 17:20:09 610 Yes

3084 23.80464 61.47992 560 2016-08-05 00:09:48 −34 Yes

0098 23.73738 61.50003 28 2016-08-06 16:55:12 340 No

efforts have been made to implement on-time bus running mode to improve the
bus service quality.

Clearly, a reasonable design of bus running route and time table is the key to
carry out the on-time bus running mode. To this end, bus running data including
the arrival information of a bus at every stop should be collected at first. Thanks
to the development of sensors and Internet of Things, bus running data can be
collected automatically. For example, the local government of Tampere, Finland,
records and publishes the location information of each running bus every second
since 2015. Table 1 lists some records of bus arrivals.

Example 1. In Table 1, “Stop” is the bus stop ID, “Line” is the bus line number,
“Longitude” and “Latitude” indicate the location of a bus stop, “Date” and
“Time” are the date and time of bus arrival, “Delay” is the difference between the
arrival time and the scheduled time (‘−’ indicates ahead case), and “Weekday”
indicates the day is weekday or not.

Bus arrival query, providing the statistics on the non-on-time arrivals of
buses that happened under given conditions, is useful for the bus route design
and the bus running schedule optimization. Typical bus arrival queries include:
How many bus delaying events happened over a given time period? Which is the
route where most delaying events happen? Do the bus delaying events aggregate
and where?

Based on the query conditions, there are three kinds of bus arrival queries:

– Temporal queries, in which the query conditions are related to bus running
time. For example, how many buses were delayed during 17:00–19:00?

– Spatial queries, in which the query conditions are related to bus stop locations.
For example, given a bus stop ID “560”, which is the nearest neighboring bus
stop where delaying events happen?

– Spatial-temporal queries, in which the query conditions are related to both
bus running time and bus stop locations. For example, which are the spatial-
temporal zones with significant aggregation of delaying events?

To the best of our knowledge, there is no data management model dealing
with the bus delay queries. We will review the related works in Sect. 2.

Since non-on-time analysis of bus monitoring data can be used to improve
bus service, thus improving comfortable travel experience, we should provide an
efficient model to manage bus journey data. However, there are some challenges



Bus-OLAP: A Bus Journey Data Management Model 187

that we need to address: (i) how to manage bus running data? (ii) how to fuse
different source data? and (iii) how to query data efficiently? In this paper, to
tackle these challenges of non-on-time query, we propose a model named Bus-
OLAP to manage bus running data. The main contributions include: (i) building
index of bus running data by bit vectors according to the application scenarios,
such as the external factors (rush hour and holidays); (ii) implementing efficient
index storage and updates; (iii) supporting distributed queries and computation
based on Spark to accommodate the requirement of massive data processing and
real-time response.

The rest of the paper is organized as follows. We review the related work in
Sect. 2, and present the critical techniques of Bus-OLAP in Sect. 3. In Sect. 4, we
report a systematic empirical study using real-world bus data and we conclude
the paper in Sect. 5.

2 Related Work

The analysis on urban traffic plays an important role and attracts extensive
attention from public. Traffic analysis helps to alleviate urban traffic congestion
thereby improving environmentally-friendly traffic for people to travel. There
are many researches about traffic analysis recently. Yuan et al. [19] analyze
the history of taxis and passengers, and provide an easy way for passengers to
pick taxis. Pang et al. [9] detect the anomalous behaviour of taxis in Beijing
metropolitan area. Chen et al. [1] propose a model given the past trajectories
and predict the next station of an object. Kong et al. [7] aim to deal with the
problem of traffic congestion, and propose a method to predict the traffic con-
gestion using the floating car trajectories data. Han et al. [5] focus on traffic
dynamic prediction in urban transportation network, and find out the evolu-
tion of traffic states, which contributes to the adjustment of traffic management.
Some other researches predict the urban traffic flow by the traffic state [3,11,14].
Wu et al. [15] detect the temporal-spatial aggregation of bus delay but do not
consider the management of bus data. To the best of our knowledge, the exist-
ing works about traffic analysis are tackling the problems about vehicles with
stochastic trajectories. However, the analysis of bus data is different from other
vehicles. For example, the trajectory of a bus is fixed and the concern on bus
monitoring data is non-on-time analysis, which are our main differences from
other works.

Urban traffic data has spatial-temporal characteristics. The bus data man-
agement can improve the efficiency of storage, indexing and querying. Sistla
et al. [10] propose a model, called MOST, to express the moving object by a
time related function, which improves the efficiency of storage and querying
moving object in database. Ting et al. [13] present a simplistic network model
for moving objects. Some index structures such as R-tree [4] and B+-tree [6]
are also used to optimize spatial-temporal queries. Yu et al. [18] propose an
algorithm YPK-CNN to monitor KNN queries. The works discussed above can
improve the query efficiency by different ways. However, we want to provide a
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model which we can tailor to take into account efficiently the factors we choose,
including external factors such as holidays and weather, which also affect bus
running obviously.

Considering the analysis of large scale bus arrival data, parallel computing
technologies should be applied to speed up efficiency of spatial-temporal analy-
sis [8]. There are also many works that adapt the parallel technologies to cater
the demand of large scale data queries. Xia et al. [16] design a method to con-
duct KNN queries based on Map-Reduce and apply it on real-time prediction of
traffic flow. Eldawy et al. [2] build a system named GeoSpark based on Spark to
improve the efficiency of spatial-temporal data analysis. Xie et al. [17] achieve
parallel query based on Spark with R-tree index to deal with the efficiency of
large scale data. In this work, we use Spark to build a parallel processing model
based on the operation on bit vectors to conduct non-on-time queries.

3 Design of Bus-OLAP

In this section, we present our Bus-OLAP data management model for bus arrival
queries. The framework of Bus-OLAP (Fig. 1) consists of data cleaning, trans-
forming, loading, and query. Since the cleaning of bus monitoring data has been
well studied in [12], so we leave it out due to limited space, and below we discuss
the most important techniques used in Bus-OLAP: (i) data indexing, (ii) index
operation, and (iii) efficient query and computation.

Bus
Running

Bus
Stop

Bus
Line

DataBus Record Spark

Event

Data Source

User

Transform Load Query

Clean

Fig. 1. Framework of Bus-OLAP

3.1 Data Indexing

To support efficient bus arrival queries, we implement an index based on attribute
domain partition in Bus-OLAP. Specifically, we divide the domain of each
attribute into several disjoint partitions initially. Then, for each attribute value
of a record, we build a bit vector to indicate the partition it belongs to. Thus,
we can apply bit operations to bus arrival queries, which improves the query
efficiency.
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Next, we introduce the details of the index building. For attribute A, the
domain of A, denoted by D(A), is the set of all available values on attribute
A. A partition of D(A), denoted by PD(A), is a collection of non-empty subsets
of D(A) such that (i) D(A) =

⋃

di∈PD(A)

di, and (ii) for ∀di, dj ∈ PD(A), i �= j,

di ∩ dj = ∅. Please note that the order of elements in PD(A) is fixed in Bus-
OLAP. We use PD(A)[i] to indicate the i-th element in PD(A). Furthermore,
there may be several different partitions for an attribute.

For a record r, we denote by r.A the value of r on attribute A. Given a parti-
tion PD(A) on attribute A, the index of r.A is a bit vector <b1, b2, ..., b|PD(A)|>
satisfying

bi =

{
1, r.A ∈ PD(A)[i]
0, r.A /∈ PD(A)[i]

(1)

Week

Mon Tue Wed Thu Fri Sat Sun

2016-08-03 0 0 1 0 0 0 0

2016-08-04 0 0 0 1 0 0 0

2016-08-05 0 0 0 0 1 0 0

2016-08-06 0 0 0 0 0 1 0

Date

Month Season

Fig. 2. An example of a partition on attribute “Date”

Example 2. A partition on attribute “Date” according to week is shown in Fig. 2.
The domain “Date” is partitioned into seven subdomains, corresponding to the
seven days of a week. The day “2016-08-03” in Table 1 represents 3rd Aug
2016, and it is Wednesday. Therefore, the index of first record in Table 1 is
<0, 0, 1, 0, 0, 0, 0> under partition PD(“Date”).

Clearly, the space cost would be very high if the number of partitions
(|PD(A)|) is large. In Bus-OLAP, the selection of attribute partition depends
on: (i) the number of partitions; (ii) the requirement of query scenarios. Take
an example of attribute “Date”, divide the domain by different granularity such
as week, month and season. Note that we do not divide the domain of “Date”
by day because of the large space cost of partitions. Table 2 lists the partition
criterion of main attributes domains in Table 1 by considering the application
requirements.

For a partition PD(A) on attribute A, the index of all records is denoted
by a bitmap VA = {v1, v2, ..., v|PD(A)|}, where vi ∈ VA is a column vector and
corresponds to PD(A)[i], 1 ≤ i ≤ n. If the value of k-th element of vi is 1, the
value of k-th record on attribute A belongs to PD(A)[i].
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Table 2. Attribute domain partition criterion

Attributes Criterion Explanation

Latitude,
Longitude

Distance According to the geographic information,
divide the map into grids

Stop Location The location of bus stop is fixed and the query
of KNN stops and RKNN stops require the
locations of stop

Date Week,
Month,
Season

To query different granularity of time and
partition Date by week (Mon, Tus, ...), month
(Jan, Feb, ...) and Season (Spring, ...)

Time Time
interval

To query the on-time state of different period
of time, we partition the time by time interval

Delay Threshold Partition delay by the threshold predefined by
user

Example 3. In Fig. 2, the column vector corresponding to “Wed” is v =
(1, 0, 0, 0)T . The first element of v is 1 means the value of first record in Table 1
on attribute “Date” belongs to “Wed”.

As we discussed above, the query of records can be easily implemented by
vector operations. It is unnecessary to load all indexes into memory when query-
ing the recent records. For a bitmap VA = {v1, v2, ..., vn}, we store vi ∈ VA as
a unit of storage. We query the records by loading the vectors that related to
query conditions and then monitor operation on vectors. For a new record, we
update the index efficiently by appending a bit to the end of vector.

3.2 Index Operation

We now introduce some operations between vectors. For a partition PD(A),
we define the sub-partition of PD(A) as PD(A)′, where PD(A)′ ⊆ PD(A). The
bitmap corresponding to PD(A)′ is V ′

A = {v′
1, v

′
2, ..., v

′
m}. If there is an element

PD(A)′
[i] such that r.A belongs to PD(A)′

[i], then we say that record r satisfies
sub-partition PD(A)′. We define the operation on V ′

A as OR(V ′
A) = v′

1|v′
2| . . . |v′

m,
where v′

i ∈ V ′
A and “|” denotes the OR operation between vectors. Correspond-

ingly, the result of OR(V ′
A) is also a vector. The records satisfying sub-partition

PD(A)′ are obtained by the bit operation on vectors.

Example 4. Consider Fig. 2, we want to find the records generated from Monday
to Friday. The sub-partition PD(“Date”) = {Mon, Tue,Wed, Thu, Fri}, and
the corresponding bitmap is VDate = {v1, v2, v3, v4, v5}, where v1 = (0, 0, 0, 0)T ,
v2 = (0, 0, 0, 0)T , v3 = (1, 0, 0, 0)T , v4 = (0, 1, 0, 0)T and v5 = (0, 0, 1, 0)T . Then
OR(VDate) = v1|v2|v3|v4|v5 = (1, 1, 1, 0)T , and the records satisfying the query
condition are the first three records in Table 1.
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Lat

Lon

Week

Mon

Tue

Wed

Thu

a1a2a3a4

o1

o2
o3

o4

Fig. 3. An example of attribute combination query

Similarly, we define the AND operation between the vectors of different sub-
partitions. For two sub-partitions PD(A1) and PD(A2), bitmap VA1 corresponds
to PD(A1) and VA2 corresponds to PD(A2). The records that satisfy both these
two sub-partitions can be obtained by AND operation OR(VA1)&OR(VA2).

Example 5. As shown in Fig. 3, consider querying the records whose longi-
tude ranges from 23.73 to 23.74, latitude ranges from 61.48 to 61.50 and
are generated on Wednesday and Thursday. The sub-partition of “Longi-
tude” is {o1}, “Latitude’ is {a3, a4} and “Date” is {Wed, Thu}. The result
corresponds to the red area in Fig. 3 and is queried by bit operation
OR({a3, a4})&OR({o1})&OR({Wed, Thu}).

3.3 Parallel Query and Computing

Non-on-time analysis of bus arrival is query sensitive, and requires quick response
from the system. Figure 4 shows the framework of parallel querying and comput-
ing by vectors based on Spark. Next, we introduce the details of parallel query
and computing by three typical kinds of queries in non-on-time analysis.

Temporal Queries. The typical temporal queries include: query the number
of non-on-time events over a period of time; query the route that has the most
non-on-time events over a period of time.

Consider to query the number of non-on-time events over a period of time, we
denote the time interval as t, and the non-on-time condition z (ahead, on-time or
delayed). The corresponding condition tuple in Fig. 4 is <t, z>. Note that there
can be many time intervals, and there will be many condition tuples. We compute
each condition tuple in parallel based on Spark. For each tuple, the query result
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Load vectors
Map conditions to 
tuples <c1, c2…cn>

Spark actionsOutput

Start

End

Load vectors
Map conditions to 
tuples <c1, c2…cn>

Spark actionsOutput

Start

End

Fig. 4. Framework of distributed query and computing

is obtained by bit operation on vectors and the number of non-on-time events is
the number of bit 1 in the result vector.

Similarly, query the route that has the most non-on-time events over a period
of time is easily implemented. Given query conditions with respect to time inter-
val t, non-on-time condition z and bus line l, the condition tuple is <t, z, l>. Each
tuple computing returns the number of delaying events, and the query result is
the line that has the maximum delaying events over all tuple results.

Spatial Queries. There are some typical spatial queries such as KNN and
RKNN queries of a given bus stop. In non-on-time analysis, if there is a bus stop
p that has many delaying events, the analyst may want to know the bus stops
nearing to p and analyze the reason that causes this delay phenomenon.

After partitioning the location information “Longitude” and “Latitude”, the
map is divided into grids. For a bus stop q, the main steps of querying the k
nearest neighbor bus stops are: (i) extend the search space by spreading a layer
of grids based on q; (ii) when there is a rectangular area that includes at least
k stops, find the k-th stop p that away from q in distance, and calculate the
distance r between q and p; (iii) continue to extend the search space under the
limit of radius r and find k nearest neighbor stops.

Example 6. Considering an example in Fig. 5, search five bus stops that nearest
neighboring to bus stop q. The area R1 includes five bus stops, and p5 is the
5-th bus stop away from q by distance. The maximum search space is area R2

that does not exceed radius r. And the search result is the nearest five bus stops
in R2 away from q.

Please note that the query of KNN bus stops is also obtained by the operation
of vectors. Consider the area R1 in Fig. 5, the vector operation on longitude is
oplon = OR({o2, o3, o4, o5, o6}) and latitude is oplat = OR({a2, a3, a4, a5, a6}).
When extending the rectangular area from R1 to R2, the new result on Longitude
is oplon|OR({o1, o7}) and Latitude is oplat|OR({a1, a7}). Obviously, every time
we extend the search area with a layer, we just need to conduct the bit operation
on vectors iteratively.

The query of RKNN is to find out all bus stops whose KNN stops include a
given bus stop q. It is implemented using parallel computation on Spark. The
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condition tuple is <q, p, k>, where q is the given bus stop and each tuple in
parallel process returns the result that whether p is one of the KNN stops of q.

Spatial-Temporal Queries. Detecting the spatial-temporal zone of bus delay
aggregation can be done by querying the zone where delay aggregation occurs in a
period of time. The significant of spatial-temporal aggregation delay is measured
by log-likelihood ratio. Given a zone S and a time interval T , the likelihood of
a bus delay happening is denoted as

L(S, T ) =

⎧
⎪⎪⎨

⎪⎪⎩

D(S, T ) × log(r1) + (D(S̃, T̃ ) − D(S, T )) × log(r2)

−D(S̃, T̃ ) × log D(˜S,˜T )

N (˜S,˜T )
, r1 > r2

0 , r1 ≤ r2
(2)

where,

r1 =
D(S, T )
N (S, T )

, r2 =
D(S̃, T̃ ) − D(S, T )

N (S̃, T̃ ) − N (S, T )

where, N (S, T ) is the total number of events that buses arrive bus stops in zone
S and time interval T , and D(S, T ) is the number of delaying events. S̃ and T̃
are the maximal zone and maximal time interval. S and T are the observed zone
and time interval.

We aim to query the zone with a time interval that has maximal LLR in
our delay aggregation analysis. Figure 6 shows the process of delay aggregation
query with Spark. Step 1 in Fig. 6 corresponds to step 2 in Fig. 4, step 2 and
3 in Fig. 6 correspond to step 3 in Fig. 4. Step 1 joins the query conditions
into condition tuples <o, a, d, t, de>, where the symbols denote “Longitude”,
“Latitude”, “Date”, “Time” and “Delay” respectively. Step 2 partitions tuples
into every node of Spark and gets the new tuples of LLR. The last step searches
the tuple that has the maximal LLR, which is the result of our query.

q

p1p2

p7

p6

p7
p4

p5

p3 r

r

R1

R2

o1 o2 o3 o4 o5 o6 o7

a1

a2

a3

a4

a5

a6

a7

Fig. 5. An example of KNN query
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Delay

<o1, a1, d1, t1, de1>

<o2, a2, d2, t2, de2>

…

<o3, a3, d3, t3, de3>

<llr1, o1, a1, d1, t1>

<llr2, o2, a2, d2, t2>

…

<llr3, o3, a3, d3, t3>

<llr, o, a, d, t>

Join Map Max

Fig. 6. Spark process of delay aggregation query

The related queries discussed above are the typical application scenarios of
Bus-OLAP. It is easy to perform the queries by vector operations with Spark.

4 Empirical Evaluation

In this section, we report a systematic empirical study on real-world bus dataset
from Tampere1. The dataset includes the bus stop information of Tampere, 43
bus routes, 75 bus stops of a line on average and 6,297,520 records generated
from all workdays during 3rd August 2015 and 30th October 2015.

All algorithms are implemented in Java and compiled by JDK 7. The distrib-
uted environment is built by Spark 1.6.2 and includes eight nodes. Each node is
a computer with an Intel Core i7-6700 3.40 GHz CPU, and 64 GB main memory,
running Ubuntu 14.04 operating system.

4.1 Effectiveness

We verify the effectiveness of Bus-OLAP by three kinds of typical queries (tem-
poral queries, spatial queries and spatial-temporal queries). For the temporal
queries, there are two frequent queries: (1) query the number of delaying events
in every workday; (2) query the route that has the most delaying events.

Figure 7 shows the number of non-on-time arrival events on workdays of
August, September and October. We set the non-on-time threshold as three
minutes and find out that there are more delaying events than ahead events
of bus arrival. Table 3 lists the routes where delaying events occur frequently.
The Lines 13, 3 and 8 are the routes that have the most delaying events on
afternoon of all three months. We also find that the lines that occur delaying
events frequently on morning and afternoon are different. The possible reason
is that many people go to work on morning and go off work on afternoon and
causes different traffic congestion of bus.

For the spatial queries of KNN and RKNN, Fig. 8 presents an example of
spatial query. We set k = 8, and the ID of target bus stop is “560”. Figure 8
(a) illustrates the query of KNN, the red point is the bus stop “560” and the

1 http://trafficdata.sis.uta.fi.

http://trafficdata.sis.uta.fi
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Table 3. Query on lines with the most delaying events

Month Time Bus line # of arrival events # of delaying events Rank

Aug Morning 13 55198 8981 1

28 35443 5766 2

29 35320 3832 3

Afternoon 13 93636 21929 1

3 102989 15549 2

8 74464 12773 3

Sep Morning 13 58212 8515 1

28 31081 7134 2

3 63086 6046 3

Afternoon 13 91410 22647 1

3 103046 15742 2

8 76246 14825 3

Oct Morning 3 68771 6902 1

28 24959 5908 2

8 61284 5776 3

Afternoon 8 20124 85300 1

3 114396 20039 2

13 81781 18105 3

blue points are the KNN bus stops that nearest neighboring to “560”. Similarly,
Fig. 8 (b) shows the RKNN query of bus stop “560” and there are eight bus
stops whose 8-NN bus stops include “560”.

Detection of bus delay aggregation is a typical spatial-temporal query. We
partition the domain of longitude and latitude by the same distance interval and
the search space becomes to a 2000 ∗ 1000 grids. We constraint the maximal
search range to 100 ∗ 100 grids. Let’s analyze several situations with different
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Fig. 7. Number of non-on-time events
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(a) KNN (b) RKNN

Fig. 8. Spatial query (k = 8, q = 560) (Color figure online)

time intervals: (1) on which weekday the most significant delay aggregations
take place; (2) over which time interval do the most significant delay aggregation
occur; (3) which day and time interval has most significant delay aggregation.

Table 4. Zone of spatial-temporal delay aggregation of every day in a week

Weekday Time Zone (minLon, maxLon, minLat, maxLat) LLR

Mon Morning (23.810540, 23.844397, 61.495706, 61.510013) 121.74

Afternoon (23.595092, 23.633565, 61.502209, 61.518467) 723.79

Tue Morning (23.809386, 23.844781, 61.490666, 61.505623) 163.04

Afternoon (23.597015, 23.633949, 61.515053, 61.530661) 638.80

Wed Morning (23.812079, 23.844397, 61.496194, 61.509850) 130.92

Afternoon (23.595092, 23.633565, 61.502209, 61.518467) 641.86

Thu Morning (23.810540, 23.844397, 61.495869, 61.510176) 130.64

Afternoon (23.593168, 23.631641, 61.496356, 61.512614) 737.03

Fri Morning (23.812079, 23.844397, 61.496194, 61.509850) 76.64

Afternoon (23.623562, 23.661265, 61.489691, 61.505623) 1111.67

Table 4 presents the zone of spatial-temporal delay aggregation with differ-
ent time intervals. We denote the zone as (minLon, maxLon, minLat, maxLat),
where “minLon” and “maxLon” denote, respectively, the minimal and maximal
longitude of zone, “minLat” and “maxLat” denote, respectively, the minimal and
maximal latitude of zone. We find out there are more significant delay aggrega-
tion on afternoon than morning, and Friday afternoon is the worst time that has
the most significant delay aggregation. Figure 9 illustrates the zones in Table 4
by map. Figure 9(a) shows the zones on morning and Fig. 9(b) shows the zones
on afternoon. We find that the zones where delay aggregations distribute regu-
larly. We think the possible reason is the different zones of living and working.
The query results also reflect the moving traffic flow. Besides, we also conduct
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(a) Morning (b) Afternoon

Fig. 9. Illustration of delay aggregation zones in Table 4

(a) Delay happened in 15:00–16:00 (b) Delay happened in 16:00–17:00

(c) Delay happened in 17:00–18:00 (d) Delay happened in 18:00–19:00

Fig. 10. Results of delay aggregation detection in different time interval

(a) Morning (b) Afternoon

Fig. 11. Bus delay heat map
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the experiments on different time interval of a day. As shown in Fig. 10, we can
observe the moving of traffic flow from 15:00 to 19:00. And Fig. 11 shows the heat
map of bus delay, which verifies the effectiveness of delay aggregation detection
by Bus-OLAP.
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4.2 Efficiency

In our paper, we build the index by bit vector, and the non-on-time query is
got by the operation on vectors. In order to verify the efficiency, we compare
our model Bus-OLAP with database MySQL 5.5. We partition the space into
200*100 grids and the maximal search space is one grid. In our experiment, the
number of delaying events in Bus-OLAP is computed by bit operation but it is
queried by MySQL database in the contrast experiment. We query the spatial-
temporal delay aggregation with the time from Monday to Friday, and detect the
most significant delay aggregation. The running time of Bus-OLAP and MySQL
is shown in Fig. 12(a) and Bus-OLAP performs better than MySQL.

4.3 Scalability

Bus-OLAP should adapt to large scale query and computing under the complex
environment of data analysis. We apply Bus-OLAP to verify the scalability of
model. We partition the space into 2000*1000 grids and the maximal search
space is 100*100 grids. Figure 12(b) shows the running time of querying on LLR
of every grid; Fig. 12(c) shows the running time of querying delay aggregation
during a time interval from 16:00 to 17:00. The running time of Bus-OLAP
decreases when increasing the number of nodes shown in Fig. 12. Bus-OLAP can
improve the efficiency of queries by increasing nodes when there are complex
queries in non-on-time analysis.
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5 Conclusions

In this paper, we design a model named Bus-OLAP supporting non-on-time
queries to monitor bus data. The Bus-OLAP supports flexible data indexing
by bit vector, index storage and update. Besides, Bus-OLAP supports parallel
queries and computing based on Spark. Our experiments verify the effectiveness
and efficiency of Bus-OLAP. In our future work, we will consider more scenario
application of on-time analysis and fuse more implicit factors that affect the
running time of bus. Besides, we also provide the result of analysis to analyst,
and realize the flexible management of urban traffic.
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Abstract. In the field of wireless network optimization, with the
enlargement of network size and the complication of network structure,
traditional processing methods cannot effectively identify the causes of
network faults in the face of increasing network data. In this paper, we
propose a root-cause-analysis method based on distributed data min-
ing (DRCA). Firstly, we put forward an improved decision tree, where
the selection of the best split-feature is based on the feature’s purity-
gain, and then we skillfully convert the problem of root-cause-analysis
into modeling of an improved decision tree and interpretation of the tree
model. In order to solve the problem of memory and efficiency associ-
ated with large-scale data, we parallelize the algorithm and distribute
the tasks to multiple computers. The experiments show that DRCA is
an effective, efficient, and scalable method.

Keywords: KPI faults · Root-cause-analysis · Improved decision tree ·
Distributed data mining · Parallelization algorithm

1 Introduction

Wireless network optimization is an important part of the network operation
process [2]. In general, the monitoring of network performance relies on a pre-
defined set of key performance indicators (KPIs). Faults in these KPIs always
represent the deterioration of network performance [2].

The network system outputs numerous KPI reports daily. Engineers tra-
ditionally analyze these reports to identify the specific causes of KPI faults
based on accumulated experience and data processing tools [1,7,8]. However,
the enlargement of network size and the complication of network structure leads
to inaccuracies and inefficiencies with the traditional method. There are two
issues pertaining to KPI faults in wireless networks: firstly, the KPI reports for
analysis lack root causes labels, so the problems cannot be transformed into
a multi-classification of the root causes; secondly, with the limitation of RAM
capacity and CPU speed [11], it is difficult to obtain timely and effective results
when dealing with large-scale KPI reports.
c© Springer International Publishing AG 2017
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2 Problem Definition and Analysis

Each row of the report represents one sample. Assuming the KPI report has
N(N is very large) samples in total, expressed as xi(1 � i � N), each column
represents a feature of xi. The structure of the report is as shown in Table 1.

Table 1. The structure of the KPI report

Index Start time Period Cell Indicator1 · · · IndicatorK(KPI) IndicatorM

1

· · ·
N

We define a set S containing all Indicators from Indicator1 to
IndicatorN , with the exception of IndicatorK(KPI ). To determine the set
of {Root Causei} (Root Causei ∈ S ) leading to the KPI fault, and the cor-
responding set of {Weight i} (Weight i represents the influence of Root Causei

on the KPI fault), we take a series of indicators in the set S as features, and
the occurrence of KPI(IndicatorK) fault as labels to train the binary classifi-
cation model. Then, we interpret the model to obtain each root cause and its
weight. Based on the considerations of interpretability and parallelizability, we
have selected the decision tree [10] as the classification model.

3 Method Introduction

3.1 Data Preparation

We regard whether the KPI fault occurs as the training target (label), so it is
necessary to extract the KPI of each x i and compare the value with the industry
threshold. If the KPI fault occurs, then labeli = −1 otherwise labeli = 1.

3.2 Model Training

Theoretical Principle. Based on the idea of the decision tree [9,10] we view
“KPI fault occurrence” as the classification target. In the growth of the decision
tree, we continuously select Indicatori(Indicatori ∈ S) as the decision-making
basis. If Indicatori can provide more information for classification, it is more
likely to be a root cause.

However, it is clear that our real intention of the training decision tree is
not to classify, but to obtain the extent of effective information brought by each
indicator for classification. As shown in Fig. 1(a) and (b), there is a non-linear
relationship between information entropy and the distribution of a variable X in
binary classification. Therefore, there will be some deviation if we use entropy-
gain to quantify the influence of each feature on classification.
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(a) Entropy-1 (b) Entropy-2 (c) Purity

Fig. 1. The relationship between the distribution and entropy/purity.

Therefore, we propose another criterion to select features when training the
decision tree. Assuming the proportion of negative samples whose label = −1 in
data-set D is p−, we define the purity of D as follows:

Purity(D) = |2 ∗ p− − 1|. (1)

As shown in Fig. 1(c), there is linear relationship between purity and the
distribution of the variable X in binary classification. Since all indicators are
continuous, we use the dichotomy to process these continuous features. Suppose
that continuous feature a has L different values on D, recording as {a1, a2,
. . . , aL} after ranking in ascending order. The data-set D can be divided into
subsets D−

t and D+
t by split-point t, where D−

t contains the samples with values
on feature a not greater than t, and D+

t the samples with values greater than t.
We adopt directly each ai(1 � i � L) forming the set of alternative split-points:

Ta = {ai|1 � i � L}. (2)

Based on the definition of purity, we define the purity-gain similarly to the
information entropy-gain:

Gain(D, a) = max
t∈Ta

Gain(D, a, t)

= max
t∈Ta

∑

λ∈{−,+}

|Dλ
t |

|D| Purity(Dλ
t ) − Purity(D).

(3)

Concrete Implementation. To calculate the purity-gain of each feature, we
gather their information in parallel using MapReduce. The breadth-first strategy
is used to generate the decision tree layer by layer so that with a single execution,
the statistical information of all tree-nodes on the same layer can be obtained
simultaneously.

In order to record the position of each tree-node and to divide the data-set
into the tree-nodes expediently, we design the following data structure:

Node :
Path : Map<indicator id, Pair<indicator value, comparison>>

Label : String
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where Path represents the series of conditions that should be met from the root-
node to the current Node. Label can be “inside” or “leaf” which means Node
is an internal node or a leaf node.

In order to avoid excessive growth of the decision tree, we set a parameter
called limit. When the purity-gain of the best split-feature on a node is less than
limit, the node will stop splitting and be marked as a leaf node.

The training process of a model is described as Algorithm 1.

Algorithm 1. DecisionTreeDriver

Input: DPath: file path of the data-set after data preparation
Output: Tree: the trained model of decision tree
currentQueue ← new LinkedList<Node> ;1
rootNode ← new Node() ;2
Insert rootNode to currentQueue ;3
while currentQueue is not empty do4

newQueue ← new LinkedList<Node> ;5
write currentQueue to HDFS ;6
ProduceStatisticalInfo(DPath) ; //run MapReduce Job to do statistics on data-set7
for each node ∈ currentQueue do8

read the statistical information from HDFS ;9
bestPG, bestFeatureID, bestSplitPoint ← SelectBestSplitFea(node) ;10
if bestPG < limit then11

node.Label ← “leaf”12

else13
node.Label ← “inside”;14
leftPath ← node.Path.add(bestFeatureID,Pair<bestSplitPoint,0>) ;15
leftNode ← new Node(leftPath) ;16
rightPath ← node.Path.add(bestFeatureID,Pair<bestSplitPoint,1>) ;17
rightNode ← new Node(rightPath) ;18
insert leftNode,rightNode to newQueue ;19

add node to Tree20

currentQueue ← newQueue ;21

return Tree22

The function ProduceStatisticalInfo represents statistics on large-scale
samples with MapReduce. In the phase of Map, for each Nodej , if the sample xi

meets the Path of Nodej then a key-value pair recording as <key, value> will
be output. The Reducers receive the pairs of <key, value> output by Mappers
and add the values of the same key up recording as value sum. The value sum
is actually the number of samples which meet the key. Then write all pairs of
<key, value sum> to HDFS.

SelectBestSplitFea, as the name suggests, is the function to select the best
split-feature of each node according to the output above produced by MapRe-
duce. With the help of the characteristic that all pairs of <key, value sum> are
sorted by key and no key is repeated after the Reduce function, we only need
to traverse the output once to determine the purity-gain of each feature.

3.3 Reverse Interpretation

After training the model, suppose that the decision tree has T nodes numbered
1, 2, . . . , T . We use an array named node fea to record the best split-feature of
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each node while another named node pg records the purity-gain of the above-
mentioned split-feature. We make use of MapReduce to divide all samples into
the corresponding paths of the decision tree in parallel, and then record the
number of negative samples passing through each tree-node in the array statistic.

In the first instance, we acquire the indexes of tree-nodes with the same best
split-features, for each Indicatori(Indicatori ∈ S) expressed as indi:

Indexes(indi) = {index|node fea[index] = indi(indi ∈ S)}. (4)

Since the same split-feature may appear in different nodes, we define the weight-
ing purity-gain for each feature as follows:

P Gain(indi) =
∑

j∈Index(indi)

statistic[j] × node pg[j]∑
k∈Index(indi)

statistic[k]
. (5)

Considering that the number of samples divided by different split-features is also
different while training the model, the absolute weight of indi is defined as:

Abs Weight(indi) =
P Gain(indi) × ∑

j∈Index(indi)
statistic[j]

∑T
k=1 statistic[k]

× 100%. (6)

Then the relative weight of indi is obtained:

Rela Weight(indi) =
Abs Weight(indi)∑

indi∈S Abs Weight(indi)
× 100%. (7)

4 Experiment and Analysis

In order to verify the effect of DRCA in mining the root cause of KPI faults,
we conduct a series of relevant experiments and validate the effectiveness and
efficiency of this method.

4.1 Experimental Environment

The data-set used in this study is provided by a company in the field of com-
munication and sampled from a realistic communication network. The data-set
contains 2203740 samples and the composition of each sample has been explained
previously. Excluding Index, StartT ime, Period, and Cell there are 57 indica-
tors in the data-set, including 5 KPIs. The remaining 52 indicators may possibly
lead to KPI faults. Furthermore, we take a Hadoop cluster with 1 master and 4
slaves to do experiments.

4.2 Criteria

Regarding the problem raised in this paper, it’s difficult to do an experiment
compared with other conventional methods. On one hand, those methods can’t
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output the weight of each root-cause; On the other hand, due to the lack of
sufficient labeled data as a criterion, we can’t quantify the accuracy of the result
mined by each method. To verify the effectiveness of the model, we propose the
following reliability criteria, relying on the analysis of the problem combined
with the real situation:

(1) The root-causes obtained should be relatively stable and concentrated;
(2) The root-causes obtained should coincide partly with the manual experience.

Additionally, the efficiency is evaluated by comparing with the serial algorithm.

4.3 Effectiveness Experiment

In the experiment, we focus on the KPI called “RRC Setup Success Rate”.
According to the industry standard, this KPI breaks down when its value is less
than 99.5%. We mine the possible root-causes which lead to the fault of it from
the set S. When training the decision tree model, we change the feature selection
criterion from entropy-gain (Method 1) to purity-gain (Method 2). Then, we
compare the results of the two methods under the different values of limit.

(a) Number of tree nodes (b) Number of root causes

Fig. 2. The mining results of two different methods.

It can be seen from Fig. 2(a) that, with the limit decreasing, the growth
rate of the decision tree trained by Method 1 is significantly higher than that
of Method 2. As shown in Fig. 2(b), there is not a significant difference in the
number of root causes between the two methods. However, further analysis of
Table 2 shows that the root causes resulting from Method 1 are not stable and
the weight of fractional root causes changes significantly. By comparison, the
root causes obtained by Method 2 are considered to be stable.

Drawing on the experience provided by the above company, the main reasons
for the fault of “RRC Setup Success Rate” are the following: weak coverage,
strong interference, and channel congestion. The root causes mined by Method 2
mostly point to the “Physical Down link Control Channel” (PDCCH), which
is perceptibly consistent with the manual experience — channel congestion.
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Table 2. The root-causes and their weight of two methods

Limit Method 1 Method 2

Root cause Weight Root cause Weight

0.3 L.ChMeas.PDCCH.AggLvl8Num 100.00% L.ChMeas.PDCCH.AggLvl8Num 100.00%

0.25 L.ChMeas.PDCCH.SymNum.3 34.93% L.ChMeas.PDCCH.SymNum.3 44.27%

L.ChMeas.PDCCH.AggLvl8Num 31.46% L.ChMeas.PDCCH.AggLvl8Num 32.15%

L.ChMeas.PDCCH.SymNum.2 27.67% L.ChMeas.PDCCH.SymNum.2 23.58%

0.15 L.ChMeas.PDCCH.SymNum.2 22.74% L.ChMeas.PDCCH.SymNum.3 30.71%

L.ChMeas.PDCCH.SymNum.3 19.25% L.ChMeas.PDCCH.AggLvl8Num 22.31%

L.ChMeas.PDCCH.AggLvl8Num 16.21% L.ChMeas.PDCCH.SymNum.2 14.33%

L.ChMeas.CCE.Avail 14.69% L.ChMeas.CCE.Avail 16.22%

L.ChMeas.PDCCH.SymNum.1 13.57% RRC ConnReq attempt 11.06%

RRC ConnReq attempt 10.34%

Considering the stability, concentration, and consistency with manual expe-
rience of the root causes resulting from Method 2, it can be proved that the
method we propose is effective.

4.4 Efficiency Experiment

Simultaneously, we achieve the serial version of our method and compare it
with DRCA. The following experiments deal with the KPI named “RRC Setup
Success Rate”, and are conducted on the basis of limit = 0.15.

Fig. 3. The running time of two methods. Fig. 4. The relative speedup of DRCA.

The 1 K, 10 K, 100 K, 1 M, and 2 M samples are selected from the original
data-set as the experimental data, and the running time of serial algorithm is
compared with that of the DRCA on different data. As can be seen from Fig. 3,
in terms of small-scale data, the parallel algorithm is actually not as efficient
as the serial. With the increase in the number of samples, the efficiency of the
stand-alone serial algorithm decreases while DRCA performs well, which shows
that DRCA can greatly improve the efficiency in the face of large-scale data.
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Then, we test the relative speedup of DRCA with the 1 M samples by chang-
ing the number of slave nodes in the cluster. As shown in Fig. 4, with the increase
in the number of slaves in the cluster, the computing capability of DRCA is
enhanced, which proves that the algorithm is well scalable.

5 Related Work

In root-cause-analysis and fault detection, there are many researches based on
machine learning, including supervised models such as logistic regression [5] and
k-nearest neighbor [6], as well as unsupervised models such as clustering [3].
However, these models [3–6] are not suitable for our research, as we require not
only the root-causes of KPI faults, but also the weight of each root-cause. Thus
the model must have strong interpretability in order to interpret the answer
from the trained model, while the models mentioned above do not meet these
requirements. Further, facing large-scale data, the stand-alone models mentioned
above cannot better solve the bottlenecks of memory and computing speed.

6 Conclusions

In this study, first we analyze the difficulties in identifying the root-causes of KPI
faults with the manual method. Then, we propose a DRCA, which draws the
concept of purity and purity-gain from the main idea of the decision tree, and
constructs an improved decision tree using purity-gain as the selection criterion
of the best split-feature. Finally, we obtain the suspicious root-causes and their
weight by means of reverse interpretation. We achieve the parallel algorithm to
execute it on Hadoop. Experiments show that this method can overcome the
drawbacks of the traditional methods. Facing massive data, it ensures the effec-
tiveness and also takes the efficiency and scalability into consideration. Obvi-
ously, this method has certain value and instructional significance in the prac-
tical optimization scene of wireless networks. What’s more, it’s a new method
of root-cause-analysis, which can adopt to most data-sets with requirements of
root-cause mining, including big data.
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Abstract. Log-structured merge tree decomposes a large database into
multiple parts: an in-writing part and several read-only ones. It achieves
high write throughput as well as low read latency. However, read requests
have to go through multiple structures to find the required data. In a
distributed database system, different parts of the LSM-tree are stored
distributedly. Data access issues extra network communications for a
server in the query layer to pull entries from the underlying storage layer.
This work proposes the precise data access strategy. A Bloom filter-based
structure is designed to test whether an element exists in the in-writing
part of the LSM-tree. A lease-based synchronization strategy is used to
maintain consistent copies of the Bloom filter on remote query servers.
Experiments show that the solution has 6× throughput improvement
over existing methods.

Keywords: Data access · Distributed system · Consistency

1 Introduction

Log-Structured merge tree [5] organizes all data entries in multiple compo-
nents: a Memtable and several SSTables, following the notations used in [8].
The Memtable is a memory-based structure, optimizing for high write through-
put. The SSTable is a disk-based structure, offering large storage capacity and
servicing read requests only. Data in the Memtable are migrated into a SSTable
in batch. It has been widely adopted by distributed storage systems such as
BigTable [8], where the Memtable and SSTables are kept in the main memory
and distributed file system (e.g. GFS [7]) respectively.

Systems using log-structured storage offer excellent read/write performance
but lack some important features. Thus, some database systems (e.g. Megastore
[10] and Percolator [9]) choose to build a query layer upon these storage systems
to add SQL interface or transaction support. A node in the query layer interacts
with the underlying storage layer through network communication. A problem is
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that data access on a distributed LSM-tree issues many useless communications.
A read operation has to iterate over the Memtable and all SSTable until locate
the required data item. The dedicated item only exists in one structure and
accessing all other structures is useless.

This work targets at the distributed database system where Memtable, SSTa-
bles and query processing nodes (noted as p-node in the following) are deployed
on different servers and proposes an effective way to precisely locate the stor-
age structure for accessing. Before processing a read request, a p-node is able
to identify the right structure for reading without contacting the storage layer.
In summary, we make the following contributions: (1) a Bloom filter with low
maintaining and synchronization overhead is designed to encode data existence
for the Memtable; (2) a lease-based strategy is designed for p-nodes to main-
tain a copy of the Bloom filter of Memtable and ensure read consistency when
using the copy; (3) A data access algorithm is designed to support a p-node in
determining the right structure for data access.

2 Relate Works

[5] proposes the log-structured merge tree. The author exploits a multi-level
structure for large database storage. BigTable [8] extends such mechanism in
distributed system. It keeps the write-optimized index in main memory while
the read-only files in GFS [7]. Percolator [9] and Megastore [10] build their query
servers directly on the BigTable. Our work acts as a data access optimizations
between the query layer of a database system and the underlying storage layer.

Some other optimizations are also designed for log-structured storage. [8]
relies on data compaction to merge multiple SSTables together and reduce the
number of SSTable to be visited. Muhammad [12] does performance analysis
on the overhead of data compaction and proposes some improvements. bLSM-
tree [11] uses the Bloom filter [2] to reduce SSTable access, which is adopted
in [8]. In a different, our work is able to filter access to the Memtable. Besides,
our technique is designed for distributed system to reduce the network commu-
nications between the application servers and the storage layer.

3 Preliminary

Storage Model. A typical structure of a distributed log-structured storage
system is illustrated in Fig. 1, with a Memtable, several SSTables and p-nodes.

Memtable is the in-memory structure which services for data reads and
writes. To ensure durability, redo log entries [4] are forced into durable stor-
age for recovery purpose. Each write operation firstly flushes its redo log entries
into the disk, after which, its modifications are applied into the Memtable. Group
commit [3] is used to improve the disk utilization by combining multiple redo log
flushing in a disk write, because existing disk device only offers limited IOPS.
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Fig. 1. Data storage and access on distributed LSM-tree

SSTable is the immutable structure where data is stored in lexicographic
order based on their primary key. The SSTable is generated by freezing an active
Memtable. The frozen Memtable is transferred into distributed file system and
becomes the SSTable. A new Memtable replaces the old one for servicing further
writes. As time goes by, there are several SSTables generated as illustrated in
Fig. 1, where SSTable1 is the latest one and SStable3 is the oldest ones.

In Fig. 1, to read an entry with key k, a p-node has to go through the 1st
Memtable, 2nd SSTable, 3rd SSTable... until seeing the data with k as its key.
In addition, Memtable and SSTables are distributedly stored. Hence, a p-node
has to issue many remote data access via the network.

Precise Data Access is to let a p-node determine visiting either the Memtable
or one SSTable without contacting the underlying storage servers. Let Memtable
be m and its owned key set be Km = {km

1 , km
2 , . . . }; SSTable be s and its owned

key set be Ks = {ks
1, k

s
2, . . . }. Given a query key k, a p-node is required to answer

whether k ∈ Km or k ∈ Ks stands. It is easy to answer whether k ∈ Ks by caching
the Bloom filter of SSTable on p-nodes (as discussed in Sect. 2). But, answering
whether k ∈ Km is of much more difficulties. Hence, we aim at determining
whether Memtable access is necessary for a read operation. There is no essential
difference between one SSTable or multiple. We assume there only one SSTable
in the following.

The kernel problem is to answer whether a remote evolving set contains a
typical element or not. An intuitive solution is to maintain a Bloom filter for the
Memtable as well, and synchronize the structure to multiple p-nodes. However,
there are two difficulties here. Firstly, since the Memtable is stored in remote,
its Bloom filter has to be synchronized to p-nodes through network. But the
Bloom filter is of large size. Direct synchronization tends to exhaust the network
bandwidth. Secondly, as the Memtable services data writes, it is evolving over
the time, a copy of its Bloom filter on a p-node may not remain the same with
the source one after synchronization. Potential difference between the primary
Bloom filter and its copies tends to lead to inconsistency read. Understanding
these difficulties, we present solutions in the following sections.

4 Entry Existence

Figure 2 illustrates how to maintain and synchronize a Bloom filter (Bm) for
the Memtable. When data writes happen on the Memtable, redo log entries
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Fig. 2. The Bloom filter maintenance and synchronization

are prepared. Before flushing a group of redo entries into disk, updates on Bm

are generated from redo entries based on the policy in Sect. 4. These updates
act as the modification log entries for the Bm (short for bf-logs). To reduce
synchronization cost, Bm is not directly sent to p-nodes, instead bf-logs are
transported to p-nodes and a copy of Bm on a p-node catches up with the source
by applying (replaying) the identical bf-logs.

Maintenance. The Memtable can be probably changed by the following types
of operations: insert, update and delete. Considering an entry e with key k:

1. Update operation modifies an existing record entry e. (i) If k /∈ Km, then
e is newly created in the Memtable. A bf-log is generated for k, which adds
existence of k into Bm; (ii) If k ∈ Km, then a previous operation has added k
into Km and handled its update on Bm, the current one does nothing.

2. Delete operation is treated as special update, which adds an deleted flag
for k. A read operation checks whether the entry is deleted via the flag.

3. Insert operation writes an non-existing record entry e into the Memtable.
(i) If k /∈ Km, then k /∈ Ks must also stand. To read e, a p-node can easily find
k /∈ Ks by checking Bs and e can only be found on the Memtable. The p-node
can infer the fact without querying Bm. Thus, there is no necessity in modifying
Bm when inserting e into Memtable. (ii) If k ∈ Km, this means the entry must
be tagged with a deleted flag, its bits in Bm should be already processed by one
previous delete operation. Therefore, we do not need to modify Bm again.

In summary, Bm is only modified when an entry is newly created on the
Memtable by a update or delete operation.

Data Access based on Bm. Considering the query q(k) in Definition 1, we
denote bm (bs) is 1 when all hashing bits of the key k are 1 in the (copy of)
Bm (Bs) respectively. Temporarily, we assume there is no false positive in the
Bloom filter. Based on the maintaining policy of Bm, we locate an entry using
the following rules.

(1) If bm = 0 and bs = 0, then e is either non-existing or newly inserted into
Memtable. A p-node will access Memtable.

(2) If bm = 0 and bs = 1, then e never receives any modification after it is
written into the SSTable. A p-node will directly access the SSTable.

(3) If bm = 1 and bs = 1, e is stored on SSTable at first and then get modified.
A p-node should visit the Memtable to read the entry.
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(4) bm = 1 and bs = 0 is not possible under the maintaining policy for Bm.
It only appears when Bm sees a false positive. In that case, it actually has
bm = 0 and bs = 0. Hence, a p-node takes the Memtable as the destination.

As the Bloom filter contains false positives. An entry may not exists in Memtable
or SSTable even if Bm or Bs confirms its existence respectively. When the entry
is not returned by the first access, a p-node access the rest structure to handle
any potential false positive.

Lightweight Synchronization. A p-node synchronize the remote Bm to its
local by pulling bf-logs from the Memtable server and replaying these entries.
As discussed above, only a small part of operations generate bf-logs, the number
of bf-logs is much smaller than that of redo log entries. It means that the bf-log
synchronization has lower network overhead than the log replication [6].

Each bf-log is indexed by a monotonically increasing serial number. The
Memtable server keeps the newest bf-logs in a circular buffer. A p-node pulls
bf-logs from the remote by sending the largest serial number N ever received.
The Memtable server replies with all bf-logs whose serial number is bigger than
N . As the circular buffer has limited memory, new bf-logs may overwrite the
oldest ones. The Bm is sent to a p-node when some required bf-logs are missing.

5 Consistence

A copy of Bm on a p-node may fall behind the primary one. As a result, a p-node
may miss some newly committed entries and suffer from inconsistent read. We
present a lease-based solution and use Fig. 3 to explain the design.

Group Commit. The Memtable commits write operations with following steps:
(1) Generation. Redo entries are buffered in memory. They are flushed into the
disk in a fixed period, called the group interval, e.g. from ts(g1) to ts(g2). (2)
Start phase begins at a time ts(gx) with a group of redo entries formed. Then,
bf-logs are generated and applied into Bm, e.g. from ts(g1) to tw(g1). (3) Write
phase begins at a time tw(gx). The write thread is writing redo entries into the
disk, e.g. from tw(g1) to tp(g1), which generally several milliseconds to finish
under the hard disk driver. (4) Publish phase begins at a time tp(gx) after
the write thread has finished disk writing. Data modifications of the group are
applied into the Memtable, e.g. from tp(g1) to te(g1). After that, the group ends
at a time te(gx).

Invariance. Both Bm and the Memtable keep invariant during a period. Con-
sidering two successive groups g1 and g2, Bm is invariant from tw(g1) to ts(g2)
and Memtable is invariant from te(g1) to tp(g2). With the temporary invariance
of Memtable and Bm, a lease-based mechanism can be designed to ensure the
read consistency when a p-node uses a copy of Bm in data access.

Lease Definition. A lease Lx is a contract given by the Memtable server and
held by each p-node. It contains an invariant Bloom filter B′

m (a version of Bm

at some time) and a expiration time tx, and guarantees that for each entry in
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the Memtable, its bits are correctly set in B′
m based on the maintaining policy

before tx is reached. It is safe for a p-node to use B′
m before tx is reached.

Lease Design. A lease can begin after a group has updated Bm, i.e. tw(gx),
and end before the next group begin to publish, i.e. tp(gx+1). For example, L1

can last from tw(g1) to tp(g2) and B′
m is the version of Bm at tw(g1).

Correctness. Between tw(g1) and tp(g2), the Memtable has two versions while
B′
m includes all bf-logs from g1 and all previous ended groups. (1) Before tp(g1),

the Memtable m0 contains data entries committed by all groups end in prior
to g1. It is safe to use B′

m because all bf-logs generated by these groups have
been applied in B′

m. On the other hand, B′
m also contains bf-logs from g1. Though

data entries created by g1 are not included in m0 at present, a p-node would still
be directed to the Memtable when reading them. Such reading can be viewed
as a false positive and does not lead to consistency problem. (2) After tp(g1),
the Memtable m1 contains data entries committed by g1 and all previous ended
groups. Now B′

m is the exact structure for m1.
Two successive leases have overlap in the time-line. A new lease is available

for acquisition before the in-using one is going to be expired. In the overlap, both
their Bm work correctly in accessing Memtable. The proof is straightforward.

Lease Implementation. A lease Lx is generated at the time tw(gx), containing
the current largest bf-log serial number N and the expiration time tx. Its B′

m

is created by replaying all bf-logs whose serial number is small than N . The
tx can be any time before the next group publishes, i.e. tp(gx+1). However, the
timestamp is not known in advance, but can be inferred by adding the current
time, the group interval and disk writing time together (e.g. L1 in Fig. 3). Local
processing time, e.g. from ts(gx) to tw(gx), is ignored as it is very short. Group
interval can be given by system configuration. Disk write time can be estimated
from the time used for previous groups.

Commit Wait. Since tx is inferred, it can be smaller or bigger than tp(gx+1).
(1) If tx > tp(gx+1), the Memtable should not allow gx+1 to publish its content.
Otherwise, inconsistent read may happen since Lx is not expired now. As a
result, the publish phase of gx+1 is blocked until tx is reached. It is called as
commit wait. To avoid commit wait, we prefer to use the lower bound of the
estimated disk write time in determining the tx.

Acquisition. In each synchronization, a p-node pulls a lease and bf-logs whose
serial numbers are in (N1, N2] from the Memtable server (N1 the largest serial

Fig. 3. Group commit and lease management
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number ever received, N2 is the one specified by the lease). Synchronization is
required when the lease is going to expire soon. Typically, a p-node tries to
acquire a new lease when the in-using one will be expired in 400 us.

A p-node checks whether the Bloom filter is usable by confirming that the
current time is smaller than the expiration time of the lease. A problem is the
time deviation between servers. PTP [1] can be used to synchronize server clocks,
which achieves less than 50 us under a local area network. A p-node infers the
time of a remote server by adding its local time with the largest deviation.

6 Experiment

The experiments use 15 servers, equipped with two 2.00 GHz 6-Core processors,
192 GB DRAM, connected by 1 GB switch. The Memtable is stored on a server,
the SSTable is shareded over 3 servers. The rest deploy p-nodes. All experiments
use the YCSB benchmark with 1 million records in the database. 95% records
are stored in the SSTable, and records are accessed in uniform distribution. The
workload contains unlimited read requests and 10 K writes per second. Three
methods are evaluated and compared. (1) NDA is the basic access method in
LSM-tree. (2) BDA maintains Bloom filter of SSTable to prone useless SSTable
access. (3) PDA is the method presented in this work. Performance are evaluated
by read operations processed per second (ops).

Concurrency. Figure 4 shows the performance of different methods by varying
the number of clients connected with the system. Overall, PDA has the best
performance under all cases. It reaches about 1100 k ops when 450 clients are
used, which is about 6 times that of the NDA or BDA. The performance of
NDA and BDA increases with more clients are simulated, but stabilizes once
the Memtable server is overloaded. They easily make the Memtable server be
performance bottleneck since they have to access the Memtable for every request.
On the other hand, performance of PDA improves all the time and does not
witness bottleneck from Memtable access. Secondly, NDA and BDA share similar
performance because the SSTable is well merged and cached on each p-node.
Reducing SSTable access does not contributes to performance.

Scalability. Figure 5 evaluates performance by varying the number of p-nodes
connected with storage servers. By deploying more p-nodes, the synchroniza-
tion overhead of PDA is increased. But PDA still shows linear scalability with
respect to the number of p-nodes used. The overhead introduced by Bloom filter
maintenance and synchronization is negligible compared with those unnecessary
Memtable access eliminated by PDA. On the other hand, BDA and NDA achieve
their peak performance when about 10 p-nodes are deployed. They are severely
influenced by the mass useless Memtable access. NDA and BDA still show similar
performance due to the same reason discussed in above.

Synchronization Overhead. Figure 6 shows the synchronization time and fre-
quency by varying the group interval. It always takes about 200 us for a p-node
to extend a new lease. The time used is relatively very short compared with the
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group interval. Secondly, when Memtable flushes one group of redo entires per
2 ms, each p-nodes issues about 700 synchronizations per second. Synchroniza-
tion frequency decreases because a p-node gets a longer lease. An exception is
when 1 ms group interval is used. When using a short group interval, many small
groups are formed. Writing small groups increases the average disk write time
because HDD favors large sequential writes. As a result, the disk write time is
increased, making each p-node receive a longer lease again.

Storage Distribution. Figure 7 shows the performance by varying the per-
centage of records stored in the Memtable. When about 50% records should be
read from Memtable, PDA achieves about 300 k ops. With the percentage goes
down, the performance keeps increasing. In comparison, both NDA and BDA
are not sensitive to the parameter. Given a record who has its lasted version in
the Memtable, PDA process in the same with the others. Thus, when the per-
centage of these records increases, the performance of PDA get closer to that of
NDA/BDA. But it still shows about 200% improvement even when 50% records
should be read from Memtable. In real deployment, Memtable does not contain
a large percent of records.

Skewed Access Distribution. Figure 8 shows the performance under a skewed
access distribution. In YCSB, request parameters are generated under a Zipfian
distribution, which uses θ to adjust the skewness. When θ = 0.9, PDA achieves
about 187 k ops while NDA/BDA is about 128 k ops. PDA has about 1.46×
improvements. It is because most records read are also get updated under a very
skewed workload. With θ goes down, performance of PDA increases.
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7 Conclusion

This work presents the precise data access mechanism for distributed LSM-
tree style storage. By maintaining low overhead structures among servers, our
design can reduce unnecessary remote Memtable access significantly. Extensive
experiments have shown that our solution improves the performance a lot.
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Abstract. We observe that, in real-world distributed data warehouse
systems, data columns from different sources often exhibit redundancy.
Even though these systems can employ both general and column-oriented
compression schemes to reduce the data storage pressure, such cross-
column redundancy (CCR) is not recognized or exploited effectively.
Therefore, we propose Cuttle, a column storage system that enables
cross-column compression to reduce CCR. Specifically, we identify three
kinds of CCR and develop a referential transformation encoding (RTE)
scheme to compress multiple columns of data with CCR. Furthermore,
we address the CCR selection problem and propose a greedy algorithm
to generate cross-column compression schemes. Our experiments on real-
world datasets show that Cuttle can further reduce data size by half after
applying both the column-oriented and general compression schemes, and
that the query processing performance with Cuttle is improved by 20%
without any change to the application programs.

Keywords: Big data · Compression · Storage optimization · Data man-
agement

1 Introduction

Nowadays, many emerging big data applications try to capture subtle correla-
tions between different data sets to make better predictions or other forms of
analytical results. These applications often use scalable distributed data ware-
house systems (e.g., Hive [9] and Vertica [3]) gathering and integrating as much
as possible data from as many as possible sources. As the data size grows so
fast, the storage capacity (or budget) quickly becomes the bottleneck. In such
situations, it is mandatory to apply data compression techniques to save costly
storage resources.
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DOI: 10.1007/978-3-319-63564-4 18



220 H. Liu et al.

Year Month Day Quarter FlightDate AirportID AirportSeqID State StateName CDepTime DepTime DelayMin WheelsOff DepTimeBlk

2012 12 05 4 2012-12-05 11433 1143301 MI Michigan 2140 2140 0 2151 2100-2200

2012 12 12 4 2012-12-12 11042 1104202 OH Ohio 0552 0554 2 0609 0500-0600

2012 12 20 4 2012-12-22 11042 1104202 OH Ohio 0557 0630 34 0638 0600-0700

2012 12 23 4 2012-12-23 13871 1387102 NB Nebraska 0645 0647 2 0702 0600-0700

2012 12 31 4 2012-12-31 14783 1478302 MO Missouri 0802 0802 0 0811 0800-0900

Fig. 1. A flight information table extracted from United States Department of Trans-
portation data warehouse. Each tuple records a flight departing from a place (State,
StateName) at time (DepTime) and arriving to another place at some time.

Traditional compression techniques can effectively eliminate most of the data
redundancies in the scope of a single column. However, we observe there are a
variety of data correlations across columns. The data redundancies caused by
such correlations, which we refer to as cross column redundancy (CCR), cannot
be eliminated by traditional techniques. For example, in the table shown in Fig. 1,
the value of AirportID in each row is a fixed-length prefix of the corresponding
AirportSeqID. Another example is DelayMin roughly equal to the difference
between DepTime and CDepTime. We have detected more than 60 CCRs in the
full Flight dataset in Fig. 1. Compressing them by our proposed approach can
further save more than 50% storage space and the average performance of typical
queries is improved by 10%. In contrast, the storage space saved by traditional
compression techniques usually comes at the cost of degrading the average query
performance by 20% to 50%.

The observations of CCR motivate us to design Cuttle, which is, to the
best of our knowledge, the first system that exploits CCR for data compression.
Cuttle achieves three major objectives. First, Cuttle compresses CCR at the
physical layer without changing the logical schema. It is fully compatible with
most existing compression techniques (summarized in Sect. 3). Second, it can
automatically generate compression plans and encode data into compact stor-
age layouts. Third, compared with using existing compression techniques only,
Cuttle significantly improves the data compression ratio with negligible process-
ing overhead. In fact, in many cases, the performance of common queries can be
improved.

The main contributions of this paper are summarized as follows.

– We identify three types of CCRs that are ubiquitous in real-world data ware-
house and propose a unified cross-column encoding scheme to compress them.

– We study the CCR selection problem and propose an automatic compres-
sion planning algorithm that can automatically choose a subset of CCRs for
compressing the table.

– We evaluate Cuttle with three real-world datasets. The results show that,
when CCR compression is enabled, the compression ratio is normally
improved by 1.5× to 2× and the query performance can be improved by
up to 22%.
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The remainder of our paper is structured as follows. We summarize the state
of the art in Sect. 2. We formally define CCR and introduce the CCR encoding
scheme in Sect. 3. The CCR selection problem is discussed in Sect. 4. Section 5
presents the experiments. Finally, we conclude our work in Sect. 6.

2 Related Work

Traditional database compression schemes can be divided into two categories:
heavyweight and lightweight [5,10]. The first category is the traditional general
data compression techniques, including GZip [1], Zlib [4], and LZO [2]. These
heavyweight compression schemes can achieve a better compression ratio than
the lightweight ones. Its major drawback is the excessive time taken for decom-
pression. Also, querying partial data requires to decompress the entire table.
The second category is encoding schemes that are aware of the structure or
the semantics of data. The category of lightweight compression includes Null
supression, RLE and dictionary encoding [7,9]. Its primary advantage is fast
compression/decompression time and the ability of partial decompression. These
techniques are particularly effective in the context of column-stores where data
of a single table are physically stored together. Compared with the methods in
the first category, they require much less processing overhead when querying the
compressed data. In most cases, heavyweight schemes and lightweight schemes
are orthogonal techniques. Therefore, it is common practice to jointly use them
to further enhance the compression ratio. Existing database systems such as
MonetDB [6], CStore [8], and Hive [9] all implement these traditional database
compression schemes.

3 Cross Column Redundancy

In this section, we first define cross-column redundancy (CCR) and then propose
a lightweight compression scheme that addresses CCRs.

3.1 CCR Definition

Let T be a table, R = {r1, r2, . . . , rn} and C = {c1, c2, . . . , cm} be the n rows
and m columns in T . r[c] denote the element at row r and column c. A CCR in
table T is a triplet ϕ = 〈X,A, f〉 where X is a subset of columns for C (X ⊆ C),
A ∈ C, and f is a transformation function such that we can derive A based on
X and f . In addition, we refer to any column c ∈ X as an lhs column and A as
the rhs column. We define three types of CCRs:

– Exact CCR. In the first type of CCR, the rhs column is determined by the
lhs columns. In other words, we can compute each element of the rhs column
based on the corresponding element in the lhs columns via the transformation
function f . For example, FlightDate is the concatenation of Year, Month and
Day padded with ‘-’. Similarly, StateName = f(State), where f is a mapping
function.
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– Approximate CCR. Given a table of n records and a threshold λ, an
approximate CCR stipulates that over λ · n elements in the rhs column are
determined by the corresponding elements in the lhs columns, i.e., we can
compute at least �λ ·n� elements in the rhs column based on the lhs columns
via the transformation function f . For example, 〈{DepTime}, DepTimeBlk, f〉
is an approximate CCR as there are 4 of 5 rows satisfying DepTime =
f(DepTimeBlk) except the first row.

– Similar CCR. The elements in the rhs column cannot be directly computed
from those in the lhs columns via the transformation function f . However, the
elements on both sides are similar. In this case, f is a similarity function (e.g.,
edit distance for strings). For example, WheelsOff = f(DepTime), where f is
a distance function that computes the time difference. In the first row, the
time difference between WheelsOff and DepTime is 11.

3.2 Referential Transformation Encoding

According to the definition of CCR, values in an rhs column can be derived from
its lhs columns. In this section, we propose Referential Transformation Encoding
(RTE), a lightweight compression scheme that reduces CCR.

Given a CCR ϕ = 〈X,A, f〉, RTE encodes the rhs column A into a 〈f, I,D〉
triple, where f is the transformation function in ϕ, I is the indicator vector, and
D is the differential value vector:

– Transformation function. The transformation function f can be applied
to each element of the lhs columns to obtain the corresponding element in A:
r[A] = f(r[X]).

– Indicator vector. The indicator vector is for an approximate CCR. Recall
that in an approximate CCR, we can compute most elements in rhs based on
lhs, but not all. Therefore, RTE only encodes those rhs elements that can
be derived from lhs and leaves the remaining elements unencoded. As such,
RTE introduces an indicator vector I to mark if an element is encoded.

– Differential vector. The differential vector is for a similar CCR, where the
transformed elements from rhs column are not equal, but similar to those in
lhs. We can not remove those values in lhs from the table. As the differences
are typically smaller than the original values, RTE stores differences for a
similar CCR.

For decompression, RTE decodes each element of rhs via the triple (f, I,D)
and the lhs columns. As RTE is orthogonal to intra-column compression tech-
niques, e.g., dictionary encoding, we can further improve the compression ratio.

4 CCR Selection Problem

Given a table T of m columns, and a set of CCRs Φ, one column may act as
the rhs column in multiple CCRs. However, for efficiency and simplicity, one
column can only be encoded once in Cuttle. Therefore, given the compressed
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data size (or reduced size) of each CCR, the CCR selection problem is to choose
a subset of CCRs such that (1) each column acts as the rhs column at most
once, (2) the overall compression ratio of the table is maximized, and optionally
(3) the decompression speed is within a given time constraint. Given k CCRs
and the estimated compressed size of each CCR, there are 2k possible CCR
combinations. We prove that the CCR selection problem is NP-hard. It can be
reduced to the well-known dominating set problem. We omit the proof in this
paper due to page limit.

Since finding the optimal compression plan in polynomial time is impossible,
Cuttle employs a fast greedy algorithm to provide a near optimal compression
plan. Specifically, we add one CCR at a time to the optimal compression plan
set Φo such that the added CCR ϕ can maximize the space saving. Each time
after a new ϕ added into Φo, we remove the added CCR ϕ and the other CCRs
ϕ′ ∈ Φ that have the same rhs column as ϕ. The algorithm terminates when Φ
is empty or no CCRs in Φ can be added to reduce the storage cost further. The
running time of the greedy algorithm is O(k2n), where k is the size of Φ and n
is the number of rows for computing the compressed column size.

5 Experiments

In this section, we present our experimental results on Cuttle. First, we evalu-
ate the compression ratio and query performance of Cuttle without heavyweight
compression techniques in a column store. Second, we integrate existing com-
pression techniques into Cuttle and compare its compression ratio and query
performance with existing heavyweight compression technique (we use Zlib in
this paper).

5.1 Experimental Setup

Environment. We evaluate Cuttle in distributed data warehouse environments.
The Cuttle prototype extends Hive and runs on top of Hadoop. We run Cut-
tle on an 8 node Amazon EC2 cluster. Each node has an Intel Xeon E5-2670v2
(2.5 GHz/4-core) CPU, and 30.5 GB 1600 MHz DDR3 main memory. The data
warehouse system we use in the experiment is Hive 2.1.0.

Datasets. In practice, existing data warehouse systems contain many CCRs.
We perform our analysis on the following three real-world datasets: (1) the
Bankcard1 dataset is a global financial company’s bankcard transaction dataset;
(2) the Flight2 dataset is the flight route data from United States Department
of Transportation; (3) the NFL20153 dataset contains all the plays from the
2015–2016 National Football League (NFL) season.

1 http://en.unionpay.com/.
2 https://www.transtats.bts.gov/.
3 https://www.kaggle.com/maxhorowitz/nflplaybyplay2015.

http://en.unionpay.com/
https://www.transtats.bts.gov/
https://www.kaggle.com/maxhorowitz/nflplaybyplay2015
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Implementation. We integrate RTE into Hive via a set of UDF functions,
leveraging the standard UDF interface in modern database systems and mapping
the original table to an implicit view maintained inside Cuttle. In other words,
it can be deployed on existing data warehouse systems without modification.

5.2 Storage Performance

Let us first study the compression power of Cuttle. We compare the storage per-
formance of Cuttle with the baseline ORC file, which is used in Hive, in storage
size and compression ratio. Table 1 shows the results with/without a heavyweight
compression technique (i.e., Zlib). The compression ratio is computed by original
size/compressed size.

RTE. When no heavyweight compression technique is applied, the compression
ratios of Cuttle on three datasets are over 12, which is 1.5× of the baseline ORC
file. Especially, Cuttle results in 2.68 GB only on the NFL2015 dataset, 1.7×
more compact than the baseline.

RTE + Zlib. When the heavyweight compression scheme (Zlib in this paper)
is applied, Cuttle achieves a 33 compression ratio whereas the baseline ORC file
only achieves 17.83 to 30.1. The higher compression is because we can apply Zlib
after RTE, but the down side is that Zlib compressed data cannot be partially
queried on.

In summary, Cuttle achieves a higher compression ratio than the baseline
ORC file, and further improves the compression ratio by another 2.8× with
heavyweight compression techniques.

Table 1. Size and compression ratio of each dataset

Original Bankcard Flight NFL2015

120.14 GB 60.81 GB 39.86 GB

Without Zlib ORC 14.26 GB 6.71 GB 4.55 GB

Cuttle 9.41 GB 4.39 GB 2.68 GB

With Zlib ORC 5.19 GB 3.41 GB 2.02 GB

Cuttle 3.57 GB 1.7 GB 1.4 GB

5.3 Query Performance

Second, to study the impact of RTE compression on query performance, we
compare the query execution time of the Cuttle table with the ORC file format
in Hive. Specifically, we execute aggregation and scan queries on each table since
they are the most common in a data warehouse environment. For each dataset,
the first aggregation query accesses the columns that are not encoded, and the
second one accesses columns that are encoded by RTE. The scan operations are
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performed in the same fashion. We first execute queries on the baseline ORC file
in Hive and Cuttle table with RTE only and then compare the query performance
on compressed tables with both RTE and Zlib.

Querying RTE compressed tables. Figure 2(c) shows the running time of
aggregation and scan queries on RTE compressed tables. On the Bankcard
dataset, we observe that Cuttle is 11% faster than the baseline ORC file in
aggregation and 23% faster in the scan query. We also observe that query per-
formance improvement on the Bankcard dataset is greater than both on Flight
and on NFL. This is because the transformation function on Flight and NFL
is more complex, which requires more decompression time. In general, Cuttle is
faster than the baseline ORC file disk I/O reduction. Since the encoded table is
smaller, queries on the encoded table requires less I/O and memory.
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Fig. 2. Query performance of Cuttle with RTE only

Querying RTE and Zlib compressed tables. Figure 3(c) shows the running
time of aggregation and scan queries on tables compressed by both RTE and
Zlib. Interestingly, the query performance improvement of Cuttle reduces with
the integration with Zlib. This is because tables in Cuttle are already compressed
by RTE before applying Zlib, and as a result querying requires two decompression
operations. On unencoded columns, the query performance of Cuttle is similar
or slightly faster than the baseline ORC file. On encoded columns, the query
performance of Cuttle is similar or slightly slower than the baseline ORC file.
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Fig. 3. Query performance of Cuttle with both RTE and Zlib
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Overall, Cuttle achieves a better query performance after RTE compression,
and the query performance is close to that on the original ORC file after subse-
quent Zlib compression.

6 Conclusion

In this paper, we have presented Cuttle, a cross-column compression system
that can automatically eliminate CCRs. We give the formal definition of CCR,
and propose a lightweight compression scheme, RTE. RTE encodes CCRs into
column storage and can work together with heavyweight compression schemes.
We study the CCR selection problem and propose a greedy algorithm to gen-
erate the compression scheme. We evaluate the performance of Cuttle on three
real-world datasets. The experimental results demonstrate that Cuttle can sig-
nificantly reduce the storage size (up to 43.44 times) and that it can speed up
scan and aggregation queries by up to 23% compared with the original ORC file.

Acknowledgment. This research is supported in part by the National Key Basic
Research and Development Program of China (973) Grant 2014CB340303.
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Abstract. Window functions have been a part of the SQL standard
since 2003 and have been well studied during the past decade. As
the demand increases in analytics tools, window functions have seen
an increasing amount of potential applications. Although the current
mainstream commercial databases support window functions, the exist-
ing implementation strategies are inefficient for the real-time processing
of big data. Recently, some algorithms based on sampling (e.g., online
aggregation) have been proposed to deal with large and complex data in
relational databases, which offer us a flexible tradeoff between accuracy
and efficiency. However, sampling techniques have not been considered
for window functions in databases. In this paper, we first propose two
algorithms to deal with window functions based on two sampling tech-
niques, Naive Random Sampling and Incremental Random Sampling.
The proposed algorithms are highly efficient and are general enough to
aggregate other existing algorithms of window functions. In particular,
we evaluated our algorithms in the latest version of PostgreSQL, which
demonstrated superior performance over the TPC-H benchmark.

Keywords: Window function · Query optimization · Sample

1 Introduction

Window functions, as a feature of relational database, were introduced in
SQL:1999 as extended documents and formally specified in SQL:2003. Window
functions allows aggregation to no longer be limited to a single tuple but over a
set of tuples of a particular range. Unlike aggregation with the group-by clause
which only outputs one tuple for each group, the OVER() clause associates each
tuple in a window with the aggregated value over the window. As a result, win-
dow functions greatly facilitates the formulation of business intelligence queries
by using the aggregation functions such as ranking, percentiles, moving averages
and cumulative totals and overcome the shortcomings of alternatives such as
grouped queries, correlated subqueries and self-joins [1,2]. Moreover, the syntax
of a window function is so user-friendly that database users without professional
programming skills may deal with business intelligence queries gracefully. Due
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 229–244, 2017.
DOI: 10.1007/978-3-319-63564-4 19
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to these desirable features, window functions are widely used in current main-
stream commercial databases in recent years, such as Oracle, DB2, SQL Server,
Teradata, (Pivotal’s) Greenplum [3,21,22].

However, the existing implementation strategies of window functions are too
expensive to process big data. While some pioneering works have been proposed
to speed up the evaluation of window functions [4–6,10,11], the speed-up cannot
keep pace with the ever-growing data size generated by modern applications, and
none of them can meet the requirement of real-time processing which is vital to
online services.

Researchers have realized the necessity of tackling queries over big data using
sampling since 1990s. The motivation of sampling is that analytical queries do
not always require precise results. It is often more desirable to return an approx-
imate result with an acceptable margin of error much more quickly. Database
users can specify confidence intervals in advance and stop the query processing
as long as desired accuracy is reached.

Online aggregation is a classic sampling technique first proposed in 1997 [12].
It improves the interactive behavior of database systems processing expensive
analytical queries: a user gets estimates of an aggregate query online as soon
as the query is issued. For example, if the final answer is 1000, after k seconds,
the user gets the estimates in form of a confidence interval like [990, 1020] with
95% probability. This confidence keeps on shrinking as the system gets more and
more samples. And online aggregation has been used in standard SQL queries,
such as join [14] and group by [13]. However few systems fully support online
aggregation. Besides, we are not aware of any work studying online aggregation
for window functions.

This work develops several different sampling approaches, based on the sam-
pling technologies in online aggregation, for evaluating window functions. The
proposed sampling algorithms speed up query evaluation by reducing the number
of tuples used in window aggregation functions.

The contributions of this paper are summarized as follows:

– We designed the Naive Random Sampling (NRS) and Incremental Random
Sampling (IRS) algorithms for the quick evaluation of window functions in
relational databases. NRS randomly samples tuples in a window for aggrega-
tion, and IRS improves upon NRS by avoiding repeated sampling.

– We prove that our algorithms generate unbiased estimators for various aggre-
gate functions and provide an approach to calculate the confidence intervals.
We also explain how to adjust parameters (e.g., sampling rate) according to
the unique characteristics of the window functions, to satisfy various user
requirements.

– We implemented our algorithms in the latest version of PostgreSQL and used
the TPC-H benchmark to test the performance of our methods.

The rest of this paper is organized as follows. Section 2 discusses the back-
ground of window functions and sampling, and introduces the related work.
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Section 3 describes our algorithms and presents the formulae to calculate confi-
dence intervals. We show the experimental results in Sect. 4. Finally, this paper
is concluded in Sect. 5 with a vision towards the future work.

2 Background and Related Work

Window functions. Window functions are part of the SQL:2003 standard in
order to accommodate complex analytical queries. The general form of a window
aggregate function is as follows:

SELECT *, Agg(expression) OVER(

[PARTITION BY partition_list]

[ORDER BY order_list [frame_clause]])

FROM table_list;

where Agg can be any of the standard aggregation functions such as SUM ,
AV G, COUNT and expression is the attribute to be aggregated upon. The
OVER clause defines the aggregation window, inside which PARTITION BY,
ORDER BY and frame clause determine the properties of the window jointly
(In fact, a frame is just a window). Examples include MAX (velocity) OVER
(PARTITION BY roadid, carid ORDER BY time t ROWS BETWEEN 10
PRECEDING AND 10 FOLLOWING), which means we monitor the maximal
speed of the car within 20 min of each time in a car monitoring application.

Figure 1 illustrates the process of determining the range of a window. Firstly,
the PARTITION BY clause divides the tuples into disjoint groups according to
the attribute columns in partition list. Nextly, attributes in order list are used
to sort tuples in each partition. Finally, we confirm the bounds of the frame, i.e.
the range of tuples to aggregate upon, for the current tuple by frame clause
and invoke the related aggregate function to compute the aggregation result. The
first two processes are called reordering, and the last one is called sequencing.

Fig. 1. Determine the window of current tuple
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For each row in a partition, a window frame identifies two bounds in the
window and only the rows between these two bounds are included for aggregate
calculation. There are two frame models, ROWS and RANGE. In the ROWS
model, the boundaries of a frame can be expressed as how many rows before or
after the current row belong to the frame; in the RANGE model, the boundaries
are specified as a range of values with respect to the value in the current row [10].

Like traditional aggregate functions, a window aggregate function is com-
posed of a state transition function transfun and an optional final calculation
function finalfun. To compute the final result of an aggregate function, a tran-
sition value is maintained for the current internal state of aggregation, which is
continuously updated by transfun for each new tuple seen. After all input tuples
in the window have been processed, the final aggregate result is computed using
finalfun. Then we determine the frame boundaries for the next tuple in the
partition and do the same work again.

Sampling. Sampling has been widely used in various fields of Computer Science,
such as statistics, model training, query processing. With the advent of Big Data
era, sampling is gaining unprecedented popularity in various applications, since it
is prohibitively expensive to compute an exact answer for each query, especially
in an interactive system. Sampling techniques provide an efficient alternative
in applications that can tolerate small errors, in which case exact evaluation
becomes an overkill.

Online aggregation [12], as a classic approach based on sampling, provides
users with continuous updates of aggregation results as the query evaluation
proceeds. It is attractive since estimates can be timely return to users, and the
accuracy improves with time as the evaluation proceeds.

There are four components in a typical online aggregation system. The first
one is the approximate result created by the system. The second and third
parts consist of reliability and confidence interval which reflect the accuracy and
feasibility of the result. The progress bar is the last part that reports the schedule
information for the current task. All values improve over time until they meet a
user’s needs.

Since the results generated by sampling are approximate, it is important to
calculate an associated confidence interval. For a simple aggregate query on one
table, like SELECT op(expression) FROM table WHERE predicate, it’s easy to
achieve online aggregation by continuously sampling from the target table. Stan-
dard statistical formulas can help us get unbiased estimators and estimate the
confidence interval. A lot of previous work [13–16] have made great contributions
on this problem.

2.1 Related Work

A window function is evaluated in two phases: resorting and sequencing. Accord-
ingly, existing approaches for evaluating window functions mainly fall into two
categories.
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Cao et al. [4] improved the full sort technique for evaluating window functions
by proposing more competitive hash-sort and segment-sort algorithms. Then
Cao et al. [5] proposed a novel method for the multi-sorting operations in one
query. They found that most of the computation time is spent in sorting and
partitioning when window size is small. Cao et al. proved that it is an NP-hard
problem to find the optimal sequence to avoid repeated sorting for multiple
window functions in one query and provided a heuristic method. Other earlier
studies, such as [6–9], made a lot of contributions with regard to the ORDER BY
clause and GROUP BY clause and they proposed optimization algorithms based
on either the function dependencies or the reuse of the intermediate results.

Besides, there are several recent works about window operators and their
functions. Leis et al. [10] proposed a general execution framework of window
functions which is more suitable for memory-based systems. A novel data struc-
ture named Segment Tree is proposed to store aggregates for sub-ranges of an
entire group, which helps reduce redundant calculations. However, the approach
is only suitable for distributive and algebraic aggregates. Wesley et al. [11] pro-
posed an incremental method for three holistic windowed aggregates. However,
all the above works are towards exact evaluation and they face performance
bottlenecks when processing massive data.

Sampling has been used in approximate query evaluation [17,18], data stream
processing [25], statistical data analysis [26] and other fields [27,28]. Moreover,
as the classic application of sampling, Hellerstein et al. [12] first proposed the
concept of online aggregation. Since then, research on online aggregation has
been actively pursued. Xu et al. [13] studied online aggregation with group by
clause and Wu et al. [16] proposed a continuous sampling algorithm for online
aggregation over multiple queries. Qin and Rusu [20] extended online aggregate
to distributed and parallel environments. Li et al. [14] studied online aggregation
on the queries with join clauses. These techniques based on sampling give us an
opportunity to calculate the aggregate easily. In general, sampling is required to
be uniform and independent in order to get reasonable results, but both [14,19]
proved that a non-uniform or a non-independent sample can be used to estimate
the result of an aggregate.

There are many other valuable works [23,24] on online aggregation and query
sampling, but none of them deals with the problem of window functions. In this
paper, we study how to evaluate online aggregate for queries involving.

3 Window Function Execution

Definition 1 (window W). A window consists of a set of rows and is denoted
by a triple Wi(h, t, V ), where i indicates that it is the i-th window, h is the
window head and t is the window tail, and V is the transition value for the
window.

As mentioned in Sect. 2, window functions in commercial database systems
are generally evaluated over a windowed table in a two-phase manner. In the first
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phase, the windowed table is reordered into a set of physical window partitions,
each of which has a distinct value of the PARTITION BY key and is sorted on
the ORDER BY key. The generated window partitions are then pipelined into
the second phase, where the window function is sequentially invoked for each
row over its window frame within each window partition.

Algorithm 1 shows the details of second phase. Firstly, for each window Wi

in the partition, we initialize the parameters of Wi and place the read pointer
at the start of the window (Line 5). Then determine whether the start position
of the current window is equal to that of the previous one. If the condition is
true, we can reuse the previous result and assign it to Wi.V (Line 7). Nextly, we
place the read pointer at the end of the previous window and traverse all tuples
from Wi−1.t to Wi.t. If it is false, we just traverse all tuples from Wi.h to Wi.t.
Finally, return the result and prepare for the next window.

Algorithm 1. Window Function Execution
1 Input: the whole table T after partitioning and reordering
2 Output: aggregate result for each tuple in the table
3 for each partition in the table T do
4 for each window Wi in the partition do
5 init Wi.h,Wi.t,Wi.V
6 if Wi.h==Wi−1.h then
7 Wi.V ← Wi−1.V ;
8 for each row r in (Wi−1.t, Wi.t] do
9 Wi.V ← transfunc(Wi.V , r);

10 else
11 for each row r in [Wi.h, Wi.t] do
12 Wi.V ← transfunc(Wi.V , r);

13 return Wi.V ;

An example of the processing of window functions is shown in Fig. 2, where
the aggregate function is summation and the frame model adopted is ROW . The
entire table is partitioned and sorted according to attr 2 and makes summation
on attr 1, and red brackets in Fig. 2 represent windows. Then we find that W2

begins with the same tuple as W1 and the result of W2 is incrementally updated.
However, the start tuple is different between W1 and W2, we have to traverse all
the tuples to evaluate a result.

For a table with N tuples, if we use a general window function query,
like SUM (attr 1) OVER (PARTITION BY attr 2 ORDER BY attr 2 ROWS
BETWEEN S/2 PRECEDING AND S/2 FOLLOWING). In most cases, we
must use S tuples to get one result for each tuple. And the total execution cost
is Θ(NS) without considering partitioning and sorting.
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Fig. 2. An example of window functions (Color figure online)

4 The Sampling Algorithms

The evaluation cost of the window functions is proportional to the number of
tuples in the table and in each window. Thus, the execution time increases
sharply as the data size grows. Since the table size N is a constant, we propose
to reduce the number of tuples checked in each window, S, by sampling.

Definition 2 (Sampling window SW). The sampling window contains a sub-
set of rows in window Wi and is defined by a triple SWi(sh, st, indexarr), where
i represents the i-th sampling window, indexarr is an array which contains all
the indexes of sampled tuples, sh is the head of sampling window, i.e., the first
sampled tuple’s position in indexarr and st is the tail of sampling window.

4.1 Näıve Sampling

Our first algorithm is named as NRS (Näıve Random Sampling) and it ran-
domly samples tuples in each window. Our algorithm generates a new temporary
sampling window based on the current window by random sampling. This new
sampling window is then used to estimate the aggregate results. The sampling
process is independent and random and each tuple in the current window is
selected with equal probability. Hence, the new sampling window is a subset of
the current window.

Algorithm 2. Näıve Sampling
1 Input: the whole table T after partition and order
2 Output: approximate aggregation result for each tuple in the table
3 for each partition in the table T do
4 for each window Wi in the partition do
5 initialize Wi and compute the boundaries of Wi;
6 SWi ← sample(Wi.h, Wi.t, rate);
7 for each row r in SWi.indexarr do
8 Wi.V ← adjust transfunc<agg>(Wi.V , r);

9 return Wi.V ;

The detailed algorithm is given by Algorithm2. Firstly, we determine the
boundaries of the current window (Line 5). Then we generate a new sampling win-
dow SWi by randomly sampling tuples from the current window Wi with a given
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sampling rate. And only indexes of tuples are stored in the SWi (Line 6). Finally,
we traverse all tuples in SWi to estimate the result of aggregation function. To
make the estimate unbiased, we use a new transition function adjust transfunc
to calculate intermediate aggregate results and it varies depending on the aggrega-
tion function (Line 8). For example, if the aggregate function is SUM, we multiply
the attribute value of each sampled tuple r by the total number of tuples in the
current window, and the adjusted values of all sampled tuples are averaged as the
final aggregate result.

Fig. 3. An example of NRS algorithm

Figure 3 illustrates how the NRS algorithm works. There are three windows:
W1,W2,W3. Each time, we sample a subset of tuples from the whole window.
In W1, tuple 1, tuple 2 and tuple 3 are selected. Hence, the number of tuples
processed is reduced from 6 to 3. However, we have to resample each window
as the window slides, and there is no sample reuse between any two consecutive
windows.

4.2 Incremental Sampling

It is inefficient to sample every window in Algorithm 2, since a large number of
common tuples are shared by adjacent windows. This provides an opportunity for
us to improve the sampling strategy to reuse the previously sampled tuples. This
leads to an incremental sampling algorithm named IRS (Incremental Random
Sampling).
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Algorithm 3. Incremental Sampling
1 Input: the whole table T after partition and order
2 Output: approximate aggregation result for each tuple in the table
3 for each partition in the table T do
4 for each window Wi in the partition do
5 initialize Wi and compute the boundaries of Wi;
6 SWi ← SWi−1;
7 while SWi.indexarr[SWi.sh] < Wi.h do
8 remove head(SWi);

9 create a empty SW structure named T SW ;
10 if SWi.indexarr[SWi.st] < Wi.t then
11 T SWi ← sample(SWi.indexarr[SWi.st], Wi.t, rate);

12 append(SWi, T SW );
13 for each row r in SWi.indexarr do
14 Wi.V ← adjust transfunc<agg>(Wi.V , r);

15 return Wi.V ;

Algorithm 3 shows the procedure of incremental sampling. Firstly, we reuse
the previous structure SWi−1 (Line 6). Then tuples, which are beyond the range
of current window, are removed from SWi (Line 8). Function remove head is
used to remove the first item in SWi.indexarr and update SWi.sh depending on
how many tuples are removed. Then we use a temporary structure T SW to store
the indexes of newly sampled tuples in the range from SWi.indexarr[SWi.st] to
Wi.t (Line 9–11). Next, we append the indexes in T SW.indexarr to SWi and
update SWi.st (Line 12). Finally, we aggregate the tuples in SWi to estimate
the final result (Line 13–14).

Fig. 4. An example of IRS algorithm (Color figure online)

Figure 4 shows a simple example of the IRS algorithm. The curly bracket
on the left of a partition represents the range of the current window Wi and
each small entry represents a tuple in table T . White entries are the tuples that
fall outside the range of the current window, while yellow and gray rectangles



238 G. Song et al.

represent the tuples in the current window. Among the tuples in the current
window, yellow ones are the sampled tuples and are those stored in SW .

In Fig. 4, W1 contains 6 tuples, and the 3 tuples marked in yellow are the
sampled ones. Then tuple 1, tuple 2 and tuple 5 are stored in SW1.indexarr
and are used to estimate the result of W1. Next, when current window slides to
W2, we firstly remove the indexes in SW1.indexarr that are out of the range. In
this example, tuple 1 is removed, but tuple 2 and tuple 5 are still available. At
the same time, we have to update parameters of SW1 when tuple 1 is removed.
After that, we copy SW1 to SW2 and process the new tuple (tuple 7) in W2.
Tuple 7 is not sampled and the result of W2 is estimated by tuple 2 and tuple
5. The process of W3 is similar. We find that tuple 2 needs to be removed and
the new tuple 8 is added to SW3.indexarr. So W3 can be estimated by tuple 5
and tuple 8.

4.3 Estimator and Confidence Interval

Confidence interval is an important component of approximation algorithms and
indicates the proximity of each approximate result to extra result. Here we give
the formulae related to the estimator and confidence interval of SUM.

Consider a window W containing m tuples, denoted by t1, t2, ..., tm. Suppose
v(i) is an auxiliary function whose result is equal to m times the value of ti when
applied to ti. Then we define a new function F (f), and the extra result α of
sum function is equal to F (v).

F (f) =
1
m

m∑

i=1

f(i) (1)

Now we sample tuples from window W and get a sequence of tuples, denoted
as T1, T2, ..., Tn, after n tuples are selected. Then estimated result Yn can be
calculated by using Eq. (2). Yn is the average value of the samples and is equal
to Tn (v).

Tn (f) =
1
n

n∑

i=1

f(Ti) (2)

The formula of sample variance is shown as Eq. (3). Tn(f) is the average
value of the samples. So the sample variance σ̃2 is equal to Tn,2(v).

Tn,q (f) =
1

n − 1

n∑

i=1

(f(Ti) − Tn(f))q (3)

According to central limit theorem, we can conclude that the left-hand side
follows normal distribution with mean 0 and variance 1.

√
n(Yn − α)√

Tn,2(v)
⇒ N(0, 1) (4)
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After we get Yn and σ̃2, we have

P
{∣∣Yn − α

∣∣ ≤ ε
} ≈ 2Ψ(

ε
√

n√
Tn,2(v)

) − 1 (5)

where Ψ is the cumulative distribution function of the N (0, 1) random variable.
Finally, we define zp as the p+1

2 -quantile of the normal distribution function and
set Eq. 5 equal to p. Then a confidence interval is computed as

εn =
zpσ̃√

n
(6)

Other aggregation functions, such as COUNT, AVG, VAR, have the similar
proof process. And [14,15] give more details about the proofs of a few com-
mon aggregation functions. It should be noted that incremental sampling algo-
rithm(IRS) is non-independent and uniform. But P. J. Haas and J. M. Hellerstein
[19] proved that we could estimate the aggregate by using a non-independent
and uniform sample method.

5 Experiments

Our proposed techniques were implemented in the latest version PostgreSQL
9.6.1, and we compared them with PostgreSQL’s native window function imple-
mentation over the TPC-H benchmark.

5.1 Experimental Setup

We run PostgreSQL on a computer of Lenovo with an Intel(R) Core(TM)
i5-4460M CPU at 3.20 GHz. The system has 24 GB 1600 MHz DDR3 of RAM.

5.1.1 Dataset
We use the TPC-H DBGEN instruction to generate two “order” tables, with 1.5
million rows and 15 million rows respectively. There are 9 attribute columns in
Table “order” and it covers a wide variety of data types, such as INTEGER,
DOUBLE, VARCHAR, DATE, et al. More information can be obtained from
TPC’s official website.

5.1.2 Comparison Algorithm
– PG: The default implementation of the PostgreSQL itself.
– NRS: The naive random sampling method as shown in Algorithm2.
– IRS: The incremental random sampling method as shown in Algorithm3.
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5.2 Experimental Results

In this section, we use the following query template in our experiments to demon-
strate our implementation:

SELECT o_orderkey, aggf(o_totalprice) OVER

(ORDER BY col Rows BETWEEN pre PRECEDING AND fel FOLLOWING)

FROM orders;

where aggf are aggregation functions, such as sum, avg, count and so on, frame
model is ROW , and the bounds of window are limited by pre and fel.

5.2.1 Comparison with PostgreSQL
Figure 5 shows the average execution time of SUM and AVG aggregate functions
based on three algorithms: default algorithm in PostgreSQL, Native Random
Sampling (NRS) and Incremental Random Sampling (IRS). The sampling rates
of NRS and IRS are set to 0.3. As expected, our algorithms are far better than
the default algorithm in PostgreSQL, especially dealing with large windows. In
other words, NRS and IRS are more insensitive to window size. Besides, IRS
is slightly better than NRS in terms of efficiency, because IRS avoids repeated
sampling when calculating the window functions.

500 1000 2000 5000 10000
0

500

1000

1500

tim
e/

s

window size

PG
NRS
IRS

Fig. 5. The execution time of different algorithms

5.2.2 Effect of Sampling Rate
Sampling rate is a very important parameter in our methods. We use different
functions on different data sets to explore the impact of sampling rate. Since
Naive Random Sampling (NRS) and Incremental Random Sampling (IRS) are
similar in this respect, all the pictures in Fig. 6 show the results of IRS algorithm.
Figure 6a and b are the results of AVG function on the table with 1.5 M tuples.
The results show that execution time is negatively correlated with sampling rate
and error is positively correlated with it in any window size condition. And we
can get the same conclusions with Fig. 6c and d whose results are based on the
bigger table with 15 M tuples and aggregate function is SUM.

What’s more, Fig. 6a and c also show that the slopes of the three curves are
not similar and the black curve is the smoothest. It means the growth trend of
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(a) The execution time of different sampling
rates on the 1.5MB tuples with AVG
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(b) The error of different sampling rates on the
1.5M tuples table with AVG
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(c) The execution time of different sampling
rates on the 15M tuples table with SUM
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(d) The error of different sampling rates on the
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Fig. 6. Execution time and error on different data sets

time consumption with various rates are different as the size of window increases.
In more details, IRS with low sampling rate is more insensitive to window size
than that with high rate. This is the result of sample data management and the
influence becomes larger as the sampling tuples become more.

Then from Fig. 6b and d, we can find that with fixed sample rate, the error
becomes smaller when window size becomes bigger. It can be explained by the
law of large numbers. The larger the volume of sample data is, the closer we
are to the real value; the smaller the volume of sample data is, the higher the
randomness is. And Fig. 6b and d also show that the error difference among
various sampling rates becomes smaller as the window becomes larger. This
conclusion is consistent with what is shown in Fig. 7. In Fig. 7, we can find error
of big window is more stable and is more insensitive to sampling rate than that
of small window. We can also use the law of large numbers to explain these
conclusions.
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Fig. 7. Effect of sampling rate on error

6 Conclusion and Future Work

In this paper, we draw on some of the algorithms used in online aggregation
to deal with problems of window functions. And we propose a new sampling
method named Incremental Random Sampling(IRS) and implement it in the
latest version PostgreSQL. Despite the good experimental results, there are a
lot of potentials that need to be exploited in the future:

– IRS algorithm reduces the computational consumption in each window, but
does not decrement the number of windows over the whole table. And it’s
time consuming that the table needs to be reordered into different window
partitions in the first phase. So when the amount of data becomes larger,
it’s very useful if we could find a pioneered sampling algorithm based on the
whole data set and give the formulation of confidence intervals.

– The system we have implemented is not an online system and it needs users
to give the sampling rate. In the future, we want our system to be more
intelligent and become a real online system.
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Abstract. Modern large-scale data stores widely adopt consensus pro-
tocols to achieve high availability and throughput. The recently proposed
Raft algorithm has better understandability and widely implemented
in large amount of open source projects. In these consensus algorithms
including Raft, log replication is a common and frequently used operation
which has significant impact on the system performance. Especially, since
the commit latency is capped by the slowest follower out of the majority
followers responded to the leader, it’s important to design a fast scheme
to process the replicated logs by follower nodes. Based on the analysis on
how the follower node handles the received log entries in Raft algorithm,
we figure out the main factors influencing the duration time from when
the follower receives the log and to when it acknowledges the leader this
log was received. In terms of these factors we propose an effective log
replication scheme to optimize the process of flushing logs to disk and
replaying them, referred to as Raft with Fast Followers (FRaft). Finally,
we compare the performance of Raft and FRaft using YCSB benchmark
and Sysbench test tools, and experimental results demonstrate FRaft has
lower latency and higher throughput than the Raft only using straight-
forward pipeline and batch optimization for log replication.

Keywords: Log replication · High availability · Consensus system ·
Raft

1 Introduction

Today’s modern applications often require the back-end data store not only to
provide the acceptable system performance but also to meet the high avail-
ability requirements. State machine replication is regarded as the most general
approach to implementing a highly available data store where the data is repli-
cated across a set of servers and consensus protocols are used to guarantee the
consistency among different copies. Consensus protocols, including Paxos or its
c© Springer International Publishing AG 2017
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variants [11,17,18], Viewstamped Replication [19] and Zab [15], reach an agree-
ment on each operation and ensure all replicas execute the operation in the same
order. Consensus is the fundamental problem in distributed systems and these
protocols have became the key component of large-scale and fault-tolerant data
store [6,10,21].

In contrast to the famous Paxos protocol, the recently proposed Raft algo-
rithm has better understandability and widely implemented in large amount of
open source projects [2,20]. During the execution of these consensus protocols
including the recently proposed Raft, log replication is a common and frequently
used operation which has significant impact on the system performance. In Raft,
a transaction can be committed if its log has been replicated on the majority of
followers. However, log replication algorithm also comes with inevitable perfor-
mance problems because of the latency caused by network and processing time
in followers (mainly from disk latency).

Raft achieves consensus among a group of members via an elected leader.
Only leader can accept new request from clients, and then replicates log entries
to followers. When the leader accept the acknowledgment from the majority of
followers, it commits the transaction and both leader and followers can safely
apply log entries to their replicas. In the naive implementation of Raft, the leader
propagates one request at a time. In general, this is highly ineffective because
multiple network transmissions increase the delay of each request. There are two
optimizations widely used in the implementation of consensus protocols [5,7,
12,13]: batching and pipeline. Batching is to pack several requests into a single
AppendEntries RPC, which spread the overhead on a set of requests. Pipeline
allows the leader to propagate a new AppendEntries RPC to followers before
the previous ones are acknowledged [16]. Pipeline can effectively improve the
throughput especially in the WAN network with high latency.

Although batching and pipeline can improve the performance of Raft con-
sensus protocol, the follower still needs to wait for flushing a batch to disk before
processing the next batch in the task queue which holds the many batches sent
by the leader. On the other hand, the strategy of replaying logs after they are
committed incurs a large amount of expensive memory copy operation (see the
details in the problem analysis section). To address these challenges, we redesign
the log replication scheme for Raft protocol. The basic idea is to separate flushing
a batch log from the log processing flow. Instead of directly writing the received
batch logs to disk by followers, the batch is immediately moved from the task
queue to a batch buffer. By this way, the next batch can be handled without
any blocking. A single thread is used to monitor the batch buffer, and asyn-
chronously flush a group of batch to disk in order to reduce disk IO overhead.
Furthermore, in order to decrease the operations of memory copy, the received
logs are also replayed immediately but the applied results are invisible until the
corresponding transaction are committed.

The time consuming on processing the logs by follower has significant impact
on the throughput and the end-to-end transaction response time as perceived by
the user. In this paper, we optimize the log flushing and replay in the follower,
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referred to as Raft with Fast Followers (FRaft). Since FRaft has the advan-
tage of reducing the follower servers’ processing time, it has lower latency and
higher throughput than the Raft only using straightforward pipeline and batch
optimization for log replication.

We summarize our contributions of this paper as follows:

– According to the analysis of processing log by followers from engineering
perspective, we claim that follower servers’ processing time has became one
of obstacles for performance promotion in Raft protocol.

– We propose a new log replication approach based on Raft, namely FRaft,
that the follower is designed to more effectively handle the received logs and
pre-replay the logs to avoid additional memory copy. Accordingly, we also
present the corresponding recovery strategy.

– We implemented Raft and FRaft based on the open source database Ocean-
Base developed by Alibaba.

– We conduct extensive experiments to evaluate Raft and FRaft under different
benchmarks with YCSB and Sysbench test tools.

The paper is organized as follows. In Sect. 2, we present the analysis of log
replication in Raft and introduce a motivation example that demonstrates the
bottleneck of log processing in the follower. Section 3 present our proposed log
replication approach FRaft and its strategy of relaying logs. In Sect. 4, we list the
recovery approach under different anomalies. In Sect. 5, we conduct an experi-
mental study to compare the performance of different approaches. In Sect. 6, we
introduce the related works, and conclude this paper in Sect. 7.

2 Problem Analysis

2.1 Log Replication in Raft

Figure 1 demonstrates the basic log replication scheme without any optimiza-
tions in Raft [20]. Both leader and follower maintain a commitIndex which
means log entries before it have been applied. Firstly, when receiving a new
request from a client, the leader appends corresponding log entries to disk and
replicates it to all followers by broadcasting AppendEntries RPCs encapsulated
log entries and commitIndex. Secondly, each follower appends these log entries
to disk and pushes it into commitqueue waiting for being applied to memtable
(which is often implemented with B+ Tree or SkipList by in-memory DBMS
or Key-Value data store) in the next round, and then sends acknowledgment
to leader. When the majority of followers return success, the leader updates its
commitIndex and applies log entries to leader’s replicas. Finally, the leader will
broadcast new commitIndex in the next AppendEntries RPC. Once follower
learns commitIndex of leader, it applies log entries whose index is between its
own commintIndex to leader’s commitIndex to memtable. This means the log
entries received and flushed in this round will be reread for applying in the next
round, which will incur additional memory copy and thus increase transaction
latency. In addition, the approach of writing log to disk directly in followers
causes high disk I/O and increases the waiting time of next log being processed.
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ack

append log W(log_id: 1) to disk; 
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Fig. 1. The basic log replication scheme in Raft without any optimizations.

2.2 A Motivation Example

Figure 2 presents the Raft with batch and pipeline optimization. Similar to stan-
dard Raft, follower appends the received log entries from leader to the disk
sequentially for durability while these uncommitted log entries cannot be directly
applied to memtable. Both leader and follower keep track of the commitIndex.
Once a follower knows commitIndex of leader, it will apply the log entries
whose log index between commitIndex of its own to commitIndex of leader
to memtable.

processQueue

commitQueue

append log 
sequence [32, 50]

to disk

append log 
sequence [32, 50]
to commitQueue

get log sequence [0, 15],
apply to memtable

commitIndex=15
log entries set:

[32, 50]

process task1

memory copy

ack to leader
process task2

log sequence:
[0,15]

commitIndex=15
log entries set:

[51, 83]

commitIndex=31
log entries set:

[84, 100]

log sequence:
[16,31]

log sequence:
[32,50]

task1task2task3

Fig. 2. A motivation example of follower’s processing on Raft, with batch and pipeline
optimization.
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However, in practice, follower should reread the log entries from disk and
apply them to memtable which causes highly disk I/O usage during log replica-
tion. An optimized way is caching these uncertain log entries into buffer to avoid
disk I/O, but still invokes additional memory copy. As shown in Fig. 2, follower
appends a batch log entries to the commitQueue which holds the uncertain log
entries. Then, reading log entries for applying from commitQueue will produce
a memory copy. Moreover, as follower appends the received log entries to disk
directly which requires a disk I/O for each batch log entries, which increase
the overall I/O cost of processing logs. Even worse, the next batch log entries
is blocked in the processQueue and can not be processed until the prior one
finished.

3 Fast Log Replication Approach

FRaft optimizes the process of appending log entries to disk and applying log
entries to memtable. We append a batch of log entries to a in-memory buffer at
first, and use a designated thread to flushing several batches via one disk I/O;
Also, log entries are applied ahead of time to avoid additional memory copy.

3.1 Process of the Follower

Figure 3 shows the fast scheme to process the replicated log entries by follower
nodes in FRaft. The processQueue is used for receiving tasks sent by leader.
Firstly, we resolve the log entries of the head task of processQueue and append
them to a specified buffer W . This approach decrease the stall time of each
batch in the processQueue. Secondly, this task is pushed into waitQueue to
wait for responding to client when log entries of this task has been appended
to disk. Since more batches are flushed to disks only once by a single thread,

processQueue

waitQueue

append log sequence:
[32, 50] to buffer W

push 50 into waitQueue;
Process next task

31

append W to disk;
apply to memtable

pop 31, 50
ack to leader

Write

pop 

commitIndex=15
log entries set:

[32, 50]

commitIndex=15
log entries set:

[51, 83]

commitIndex=50
log entries set:

[84, 100]

task1task2task3

50

Fig. 3. Processing logs by the follower in FRaft
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Algorithm 1. Follower processing algorithm on FRaft
1: procedure FollowerProcess(processQueue)
2: while TRUE do
3: task ← processQueue.pop()
4: resolove task
5: log sequence ← task.logSequence
6: log end index ← task.logendindex
7: append log sequence to W
8: waitQueue.push(log end index)
9: end while

10: end procedure
1: procedure Replay(W )
2: while TRUE do
3: append W to disk
4: for all log sequence ∈ W do
5: log end index ← log sequence.logendindex
6: apply log sequence to memtable
7: if waitQueue.head <= log end index then
8: waitQueue.pop()
9: end if

10: send response to client
11: end for
12: end while
13: end procedure

the wait time of a task in waitQueue is also reduced. In FRaft, the next task in
processQueue will be handled immediately.

Algorithm 1 provides a high level description of the FRaft log replication app-
roach. The procedure FollowerProcess depicts the tasks sent by leader process-
ing of followers. A single thread’s processing method used to append log sequence
to disk and apply to memtable are shown in the procedure Replay. The leader
in FRaft, like it in Raft, takes charge of sending log entries set to followers with
batching and pipelining optimizations. This approach brings a new problem that
log entries have not been applied to memtable but have been applied in the fol-
lowers so that we may read an updated state which have not been applied in the
leader from the follower. We solve this problem by a special apply strategy.

3.2 New Apply Strategy

In order to achieve higher speed of applying log entries, we adopt multiple
threads(apply workers) for applying. When apply workers are running, log entries
are applied to memtable in parallel so that the update states are chained to the
update list. However, these updated states which should agree on sequentiality is
invisible at this moment. We push the applied log index into a sorted publishPool
to ensure that the update states are published in sequences. Consequently, these
undetermined update states cannot be accessed by clients although we apply
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Fig. 4. Apply strategy in the followers.

them to local memtable. We leverage the publishPool to publish the update
states. When the follower receives commitIndex from the leader, it will get rele-
vant tasks which task.logIndex <= commitIndex from publishPool to publish
them. Figure 4 shows the processing in detail.

4 Recovery

The most common types of failure are network anomaly and server failure. In
FRaft, the recovery strategy is a bit different from Raft as we actually apply the
undetermined log entries to memtable ahead of time in followers.

Network anomaly. Network anomaly is mainly caused by the network jitter,
delay or network packet that may lead to some abnormal phenomena for the
leader that it cannot receive the responses from followers, and cannot apply
the transaction; for the follower, network anomaly may lead receiving a dis-
continuous log sequence. The leader won’t apply the transaction or retry to
send AppendEntries RPCs when it doesn’t receive the most majority of mem-
bers’ responses, because there is no way to know whether the followers receive
the log entries or not. When the leader sends the next RPC combined with
commintIndex, the followers check if the log entries is consecutive. If it is dis-
continuous, the followers will ask for the leader to obtain the missing log entries.
The follower won’t response to leader until the log is consecutive.

Server failure. Recovery strategy should ensure that the system is restored to
the latest state before fault and there is no serious problem of data loss when
a random server fails. If a server restarts as the leader, it will apply the log
before commitIndex firstly, and then wait for log entries from commitIndex to
lastestIndex are obtained by all followers before providing service. Otherwise,
if a server restarts as a follower, it will obtain the log entries between its own
commitIndex and the leader’s commitIndex firstly.

Special case. In FRaft, there exists a bit difference from Raft as the log entries
applied to memtable ahead of time in followers so that the update states are
chained to the update list, although it is invisible. We need to revoke update
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states that have not been replicated on the majority of followers from the update
list in some specific cases. There are some other strategies for recovery in FRaft
which is not elaborated here due to length limitations.

5 Experiment

This section evaluates the performance of FRaft and Raft which are both imple-
mented in UpdateServer in-memory database engine of OceanBase [1]. There are
many UpdateServers in OceanBase and each UpdateServer represents a replica
where transactions are dealt with by the leader UpdateServer, log entries are
replicated on all follower UpdateServers. When the leader fails, new leader can
be elected from the remaining servers to takeover the system that guarantees
consistency and high availability.

The experiment is divided into two parts. Comparison of FRaft and Raft from
several aspects is evaluated in part 1 by running on the public benchmark YCSB
0.7.0 [9]. In part 2, primary-copy log replication and FRaft implementation based
on OceanBase are compared in case of banking business by using Sysbench test
tools [3], which aims to illustrate that FRaft ensures strong data consistency
without sacrificing too much performance in action production.

In part 1, there are 3 UpdateServers(3 replicas) in the system. The config-
uration of each server is shown in the Table 1. We conduct an experiment in
part 2 to compare the performance of FRaft and primary-copy running the real-
istic banking production workload with 3 UpdateServers. There are two trans-
actions in the realistic banking production: contract and pay where including
one update statement, two query statements in contract and 5 query statements
and 3 update statements in pay.

Table 1. Server setup

Type Description

CPU Intel(R) Xeon(R) E5-2640*2 2.3 GHZ 20cores/CPU

Memory 504 GB

Network Intel Corporation I350 Gigabit Ethernet

Operating System Red Hat Enterprise Linux Server release 6.2 (Santiago)

Throughput
The first set of experiment measures the amount of throughput that the system
can support. Throughput here is the number of successfully committed opera-
tions per second. Clients send replace auto-commit transactions to the leader
UpdateServer. Results are shown in Figs. 5 and 6, FRaft’s peak throughput is
84172 operations per second(ops) for 150 connections and performance tends to
close this value. Conversely, the peak throughput of Raft in this set of experi-
ment is 64300 ops for 125 connections. Generally, performance of FRaft has an
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Fig. 5. Write transaction throughput. Fig. 6. Transaction latency.

improvement of 1.3x than Raft, thanks to a change in a way FRaft replicated
log on followers. On the other hand, we compared the throughput with primary-
copy replication. In primary-copy replication, the leader does not have to wait
for the majority of followers’ responses before applying transactions. Although
this approach benefits a lot because of low latency, it cannot provide high avail-
ability when there is a crash in the leader. Results show that FRaft sacrifices
20% performance to provide strong data consistency and high availability in such
a case.

Figure 6 shows the latency of two log replication approaches with the
increases of number of connections. Raft and FRaft’s performance has an upward
trend while Raft spends more than 4µs than FRaft in average. This is because
the leader on Raft waits for the follower longer than that on FRaft, leading to
increase the whole transaction latency. We will discuss the amount of time Raft
and FRaft spend on the follower in the next set of experiment. There has been a
sharp rise in latency when the number of connections reaches to 180 connections,
this is because the system is congested.

Fig. 7. The behavior of disk in Raft. Fig. 8. The behavior of disk in FRaft.
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Fig. 9. Process time of follower.

Follower’s criteria. FRaft and Raft have different log replication strategies on
the followers, thus we evaluate the performance of the followers by observing
the following criteria. (1) FRaft appends log entries to buffer firstly and then
writes a batch to disks, instead of appending log to disk directly in Raft. Thus
it is important to observe the disk I/O when running high workloads. We show
the relevant criteria for disk of Raft and FRaft in Figs. 7 and 8. The duration of
this experiment last 100 s. We monitor the run state of disk by nmon, which is
a computer performance system monitor tool for the AIX and Linux operating
systems developed by IBM. Results show that the amount of data written to
disk reach to 50MB per seconds which are similar in Raft and FRaft. However,
Raft has a disk IOPS close to 1500 and FRaft has a IOPS just below 1200. This
is because FRaft writing more log entries to disk once, compared to Raft that
writes less log entries once, has a less disk IOPS. (2) Another important criteria
as evaluation standard of Raft and FRaft is the average follower’s process time
per task. We gathered the processing time of the task for a period of time, result
is shown in Fig. 9. It is obvious that the process time is unstable with Raft, but
smooth with FRaft. Write disk directly and processQueue blocking in Raft that
makes such abnormal phenomena. We statistic the average process time in the
follower under 50 connections and 120 connections. Figure 10 shows that the total
process time per task under 120 connections with FRaft is approximately 3.2µs,
compared 7.4µs with Raft. When the system is running under 50 connections,
the value is 2.2µs and 6.6µs. FRaft spent less than 4µs on average, and the
results show good agreement with Fig. 6. The wait time in the processQueue
of FRaft is no more than 0.03µs which reaches to 4µs in Raft, this is because
tasks do not have to wait for appending the log sequence to disk in FRaft.

Number of replicas. We measures the performance of FRaft and Raft by
setting different number of replicas to study FRaft on different configurations
in this set of experiments. Results are shown in Fig. 11. FRaft and Raft behave
similarly and maintain a close throughput under several settings. This is because
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Fig. 10. Average process time of follower.
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Fig. 11. The effect of increasing the num-
ber of replicas on the throughput.

log replication on replicas is in parallel, the number of replicas will not cause
too much impact on the performance. However, there is still a slight downward
trend of the operations per second with the number of replicas increases in
both approaches. This is because the leader should wait for more followers’
responses to apply transactions when more servers with different processing time
participant in the system. It is obvious that the commit latency is capped by
the slowest follower out of the majority followers responded to the leader.

Write to read ratio. As different applications have different read and write
behavior, this set of experiment aims to evaluate whether FRaft is suitable for
read- or write-intensive workloads, and the results of different write to read
ratio are shown in Fig. 12. With the increase of the ratio of read transactions,
throughput of FRaft is always higher than Raft.

Fault-tolerance. We observe the behavior of the system in the case of server
failures in this set of experiment through throughput to judge whether the system

Fig. 12. The effect of the ratio of writes to reads on performance.
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Fig. 13. The effect of server fault on the system.

can provide service. The experiments last 3 min. We kill UpdaterServer process
of the leader with the kill command after 64 s passed by. Then 6 s later, new
leader is elected and the system becomes alive. Results of this set of experiment
are shown in Fig. 13. Another exception occurred in 111 s, the system spends 6 s
to be alive again. The results prove that FRaft is able to detect anomalies and
recover quickly under high workload that makes the system can serve normally.

Workloads. In this set of experiments, we evaluate the performance of FRaft
under the realistic banking production workload, compared with primary-copy
replication. Results are shown in Figs. 14 and 15. The peak transactions per
second (tps) of contract in primary-copy is 30177, which reaches to 26701 tps,
a 11.52% decrease, for FRaft. Consider the second transactions pay, the per-
formance are 8447 tps in primary-copy, 8158 in FRaft with 650 connections,
declined 3.42%. The results indicate that FRaft sacrifices not too much perfor-
mance on high consistency and availability basis.

Fig. 14. Throughput of contract. Fig. 15. Throughput of pay.
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6 Related Works

The architecture of running transactions on top of replicated data store was
proposed by Gifford [14] in 1981 which has been widely used in various systems
like Google Spanner, by making use of Paxos for log replication. Besides Paxos
replication, primary-copy replication [23] proposed by Michael Stonebraker in
1979 also has been frequently used in systems, i.e. MySQL. The leader does not
have to wait for the followers’ responses in primary-copy replication to com-
mit transactions. Primary-copy replication has a low transaction latency but it
cannot guarantee high availability and strong data consistency when there is a
crash on the system. Paxos as a consensus protocol have been widely used in
many systems [6,10,21] in which log replication is sponsored by leader node. The
leader appends log entries to disk and applies them to memtable until it receives
responses indicating log entries are persistent from the majority of followers in
the first phase. In the next round, the leader send asynchronous commit message
which contains last commit log index (LSN) to followers, followers apply the log
before LSN to memtable.

Raft is a consensus algorithm designed as an alternative to Paxos, which was
meant to be more understate than Paxos by means of separation logic while also
guarantee data consistency and high availability. Comparing with Paxos, the
leader will send a AppendEntries RPC which packs log sequence and last com-
mit log index (commitIndex) to the followers to reduce a network transmission.

There are many works about improving performance of Paxos in engineering.
SMARTER [6] was implemented by Microsoft based on SMART with batch-
ing and pipelining client requests where pipelining means that it allows multi-
ple proposal run simultaneously, which almost likes slide window mechanism of
TCP/IP; batching which was adopted by many systems [4,6,8] means that pack-
aging several requests into one task, the disk and network overhead distributed
on multiple requests. Nuno Santos et al. [22] made some efforts on tanning Paxos
for high-throughput with batching and pipelining. There are many parameters
like the network latency, bandwidth, the speed of the nodes and the proper-
ties of applications that affect the performance of these two optimizations in
Paxos, thus they present an analytical model that can be used for gathering the
parameters for tanning Paxos to achieve higher performance.

7 Conclusion

In this work, we present an efficient log replication approach FRaft to optimize
the process of flushing log entries to disk and applying them to replicas. Instead
of writing log to disk directly in the standard Raft, FRaft writes log entries to
memory buffer firstly as much as possible. This enables more aggressive batch
disk I/O and can handle the received tasks in a non-blocking manner. Moreover,
FRaft avoids additional memory copy through applying log entries ahead of
time. Experimental results show that the throughput of RFaft is 1.3 times that
of the Raft and has a lower transaction latency.
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Abstract. Mining Ancient Chinese corpus is not as convenient as mod-
ern Chinese, because there is no complete dictionary of ancient Chi-
nese words which leads to the bad performance of tokenizers. So find-
ing new words in ancient Chinese texts is significant. In this paper, the
Apriori algorithm is improved and used to produce candidate charac-
ter sequences. And a long short-term memory (LSTM) neural network is
used to identify the boundaries of the word. Furthermore, we design word
confidence feature to measure the confidence score of new words. The
experimental results demonstrate that the improved Apriori-like algo-
rithm can greatly improve the recall rate of valid candidate character
sequences, and the average accuracy of our method on new word detec-
tion raise to 89.7%.

Keywords: New word detection · Ancient chinese literature · Apriori-
like · Neural network · Word confidence

1 Introduction

Detecting new words in corpus has great significance in natural language process-
ing (NLP), and it is indispensable to word segmentation, named entity recogni-
tion and other tasks. According to study of Ma and Chen (2003) [4], more than
62% of word segmentation errors derive from word out of dictionary.

Nowadays, Chinese new word detection mostly focuses on modern Chinese
corpus. The research in ancient Chinese corpus is very limited. However, ancient
Chinese is quite different from modern Chinese in several ways, such as words,
phrases and syntactic structure. Generally, technique used in modern Chinese
word detection may not be suitable for ancient Chinese. Moreover, many words
used today, cannot be treated as a word in ancient Chinese. For example, the
word in modern Chinese means ‘can’. Meanwhile, in ancient Chinese, it has
to be treated as two separate words, when these two words occur together, they
mean ‘can rely on’.

Deng et al. (2016) [7] has proposed an unsupervised method for simultane-
ously discovering and segmenting words and phrases from domain-specific Chi-
nese texts. Although it was useful for segmenting ancient Chinese texts, the
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 260–275, 2017.
DOI: 10.1007/978-3-319-63564-4 21
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granularity of word segmentation was uneven. There were a lot of segmentation
ambiguities, and the effect of mining low frequency words was limited. However,
a lot of new words in the ancient Chinese literature belong to low frequency
words and there are few segmentation ambiguities in the ancient Chinese words.
For this reason, a novel model was proposed to detect new words of ancient
Chinese literature in this paper.

This paper puts forward a novel model using improved Apriori-like algorithm
and LSTM neural network to mine new words in ancient Chinese texts. Apriori-
like algorithm was used to generate candidate character sequences. Traditional
Apriori algorithm can hardly find low frequency new words and may produce a
large amount of noise words. We have improved the original Apriori algorithm
and proposed the rule of word formation for low frequency words, which increased
the recall rate of valid candidate character sequences greatly.

Recently, neural network models have increasingly been used for NLP tasks
for their ability to minimize the effort in feature engineering. Long short-term
memory (LSTM) neural network was used to identify the boundaries of candidate
character sequences in this paper. We use LSTM network to acquire segmenta-
tion probability between two characters. Then, candidate character sequences
were classified to new words and noise words based on their segmentation prob-
ability sequences.

Our major contributions include:

1. We propose a novel model called AP-LSTM, which combining Apriori-like
algorithm and LSTM neural network together. This model improves the accu-
racy of detecting new words of ancient Chinese literature greatly.

2. Improved Apriori-like algorithm breaks the bottleneck of identifying low fre-
quency new words, and greatly reduces the redundant items of candidate
character sequences.

3. We propose word confidence feature to measure the probability score of new
words, which indicates how likely the new word would be a valid word.

The rest of the paper is organized as follows. Section 2 discusses related
research. Section 3 gives an overview of AP-LSTM model. Details of improved
Apriori-like algorithm and LSTM neural network model are discussed in Sects. 4
and 5. Section 6 shows the filtering rule of new words and word confidence. Exper-
iments and results are described in Sects. 7, and 8 summarizes the conclusion and
future works of our method.

2 Relevant Work

Generally speaking, Chinese new word detection interweaves with Chinese word
segmentation, particularly in Chinese NLP. In these works, new word detection
is considered as an integral part of segmentation, where new words are identified
as the most probable segments inferred by the probabilistic models. Typically
models include conditional random fields proposed by Peng et al. (2004) [12],
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and a combined model trained with adaptive online gradient descent based on
feature frequency information (Sun et al. 2012 [13]).

Another line is regarding new word detection as a separate task. The first
genre of such studies is to employ complex linguistic rules or knowledge. For
example, Justeson and Katz (1995) [11] extracted technical terminologies from
documents using a regular expression. Chen and Ma (2002) [5] have combined
morphological and statistical rules to detect Chinese new word. These methods
require engineering of linguistic features and their scalability is poor. The second
genre of the studies is to use statistical methods and regarded new word detec-
tion as multi-word expression extraction. The first model for quantifying multi-
word association is Pointwise Mutual Information (PMI) (Chruch and Hanks
1990) [6]. Zhang et al. (2009) [16] has proposed Enhanced Mutual Information
(EMI) which measures the cohesion of n-gram using the frequency of its own
and the frequency of each sub-word. Bu et al. (2010) [3] has proposed a new
feature named multi-word expression distance (MED). However, the capacity of
these statistical methods to detect low frequency words is limited. And multi-
features fusion was used frequently to improve the precision and reliability of the
recognition.

In addition, user behavior data has recently been explored to find new word.
Zheng et al. (2009) [18] has utilized user typing custom in Sogou Chinese Pinyin
input method to detect new words. Zhang et al. (2010) [17] has used dynamic
time warping to detect new words from query logs. These works performed well,
however, they were restrained by the unavailability of expensive commercial
resources.

Zhang et al. (2014) [15] has proposed a pragmatic quantitative model to
analyze and estimate the performance of new word detection. Huang et al. (2014)
[10] has proposed statistical measures to quantify the utility of a lexical pattern
and detect new sentiment words. Their works heavily focused on evaluation of
new word detection.

All of these works above mainly focused on modern Chinese. In ancient Chi-
nese, the performance of their methods is limited to the in-depth linguistic knowl-
edge and widely distribution of low frequency words.

3 Problem Statement

Before discussing about the model proposed in this paper, we need to figure out
which words belong to new words in ancient Chinese and identify our problem.
As for “new word”, it is a word with specific meaning firstly. Second, they occur
very rarely in modern Chinese corpus. Finally, they are characterized with the
ancient era and various regions, which involved a classical Chinese words, poetry
vocabulary, terminology and so on. So the description of new words in ancient
Chinese is as follow:

New words in ancient Chinese are sequences of characters which contain a
clear semantic interpretation and the historical characteristics. Meanwhile they
are not included in the standard dictionary.
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Based on the above definition, we can know the meaning of new words in
ancient Chinese. And we designed a standard modern Chinese lexicon (used in
rest paper) to filter out the noise words, including modern Chinese and stop
words. Furtherly, we can present the new word detection problem formally as
follows:

Definition 1. For an given ancient Chinese corpus C and a standard dictionary
D. New word detection problem aims at finding all new words W which are out
of D. It consists of generating candidate new words A and the filtering of noise
new words T . In other words, new word set (A − T ) is the final result.

4 An Overview of AP-LSTM Model

The AP-LSTM model consists of two steps: generation step and selection step.
Generation step is used to produce candidate new words in the original corpus.
Noise new words are filtered out during selection step. We utilized improved
Apriori-like algorithm to generate candidate character sequences and used LSTM
neural network to recognize the boundaries of words. Finally, we pruned the
candidate new words based on the filtering rule. In addition, word confidence
could be used to measure the score of a candidate new word being a valid word.
New words can be further mined based on this feature. The procedure of AP-
LSTM is as follows (Fig. 1):

Fig. 1. Flow of AP-LSTM

For example, the word (prime minister) generated by Apriori-like algo-
rithm will acquire three segmentation probabilities computed by LSTM. Then,
we classified it to new word or noise word based on filtering rule and standard
dictionary. Finally, word confidence score is measured by its segmentation prob-
abilities. And we can mine more valuable new words based on word confidence
score ranking.
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5 Improved Apriori-Like Algorithm

Traditional Apriori algorithm was applied in association rule and frequent item-
sets mining. Since it was proposed by Agrawal et al. [1] in 1994. It not only
influenced the association rule mining community, but also affected other data
mining fields. In recent years, some researchers have applied Apriori algorithm
to NLP tasks and used it to generate domain-specific words. Besides, Wang
et al. (2006) [14] has used Apriori algorithm to generate frequent items, then
filter frequent items by confidence and acquire specific words. However, this
method will generate a lot of noise words and redundant items.

In this paper, we improved Apriori algorithm from two aspects and used it
to generate candidate new words A:

1. Candidate generation.
2. Finding low frequency new words.

5.1 Candidate Generation

Original Apriori algorithm contains the join step and the pruning step. Join
opera-tion is used to generate candidate items, as shown in Table 1.

Table 1. Candidate generation in Apriori

Join Lk−1 with Lk−1

select P (p1p2 · · · pk−1) and Q (q1q2 · · · qk−1) from Lk−1

if p1p2 · · · pk−2 = q1q2 · · · qk−2, pk−1 �= qk−1

insert p1p2 · · · pk−1qk−1 into Ck

When Apriori algorithm is applied to Chinese new word detection. In the
Table 1, Lk−1 denotes candidate words of length k-1, p1, q1, . . . , pk−1, qk−1 are
characters in candidate word P and Q. Ck denotes candidate character sequences
of length k. Although this method can mining frequency candidate character
sequences, it will generate a large amount of noise words and will not take
the order of characters into consideration. Therefore, we improved original join
operation, as shown in Table 2. And a specific example of join operation between
original Apriori algorithm and our Apriori-like algorithm is shown in Fig. 2.

In the Apriori-like algorithm, we presumed that the character sequences is
ordered. It means every non-empty subsequence of frequent itemsets is ordered.
The improved Apriori algorithm do not need pruning step, According to the two
properties of Apriori:

1. All the non-empty subset of frequent itemsets are frequent itemsets.
2. All the superset of non-frequent itemsets must be non-frequent itemsets.
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Table 2. Candidate generation in new Apriori

Join Lk−1 with Lk−1

select P (p1p2 · · · pk−1) and Q (q1q2 · · · qk−1) from Lk−1

if p2p3 · · · pk−1 = q1q2 · · · qk−2

insert p1p2 · · · pk−1qk−1 into Ck

Fig. 2. Example of join operation

Obviously, candidate frequent itemsets generated by new join operation can
satisfy the two properties mentioned above. For example, k-frequent item p only
has two non-empty subsequences (“p1p2 · · · pk−1” and “p2p3 · · · pk”), which are
both coming from (k-1)-frequent itemsets. So Apriori-like algorithm can greatly
reduce the noise words and take the order of characters into account. Figure 3
shows the comparison results of two Apriori algorithm.

Fig. 3. Histogram denotes the number of valid words. (The experiment corpus used
here is Song Poetry.)

Figure 3(a) shows that the number of frequent items generated by Apriori-
like algorithm has been greatly reduced compared with the original Apriori algo-
rithm. And experiment demonstrated that the Apriori-like algorithm can elim-
inate a lot of noise new words, almost without any impact on accuracy. Result
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is shown in Fig. 3(b). In addition, this method is more accordant with word
formation rule of characters.

5.2 Finding Low Frequency New Word

Although new Apriori-like algorithm can find a lot of valid candidate new words
(Here valid new words denotes word with specific semantics), there are still
plenty of new words can not been mined by algorithm. Then we found that a big
part of words in ancient Chinese Literature only occur once or twice in the whole
corpus. Frequent itemsets generation is based on support, thus new Apriori-like
algorithm cannot find low frequency new words of ancient Chinese literature.
For this reason, we defined word formation rule for low frequency words.

Rule 1: Low frequency character sequence made of frequent itemsets is more
likely to be a new word.

Based on this rule, we further improved Apriori algorithm. The algorithm
flow is as follows.

Fig. 4. Algorithm flow of Apriori-like algorithm

As shown in Fig. 4, low frequency threshold was added to the algorithm. At
every step of the iteration, k-frequent item that support less than threshold was
found out and added into low frequency itemsets. Finally low frequency itemsets
would also be added to candidate new words. In this paper, we set the threshold
to 2. Later our experiment demonstrated that the Apriori-like algorithm can
increase recall rate of valid candidate character sequence in ancient Chinese
literature greatly.

6 Long Short-Term Memory Neural Network Model

Traditional new word detection usually artificially constructs word features to
classify candidate character sequences. However, these features often cannot
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comprehensively acquire information of word. But methods of neural network
and Embedding can address the bottleneck of feature engineering. LSTM neural
network (Graves et al. [9]) is an extension of the recurrent neural network (RNN).
Since LSTM neural can keep the previous import information in memory cell and
avoid the limitation of window size of local context, it is widely applied to NLP
tasks. In this paper, LSTM neural network was used to identify the boundary
of candidate new words.

6.1 Character Embeddings

The first step of processing symbolic data using neural network is representing
them into distributed vectors, namely embeddings (Bengio et al. [2]). Formally,
in new word detection task, we have a character dictionary C of size |C|. Each
character c ∈ C is represented as a real-valued vector (character embeddings)
vc ∈ Rd where d is the dimensionality of the vector space. The character embed-
dings are then stacked into an embedding matrix M ∈ Rd×|C|. For a character
c ∈ C, the corresponding character embedding vc ∈ Rd is retrieved by the lookup
table layer.

6.2 Segmentation Probability Model

We regard acquiring probability between two characters as character-based
sequence labeling problem. Each character context is labeled as one of 1, 0 to indi-
cate the segmentation. 1 represents segmented and 0 represents non-segmented,
where size of context is even. So segmentation probability denotes the probability
of being cut in the middle of the character context.

LSTM achieved great success in many sequence labeling tasks. LSTM are the
same as RNNs, except that the hidden layer updates are replaced by purpose-
built memory cells. As a result, they may be better at finding and exploiting long
range dependencies in the data. To get better effect, we employed bi-directional
LSTM model (Graves et al. [8]) to get information of both sides of a word. The
bi-LSTM architecture is shown in Fig. 5.

For every candidate character sequence generated by new Apriori-like algo-
rithm, firstly we get its character context in the corpus. For example, we assume
that the window size is 4. As for character sequence CtCt+1, we find its per-
position in the source text and acquire its two adjacent characters on the left and
on the right respectively. So we can get characters window Ct−2Ct−1CtCt+1Ct+2

Ct+3. If there is no adjacent character, we replace it with symbol ‘Padding’.
Then, we can acquire three input context Ct−2Ct−1CtCt+1, Ct−1CtCt+1Ct+2,
CtCt+1Ct+2Ct+3 respectively. Finally we can get the segmentation probabilities
of these three contexts by LSTM. Thus we can get three segmentation probabili-
ties of candidate character sequence CtCt+1 in per-position of the source corpus.
The segmentation probability denotes the internal segmentation probability or
boundary segmentation probability of a candidate word.
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Fig. 5. The architecture of bi-LSTM model for segmentation probability

6.3 Training

We implement the neural network using the Keras framework. Character embed-
dings are trained by off-the-shelf tools word2vec. Training and inference are done
based on segmented experiment corpus. The initial states of the LSTM are zero
vectors.

Given a training set D, the regularized objective function is the loss function
J(θ) including a �2-norm term:

�i(θ) =

{
0 (yi = Yi)
1 (yi �= Yi)

(1)

J(θ) =
1

|D|
∑

(xi,yi)∈D

�i(θ) +
γ

2
‖ θ ‖22 (2)

Where xi, yi are input and output of train set, Yi denotes tag computed by the
network, θ is the parameter set of our model, γ is a regularization parameter.
We train our network to minimize the loss function using a generalization of
gradient descent called subgradient method.

7 New Word Detection

In this section, we proposed a filtering rule and a statistical feature to filter out
the noise new words T of candidate new words A.
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7.1 Filtering Rule

For every candidate character sequence generated by Apriori-like algorithm,
Firstly we filter it based on a standard dictionary, if the standard dictionary
contains it, we filtered out it and regarded it as a known word. Then, we would
acquire candidate new words.

For every candidate new word, it may occur one or more times in the testing
set. And there will be an input context in per-position. For every input context,
it will have a segmentation probability sequence computed by LSTM network.

In the ancient Chinese literature, there are a lot of characters can be a single
word. For this reason, we filter candidate character sequence based on below
rule:

Rule 2: For per-input context of character sequence, if there is one of context
that both of its left and right adjacency segmentation probability are more than
0.5, means that it is segmented, we classify it to new word.

7.2 Word Confidence

In order to analyze filtered new words better. We propose a word confidence
(WC) feature, a probability score to measure how likely the new word is a valid
word. It consists of two parts: Branching Probability (BP) and Cohesiveness
Probability (CP).

BP (s) = 2

√√√√√ n

√√√√ n∏
i=1

Pli ∗ n

√√√√ n∏
j=1

Prj (3)

CP (s) = n+l

√√√√ n∏
i=1

l−1∏
c=1

Pc (4)

WC(s) = μ ∗ BP (s) + (1 − μ) ∗ (1 − CP (s)) (5)

Where n is the number of context of new word s, for each context, s has a
segmentation probability sequence, Pl is its left adjacency segmentation proba-
bility and Pr is its right adjacency segmentation probability, Pc denotes internal
segmentation probability. l is the length of new word s.

We add μ to the calculation of score because we find BP score is more
important than CP score when defining whether new word s is a valid word.

8 Experiments

8.1 Datasets

In this paper, we mainly used two datasets, Song Poetry and History of the
Song Dynasty, the most representative ancient Chinese literature. We crawled
19387 Song Poetry, consisting of around 2 million Chinese characters, from
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http://www.gushici.org, the largest ancient poetry website in China. And we
acquired the History of the Song Dynasty, abbreviated as HSD, from experiment
of Deng et al. [7]. HSD contains 496 chapters and about 5.3 million Chinese char-
acters. Then, we asked four annotators to segment 30,000 random selected sen-
tences in Song Poetry and 32,000 random selected sentences in HSD. If there was
a disagreement, discussions were required to make the final decision.

In addition, we regarded the dictionary of jieba (a popular open source
project in Github.com, contains 584429 known words) as a standard lexicon
D to filter segmentation result. Then we manually selected words with specific
semantics and acquired 14891 new words in Song Poetry and 12132 new words
in HSD.

8.2 Candidate New Words Generated by Apriori-Like Algorithm

First, new Apriori-like algorithm was used to generate candidate character
sequences in Song Poetry corpus and HSD corpus. In this experiment, the sup-
port were all set to 5. We set length of frequent itemsets to 5 for Song Poetry
and set length of frequent itemsets to 10 for HSD, and the thresholds of low
frequency were all set to 2. 99782 and 72255 candidate character sequences were
generated in Song Poetry and HSD respectively. Then we analyzed these char-
acter sequences. Result is shown in Fig. 6.

Number of words generated by Aprioir-like denotes how many character
sequences belong to words of corpus. From Fig. 6, we can find that improved
Apriori-like algorithm can mine low frequency new words efficiently. And the
recall rate of valid candidate character sequences has improved greatly.

8.3 Segmentation Probability by LSTM

We splitted 80% of tagged sequences as training set, left 20% as test set. Mean-
while, we set input context size to 4 and empirically set dropout rate to 0.26.

(a) (b)

Fig. 6. X-axis denotes the threshold of low frequency. Y-axis is the number of words
generated by new Apriori-like algorithm.

http://www.gushici.org
http://Github.com
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Dropout is used to avoid over-fitting problem. We tested performance based
on different character embedding dimensions and sizes of LSTM units in Song
Poetry corpus and HSD corpus. Result is shown in Table 3.

Table 3. Performance of LSTM network

Song poetry corpus HSD corpus

Hiddens Emb P R F Hiddens Emb P R F

150 50 90.72 90.61 90.66 150 50 91.80 91.61 91.66

128 100 90.96 90.86 90.91 128 100 91.67 91.50 91.55

150 100 90.71 90.66 90.68 150 100 92.12 92.01 92.05

200 100 90.83 90.76 90.79 200 100 91.90 91.73 91.77

150 150 90.30 90.22 90.06 150 150 92.06 91.91 91.96

150 200 90.68 90.52 90.60 150 200 92.19 92.09 92.12

From Table 3, we found that LSTM performed the best when character
embeddings dimension is 200 and size of LSTM units is 150 in the corpus of
HSD. In the corpus of Song Poetry, LSTM had the best performance when char-
acter embedding dimension is 128 and size of LSTM units is 100. Thus, we used
this two sets of parameters to conduct the later experiments.

8.4 Detect All New Words in Corpus

We classified candidate character sequences generated by Apriori-like algorithm
to training set and test set corresponding to LSTM network. In the test set, we
ran improved Apriori-like algorithm and used the parameters of the previous
experiments. Then we got 13905 candidate character sequences in Song Poetry
and 12265 candidate character sequences in HSD. Then, the dictionary of jieba
was used to filter candidate character sequences, we got 10173 candidate new
words in Song Poetry and 4017 candidate new words in HSD.

We utilized LSTM network to compute segmentation probability of per-
context of candidate new word. Then we filtered the result generated by LSTM
network based on filtering rule. Result is shown in Table 4.

As we can learn from the Table 4, our recall rate is relatively low. It mainly
caused by the accuracy of LSTM network. Wrong tags will misled the filtering
result. In addition, we analyzed the invalid new words and found that some new
words did not occur in the test set but occur in the training set and un-annotated
corpus, which further illustrates our method is effect and precise.

8.5 Word Confidence Analysis

We further analyzed the results of new word detection in two corpus. Word
confidence score of each candidate new word was computed and ranked in Fig. 7.
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Table 4. Result of new word detection

Corpus Song Poetry HSD

New word in corpus 2349 1778

Valid new word by our method 2107 1559

Detecting new word by our method 2852 2193

Precision 89.70 87.68

Recall 73.88 71.74

F1 value 81.02 78.92

Fig. 7. Result of word confidence score ranking. X-axis is the number of words returned
(K), and Y-axis is precision of valid new word.

It can be found that our word confidence feature is effect in word recognition.
When we obtained top 2000 words of ranking candidate new words in the two
corpus, the accuracy could be up to 90%. And we listed the top 20 new words
ranked by word confidence score. It is shown in Table 5.

As is shown in Table 5, the quality of ranking result was very high. Com-
pound words (e.g., it means ‘Chrysanthemum outside the railing’) and low
frequency words (e.g., it is a name) could be discovered well.

Table 5. Top 20 new words in corpus

8.6 AP-LSTM vs. Other Technique

We compared AP-LSTM with the current state-of-the-art open source Chinese
segmentation tools (Ansj, ICTCLAS, and Stanford Chinese-word-segmenter) in
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Song Poetry corpus. And we also compared our result with TopWords model
(Deng et al. [7], they showed that the accuracy of their model has reached 90%)
in HSD corpus.

We used segmentation tools to segment corpus and filtered segmentation
result with the dictionary of jieba. Then we counted the number of new words
found by segmenter. In fairness to all tools, we transform the ancient Chinese
to simplified Chinese by Opencc1 in the first group of experiments. Comparison
results is shown in Table 6.

Table 6. Comparative results of AP-LSTM with other Technique on new word
detection

Corpus Song Poetry HSD

Category AP-LSTM Ansj ICTCLAS Chinese-word-
segmenter

AP-LSTM TopWords

Noise
words

242 2219 2219 1551 219 372

Valid new
words

2107 130 130 798 1559 1406

Low
frequency
words

243 50 45 77 207 112

Precision 89.70% 5.53% 5.53% 33.97% 87.68% 79.08%

As shown in the Table 6, the performance of AP-LSTM is much better than
other open source Chinese segmentation tools in Song Poetry corpus, which
illustrated there were great difference between modern Chinese and ancient Chi-
nese. The tools and models of modern Chinese may not be suitable for ancient
Chinese. In the corpus of HSD, AP-LSTM performs better than TopWords, we
compared the result of discovering words and found that our method could find
more low frequency words and reduce segmentation ambiguity. In the result of
TopWords, there was segmentation ambiguity in many words, which results in
the various segmentation forms of a same word and the severe dependence of
the accuracy of TopWords on sample data.

8.7 Experiment on Tokenizer

As we have detected new words in the corpus, we added all these new found
words in the dictionary of tokenizer, and compared its performance with that
of original tokenizer. The experiment is operated on the segmented subset of
corpus and its result is as follow (Table 7):

From the table above, the adding of unknown words greatly improves the
performance of tokenizer.
1 https://github.com/BYVoid/OpenCC.

https://github.com/BYVoid/OpenCC
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Table 7. Segmentation evaluation

Segmentation evaluation Evaluation

Precision Recall F1

Original tokenizer 0.6544 0.6149 0.6340

Add new words 0.8213 0.8025 0.8117

9 Conclusion

In this paper, we proposed a new word detection model based on improved
Apriori-like algorithm and LSTM network in ancient Chinese literature. The
AP-LSTM model can find low frequency new words efficiently. And word con-
fidence feature can further mine new words which makes result more accurate.
Finally, we detected new words in two of the most representative ancient Chinese
literature, Song Poetry and History of the Song Dynasty. Experiments show the
effectiveness of AP-LSTM model.

In the future work, we will add more character features to character embed-
dings, which can improve the performance and accuracy of neural network.
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Abstract. We discuss a temporal text mining task on finding evolutionary
patterns of topics from a collection of article revisions. To reveal the evolution
of topics, we propose a novel method for finding key phrases that are bursty and
significant in terms of revision histories. Then we show a time series clustering
method to group phrases that have similar burst histories, where additions and
deletions are separately considered, and time series is abstracted by burst
detection. In clustering, we use dynamic time warping to measure the distance
between time sequences of phrase frequencies. Experimental results show that
our method clusters phrases into groups that actually share similar bursts which
can be explained by real-world events.

Keywords: Topic evolution � Temporal pattern � Burst detection � DTW �
Clustering

1 Introduction

Over the past decade, numerous online collaboration systems have appeared and
thrived on the Internet. Prime examples include Wikipedia, Yahoo! Answers,
Mechanical Turkbased systems [3]. They enlist a large number of people to supply
information and solve problems. Users become the main strength of contributors.
Wikipedia is an open, multilingual Internet encyclopedia written collaboratively by
volunteers around the world [11], and end users can also edit articles. Each edit
revision is saved and all the revisions are available to the public. We can utilize the
revision history to discover trends of topics.

In this paper, we particularly focus on how representative phrases change their
frequencies in revisions, to find whether bursty edits occur phrases. We further present
a method for clustering phrases by similarity on bursty time series, where we expect
that topics in one cluster share similar temporal patterns in edit history. One cluster may
contain multiple real-world events which are related each other. Such fine-grained
temporal relationship is difficult to be found on topic models over a static corpus or a
temporal series of corpora.

Unlike traditional text clustering works, we solve the problem by focusing on the
changes of phrase frequencies in revisions. We also discuss extraction of candidate
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phrases that have significant temporal features, where additions and deletions of a
phrase are separately evaluated.

In Wikipedia edit history, articles of events or persons are edited over years, and
edits of articles can be bursty or gentle, and the peak time can be shifted. Therefore we
need to adopt a flexible function to measure temporal similarities between phrases.
Major contributions of this paper are summarized below:

• We define a number of scoring functions to find candidate phrases that are having
significant temporal features, and define the cumulative phrase frequency, which is
effective to obtain time series of edit activities of a phrase in articles.

• We apply burst detection on the time series of each phrase to reduce minor details
and simply the time series. Then we apply k-means to cluster phrases, where
similarity is defined by burst patterns, and dynamic time warping (DTW) [2] is
utilized.

2 Related Work

Kalogeratos et al. [5] proposed an algorithm to improving text clustering algorithm by
term coburstiness. The algorithm first constructs a bursty term correlation graph, then
applying graph partitioning technique to find clusters based on bursts and inter-burst
relationships. The fundamental problem in [5] is that it is irrespective of bursts of edits.
Kleinberg [6] proposed a burst model where a burst is defined as a rapid increase of a
term’s frequency of occurrences. If the term frequency is encountered at an unusual
high rate, then the term is labeled as ‘bursty’. The work is used to identify bursts in text
stream and produce state labels of bursts. Tran et al. [10] engaged in temporal text
mining domain and proposed to represent an event by entities, which is instructive for
event representation during burst event detection in Wikipedia. However, though a
number of research activities on burst, it is difficult to compare methods because of a
lack of common procedures today. Subašic [9] build up an evaluation system for
temporal text mining methods, which makes it possible to measure the effectiveness of
temporal text mining for news.

3 Selecting Historically Significant Phrases

To find evolution of topics in a Wikipedia category, we need to monitor a relatively
long period of edit history. We utilize key phrases to represent candidate topics. We
discuss how to detect phrases that have bursty surge of edits in an article and a
collection of articles. Wikipedia articles are edited repeatedly to reflect a chain of new
events. Phrases occurring in such burst edits shall be detected as bursty phrases. We
discuss selecting phrases that are semantically representative and having significant edit
activities in their history.
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3.1 POS Tagging and Filtering

In order to cluster shifty topics, we first detect key phrases that could represent topics in
one article. In this step, POS (part of speech) Tagger and Chunker provided by Apache
openNLP [4] is used to apply POS tagging and chunking function upon the revisions of
Wikipedia articles, to produce various POS labels to each chunk.

3.2 Decay Phrase Frequency

Next we introduce a number of temporal features to refine candidate phrases. Revisions
of one article are created over time, where various phrases are added or deleted, and
phrase frequencies, namely the times one phrase occur in one revision, dynamically
change over time. Traditional TF-IDF does not capture such temporal factors of doc-
ument revisions.

In order to give weights to phrases through the whole edit history, one way is to
compute the term frequency with a decay factor, like Aji [1]. However, their model
ignores revision quality, and decay factor is applied based on revision counts, instead
of time interval. We should give a higher weight to phrases appearing in long-lived
revisions because that long-lived revisions are accepted by editors as trustworthy and
high-quality. Let t(r) denote the time point of revision r and f(p, ri) denote the fre-
quency of phrase p in ith revision. We propose our timespan-weighted phrase frequency
over history as:

PFH ¼ f ðp; riÞ
iq

� t riþ 1ð Þ � tðriÞ
t rnð Þ � tðr1Þ ð1Þ

Here, q > 0 is a decay factor, and ri is the ith revision of the article, i = 1,..,n.
We evaluate how widely a term occurs in the considered article set as below:

rf p;Dð Þ ¼ r 2 D : p 2 rj j þ 1
N

ð2Þ

Here, N is the total number of articles in the corpus D, r 2 D : p 2 rj j is the number
of revisions in which phrase p occurs. In case p is not in the corpus, we add one to the
numerator to avoid division by zero.

3.3 Survival Rate

We define the survival rate of a phrase p in an article a as:

SR pð Þ ¼ e
scaleðpÞ

Rj j � containðpÞ
scaleðpÞ ð3Þ

Here, Rj j is the number of revisions of article a, scale (p) is the number of revisions
of article a in the period between p appears first and p appears last, and contain(p) is the
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number of revisions of article a containing p. The first part measures how many
revisions the phrase survived over the history, and the second part measures how long
the phrase appears without interruptions during its lifespan. The survival rate is
independent from text length. Phrases having long and non-interrupting lifespans are
highly scored by the survival rate.

Combining the features we proposed so far, we define the following weight
function for selecting historically-significant phrases:

Wpi ¼ PFHðpi;RxÞ � SRðpiÞ � rf ðpi;RxÞ ð4Þ

4 Abstracting Time Series of Bursty Phrases

4.1 Time Series Modeling

Let S = [s1, …, sn] be a corpus, which is a sequence of target articles s1; . . .; sn. The
corpus can be chosen based on certain topics, such as from a Wikipedia category.

The revision frequency of a phrase is the times the phrase occurs in one revision. As
new revisions are created over time, certain phrases increase their revision frequency,
while others keep stable, or decrease, and sometimes fluctuate. To detect edit activities,
we should focus only on changes of revision frequency, which is caused by additions
and deletions of a phrase. Let ri and ri-1 be two adjacent revisions of an identical article.
The frequency difference of phrase p between revision ri and ri-1 is given by:

d p; rið Þ ¼ pf p; rið Þ � pf ðp; ri�1Þ ð5Þ

Here pf is the revision frequency of phrase p in the article. When d p; rið Þ[ 0 holds,
additions of p are more than deletions of p in creating revision ri from ri-1.

Usually, the length of one articles grows over time, and the frequency of a phrase
increases as well. On the other hand, deleting a phrase p can happen when p is
overwritten by new contents, due to obsoleteness, error corrections, new facts, new
concepts, etc. Also, edit fights between editors can cause deletions of a phrase. Fur-
thermore, a real-world event can trigger a rush of edits, causing fluctuations of phrase
frequencies. Thus additions and deletions of a phrase indicate distinct phenomena, so
that we should introduce a burst detection which treats additions and deletions sepa-
rately. We define the adding effect af of phrase p from revision ri to revision rj as:

af p; ri; rj
� � ¼ d p; rið Þ � e�k1 j�ið Þ; d p; rið Þ[ 0 and j[ i

0; d p; rið Þ� 0 or j� i

�
ð6Þ

We also define the deleting effect df of phrase p from revision ri to revision rj as:

df p; ri; rj
� � ¼ d p; rið Þ � e�k2 i�jð Þ; d p; rið Þ\0 and j\i

0; d p; rið Þ� 0 or j� i

�
ð7Þ
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Here, we assume that additions and deletions of preceding revisions i are affecting
revision j with an exponential decay, based on revision number difference j−i, with the
decay parameters k1 > 0 and k2 > 0. By having these separate decay parameters, we
can control relative weighting between adding and deleting revisions over a phrase.

Finally, we define cumulative phrase frequency Pf(p, rj) below, which sums up
adding and deleting effects of revisions before j.

PF p; Sð Þ ¼ ½Pf p; r11ð Þ; . . .;Pf ðp; rnmÞ�
Pf p; rj

� � ¼ d p; r11ð Þþ Pn
i¼1 ½af p; ri; rj

� �þ df p; ri; rj
� �� ð8Þ

Here, rmn is the nth revision of the mth article in corpus S. We take the sum of
cumulative phrase frequencies for every article containing p and for every revision in a
time unit of one week, into one element Pf(p, rij), and construct the time series PF(p, S)
for temporal clustering.

4.2 Burst Detection and Time Series Abstraction

Cumulative phrase frequency captures trends of edit activities, but its time series PF(p, S)
still contains noises and spikes, which makes difficult to cluster similar edit histories. To
overcome this problem,we applyKleinberg’s burst detection algorithm [6], to convert the
cumulative phrase frequencies into burst levels. The burst detection algorithm finds a
state sequencewhere each symbol bi corresponds to a burst level of non-negative integers.
After burst detection, we obtain a time series TSp = [(s1, x1), …, (sn, xn)] on phase p,
where si is the burst level at time point xi. After this time series abstraction, we can easily
detect bursts co-occurring in phrases.

4.3 Temporal Clustering by Dynamic Time Warping Measure

In order to uncover the temporal dynamics of key phrases in Wikipedia, we apply the
temporal clustering method dynamic time warping (DTW) [1] to the abstracted time
series of edit histories. Since the time sequences on phrases have sparse and random
bursts, and their durations are diverse, time shift on peaks of frequencies is necessary.
The classical Euclidean distance metric which compares at exact time points is not
suitable in this situation.

For a pair of phrases p and q, let TS1 and TS2 be their time sequences of cumulative
phrase frequencies. We define the distance d(i, j) between the ith component (s1i, x1i) of
TS1 and the jth component (s2j, x2j) of TS2 as d(i, j) =

p
((s1i − s2j)

2 + (x1i − x2j)
2).

Based on the local cost matrix by d(i, j), dynamic time warping paths are calculated by
dynamic programming, which yield DTW distances. We carry out k-means clustering
[12], to cluster phrases having similar burst patterns. Since burst positions and dura-
tions are varying, in k-means clustering we adopt the DTW metric, instead of the
Euclidean metric.
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5 Experiments

To confirm the effect of cumulative phrase frequency, we present in Fig. 1 the result on
phrase “airstrikes,” which is in the candidate phrases selected by the weighting function
in Sect. 3, from article “American-led intervention in Syria.”

The red curve in Fig. 1 shows burst levels detected on cumulative phrase fre-
quencies, where additions and deletions are evaluated separately with decay parame-
ters, while the blue curve shows burst levels detected on changes of raw phrase
frequencies. We can find that the red curve has more detailed burst levels and burst
intervals, responding to sudden changes of phrase frequencies. On the other hand,
although the blue curve has reduced noises, a number of bursts are not detected. Note
that we can control the burst sensitivity by changing the decay parameters of additions
and deletions.

Fig. 1. Detected bursts of “airstrikes” with both effects in “American-led intervention in Syria”
(Color figure online)

Table 1. Sample of dataset articles in experiments

Title Time span

Barack Obama 2004/9/30-2016/2/13
Democratic Party (United States) 2001/9/21-2014/12/4
Donald Trump presidential campaign, 2016 2014/8/4-2016/3/22
Donald Trump 2011/8/28-2016/3/3
Hillary Clinton 2007/1/24-2016/5/6
United States Presidential election, 2016 2014/9/28-2016/3/12
United States Presidential election, 2012 2010/6/15-2014/7/19
United States Presidential election, 2008 2004/12/15-2011/6/7
Republican Party (United States) 2010/6/14-2015/10/7
Republican Party presidential primaries, 2016 2010/6/14-2015/10/7
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In order to evaluate our proposing method, we select ten different categories in
Wikipedia. In each category, articles are filtered by the following criteria: English
language, having more than 200 revisions.

After filtering, we manually review the articles and remove articles with repeated
contents or irrelevant contents. Finally, in each category 10 articles are filtered as
datasets. A subset is shown in Table 1. Then we retrieved all the revisions of each
article.

We selected historically significant phrases by the method described in Sect. 3, and
produced time sequences by their cumulative phrase frequencies. After simplifying the
time sequences by burst detection, temporal clustering was carried out.

Figure 2 and Table 2 show a part of phrases in each cluster of the temporal clus-
tering, where phrases having similar burst patters are grouped into the same cluster.

We choose a week as a unit of time series, which gives us reasonable revision
counts per unit time. Temporal clustering is applied over revisions created in the 167
weeks from Aug. 1st, 2012 to Oct. 6th, 2015. We tried several times and four clusters
were observed. The burst detection step realizes removal of most of spikes and noises,
so that only notable bursts are observed. In cluster 1, the patterns can be linked to
real-world events. For example, in November 2012, Ted Cruz won general election. He
is the first Hispanic American to serve as a U.S. Senator representing Texas. Then in
2015, he declared to join the election again so the phrase bursts at 2015 summer.
Cluster 2 only has three peaks, which are related to phrases about isolated events,
including illegal immigrants. In Sept. 2015, a new policy for immigration was in effect,
and the relationship between this event and the burst is obvious. Cluster 3 is similar to
cluster 1, but in cluster 3 two main bursts share the same level, which can be linked to
political news in 2012 and 2015 on presidential elections. In cluster 4, there is no
obvious burst, and most phrases in this cluster are common nouns which are quite
frequent in articles.

We compared temporal clustering results without burst detection, and clustering by
Euclidian distance. Due to space limitation, we show overviews of the results. When
the burst detection step was omitted, the time sequences contained sharp peaks and
noises. Also, when the Euclidean metric was used instead of DTW, time shifting ability
was lost. In both cases, cluster qualities were inferior than Table 2, and resulting
clusters contain phrases that are difficult to link to real-world events. We therefore
conclude that both burst detection and DTW steps are necessary in our scheme.

Table 2. Clustering results on phrases by cummlative phrase frequencies

Cluster Phrases Number of
phrases

1 Trump, Rand Paul, Ted Cruz, his campaign, reuters 5
2 Illegal immigrant, ISIS, Syria, Mac Cain… 40
3 Washington post, Huffington post, the United States, news max,

fox news, blogs…
9

4 Actors, campaign, crime… 46
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6 Conclusion and Future Work

In this paper, we proposed a novel approach for capturing topical trends, by analyzing
changes of phrase frequencies in edit revisions of articles. We combine burst detection
and DTW for temporal clustering of phrases, where phrases that were edited around the
same time periods were grouped. Bust detection of phrases are utilized to simplify
phrase time series. Our experimental results show that the proposed method produces
meaningful clusters of phrases that share similar burst patterns. In future, we will focus
on improving clustering qualities and efficiency.
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Abstract. Automatic citation recommendation based on citation con-
text, together with consideration of users’ preference and writing pat-
terns is an emerging research topic. In this paper, we propose a novel
personalized convolutional neural networks (p-CNN) discriminatively
trained by maximizing the conditional likelihood of the cited documents
given a citation context. The proposed model not only nicely represents
the hierarchical structures of sentences with their layer-by-layer compo-
sition and pooling, but also includes authorship information. It includes
each paper’s author into our neural network’s input layer and thus can
generate semantic content features and representative author features
simultaneously. The results show that the proposed model can effectively
captures salient representations and hence significantly outperforms sev-
eral baseline methods in citation recommendation task in terms of recall
and Mean Average Precision rates.

Keywords: Convolutional neural networks · Citation recommendation ·
Personalization

1 Introduction

With the impressive expanding speed of research papers producing annually,
finding out which papers to cite is not a trivial task. For newcomers in a research
area, this is especially a challenging task. Under such circumstances a system
automatically recommending candidate citations is in great need. Figure 1 shows
an example of citation recommendation. Given a piece of citation context and
a set of papers in the left part of Fig. 1, the right part is the recommended
result that we expect our proposed method outputs. Some researchers have been
already aware of the necessity of citation recommendation and they have figured
out various algorithms [2,7,9,14,16].

Unfortunately, simply solving out the citation recommendation task via lex-
ical matching encounters various problems or difficulties with observation that
the same concept is often expressed using different expressions and word usages
in different papers. Latent semantic models such as latent semantic analysis
(LSA) are able to represent documents. Based on this, probabilistic topic mod-
els such as probabilistic LSA (PLSA), Latent Dirichlet Allocation(LDA), and
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 285–293, 2017.
DOI: 10.1007/978-3-319-63564-4 23
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Bi-Lingual Topic Model(BLTM) are developed and applied in semantic match-
ing. Recent days deep learning models have shown great potential on learning
effective representations and achieved state-of-the-art performance in computer
vision [17] and natural language processing applications [1]. In spite of deep
model’s more appealing capability in automatically learning feature representa-
tion, they are inferior to shallow models such as in collaborative filtering from
considering implicit authorship and similarity relationship between items. This
calls for integrating deep learning with context aware recommendation by per-
forming deep learning collaboratively.

Our research contributions can be summarized as follows:

(1) To the best of our knowledge, this work is a successful attempt in applying
the CNN-like method to citation recommendation task. This method avoids
a lot of time-consuming feature engineering to represent semantic content
and author preference.

(2) We propose a novel p-CNN which includes paper’s author into input
layer and thus can generate semantic content features and representative
author features simultaneously. Personalization citation recommendation is
achieved via this approach.

2 Related Work

2.1 Citation Recommendation

There have been different approaches dealing with citation recommendation task,
which can be grouped into three categories. The first category uses a graphical
framework. Each research paper is represented as a node with citation rela-
tionship regarded as links between them. The recommendation task is cast as
link prediction [7,9,13,16]. The second category usually utilizes various kinds

Fig. 1. One example of citation recommendation
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of content based semantic analysis techniques. [14] applys Topic Model. [8] uses
translation model. [2] formalizes this problem under the retrieval framework.
From IR view of point, citation context is regarded as query while the target
paper is retrieved document corpus. The third category concentrates on per-
sonalized aspect of this task, in which collaborative filtering is a widely used
method. Diverse kinds of features are designed [18] to enhance recommendation
performance yet have the disadvantage of energy-consuming.

2.2 Deep Learning

Recently, various kinds of deep learning methods have achieved great success
in speech, image and natural language processing [1]. By exploiting deep archi-
tectures, deep learning techniques are capable to discover the hidden structures
from training data and features at different levels of abstractions useful for the
target tasks. Convolutional neural networks (CNN) are designed utilize layers
with convolving filters that are applied to local features [6]. CNN models have
subsequently been utilized and demonstrated to achieve excellent results in NLP
tasks, such as question answering [19], search query retrieval [12], sentence mod-
eling and matching [4,5], and several other traditional NLP tasks [1].

3 Problem Formulation

We formalize this task as context-aware recommendation problem. The input
query is short sentences (citation context). The task is to return a ranked list
of cited papers as candidates to users. Deliberately avoiding from heuristic
feature designing, we turn to deep convolutional network architecture to learn
sentence and author representation under supervised learning framework.

4 Our Proposed Approaches

The model architecture is illustrated in Fig. 2. By using convolution and max-
pooling architecture, local contextual information at the word n-gram level is
modeled first. Then, salient local features in a word sequence and author infor-
mation are combined to form a global low-dimensional feature vector. Finally, a
multi-layer perceptron (MLP) is introduced here as a nonlinear similarity func-
tion computing the matching degree by comparing the global feature vector [5].

Input Layer. The input layer takes words in the form of embedding vectors. In
our work, we set the maximum length of sentences to 50 words. For sentences
shorter than that, we put zero padding.

For citation context, we get input layer denoted as lt by concatenating each
word embedding of citation context and its author. For cited documents the input
layer is generated by concatenating its content and author. More specifically,
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[a]

[b]

Fig. 2. (a)We use CNN mapping word sequence to a low-dimensional vector in semantic
space; (b)The convolution units of multi- modal convolution layer of p-CNN

for each citation context cc, the input layer with its window indexed by t to
upcoming convolution layer is given by the concatenated vector

lt =
[ ∑

i

{acc}, wT
t , wT

t+1, w
T
t+2

]
(1)

Here we simply average the author vectors as an expansion in the input layer.
The author vector is initialized as the average of title word vectors from his or her
ever published papers. The author vectors are model parameters and updated
during the training phrase with respect to the model cost. Our experiments show
that learning task-specific author vectors through fine-tuning offers performance
gains compared with static author vectors.

Convolution. The convolution operation can be viewed as extracting local fea-
tures from a sliding window of width k1. Contextual feature vector ht in this
layer is computed by:

h
(l)
i = σ(W (l)h

(l−1)
i + b(l)) (2)

where: h
(l)
i is the output vector of feature maps for location i in Layer l, σ(·) is

the activation function, W l is the parameters on Layer l, h
(l−1)
i is the segment

of Layer-(l − 1) for the convolution layer at location i. For the first convolution
layer: h

(0)
i = xi:i+k1−1 =

[
xT
i , xT

i+1, ..., x
T
i+k1−1

]
concatenates the word vectors

for k1 width of sliding window from input sentence x.

Max-Pooling. To retain only the most useful local features produced by the
convolutional layers, we take the max-pooling in every non-overlapping two-unit
windows following each convolution. It computes as follows:

h
(l)
i = max

{
h
(l−1)
t (i), h(l−1)

t (i + 1)
}
, (3)
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MLP. These are fully connected layers. The input of which is the concatenation
of fixed length vector of convolution-max pooling output from both citation con-
text and cited paper. MLP can be seen as a nonlinear score function computing
the probability of citation context references cited papers [11,12].

4.1 Training

We employ a discriminative training strategy with a large margin objective. The
model parameters are learned to minimize the pair-wise loss function written as
follows:

Loss(θ) = max
{
0, 1 + s(cc,D−

j ) − s(cc,D+)
}

(4)

where s(cc,D) is the predicted relevance score for pair (cc,D) computed as the
output of MLP. The negative sampling process chooses the documents written
by totally different authors as negative samples, which gets better performance
than random negative sampling.

The dimension of word vector and author vector is 100. The network archi-
tecture of all CNN-related methods is configured as two for convolution, two for
pooling, and two for MLP. Dropout proved to be such a good regularizer shown
in our experiment, which is also consistent with [5].

5 Experiments

5.1 Dataset

We use the same dataset as [18]. Following [15], one citation context consists
of three sentences around the a citation placeholder. We combine the title and
abstract as the content of cited papers. The dataset includes 73236 citation
relationships which send out by the papers from the 10 seed venues1. We filtered
35362 distinct words and 2,191 distinct authors who appear in our data set more
than 5 times. Rare words and authors appearing less than 5 times are replaced
by “UNK W” and “UNK A”.

5.2 Baseline Methods

We compare our proposed methods with several popular methods as follows. All
the baseline models are trained on the same training set as our proposed model.

Language model (LM): is one-gram language model.
Translation Model (TM): [8] proposed a translation model to overcome the

language gap between citation contexts and cited papers.
word2vec: word2vec2 [10] is an unsupervised model. We calculate the match-

ing degree of citation context and cited documents with cosine similarity followed
by sum of words as input.

1 ACL, CIKM, EMNLP, ICDE, ICDM, KDD, SIGIR, VLDB, WSDM, WWW.
2 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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DSSM: [3] compute the (query, document) pair score by cosine similarity
between their semantic vectors via conventional CNN.

CNN: [1] uses principled CNN to get sentence representation without con-
sideration of author information.

5.3 Experimental Results

The evaluation metrics aims to assess the positions of the true citations in the
ranking list for each given context. We report standard metrics of recall and
MAP on the test set as the experimental results. The main results are sum-
marized in Table 1. We can see that our p-CNN is the best performer, beating
other methods in terms of MAP and Recall@10. Besides, supervised learning
on citation relationship is essential for obtaining superior personalized citation
recommendation performance, i.e., p-CNN and CNN all outperforms word2vec.
By comparing p-CNN with CNN, we also see the effectiveness of learned author
feature vectors.

We then further investigated the performance of p-CNN using recall at dif-
ferent positions with experimental results shown in Fig. 3. We can see p-CNN

Table 1. Performance of citation recommendation

MAP Recall@10

rand 0.007 0.000

LM 0.299 0.376

TM 0.501 0.594

word2vec 0.657 0.779

DSSM 0.710 0.801

CNN 0.723 0.832

p-CNN 0.762 0.857

Fig. 3. Recall value of every position at one to ten.
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is stable on recall and achieve the best performance at all positions. Specifi-
cally, we observe that even at position one, the p-CNN still can have effective
recommendation.

5.4 Parameter Analysis

We investigate the parameter sensitivity to test the stability of our model with
results shown in Fig. 4. We can see that CNN and p-CNN are not sensitive to
dimension n when d is greater than 100. Actually, d = 100 is enough to make
our models achieve their approximate optimal performance, while increasing d
results in no higher performance but training time consuming.

Fig. 4. Parameter sensitivity w.r.t. dimension.

6 Conclusions

Our work is a successful attempt in applying the CNN-like method to citation
recommendation task. Our proposed p-CNNs approach is able to automatically
learn the representative features for each author and integrate them into com-
puting relevance score between citation context and candidate cited documents.
Experimental results show that the proposed convolutional neural network can
significantly improve the recommendation performance.
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Abstract. In the Big Data era, large volumes of data are continuously and
rapidly generated from sensor networks, social network, the Internet, etc.
Learning knowledge from streaming Big Data is an important task since it can
support online decision making. Prediction is one of the useful learning task but
a fixed model usually does not work well because of the data distribution change
over time. In this paper, we propose a streaming data prediction method based
on evolving Bayesian network. The Bayesian network model is inferred based
on Gaussian mixture model and EM algorithm. To support evolving model
structure and parameters based on streaming data, an evolving hill-climbing
algorithm is proposed which is based on incremental calculation of score metric
when new data is arrived. The experimental evaluations show that this method is
effective and it outperforms other popular methods for streaming data prediction.

Keywords: Streaming data � Prediction � Evolving Bayesian network

1 Introduction

In the Big Data era, large volumes of data are continuously and rapidly generated from
sensor networks, social network, the Internet, etc. Recently streaming big data pro-
cessing attracts more attention. The less time we use to make decision, the more value
we can get from the whole processing. Therefore, learning knowledge from Big Data
and making decision on line is a very important task. Predictive analytics is an
important learning method since it can identify events before they have happened, so
that some unwanted events can be eliminated or their effects mitigated. Many models
and algorithms have been used in predictive analytics. In this paper, we use Bayesian
networks model since it has rich mathematical basis and it can explain to the user how
the system came to its conclusions.

Currently predictive analytics technology for streaming data has some challenges.
First, in streaming data prediction the system can only process data on single-pass and
cannot control over the order of samples that arrive over time. The second challenge is
call “concept drift” which reflects a situation that the input and/or output concepts do
not follow a fixed and predictable data distribution. A fixed model learned from his-
torical data may not handle the concept drift issue well. The last challenge is that, event
streams often have high incoming rate. Streaming data prediction is usually used to
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support online decision support system which need high performance even for large
scale distributed event streams.

To address these challenges, in this paper we propose a Streaming Data Processing
method based on Evolving Bayesian Networks (SDP-EBN), which supports
single-pass processing of streaming data and uses evolving hill-climbing algorithm to
support model structure evolving.

2 Related Work

Predictive analytics has been studied for many years and a series of models and
algorithms are proposed. Among these models, deep neural networks and Bayesian
network are more popular for streaming data. Huang et al. proposed a predictive
analytics method based on deep belief networks [1]. Predictive analytics with deep
learning model usually can achieve good accuracy, but the training of the model is
complex and it prone to the problem of over fitting.

As a valid model for uncertain knowledge representation and inference, Bayesian
Network is widely used in predictive analytics. Zhu et al. proposed a Bayesian network
model for traffic prediction using prior link flows [2]. Evolving systems are developed
to address the concept drifts in data stream. Angelov et al. proposed an evolving
intelligent system which supports learning and adjusting model from data stream [3].
Recently many incremental machine learning methods [4] are proposed which are
suitable for learning from data stream with concept drifts. Another related work is
evolving neural network which uses evolutionary algorithms to optimize the structure
and parameters of neural networks [5].

Learning Bayesian network structure from data is an NP-hard problem as the
number of possible structures grows super-exponentially by the number of nodes.
Approximate structure learning algorithms are usually categorized into two groups of
constraint-based and search-and-score (S&S) approaches. The commonly used score
metrics include Bayesian Information Criterion (BIC) [6] and Bayesian Dirichlet
equivalent (BDe) [7], etc.

To address the concept drifts in streaming data, evolving Bayesian network is
needed. For abrupt drifts, a common idea for evolving Bayesian network is to learn
different models and switch among models when data distribution is changed [8].
Incremental drifts are more difficult to be handled. Some researchers use sampling-based
method for evolving Bayesian network [9]. However, since we only need best network
structures in streaming data prediction, heuristic search-based methods [10, 11] will
typically find them more quickly. Compared to the related work, our work considers
how to calculate the score metric incrementally so that the model does not need to be
trained from the scratch. Furthermore, the current hill-climbing algorithms that starts
from only the highest local peak is prone to miss best result near other local peaks. Our
algorithm searches top-k peaks parallel which can get better accuracy without losing
much performance.
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3 The SDP-EBN Method

3.1 Bayesian Network Model for Streaming Data Prediction

The BN model for streaming data prediction is shown in Fig. 1 which has two
dimensions: event type and time. The event type is related to some attribute of objects,
e.g., the position of objects, or some state of the system, e.g., the traffic flow of roads.
Assume the event type number is N, in a prediction task the state of node (i,t) is related
to a set of states before time t (parent nodes). Let xi,t represent the state variable of node
(i,t) and pa(i,t) represent the set of parent nodes of (i,t). NP denotes the number of nodes
in pa(i,t). NTDt is the time window which means we only consider nodes from time
t-NTDt to t-Dt as the parents of nodes in time t. The set of state variables for pa(i,t) is
Xpa(i,t) = {xj,s | (j,s) 2 pa(i,t)}. According to the BN theory, the joint distribution of all
nodes in the network can be represented as:

pðX Þ ¼
Y

i;t

pð xi; tjXpaði; tÞ Þ ð1Þ

The conditional probability pðxi; tjXpaði; tÞÞ can be calculates as:

pð xi; tjXpaði; tÞ Þ ¼ pð xi; t;Xpaði; tÞ Þ=Xpaði; tÞ ð2Þ

Since it is not easy to calculate the joint distribution p(xi,t, Xpa(i,t)), we use Gaussian
Mixture Model (GMM) [12] to approximate it like the following:

pð xi;t; Xpaði;tÞ Þ ¼
XM

m¼1

pmgmð xi;t;Xpaði;tÞjlm;RmÞ ð3Þ

where M is the number of Gaussian models and gm(�|lm,Rm) is the m-th Gaussian
distribution with (NP + 1) � 1 vector of mean values lm and (NP + 1) � (NP + 1)
covariance matrix Rm. Using EM algorithm we can infer the parameters

Fig. 1. The streaming data and Bayesian network structure
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fpm; lm;RmgMm¼1 from historical data [12]. Then the conditional distribution
pðxi;tj Xpaði;tÞÞ can be derived from p(xi,t, Xpa(i,t)) and the prediction x̂i; t can be cal-
culated from Xpa(i,t) with minimum mean square error (MMSE) method. In SDP-EBN,
the GMM parameters can be updated based on EM algorithm. Therefore, we mainly
consider how to evolve the structure of the Bayesian networks.

3.2 Bayesian Network Structure Learning

Since search-based methods are more suitable for evolving than constraint-based
methods, we use a search-and-score method with BIC metric [6] score function.
The BIC metric is defined as following:

gBICðG : DÞ ¼
Xn

i¼1

Xqi

j¼1

Xri

k¼1

mijk log hijk �
Xn

i¼1

qiðri � 1Þ
2

logm ð4Þ

where D is the samples, m = |D|, qi = | Xpa(i)|, ri is the number of discrete states of xi,
mijk represents the times in D that xi is k when the parent of xi is j,
mij ¼

Pri
k¼1 mijk; hijk ¼ mijk=mij, satisfying constraints 0� hijk � 1;

Pri
k¼1 hijk ¼ 1, n is

the number of variables.
BN structure learning is the task of selecting a BN structure G that explains a given

data set D. It has been shown that searching the huge graph space for the optimal
structure is a NP-hard problem. Therefore, greedy local search method is used in this
paper. To calculate the BIC metric incrementally, an algorithm is proposed as shown in
Algorithm 1.

Algorithm 1: Incremental calculation of BIC metric with new data (BN structure is not 
changed) 
Input: BN structure G, old data set D, new data get ΔD
Output: new metric BIC_new 
1 Δedge ←{e | edge e is affected by ΔD}
2 if |Δedge|/EdgeNumber(G) > θ) then
3 calculate BIC_new directly from skeleton
4 Return BIC_new 
5 Δp ← {i,j,k | mijk is changed by ΔD}
6 Δli ← 0 //li means the likelihood part of BIC
7 for each pair (i,j) in Δp
8 |    mij_new ← 0 
9 |    for each k in (i,j,k) triple of Δp
10 |        mij_new ←mij_new + mijk

11 |    for each k in (i,j,k) triple of Δp
12 |        Δli ← mijk · log(mijk/mij_new) - mijk_old · log(mijk_old/mij_old)
13 |    update mij with mij_new

14 end for
15 li_new ← li_old + Δli
16 BIC_new ← li_new – penalty_old  
17 return BIC_new 

The hill-climbing search algorithm (HCS) works in a step-by-step fashion to
generate a model. At each step, it makes the maximum possible improvement in an
objective quality function. In our work the objective quality function is the BIC metric.
Based on the property of the BN model in Fig. 1, we define a simple but effective one
edge neighborhood (OEN). An OEN of a given model M is the set of all the alternative
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models that can be built from M through adding or removing one edge,
OEN Mð Þ ¼ fM0 M0j ¼ op Mð Þ ^ op 2 fadd an edge; remove an edgegg.

In Algorithm 1 we assume the BN structure is static. In order to calculate the BIC
metric incrementally with one edge change when data is not changed, we use the
following equation:

BICnew ¼ BICold þ
Xrv

k¼1

muvkloghuvk � qvðrv � 1Þ
2

logm ð5aÞ

BICnew ¼ BICold �
Xrv

k¼1

muvk oldloghuvk oldþ qv oldðrv old � 1Þ
2

logm ð5bÞ

where (5a) is for adding an edge and (5b) is for removing an edge.
To generate BN structure from data D without considering new incoming data, we

use a max-min hill-climbing (MMHC) algorithm.

3.3 Evolve Bayesian Network Structure

We use an evolving MMHC algorithm (EMMHC) to evolve BN structure as shown in
Algorithm 2. The current BN structure Gcur has been learnt by the MMHC algorithm.
Existing methods usually merge the new data into existing data which makes the system
has bad scalability. The BIC score of the BN structure is updated using Eqs. 5a, 5b, and
the skeleton is also updated. The EMMHC algorithm tries to find the optimized BN
structure give an incremental data set DD. If the change of score when applying DD is
smaller than a threshold value d, then the current BN structure need not be changed
(lines 3–4). The BIC(Gnew, DD) is calculated using Algorithm 1. The EMMHC algo-
rithm creates k subtasks to incrementally search for optimized BN structure starting
from the structures with top-k score in the localMinList (lines 5–6). The subtasks are
executed parallel and the result with lowest score is selected.

Algorithm 2: EMMHC 
input: current BN structure Gcur, statistic information in skeleton Istat, incremental data set 
ΔD, localMinList
output: new BN structure Gnew

1 currentScore ←BIC(Gcur) 
2 Gnew ← Gcur

3 if (|BIC(Gnew, ΔD) - currentScore |/currentScore < δ) then
4 return Gnew

5 for each G in top-k of localMinList
6 create a new subtask by calling LocalSearch with parameters G, Istat,  

ΔD, currentScore
7 run all sub tasks parallel and wait the result from all sub tasks
8 Gmin ← the BN structure with the lowest score in the sub tasks
9 if (BIC(Gmin) < BIC(Gnew)) then
10     Gnew ← Gmin

11 return Gnew

The subtask LocalSearch is shown in Algorithm 3. The idea behind this algorithm
is that, since only part of the graph is affected by the new data, we only need to add or
remove edges inside the affected part to minimum the score. This algorithm has two
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stages: expansion stage and contraction stage. During the expansion stage, an edge is
repeatedly added that can minimum the score function until the score cannot be
decreased. During the contraction stage, an edge is repeatedly removed if the score
function is not increased. In line 2, the getCandidateEdgesToAdd function gets the
node pairs that in affectedNodes but have no edge between them (edge can be added
according to the structure of Fig. 2). In line 3, the getCandidateEdgesToRemove
function gets the edges that are in current BN structure and affected by incremental data
set DD.

Algorithm 3: LocalSearch
input: current BN structure Gcur, statistic information in skeleton Istat, incremental data set 
ΔD, current score value currentScore
output: new BN structure Gnew

1 affectedNodes ← getAffectedNodes(ΔD)
2 candidateEdgesToAdd ← getCandidateEdgesToAdd(affectedNodes, Gcur) 
3 candidateEdgesToRemove← getCandidateEdgesToRemove (affectedNodes, Gcur) 
4 expansionStage, contractionStage ← true
5 while(expansionStage) 
6 |    minScore ← the min score of the BN by adding an edge in  

|         candidateEdgesToAdd 
7 |    if (minScore < currentScore)
8 |        Gnew ← the BN structure that get main score
9 |    else
10 |        expansionStage ← false
11 end while
12 while(contractionStage)
13 |    minScore ← the min score of the BN by removinging an edge in  
14 |        candidateEdgesToRemove 
15 |    if  minScore currentScore then
16 |        Gnew ← the BN structure that get min score
17 |    else
18 |        contractionStage ← false
19 end while
20 return Gnew

4 Experimental Evaluations

We evaluated the EBN method separately since it is the key part of this paper. We draw
samples from a known BN, apply structure learning on the synthetic data, and compare
the learned structure with the original one. Our original BN structure contains 783
event types (nodes) and 1752 edges. The time window NT is set to 15. In order to
evaluate the accuracy of BN structure learning and updating, we use the Structural
Hamming Distance (SHD) [13]. Servers with 2 Xeon E3 processors and 16 GB
memory is used in the experiments for EBN.

We first evaluate the parameters d and h. The sample number for phase p0 is 50,000
and the data window for each dynamic phase contains 2,000 samples. The phase
number n is set to 30. The average SHD values and total running time values for
different d and h are shown in Table 1. We can see when d increases, the accuracy is
decreased but the running time is also decreased. From Table 1 we can also find the
accuracy is almost not affected by h.

In the next experiment, we compare the accuracy and performance of our EBN
method with a typical sampling-based method nsDBN [9] and a recent search-based
method iHCMC [11]. We evaluated the accuracy and performance of the three methods
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for different window size and total data size. The accuracy evaluation result of
the 3 methods with different window size and data size is shown in Fig. 2. We also
evaluated the performance of the 3 methods with different window size and the result is
shown in Fig. 3.

We evaluated the complete SDP-EBN method using both real and simulated data.
The real application data comes from the PEMS traffic monitoring network1. We also
developed a traffic simulation system based on the road traffic simulation package

Table 1. Average SHD values and total running time values for different d and h. The values
inside the parenthesis are total running time values (seconds)

δ
θ

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

0.1
157 

(83.4) 
161 

(79.3) 
167 

(77.6) 
178 

(75.4) 
195 

(72.6) 
213 

(68.7) 
226 

(64.4) 
245

(52.5)

0.2
159

(80.6) 
157

(77.5)
174

(76.3) 
187

(74.4) 
192

(70.2)
205

(66.6)
230

(63.1) 
239

(49.7)

0.3
162

(78.4)
154

(74.4)
178

(73.3)
188

(72.4)
188

(69.1)
214

(63.9)
232

(61.2)
238

(47.2)

0.4
148

(77.7)
169

(72.3)
162

(71.9)
172

(70.0)
205

(67.7)
218

(62.8)
219

(61.8)
244

(46.3)

0.5
151

(77.5)
155

(75.7)
168

(74.5)
171

(72.2)
191

(68.6)
203

(64.4)
218

(63.9)
251

(47.8)

0.6
161

(81.8)
170

(79.9)
158

(77.7)
168

(72.8)
206

(69.9)
208

(67.3)
223

(66.1)
248

(52.7)

0.7
149

(86.2)
165

(84.9)
155

(82.4)
182

(78.4)
191

(73.2)
213

(69.7)
225

(67.4)
239

(54.9)

0.8
153

(89.2)
158

(87.6)
163

(84.3)
175

(80.3)
187

(75.3)
215

(73.3)
233

(69.8) 
245

(58.9) 

Fig. 2. The accuracy of 3 methods with
different window size and data size. Dynamic
phase number n is fixed at 30.

Fig. 3. The performance of 3 methods with
different window size and data size

1 PeMS project, https://pems.eecs.berkeley.edu/.
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SUMO [14]. Our method is compared with Adaptive Dynamic Bayesian Network
(ADBN) [8] and Deep Belief Network (DBN) [1]. The accuracy evaluation result is
shown in Figs. 4 and 5. From all experiments, we can see SDP-EBN outperforms other
popular methods when processing data with distribution drift.
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China (No.61371116).
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Abstract. The queries in search engine that issued by users are often
ambiguous. By returning diverse ranking results we can satisfy different
information needs as far as possible. Recently, a hierarchical structure
are proposed to represent user intents instead of a flat list of subtopics.
Although the hierarchical diversification model performs better than pre-
vious models, it utilizes a predefined function to calculate the diversity
score, which may not reach the optimal result. The model’s parame-
ters need to be tuned manually and repeatedly without intention, which
cause a time-consuming problem. In this paper, we introduce a learning
based hierarchical diversification model. Benefit from the learning model,
the parameter values are determined automatically and more optimal.
Experiments show that our approach outperform several existing diver-
sification models significantly.

1 Introduction

Search result diversification [1,2,10,11] is an effective way to solve the query
ambiguation problem. The diversification model regards the problem as a combi-
nation of relevance score and diversity score. Diversity score are often calculated
based on the user intents. Previous models regard the user intents as a flat list
of subtopics. However, the flat list of subtopics cannot match the actual intents
in evaluation tasks [4,8] good enough. The hierarchical structure of subtopics
are proposed to solve this problem.

The hierarchical diversification methods perform better than previous diver-
sification methods, but it just utilizes a predefined function to calculate the
diversity score. There exists some parameters to tune. Usually researchers have
to set a series of repeatedly experiments to find the suitable parameter. It is
hard to reach optimal value by manual tuning, and it causes a time-consuming
problem.

In this paper, we introduce a learning approach to hierarchical search result
diversification called L-HSRD. Firstly, we redefine the loss function as the gener-
ation probability of sequential selection for a ground truth list. Then Stochastic
gradient descent are employed to optimize the value of weight. Finally we derive
our ranking function to generate the diverse list sequentially.
c© Springer International Publishing AG 2017
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We demonstrate L-HSRD is more excellent than other diversification models
in terms of official evaluation metrics including α-NDCG [6], ERR-IA [3] and
NRBP [7]. Additionally, we conduct a series of experiments to illustrate the
robustness of our method, which get a outstanding performance.

The main contributions of our work are listed as follows:

1. L-HSRD is the first method introducing the learning mechanism for the hier-
archical search result diversification. We conduct inference for the loss func-
tion based on its sequential selection model, which solves the parameter tun-
ing problem at the same time.

2. We put forward a series of instructive different features based on the hierar-
chical structure of subtopics.

3. We conduct extensive experiments to verify that L-HSRD achieves excellent
performance comparing with the existing diversification models.

2 Related Work

Search result diversification model can be categorized as implicit approaches and
explicit approaches. The implicit approaches includes MMR [2]. MMR selecs the
document iteratively, and meanwhile, both content-based relevance and diversity
should be considered. It is considered as a low effective model [11,14].

Explicit approaches extract the aspects explicitly and make use of them to
calculate the diversity score. The algorithms such as IA-select [1], xQuAD [14]
and RxQuAD [15] are proposed to reduce redundancy. These methods select the
document that covering more novel aspects. The PM-1 and PM-2 [9] models
mainly consider the proportionality of aspects and produce the diverse result by
virtue of the proportionality of aspects.

In addition, as for learning model, Zhu et al. [17] proposed a learning model
without considering the aspects underlying the query. Yue et al. [16] proposed
Structural SVMs to model the diversity but discarded the relevance.

3 Learning Approach to Hierarchical Search Result
Diversification

3.1 Definition of Ranking Function

At first, We generate the subtopics like Hu [12] and get the relevance score
P (qi|d) between the subtopic qi and each document d. In our model, the ranking
function we select the “local-best” document in the round i is given as follows:

fi(d,D\Si−1) = λrP (d|q) + λT
d F (Si−1 ∪ d), (1)

where d means current document to be considered in the sequential selection
process, D denotes the candidate document set, Si−1 denotes the documents
already selected in previous i− 1 round, q denotes the query, F (Si−1 ∪d) stands
for the feature function, represented by the feature vector of (f1, f2, . . . , fT ), T
stands for the number of features.
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Feature Definition. We define our features on the document set Si−1 ∪ d.
In our work, we provide several representative features for the learning process,
which are shown as follow:

– Features defined between the query and first-level subtopics. Aver-
age, minimum, maximum, standard deviation of relevance score P (qi|d) for a
document d to a subtopic qi from level 1.

– Features defined between the first-level subtopics and second-level
subtopics. Average, minimum, maximum, standard deviation of relevance
score P (qi|d) for a document d to a subtopic qi from level 2.

– Features defined only on the first-level subtopics. Firstly we define
the set of documents which possess a highest score of relevance for first-level
subtopics as St1. (all the documents possess a relevance score for all the
subtopics in level 1 and level 2). The features are defined as the entropy of

all the documents d in St1: Pentropy(d)
def
= −∑

w∈d P (w|d) log P (w|d), where
w is a term and p(w|d) is the probability that w appears in d (given by the
language model).

– Features defined only on the second-level subtopics. The features are
defined as the entropy of all the documents d in St2 like above.

3.2 Definition of Loss Function

The ranking process is a sequential selection, we define the loss function as the
likelihood loss of the generation probability:

L(f(X, C), Y ) = − logP (Y |D) = − log[P (y(1)|D)P (y(2)|D\S1) . . . P (y(n)|D\Sn−1)], (2)

where X stands for the feature, C represents the weight, the Y is the final
result, y(1), . . . , y(n) is the ground truth, n represents the top n result, the
index i denotes its ranking position, D is the initial retrieved documents Dinit,
Si−1 denotes the result set we had iteratively selected in the last i−1 round, the
probability P (y(i)|D\Si−1) represents the probability that selecting the docu-
ment y(i) under the condition of D\Si−1.

The above sequential definition approach can be well captured by the
Plackett-Luce Model [13]. We can derive every step in our generation process,
which is shown as:

P (Y |D) =
n∏

i=1

P (y(i)|D\Si−1) =
n∏

i=1

exp(fi(y(i),D\Si−1))∑n
k=i exp(fi(y(k),D\Si−1))

, (3)

Given the training data {(X,C, Y )(Tr)} (Tr denotes for the number of train-
ing samples), the total loss function is formulized as follows:

L(f(X, C), Y ) = −
Tr∑

i=1

n∑

j=1

log(
exp(λrP (y(j)|q) + λT

d F (Sj−1 ∪ y(j)))
∑n

k=j exp(λrP (y(k)|q) + λT
d F (Sj−1 ∪ y(k)))

) (4)
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3.3 Learning and Prediction

As for the training, we generate the training data and optimize the loss function.
Then, we use the trained ranking function to re-rank and predict the result.

To generate the ground truth training data, we construct a list y(i) which
maximize the ERR-IA metrics. In the algorithm, at the i-th step in loop struc-
ture, we select the document d from D\Si−1 to maximize ERR-IA score and
update the D\Si−1 by adding the document d. We get the final training data
by recording the best document int every step.

Nextly, stochastic gradient descent method are applied to optimize the loss
function. At every step, we calculate the gradient and update the value. The
gradient for step i in loop structure at training set Dinit is computed as follows:

Δλ(i)
r =

n∑

j=1

(

∑n
k=j P (y(k)|q)exp(λrP (y(k)|q) + λT

d F (Si−1 ∪ y(k)))
∑n

k=j exp(λrP (y(k)|q) + λT
d F (Sj−1 ∪ y(k)))

− P (y(j)|q)exp(λrP (y(j)|q) + λT
d F (Sj−1 ∪ y(j)))

exp(λrP (y(j)|q) + λT
d F (Sj−1 ∪ y(j))

) (5)

Δλ
(i)
d =

n∑

j=1

(

∑n
k=j F (Sj−1 ∪ y(k))exp(λrP (y(k)|q) + λT

d F (Sj−1 ∪ y(k)))
∑n

k=j exp(λrP (y(k)|q) + λT
d F (Sj−1 ∪ y(k)))

− F (Sj−1 ∪ y(j))exp(λrP (y(j)|q) + λT
d F (Sj−1 ∪ y(j)))

exp(λrP (y(j)|q) + λT
d F (Sj−1 ∪ y(j)))

) (6)

Finally, the sequential prediction method is used to predict the result. In
algorithm, at the i-th step in loop structure, we select the best document d
from D\Si−1 to maximize our ranking function and update the candidate set
D\Si−1 by adding document d. Then we predict the final diverse ranking list by
recording the best document in every step.

4 Experiments

4.1 Experimental Setup

Dataset. We use TREC web track (WT2009 for short), WT2010, WT2011
as our dataset. We do our evaluation on the ClueWeb09 Category B retrieval
collection1. Our query set contains of 150 queries, from TREC web track
2009 (WT2009) [5], TREC web track 2010 (WT2010), TREC web track 2011
(WT2011) (50 for each).

Evaluation Metrics. Three mainly evaluation metrics are used to evaluate
the performance of our method: α-NDCG, ERR-IA, NRBP (computed at cutoff
50). To measure the robustness, we use Win/Loss ratio metrics. The evaluation
metrics reported at different cutoffs. We use {5, 10, 20} as our cutoffs to set up
our experiments. The α are set to 0.5 in our experiments.
1 http://www.lemurproject.org/clueweb09.php/.

http://www.lemurproject.org/clueweb09.php/
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Baseline Methods. We use the Indri2 to conduct our retrieval run with its
default parameter configuration. The krovetz stemmer and stopword removal are
applied both in the index and retrieval time. All of the search result diversifica-
tion methods are applied based on the top-50 retrieved documents.

We compare L-HSRD with some baseline models as follows:

– QL. The Query-likelihood language model is used for indri search engine as an
initial retrieval method. We use it to provide the initial top 1000 documents
for our diversification method.

– MMR. A classical implicit diversification model.
– xQuAD. xQuAD is a popular explicit diversification model which focus on

the redundancy of aspects.
– PM2. PM2 is a popular explicit diversification model. PM2 generates the

result set according to the aspects proportionality.
– HxQuAD. HxQuAD is a hierarchical diversification model based on

xQuAD [12].
– SVMDIV. SVMDIV is a learning model for search result diversification [16].

We get the source code from the svmdiv homepage3 provided by the author.

There exists a single parameter λ to tune in baselines 2–5 (corresponding to
MMR, xQuAD, PM2, HxQuAD), we divide the data into 5 parts randomly and
perform a 5-fold cross validation to train λ through optimizing ERR-IA. In our
model, we also perform a 5-cross validation with a ratio of 3:1:1 for training,
validation and prediction for the test query on each year. The final result are
calculated over all the folds.

4.2 Experimental Results

Diversification Analysis. Table 1 shows the result of the diversification eval-
uation in terms of α-nDCG, ERR-IA, and NRBP. The best result per baseline
is highlighted in bold.

It is noted that L-HSRD always performs best in α-nDCG and ERR-IA. It
improves the initial retrieval ranking method with gains up to 34.34%, 48.43%,
20.66%, in terms of α-nDCG on WT2009, WT2010, WT2011 respectively. The
improvement of L-HSRD over the MMR in terms of α-nDCG is up to 35.51%,
48.12%, 23.91% on WT2009, WT2010, WT2011 respectively. The improvement
of L-HSRD over the xQuAD in terms of α-nDCG is up to 40.06%, 32.16%,
20.44% on WT2009, WT2010, WT2011 respectively, and the improvement of
L-HSRD over the PM2 is up to 24.47%, 39.31%, 20.17% on WT2009, WT2010,
WT2011 respectively. It indicates that our learning approach tackles the diversity
measurement problem more effectively with the consideration of integrate dif-
ferent level of diversity features based on the hierarchical subtopics. Besides the
non-learning model, the improvement of L-HSRD over the SVMDIV in terms
of α-nDCG is up to 20.15%, 29.79%, 16.45% on WT2009, WT2010, WT2011
2 http://www.lemurproject.org/indri.php.
3 http://projects.yisongyue.com/svmdiv/.

http://www.lemurproject.org/indri.php
http://projects.yisongyue.com/svmdiv/
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Table 1. Diversification performance using the official evaluation metrics for WT2009,
WT2010, WT2011

Year Experiment ERR-IA@20 α-nDCG@20 NRBP

2009 QL 0.1376 0.2548 0.1008

MMR 0.1405 0.2526 0.1070

xQuAD 0.1411 0.2444 0.1113

PM2 0.1482 0.2750 0.1101

SVMDIV 0.1531 0.2849 0.1219

HxQuAD 0.1653 0.3025 0.1372

L-HSRD 0.2084 0.3423 0.1894

2010 QL 0.1484 0.2445 0.1092

MMR 0.1494 0.2450 0.1129

xQuAD 0.1732 0.2746 0.1326

PM2 0.1599 0.2605 0.1175

SVMDIV 0.1698 0.2796 0.1158

HxQuAD 0.1807 0.2924 0.1303

L-HSRD 0.2248 0.3629 0.2011

2011 QL 0.3288 0.4454 0.2802

MMR 0.3253 0.4337 0.2834

xQuAD 0.3235 0.4462 0.2812

PM2 0.3316 0.4472 0.2831

SVMDIV 0.3429 0.4615 0.2923

HxQuAD 0.3606 0.4860 0.3107

L-HSRD 0.4216 0.5374 0.3501

respectively. It shows that considering relevance and different type of features
in diversity measurement is helpful in diversification. As for the traditional hier-
archical diversification method, the improvement of L-HSRD over the HxQuAD
in terms of α-nDCG is up to 13.16%, 24.11%, 10.58% on WT2009, WT2010,
WT2011, respectively. HxQuAD only use a predefined function to measure the
diversity score, and the parameter may not be optimal because it needs to be
tuned manually. Our learning model tackles the parameter tuning problem in an
automatic fasion and reach optimal result.

Robustness Analysis. An effective search result diversification method should
not only outperforms other models in terms of diversity metrics, but also main-
tains a high level of robustness. We set up series of experiments on robustness
research to study the Win/Loss behaviour.

TheWin/Loss ratio areproposedbyYueet al. [16] andDanget al. [9] for entirety
robustness measurement. It denotes whether the model improve or hurt the result
when comparing with the basic relevant baseline QL [9,16] in terms of evaluation
metrics. In our experiment, ERR-IA is used to calculate the Win/Loss ratio.
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Table 2. Win/Loss ratio

experiment WT2009 WT2010 WT2011 Total

MMR 20/18 24/17 23/16 67/51

xQuAD 23/18 23/16 24/14 70/48

PM2 22/20 26/14 25/14 73/48

HxQuAD 27/15 30/10 31/10 88/35

L-HSRD 28/14 30/9 32/9 90/32

It can be inferred that L-HSRD model performs best with its ratio of 2.65
from the Table 2. It reflects the remarkable robustness of L-HSRD model com-
paring with other diversification models. This confirms the overall performance
of our model is not restricted to a small subset, it still work in the whole dataset
for three years data.

5 Conclusion and Future Work

In this paper, we propose a learning based approach to hierarchical search result
diversification. We pay our attention to the hierarchical diversification models
and introduce the learning approach to address this as a learning problem. We
have demonstrated the effectiveness of L-HSRD comparing with other diversifi-
cation models. We find our model achieve considerable results in terms of official
diversity metrics on three years in TREC web track dataset. To prove its robust-
ness, we set the experiment about Win/Loss ratio. We believe L-HSRD will play
an important role to improve the search result diversification method.

There exists a number of directions to be explored in the future. We are looking
forward to take some considerable steps to make L-HSRD achieve convergency
as quick as possible. Meanwhile, we are looking forward to make use of the deep
learning technology to improve the hierarchical search result diversification.
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dation of China (Grant No. 61375054), Natural Science Foundation of Guangdong
Province Grant No. 2014A030313745, Basic Scientific Research Program of Shenzhen
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Abstract. In this demonstration, we showcase TeslaML, the machine
learning (ML) platform in Tencent Inc. TeslaML offers an interactive and
visual workspace for users to create an ML pipeline via dragging, placing,
and connecting the implemented modules. For the non-experts, TeslaML
provides many ready-to-use ML modules to build an ML pipeline with-
out any programming. Besides, TeslaML abstracts many existing ML
systems as system modules. The integration of various systems enables
the experienced users to use their preferred systems, to test new algo-
rithms, and to obtain the most efficient execution. Furthermore, TeslaML
provides many schedulers to meet different scheduling requirements.

1 Introduction

Machine learning (ML) has shown its spectacular capability in the past decade.
As the size of many industrial-scale datasets have overwhelmed the processing
capability of a single machine, it is inevitable to deploy ML tasks over decen-
tralized clusters. From the systematic perspective, we find that there are two
fundamental issues for distributed ML systems—how to render distributed ML
easy-to-use for the practitioners? and how to efficiently execute ML tasks in a
distributed environment?

Motivation 1: Ease of Use. A crucial aspect of a distributed ML system is to
provide easy-to-use programming APIs or tools for the users. The first commonly
used approach, adopted by systems like Hadoop and Spark, is to provide low-
level dataflow abstractions such as map-reduce [1]. Alternatively, the second
avenue, chosen by MLlib, GraphX and Tensorflow, offers high-level programming
abstractions on the top of low-level APIs [7]. To lower the barrier of entry for
the majority of the users, some platforms like Azure and BigML establish a
visual and interactive approach [2]. The users can construct an ML task by
choosing the provided ML-related modules. Nevertheless, this programming-free
solution only empowers black-boxed services so that the users cannot debug
the performance or test new algorithms. Furthermore, since many ML tasks
evolve over time or hyper-parameters, it is a common phenomenon to execute
c© Springer International Publishing AG 2017
L. Chen et al. (Eds.): APWeb-WAIM 2017, Part II, LNCS 10367, pp. 313–318, 2017.
DOI: 10.1007/978-3-319-63564-4 26
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an ML pipeline many times. Unfortunately, Azure and BigML do not provide
an automatic infrastructure to address this iterative nature. At a higher level,
an ideal ML platform should both promote the ease of use for the nonspecialist
users and furnish the experienced designers with flexible programming interfaces
and various schedulers.

Motivation 2: Efficient Execution. Existing ML systems cannot tackle diverse
ML workloads efficiently in a holistic way. First, an ML pipeline generally prefers
different systems for different phases. For the phase of data ingress, parallel
dataflow engines like Hadoop and Spark are prevalent due to their highly effi-
cient dataflow parallelisms. For the phase of model training, however, some ML-
oriented systems reveal more merits since their parallel architectures facilitate
the iterative execution of distributed ML tasks. For instance, DistBelief pre-
vents the single-point bottleneck of Spark during iterative model aggregations by
using the parameter server architecture [3,4] to partition the model over several
machines. For the phase of model evaluation, systems like PySpark can visually
assess the trained model. Second, each ML system has strengths and weaknesses,
depending on the ML algorithm which it runs. For example, MLlib is ill-suited
for the iterative computation in the presence of high-dimensional model; Dist-
Belief cannot support general graph computation efficiently; GraphX would not
exploit computing efficiencies available in the structured graphs typically found
in deep networks; and Tensorflow reveals inefficiency in a distributed setting.

Demonstration Features: In this paper, we showcase TeslaML, a platform that
concurrently addresses the aforementioned challenges. The key features of our
demonstration can be summarized below:

– Visual and Interactive Deployment of ML Pipelines. In TeslaML,
the front-end subsystem can be accessed through a web browser. A visual
interface with a pallet of modules enables the users to construct an end-to-
end ML pipeline by dragging, placing, and connecting these preprogrammed
modules.

– Ready-to-use ML Modules. TeslaML provides a wide variety of ready-to-
use ML algorithms as modules, along with other modules that help with data
input, output, and visualization. TeslaML makes it easy for the non-experts
to conduct data analytics with ML techniques in a programming-free manner.

– Systems Modules. Many popular ML systems are integrated into TeslaML
as system modules. The experienced users are allowed to run ML tasks with
their preferred systems by uploading their own programs.

– Pipeline Schedulers. To facilitate the iterative executions of many ML
tasks, TeslaML offers several schedulers—manual, automatical, periodical,
rerunning, and tuning schedulers.
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2 System Overview

2.1 Front-End Subsystem

Figure 1(a) shows the front-end subsystem of TeslaML. The visual interface that
can be accessed through a web browser consists of four areas — the module
panel, the canvas, the configuration panel, and the toolbar.

Module Panel: There are four tabs inside the module panel, each of which refers
to one category of modules.

Input modules. The input modules offer visual approaches to handling the
input data. TeslaML can read the input data from a dataset on the file system
or a table in the database.

System modules. A plenty of prevailing systems are abstracted as system
modules in TeslaML. To name a few, TeslaML unifies Spark, Angel [5], Ten-
sorflow, Mariana [8], Caffe, Torch, PySpark, and XGBoost.

Algorithm modules. Most of, if not all, common ML algorithms are pre-
programmed as ready-to-use algorithm modules. We implement these mod-
ules with Spark (for feature extraction, feature transformation, classification,
regression, clustering, and graph algorithms) and Tensorflow (for deep learn-
ing algorithms).

Output modules. There are two categories of output modules. The visualiza-
tion modules help the users see the distribution of input data. The evaluation
modules evaluate the quality of the trained model. As illustrated in Fig. 1(a),
a ROC curve appears when the mouse hovers over the ROC module.

Canvas: The users can drag modules from the module panel and place them onto
the canvas. Then, the users can connect two modules with an arrow. Through
this drag-place-and-connect operation, a job-flow is created as a DAG inside
which each node represents a job in TeslaML.

Configuration Panel: The configuration panel will emerge at the right side of
the canvas by clicking any module on the canvas. In this panel, the related

(a) Front-end Subsystem of TeslaML. (b) Back-end Subsystem of TeslaML.

Fig. 1. System architecture of TeslaML.
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configurations of the module can be preset, such as the input data path, the data
format, the output data path, the training hyper-parameters, and the resource
configurations (e.g., the number of physical machines and the maximal memory
budget). For the system module, the users can upload their own packaged codes
through the configuration panel.

Toolbar: At the top of the canvas is the toolbar with which the users can schedule
the job-flow with five schedulers. (1) Manual scheduler empowers the users to
start and kill each job manually. (2) Automatically parallel/serial scheduler exe-
cutes the job-flow in parallel or in serial. The parallel mode concurrently starts
the sibling jobs once their parent jobs are finished, whereas the serial mode
runs the sibling jobs successively. (3) Periodical scheduler periodically executes
the job-flow in five granularities—minute, hour, day, week, and month, helping
the ML models evolving over time. (4) Rerunning scheduler runs the previ-
ous instances of one job-flow within a time range. (5) Tuning scheduler repeat-
edly runs the job-flow with a series of hyper-parameters which are set in the
configuration panel.

2.2 Back-End Subsystem

The back-end subsystem of TeslaML is implemented with the classical master-
slave architecture in which there are a master node and several executor nodes.

Database Tables: As Fig. 1(b) shows, the information of job-flows and jobs
is stored in MySQL. t-job-flow stores the static metadata of each job-
flow created by the user. t-job stores the static metadata of each job.
t-job-flow-edge stores the edges between connected jobs in a job-flow.
We say the ending job of one edge is the child job of the starting job.
t-exec-job-flow records the scheduler type and status of each running job-
flow instance. t-exec-job records the status of each running job instance.

Master: The master node obtains the metadata of in-flight job-flows from the
database. Afterwards, the job-flow scheduler analyzes the structure of each job-
flow. Based on the chosen scheduler, the job scheduler submits the active jobs
to the executors. For instance, the periodical scheduler executes the job-flow at
regular intervals, and the parallel scheduler executes the children of one job once
it is successfully finished.

Executor: The executor node receives active jobs from the master node and
proceeds as follows: (1) The executor parses the corresponding module of one
job and identifies the underlying system with which the module is implemented.
(2) For a preprogrammed module, the executor submits the preprogrammed
packaged code to the cluster. For a system module, the executor submits the
user uploaded code to the cluster. (3) If the job is finished, the executor reports
the running result of the job to the master.

Communication: The communication between the master and the executors is
governed by Kafka, a distributed streaming system which is extensively used to
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reliably transfer data between systems. On the producer side, the executor sends
the running result of finished jobs to Kafka. On the consumer side, the master
receives the messages from Kafka, extracts the running result of the job, and
notifies the job-flow scheduler. If the job succeeds, the job-flow scheduler will
schedule the children jobs of the finished job. However, if the job fails somehow,
the scheduler will cease the job-flow and report the failure information to the
front-end subsystem where the users can see the status of the job-flow.

3 Demonstration Features

The attendees will participate in a live demonstration of four phases of our
platform: ➊ the interactive front-end, ➋ the creation of an ML pipeline with
the ready-to-use modules, ➌ the creation of an ML pipeline with the system
modules, and ➍ the execution of an ML pipeline with different schedulers.

In phase ➊, we showcase the front-end of TeslaML. The attendees can
access an interactive and visual workspace through a web browser. The attendees
will experience the front-end, including the canvas, module panel, configuration
panel, and toolbar. We will show how to drag-place-and-connect the provided
modules.

In phase ➋, we showcase how to easily build an ML pipeline from scratch.
The attendees will be invited to choose ready-to-use modules for different stages
of an ML pipeline, including data input, model training, and model evaluation,
to create a job-flow on the canvas. On the configuration panel, the attendees can
set the related configurations of each module. For example, the attendees can
create an ML pipeline to train a convolutional neural network by—(1) dragging
and placing a dataset module onto the canvas, and setting the data path of
the mnist dataset on the configuration panel, (2) placing a sampling module
and a normalizing module to transform the input data, (3) putting a module
of LeNet [6] on the canvas, (4) choosing an evaluation module to calculate the
precision, and (5) connecting these modules to construct a complete pipeline.

In phase ➌, we showcase how to customize an ML pipeline with system
modules. With the same manner described in phase ➋, the attendees can create
an ML pipeline with the system modules that offer interfaces to run the existing
popular systems. We will show that the attendees can upload their own codes
and set the hardware configurations on the configuration panel. For example,
the attendees can use Spark and Angel, the parameter server system of Tencent
Inc., to train a logistic regression model, respectively. The trained dataset is
a 400 GB real-world dataset from Tencent Video which consists of 100 million
instances. Each instance contains 60 million features. On the configuration panel,
the attendees can set the number of physical machine to 50 and set the maximal
memory of each machine to 20 GB. According to the empirical results, Spark
needs 40 min to run an epoch, while Angel only needs 1.6 min, bringing a 25×
speedup. The performance improvement verifies that the parameter server based
system is more suitable for high-dimensional datasets by addressing the single-
point bottleneck during the model aggregation.
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In phase ➍, we showcase how the implemented schedulers execute the user-
defined job-flows. The attendees can run the job-flow created in phase ➋ and ➌
manually or automatically. After each execution, the attendees can see the run-
ning result of each job by right clicking the corresponding module. In addition to
these basic schedulers that are applied per execution, the attendees are invited
to experience the other three schedulers that are employed to iteratively run a
job-flow.
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Abstract. In this paper, we demonstrate a flexible simulator for DRAM and
PCM based hybrid memory systems. PCM (Phase Change Memory) as a new
kind of non-volatile memories has received much attention from both academia
and industry. While PCM has many new features, such as fast read speed,
non-volatility, and low power consumption, how to use PCM at memory hier-
archy still remains a problem. In addition, at present PCM chips and storage
devices are not available. This makes it hard to evaluate PCM-related algo-
rithms. Thus, we design a flexible simulator named DPHSim to provide a test
bed for PCM-related studies. The unique features of DPHSim are manifold.
(1) It supports various kinds of memory hierarchy, including DRAM-only,
PCM-only, PCM as the cache of DRAM, and hybrid memory (PCM and DRAM
are both used as main memory). (2) It provides flexible configuration options for
workloads generation and system setting. (3) It offers user-friendly memory
allocation APIs for users to simulate memory hierarchy and evaluate perfor-
mance on DPHSim. After an overview on the features and architecture of
DPHSim, we present a case study of DPHSim to demonstrate its feasibility and
flexibility.

Keywords: PCM � Hybrid memory � Simulator � Performance evaluation

1 Introduction

Phase change memory (PCM) has emerged as a new kind of memory with attractive
features, such as fast read speed, high density, low power consumption, and
non-volatility [1]. These properties make PCM be a candidate of future memories that
aim to replace existing memories like DRAM. However, PCM has a low write-speed
and limited write-endurance, which makes it unpractical to completely replace DRAM
with PCM at this moment [2]. This also opens a research problem, i.e., how to use
PCM at memory hierarchy. However, so far PCM-based storage devices are not
available. This makes it hard to carry out researches upon real PCM devices as well as
on PCM-related memory systems, which calls for PCM-related test beds. Further, even
if PCM devices will be available in the future, we still need a simulation tool to provide
different configuration options of memory hierarchy, so that we can devise algorithms
towards specific memory hierarchy. Such simulators can enable researchers to explore
the impact of memory algorithms on different types of memory systems.
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In this paper, we propose a simulator called DPHSim for evaluating
DRAM/PCM-based hybrid memory systems. It provides high configurability, fine-
grained timing modules, and particularly a friendly user interface for hybrid memory
allocation. DPHSim has a few unique features. First, it supports various kinds of
memory hierarchy, including DRAM-only, PCM-only, PCM as the cache of DRAM,
and hybrid memory (PCM and DRAM are both used as main memory). Second, it
provides flexible configuration options for workloads generation and system setting.
Finally, it offers user-friendly memory allocation APIs for users to simulate memory
hierarchy and evaluate performance on DPHSim.

There are some PCM-oriented simulators, such as PCRAMsim [3] and NVMain
[4]. However, PCRAMsim onlys support PCM-only simulation. NVMain supports
simulation on a hybrid system (both DRAM and PCM as main memory), but it cannot
construct a hierarchical system (DRAM as the cache of PCM). In addition, all existing
simulators cannot expose hybrid memory spaces to programmers. On the contrary, The
DPHSim proposed in this paper offers hybrid memory allocation APIs and users can
completely manage the memory spaces of all the involved memory.

2 Architecture of DPHSim

Figure 1 shows the architecture of DPHSim. It simulates the hierarchy consisting of
CPU, cache, and hybrid memory composed of DRAM and PCM. The CPU Module
receives instructions of a workload gathered by Pin, and transfers each instruction into
a memory read and some memory writes (if needed). All requests go into the Cache
Module, which uses a queue to implement cache hits or miss operations. The Memory
Module receives the requests from the previous level and emulates the execution of
them under a specific memory system. The hybrid memory part implemented by a
Memory Module enables users to simulate different kinds of memory systems,
including DRAM only, PCM only, and DRAM/PCM-based hybrid memory. The
Memory Module offers a bus-like data structure with multiple entries, where the shift-in
requests are placed without any assumed ordering. All requests, labeled with ids,
statuses, timestamps, addresses, and access types, usually come from applications or
other superiors. Once a request is executed and completed by the simulator, the cor-
responding entry will be free and available. Particularly, on account of the numbered
entries, when all of them have been filled, the coming requests are stalled until an entry
has become available.

(1) Memory Controller. The memory controller module begins with the selection
of a request from the bus into a request queue according to a request ordering policy.
The request queue then maps the physical address of the request to the memory address
under an address mapping scheme. After that, a sequence of PCM commands asso-
ciated with each memory request are generated and sent to the specified PCM cells.
The PCM commands in DPHSim include Row Access (RAC), Column Read (CRC),
Column Write (CWC), and Row Pre-charge (RPC).
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(2) Memory Device Module. As shown in Fig. 2, DPHSim simulates a layout of a
memory array. In general, a memory array consists of several identical ranks that are
the top-level structure modeled in DPHSim. Each rank is a fully-functional memory
unit, and can be accessed independently. And multiple banks, which constitute a rank,
operate simultaneously to fulfill a memory operation. Besides, each bank is composed
of several subarrays which are elementary structures of memory.

(3) Memory Allocation APIs. The memory allocation APIs aim to expose memory
spaces to programmers. Through the APIs, researchers can decide whether to satisfy a
read or write request on a specific memory area, according to specific data placement
algorithms.DPHSim provides a set offunctions, includingDmalloc(),Dfree(),Pmalloc(),
and Pfree() for memory allocaiton on DRAM or PCM.

We implement a user-controlled memory allocation based on splitting the virtual
address range into two portions; one for DRAM and the other for PCM. For example,
when we allocate memory space on DRAM by calling the function named Dmalloc(),
the memory address translator enables that the generated virtual address is mapped to
the DRAM address according to pre-defined virtual address range.

CPU
I-L1 D-L1

L2

Memory Controller

DRAM PCM

Cache

Memory Module

Simulation Statistics

ConfigurationWorkload

Fig. 1. Architecture of DPHSim.

Rank

Bank Subarray
Precharger

Row Buffer
I/O Gating

Cell Array

Fig. 2. Hierarchy of a memory array built in DPHSim
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3 Demonstration

In this section, we present a case study of DPHSim. Figure 3 shows a screenshot of
DPHSim. The demonstration includes the following steps.

(1) Using the hybrid memory allocation APIs. We use the proposed hybrid
memory allocation APIs to implement user-managed data placement in programs.
Although DPHSim allows users implement algorithms using the provided APIs, we
will prepare a few programs that can be loaded directly in the demonstration.

(2) Generating workloads and configuring system settings. The Open button in
the Workload panel is for choosing a workload, and the Load button is used for
generating its trace which will be executed on the simulator. Then, users can configure
the simulator through the System Settings panel, which contains detailed parameters of
CPU, cache, and memory. DPHSim allows flexible modification on these parameters,
such as memory architecture and device type. In addition, on the Memory Parameters
panel, users can adjust memory parameters, including frequency, array organization,
and timing parameters.

(3) Executing workloads and collecting statistics. Once the workload and the
configuration are specified, users can either let DPHSim run until the workload is
completed or implement a simulation within a limited time. The system will display
detailed simulation results of each storage level (channel, rank, bank, and subarray).
We provide a visualization panel (the right-bottom panel in Fig. 3) to show the his-
tograms of reads and writes, row-buffer hits and misses on the channel-level. This can
help users to understand and compare the simulation outputs.

Fig. 3. Screenshot of DPHSim
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Abstract. Web tables provide us with high-quality sources of structured
data. However, we could not use those valuable tables directly owing to
various problems such as conflict data and missing headers. We present
CrowdIQ, a scalable platform that integrates crowdsourcing technology
for improving the quality of web tables. We design CrowdIQL, which is
a declarative language aiming at helping requesters operate tables more
exactly and flexibly. Crowdsourcing task is also optimized in this plat-
form by providing candidate items and minimizing useless data, which
help requesters to get higher quality tables with less cost.

1 Introduction

In the era of big data, there are a huge number of web tables on the Internet.
However, web tables are often with various problems such as conflict data and
missing headers. At present, machine algorithms used to solve these problems are
not yet able to provide satisfactory accuracy and recall, especially for semantics
recovery. Crowdsourcing has been used to solve problems that are difficult for
computers. Considering the complexity of improving table quality, some crowd-
sourcing platforms like AMT [1], which focuses on micro tasks, are not good at
those tasks. Others are designed to solve special kinds of table problems, e.g.,
CrowdFill [2] is designed to collect structured data while CrowdSR [3] is used
to recover table headers. Furthermore, CrowdDB [4] and Deco [5] both serve as
finding missing data for tables. However, none of them could provide a univer-
sal solution for existing and emerging table problems. We propose to develop
CrowdIQ, a crowdsourcing platform for improving the quality of web tables. It
has unique features as follows: (1) CrowdIQ is able to offer a quality inspec-
tion to pending tables and report potential problems to requesters. (2) CrowdIQ
provides a declarative language CrowdIQL to operate tables more exactly and
flexibly. (3) CrowdIQ supports customized request for improving quality of tables
and external algorithms for optimizing crowdsourcing tasks.
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2 Platform Overview

The architecture of CrowdIQ is depicted in Fig. 1. CrowdIQ first inspects the
pending table after a requester uploads it. Then, the requester chooses CrowdIQL
or graphical operations to define request. According to results of the parser,
CrowdIQ generates Human Intelligence Task(HIT) as well as its UI template.
At last, CrowdIQ integrates crowdsourcing answers and returns high-quality
tables. In the following, we will introduce three core modules in details.

Fig. 1. CrowdIQ architecture

Optional Functions. This module consists of machine preprocessing algo-
rithms and data minimization algorithms, which are designed to optimize crowd-
sourcing tasks with the help of Probase knowledge base. Requesters could invoke
different functions to preprocess the pending tables by CrowdIQL. Top-k can-
didate items produced in preprocessing stage make crowdsourcing tasks easier
by converting fill-in questions into multiple-choice questions. Data minimiza-
tion algorithms based on the idea of clustering or sampling aim at prompting
the crowd as less data as possible without sacrificing their answering accuracy.
Our platform is scalable and could settle emerging table problems by providing
plug-and-play service for new functions.

Task Builder. After receiving results from the Parser, Task Builder generates
a corresponding group of HITs as well as UI templates according to candidate
answers provided by machine algorithms. UI templates could be edited when-
ever the requester is not satisfied with them. The task builder also contains an
optimizer which could implement cost control by arranging the order of HITs
and prompting representative data to the crowd.



326 Y. Xi et al.

Task Manager. This module is designed to assign HITs to workers and return
high-quality tables to requesters. It provides a quality control mechanism, which
builds a cumulative contribution model to evaluate the performance of each
worker and a decision-making model to deal with special tasks with uncertain
number of answers. The mechanism is universal for different kinds of HITs, such
as a mix of fill-in and multiple-choice questions. Task Manager also provides a
recommendation mechanism based on similarity among HITs for improving the
overall accuracy in CrowdIQ.

3 CrowdIQL

CrowdIQL is a declarative language designed to help requesters specify opera-
tions on tables for improving their quality, which is then translated into HITs.
In the rest of this section, we sketch the data model, syntax and semantics of
CrowdIQL.

Data Model. JavaScript Object Notation (JSON) is employed in this platform,
i.e., CrowdIQ will convert the relational table into a JSON format, which can be
modified to add attributes like table name. Figure 2 shows a fragment of a web
table and its initialized JSON table (some data is hidden due to page limitation).

Fig. 2. Quality inspection for a web table

Syntax and Semantics. All elements in the relational table are treated as
attributes. We will show how CrowdIQL executes basic operations with two
running examples. The general syntax of CrowdIQL is as follows:
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SELECT|INSERT|DELETE|UPDATE <table>.<attribute> [SHOWING <table>.<
attribute>] [USING [OUTER] <ALGORITHM(name)>ON<table>.<attribute>]

CrowdIQL introduces the keyword SHOWING to prompt the crowd with a
few representative data instead of the whole table. Another keyword USING is
designed to provide candidate items for crowdsourcing tasks by using machine
algorithms. With the keyword OUTER, CrowdIQ is scalable and new functions
could be put into service in a plug-and-play way.
Example 1: The command asks for recovering the third column label of the table
in Fig. 2, while prompting the crowd with data only in the third column.

SELECT table.headers[2] SHOWING table.columns[2];

Example 2: The command asks for entity column (the column that contains
entities) of the table while providing candidate items for crowdsourcing tasks by
entity find Function. Before that, attribute entity column should be added into
the JSON table by INSERT.

INSERT table.entity_column;
SELECT table.entity_column USING ALGORITHM(entity_find)

ON table.columns;

4 Demonstration Overview

We plan to demonstrate CrowdIQ with some running examples, which were
illustrated in Sect. 3. First, Quality Inspection module begins to use Probase
to understand the pending table (e.g. “whether the table has headers?”) and
find problems about data format and structural integrity as in Fig. 2. Then
the requester is allowed to write CrowdIQL to solve the problems for improv-
ing the quality of the web table. Optional functions in machine preprocessing
and data minimization will be introduced by CrowdIQL to optimize tasks. The
effectiveness of optimization in data size and question form would be illustrated
by comparing the optimized task and the original one. UI templates of HITs
could be edited to define the request more exactly. After finishing the tasks, the
complete and high-quality table produced by CrowdIQ is available.
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Abstract. In spatial data mining, the usefulness of co-location patterns is
strongly limited by the huge amount of delivered co-location patterns. Although
many methods have been proposed to reduce the number of co-location patterns,
most of them do not guarantee that the extracted co-location patterns are
interesting for the user for being generally based on statistical information. This
demonstration presents OICPM, an interactive system to discover interesting
co-location patterns based on ontologies. With OICPM, the user can find his/her
real interesting ones from a massive amount of co-location patterns efficiently
within only a few rounds of selection, and the mined interesting co-location
patterns are filtered in order for better decision.

Keywords: Spatial data mining � Co-location pattern mining � Interesting
patterns � Interactive � Ontology

1 Introduction

Co-location pattern mining is a new branch studied in the spatial data mining recently.
A spatial co-location pattern represents a subset of spatial features whose instances are
frequently located in spatial neighborhoods. Spatial co-location patterns may yield
important insights in many applications, such as Earth science, public health, biology,
transportation, etc. [1].

Discovering interesting co-location patterns is an important task in spatial data
mining. Most existing co-location pattern mining methods focus on efficiently com-
puting co-location patterns which satisfy a pre-specified criterion. The massive amount
of co-location patterns presented make the user confused. Thus, several methods were
proposed in the literature in order to overcome this drawback such as co-location
pattern concise representations [2, 3], redundancy reduction [4], etc. However, most of
these methods do not guarantee that the extracted co-location patterns are interesting
for the user, since pattern interestingness strongly depends on user knowledge and
goals while most of these methods are generally based on statistical information.

In the Semantic Web field, ontology is considered as the most appropriate repre-
sentation to express the complexity of the user knowledge. Thus, several works were
proposed to perform co-location mining using ontologies. [5] described a system called
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OICRM to mine interesting co-location rules, and [6] gave a framework to mine
interesting co-location patterns using ontologies.

OICPM (Ontology-based Interesting Co-location Pattern Miner) is a system to
discover interesting co-location patterns based on [6]. Given a set of candidates
(i.e., prevalent co-location patterns), our goal is to help a particular user interactively
discover interesting co-location patterns according to his/her real interests. Instead of
requiring the user to explicitly express his/her real interesting co-location patterns, we
alleviate the user’s burden by only asking him/her to choose a small set of sample
co-location patterns according to his/her interest. OICPM designs an interactive process
to find interesting co-location patterns and then has a filter to reduce the number of
co-location patterns.

2 System Overview

Figure 1 shows the description of OICPM. OICPM takes a set of candidates as input.
The candidates can be prevalent co-location patterns, closed co-location patterns [2],
maximal co-location patterns [3] or other forms of co-location patterns. OICPM con-
tains an interactive process (step 1–4) to get all the interesting co-location patterns and
a filter to reduce the number of result set (step 5). Each step is described as below.

Step 1: A small collection (e.g., 10) of sample co-location patterns is selected from
the candidates. The number of samples can be decided by the user.

Step 2: OICPM provides the user with the sample co-location patterns. The selection
strategy is a greedy algorithm to find the most different co-location patterns [6].

Step 3: The user decides his/her interestingness on each sample co-location pattern
and feedback his/her preference.

Step 4: This step contains 2 sub steps. The feedback information will be used to
update the candidates (step 4.1), the update operation is based on the distance defined on
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Fig. 1. Framework description
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two co-location patterns using ontologies [6]. During the updates, if one or more
co-location patterns are determined interesting using ontologies, they will bemoved from
candidates to the result set (step 4.2). Note that the volume of candidates will be gradually
reduced when updating the candidates. While finishing the operation of update, if the set
of candidates becomes empty, which means that OICPM has found all the interesting
co-location patterns, the interactive process will be finished and the filter process will
start, otherwise, OICPM will go back to step 1 to continue the interaction (step1–step 4).

Step 5: A filter based on the down closure property of the prevalence of
co-locations is designed to get the interesting co-location patterns from the result set.

3 Demonstration Scenarios

OICPM is well encapsulated with a friendly interface, what the user faces is only a
simple user interface. In this demonstration, we use part of the data from points of
interests (POI data) in Beijing to show the demonstration of OICPM.

Figure 2 shows the interface of OICPM in the interaction process. Figure 2(a) shows
the main function of OICPM, an XML file with the description of ontology and a text
file with candidates are required. The status bar shows the number of samples provided
for the user which can be modified by the user. The visualize button shows the visu-
alization of ontology as a tree structure shown in Fig. 2(b). Given the ontology
description file and the candidates file, the interaction process can be performed once
pressing the run button, if the user wants to interrupt the current process, the stop button
can do it. Figure 2(c) shows the runtime information including the current operation, the
time cost and the number of current candidates. Each round OICPM selects sample
co-location patterns provided for the user. Figure 2(d) shows the interaction interface
which requires the user to select his/her interesting sample co-location patterns.

Figure 3 shows the result interface after the interactive process. We can see that
after the interactive process, the number of interesting co-location patterns is 642, while

a filter is performed on the result set, the final number of concise interesting co-location
number is only 21, and the compression ratio is as high as 99.4%, which demonstrates

Fig. 2. Interface of OICPM in the process of interaction
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the high efficiency of OICPM. With the number of features increases, the amount of
prevalent co-locations is too massive for the user to make his/her decision, with
OICPM, the user can efficiently get his/her real interesting co-location patterns in huge
amount of co-location patterns.

4 Conclusion

In many co-location mining approaches, the algorithm or the measure is pre-designed
and the user accepts the results passively. In this demonstration, we designed a system
to find interesting co-location patterns interactively with the user. The demonstration
scenarios showed the effectiveness and efficiency of our system.
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Abstract. With the development of Linked Data, large amounts of bio-
logical pathway RDF data have been published on the semantic Web. To
make these various datasets available to life scientists, we demonstrate an
interactive tool, called BioPW, for the biological pathway Linked Data
visualization. In contrast to showing the biological pathway data merely
from one dataset, our tool, with the Open PHACTS Linked Data API
and users’ exploratory interaction, could clearly illustrate the biological
pathways with their associated information from multiple perspectives
of linked datasets.

Keywords: Linked data · Biological pathways · Visualization · Open
PHACTS

1 Introduction

Linked Data is an approach to publishing structured data on the semantic Web
[3]. This technology enables that data from different heterogenous sources can
globally be well-integrated and better consumed.

Since Linked Data initiated, large volumes of biological pathway data have
been published on the Linked Open Data (LOD) platform [1]. However, there
are currently few tools for life scientists to retrieve and visualize the biological
pathways in the Linked Data scenario, which basically means that the linked bio-
logical pathway data have not been fully consumed. A significant problem in the
process of utilizing the biological Linked Data is about the integration of data
from various heterogenous sources. As an essentially important part of biologi-
cal Linked Data, biological pathway data consist of proteins, genes, metabolites,
etc. Most of them are stored separately in different datasets and disconnected.
It is an inconvenient and time-consuming task to search the different datasets
manually. For example, Fig. 1 depicts the biological pathway amino acid conju-
gation of benzoic acid. To get all the information of the substances involved in
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this biological pathway, life scientists have to spend much time on learning how
to use tens of the datasets and collecting the information from them. In order
to get the information of AMP (adenosine monophosphate), for instance, which
is a nucleotide that is used as a monomer in RNA, life scientists have to access
WikiPathways, ChemSpider, DrugBank, HMDB, etc., to fetch the information.

Open PHACTS [2] is a European project that contributes to creating an
integrated open pharmacological space (OPS) to promote the drug discovery
research. Open PHACTS brings together the life science Linked Data sources,
such as WikiPathways, ChEMBL, and so on. With Open PHACTS, life scientists
have access to all of these Linked Data in a single and integrated platform.

Benzoic
acid

Benzoic
acid AMP

ester
Benzoyl-CoA Hippuric

acid

AMP

Acetyl CoA

Coenzyme A

Glycine

ACSS2 GLYAT

Fig. 1. The biological pathway amino acid conjugation of benzoic acid

However, the Open PHACTS platform only offers the Linked Data API to
search for the biological pathway RDF data, which is still quite inconvenient to
the life scientists. To this end, we have developed an interactive query and visu-
alization tool, called BioPW, which can query and show the biological pathway
Linked Data that is from multiple datasets step by step with users’ exploratory
interaction from multiple perspectives. To the best of our knowledge, BioPW
is the first visualization tool that can interactively show the biological pathway
Linked Data based on the Open PHACTS Linked Data API.

2 Demonstration

In this section, we present the demonstration scenarios by the following use cases.
Use case 1: Showing the biological pathway Linked Data query

results. Input the biological pathway keywords and then click the search button.
The visualization of the biological pathway results is shown in Fig. 2(a), which
depicts the query result and the interactive visualization forms of a biological
pathway. There are three parts on our user interface: (1) Part (i) is a summary
for the biological pathway, including the name and description; (2) Part (ii) is
a pie chart with a table that depicts the distribution of the substance types in
this biological pathway and all the substances involved in it; (3) Part (iii) is the
biological pathway graph representation. The nodes in Part (iii) represent the
substances and the directed edges represent the interactions between them. To
classify the different type substances in the biological pathway, we use different
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node colors to represent different type substances, for example, the light blue
and orange nodes representing proteins and gene products, respectively.

Use case 2: Quickly locating the substance node in the biological
pathway graph. By clicking the substance bar in the table, the mouse can
locate to the node that represents the substance, as shown in Fig. 2(b). This
function can be quite necessary especially when the graph is large.

(a) The query result visualization (b) Quickly locating in the graph

Fig. 2. Querying a biological pathway on Linked Data by using BioPW (Color figure
online)

Use case 3: The visualization graph adjustment. The functionalities
that our tool offers to adjust the visualization graph include: (1) users can adjust
the distance and the charge force between nodes as they specify; (2) and the
nodes can be dragged into any position, where they can remain fixed. Double
clicking a node can unstick it. (3) The zoom function is also offered to zoom in
and zoom out on the biological pathway graph for exploring the whole picture or
parts of it. Figure 3 shows the process of adjusting the biological pathway graph.

(a) The initial graph (b) The graph after dragging (c) The zoomed-in graph

Fig. 3. The visualization graph adjustment

Use case 4: Browsing the Linked Data from multiple datasets asso-
ciated to the biological pathways. As shown in Fig. 4(a), the node can be
highlighted and the tip box about the substance can be exhibited when the mouse
is hovered over the node. And in the tip box, we can click the “More information”
link to dive into the detailed information about the substance that the node rep-
resents. Figure 4(b) shows the detailed information about the substances that
are involved in the biological pathway. As shown in Fig. 4(b), several properties
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of AMP are listed that includes the structure image of the compound, the Mole-
cular formular, SMILES, Mol Weight, etc. Furthermore, the dataset logos are
used to indicate the data provenance of the properties, which means that the
structure image is from WikiPathways, the Molecular formular is from Chem-
Spider, HMDB, DrugBank, and ChEMBL, and the Mol Weight information is
from ChemSpider. By clicking the dataset logos, the Web pages in different data
sources can be visited.

Use case 5: The Sankey layout for investigating how a substance
can be transformed to another in the biological pathway. Besides the
force graph layout, several other layouts are also available in BioPW. Figure 4(c)
shows the Sankey layout of a biological pathway, which can illustrate the path
transformation from one substance to another more clearly.

(a) The tip box of AMP (b) The detailed information of AMP (c) The Sankey layout for pathways

Fig. 4. Advanced features of BioPW

3 Conclusion

We have developed an interactive query tool, called BioPW, for the visualization
of biological pathways whose data are from multiple datasets of Linked Data.
All the life scientists can benefit from this tool by querying and navigating the
biological pathway information from Linked Data, enriching the toolbox of life
scientists in the category of pathway visualization.
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Abstract. The deployment optimization of charging stations is mean-
ingful for the promotion of electric vehicles. The traditional approaches
of charging station planning are mostly lack of comprehensive considera-
tion. Some factors cannot be fully considered and effectively quantified in
those approaches, such as the load of power grid, charging demand, trans-
portation cost, construction cost, etc. This demo presents ChargeMap,
a novel system of electric vehicle charging station planning which based
on a multi-factor optimization model. ChargeMap could attain a balance
among the factors that have great influence on charging station planning.
What’s more, it delivers an apropos approach to quantify these factors.
In this demo, we bring forth the application of ChargeMap on the real
data sets of power grid, population, transportation and real estate of
Beijing, which delivers an effective solution to the optimization of charg-
ing station planning.

Keywords: Electric vehicle · Optimization · Charging station planning

1 Introduction

In the backdrop of alleviating pressure from oil resource shortage and envi-
ronmental pollution across the globe, the electric vehicles (EVs) are garnering
increasing amount of attention. One of the factors that significantly impact the
growth of the EV market is access to public charging stations [2]. However, how
to strategically deploy the charging stations is a difficult task for urban planners
and electric utility companies [4].

Charging station planning is an intricate optimization issue which needs to
jointly consider the multiple factors such as the power grid, urban population,
economic benefits, charging demand, transportation, etc. Many approaches [1,3]
have been proposed to counter this issue, but most of them are lack of compre-
hensive consideration and could not perform efficiently for the quantification of
the factors above.
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In this demo, we throw light on ChargeMap, a novel system which based on a
multi-factor model for charging facility planning (MF-CFP). The goal of it is to
minimize the overall cost of charging station placement in order to find an opti-
mization planning scheme. ChargeMap attains a balance among the factors that
have great influence on charging station planning, such as the load of power grid,
traffic hot spots, frequent trajectories, charging demand, transportation cost,
construction cost, etc. Furthermore, it delivers an apropos approach to quantify
these factors. In this demo, we bring forth the application of ChargeMap on the
large-scale data sets of power grid, urban population, transportation, Points-of-
Interest (POIs) and real estate of Beijing. We also deliver several noteworthy
features and an instance of charging station placement optimization.

2 System Architecture

Figure 1 shows the architecture of ChargeMap. Initially, the map is divided into
geographical grids, each grid could be a candidate address of charging stations.
Secondly, various helpful features are generated from the data sets of taxi tra-
jectory, power grid, population, real estate and POIs. Following it, the gener-
ated features are integrated to the MF-CFP model. Ultimately, the optimization
placement of charging stations is shown by using the visualization model. Con-
siderable modules of the proposed architecture are detailed below.

Fig. 1. System architecture

2.1 Feature Generation

The MF-CFP model feature set consists of traffic hot spots, frequent trajectories,
charging demand points, stay points, power grid load, population, house price
and POIs. All of the features should be normalized to the range [0, 1] through
Min-Max Normalization. Three most important features are detailed below.

Traffic hot spots: DBSCAN is adopted to cluster the patterns containing
longitude, latitude and time of each journey’s end point, thereby attaining the
traffic hot spots during a particular time period.

Charging demand points: Using the trajectories of fuel-driven taxis to
simulate the trajectories of EVs. It is assumed that the car should charge itself
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when the energy is 15% left, the location from which the car heads for the
charging station is regarded as a charging demand point.

Stay points: The points where the taxi stays for over half an hour (e.g.,
parking space of company or housing area) are extracted. Each of these points
is termed to be the stay point.

2.2 Charging Station Planning

Charging station planning has two main requirements: (1) the charging demand
should be fulfilled, which means the number of frequent trajectories, traffic hot
spots, stay points and POIs near the charging stations should be maximized. (2)
the average transportation cost and construction cost should be minimized. We
establish the MF-CFP model to solve this issue, as presented in Eq. (1).

min : α
1
D

∑

Gi∈G

∑

Gj∈G

DiXijCij + βY P + γY A + μY O+

φY S + ηY L + λY M + ϕY K

(1)

Where D, G, P , A, O, S, L, M , and K respectively represent the charging
demand points, all of the N grids, house price, population, the number of POIs,
the number of stay points, load of power grid, the number of traffic hot spots
and the number of frequent trajectories within the grid. If Yi = 1, it means that
a charging station should be constructed in Gi. C, X are N × N matrices, Cij

denotes the time needed from Gi to Gj . If Xij=1, it means that the vehicles in
Gi should go to Gj for charging.

The goal is to minimize the overall cost of station placement (namely the
value of Eq. (1)), then the vector Y attained from the solution is the optimization
planning scheme of charging stations.

3 Demonstration Scenarios

Using Beijing as a case study, this demo employs a large-scale data set containing
1.5 billion trajectories from 30,270 taxis in one month, 570 thousand POIs and
353 thousand real estate records to illustrate two noteworthy features and an
example scheme of charging station planning.

Figure 2(a) shows the feature of traffic hot spots during the evening peak.
Each hot spot is represented by an orange circle. From this figure, it can be
observed that during the evening peak, the traffic hot spots are concentrated in
the traffic hubs, downtown areas and large residential areas. Then the location
of large-scale EV charging stations can be considered in these places.

Figure 2(b) highlights the feature of frequent trajectories between Guomao
and Capital Airport during the morning peak. The blue line denotes the frequent
traffic trajectory, and the red arrow is an indication of the traffic direction. Then
new fast charging stations can be constructed along the roads with frequent
traffic trajectories.
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Fig. 2. Demonstration of ChargeMap. (a) The feature of traffic hot spots (b) The
feature of frequent trajectories (c) Charging station planning scheme

Figure 2(c) shows the front end of ChargeMap. Different functional pages can
be opened by clicking the options at the left. An instance of charging station
planning is provided at the right. The blue grids with transverse lines represent
existing charging stations, and the red grids with oblique lines indicate the newly
planned charging stations. A gray box will pop up after placing the mouse on
the grid to bring forth the details of the station.
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Abstract. New academic papers appear rapidly in the literature nowa-
days. This poses a challenge for researchers who are trying to keep up
with a given field, especially those who are new to a field and may not
know where to start from. To address this kind of problems, we have
developed a topic browsing system for research papers where the papers
have been automatically categorized by a probabilistic topic model.
Rather than using Latent Dirichlet Allocation (LDA) for topic mod-
eling, we use a recently proposed method called hierarchical latent tree
analysis, which has been shown to perform better than some state-of-the-
art LDA-based methods. The resulting topic model contains a hierarchy
of topics so that users can browse topics at different levels. The topic
model contains a manageable number of general topics at the top level
and allows thousands of fine-grained topics at the bottom level.

1 Introduction

New academic papers appear rapidly in the literature nowadays. This makes
a good contribution to the acquisition of knowledge but poses a challenge for
researchers trying to keep up with a given field. The problem may be even worse
for postgraduate students who are new to a field and may not know where to
start from. Researchers usually use keywords to search for related papers using
a search engine. They may then group related papers together to find out the
main topics in the field. This process can be time-consuming.

The above approach can be regarded as a bottom-up approach. In contrast, a
top-down approach would start with topic hierarchy. Researchers can then pick
a general topic and drill down to find more specific topics. Papers related to any
of the topics can be presented to the researchers when requested.

To allow the top-down approach, traditionally a taxonomy has to be defined
manually. Papers are then be categorized manually according to the taxonomy.
There are two issues with the traditional method. First, it requires much effort.
Second, the topics in the taxonomy may not be able to keep up with latest
c© Springer International Publishing AG 2017
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Fig. 1. A latent tree model (left) and the topic hierarchy extracted from it (right).

development. To address those issues, we propose a topic browsing system using
a recent method for automatically building a topic tree and categorizing papers.

2 Hierarchical Latent Tree Analysis

Topic models are often used to categorize documents automatically. They can
detect topics from a collection of documents and classify each document accord-
ing to the detected topics. We have recently developed a topic modeling method
called hierarchical latent tree analysis (HLTA) [3]. Unlike Latent Dirichlet Allo-
cation [2], HLTA produces a hierarchy of topics. Our recent work [3] has also
shown that HLTA produces topics and topic hierarchies of better quality than
two state-of-the-art LDA-based methods, namely hLDA [1] and nHDP [5].

HLTA uses a class of tree-structured probabilistic graphical models called
latent tree models (LTMs) [4]. Figure 1 shows an example of LTM for topic model-
ing. In the model, the leaf nodes (unframed nodes) represent observed word vari-
ables W , whereas its internal nodes (oval nodes) represent unobserved topic vari-
ables Z. All variables are binary. Each word variable W ∈ W indicates the pres-
ence or absence of the corresponding word in a document. Each topic variable
Z ∈ Z indicates whether a document belongs to the corresponding topic.

An LTM can be regarded as a Bayesian network by rooting at one of its
latent nodes. Let pa(X) be the parent of a variable X. Then the LTM defines a
joint distribution over all observed and latent variables as follows: P (W ,Z) =∏

X∈W∪Z P (X|pa(X)).
Denote a document by d = (w1, . . . , wM ), where wi is the observed value of

word variable Wi ∈ W . Whether a document d belongs to a topic Z ∈ Z can
be determined by the probability P (Z|d). The LTM gives a multi-membership
model since a document can belong to multiple topics. And unlike in LDA, the
topic probabilities P (Z|d) in LTM do not necessarily sum to one.

3 System Overview

We have developed a topic browsing system for research papers where the papers
can be automatically categorized by a topic model built with HLTA. At the
time of writing, the system has categorized 24,307 papers in the field of artificial
intelligence published in 7 major conferences and 3 journals from 2000 to 2017.
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Fig. 2. (a) Home of topic browsing system. (b) Papers for a selected topic.

The resulting topic model contains a hierarchy of topics. The top level contains
a manageable number of general topics and the bottom level contains thousands
of fine-grained topics.

The home page of our topic browsing system displays a hierarchy of topics
(Fig. 2a). When a topic node is clicked, a list of papers belonging to that topic
is displayed (Fig. 2b). The system is built as a Node.js web application. Papers
information is stored in a MongoDB database and is loaded through Ajax.

To prepare the data, papers are downloaded from related proceedings and
journal websites. The text is preprocessed with word lemmatization, word nor-
malization, and removal of stop words. Then, text is converted to data with
bag-of-words representation. We consider n-grams, where 1 ≤ n ≤ 4. We use the
10,000 n-grams with highest TF-IDF and appearing in less than 25% of papers.

The converted data is used as input to HLTA, resulting in an LTM. The
number of levels and the number of latent variables in each level are automat-
ically determined. A topic hierarchy is extracted based on the tree structure
of the LTM, with each internal node representing a topic. Each topic is then
characterized by those of its descendent words with highest MI with the topic.
Figure 1 shows an example of LTM and the hierarchy extracted from it.

The LTM is also used to classify papers according to the topics detected. A
paper d is assigned to topic Z if P (Z = 1|d) > 0.5. Besides, the size of each
topic Z is estimated by the marginal probability P (Z). In the topic hierarchy of
Fig. 1, the number on each row indicates the topic size.

The code for processing is available at https://github.com/kmpoon/hlta.

4 Demonstration

The upper part of the hierarchy in our system is shown on the next page. The top-
ics include: (1) graphical models and Bayesian methods; (2) statistical analysis;

https://github.com/kmpoon/hlta
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(3) optimization; (4) matrix factorization; (5) classification and support vector
machines; (6) computer vision; (7) data mining; (8) text mining; (9) agents; (10)
reinforcement learning; (11) logic; (12) impact; (13) user interface and temporal
systems; (14) publishing information; (15) satisfiability; (16) kernel methods; and
(17) solvers. The upper part includes many major topics and looks reasonable.

To browse the topics, one can go down the hierarchy (Fig. 2a) and click a topic
node to show a list of related papers (Fig. 2b). The papers are sorted in descending
order of membership as indicated by P (Z|d). Links to the original papers can be
accessed by clicking the titles in the paper list. Numbers of papers for each year
are also shown in a table at the top. This shows the trend of the topic.

Our proposed system can be accessed from: https://ltm.eduhk.hk/papers/.
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Abstract. With the increasing development of platforms for massive
users, the amount of data generated from these platforms is rapidly
increasing. A large number of big data analysis frameworks have been
designed to analyze data generated from these platforms. This however
requires a specific benchmark to evaluate the system performance. Today,
realtime analysis (or streaming analysis) becomes a hot research topic of
big data research. However, there is no special benchmark designed for
such streaming analysis systems. This paper introduces a tool for evalu-
ating the performance of such streaming analysis systems. Based on the
scenario of e-commerce platforms, the benchmark tool is designed using
a data generator with certain user models based on the user’s habits in
e-commerce platforms. A test suite is developed to be responsible for
simulated mixed workloads for streaming analysis.

1 Introduction

The fast development of web-scale applications for massive users and its contri-
bution to the economy is becoming increasingly prominent. In the meanwhile,
much data has been generated by users, and it allows companies to better analyze
and understand customer needs and market dynamics. However, the extracted
value is limited by the speed of data processing. As a result, a large number
of big data processing systems have emerged. They can analyze and deal with
the massive historical data in data warehouse. However, the real-time perfor-
mance of these systems is relatively poor. They often can not utilize real-time
data to timely adjust the model. Therefore, in recent years, streaming analy-
sis is more concerned by industry and academia. Among the top-level Apache
projects, there are Apache Storm [1], Apache Flink [2], and Spark Streaming [3],
designed for different granularity of streaming analysis.

Streaming analysis has a wide range of applications. For example, in e-
commerce applications, the ability to make decisions using real-time sales data
is the key to achieve profitability. This is particularly true in many monitoring-
based applications, such as meteorological monitoring, geological monitoring,
c© Springer International Publishing AG 2017
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and environmental monitoring, which require a more accurate and timely
response to different situations, based on the analysis of real-time data in con-
junction with historical data. Real-time big data analysis is becoming the core
competitiveness of many e-commerce applications. Take Taobao as an example,
it produces massive log data, including purchase time, purchase quantity, com-
modity prices and other order information, as well as information of customers
such as age, occupation, address. The analysis of these data contribute to item
recommendation, shop ranking, and real-time personalized recommendation.

A large number of big data systems have been developed in recent years, and
they vary significantly. To select the right system to meet the demand, a more
targeted benchmark is desired. At present, the application of real-time analysis in
e-commerce is increasing, such as real-time monitoring the effect of promotional
activities, real-time monitoring of user behaviors to adjust the strategy and so
on. Therefore, a benchmark for streaming analysis over e-commerce data is nec-
essary. This paper introduces a tool for evaluating the performance of streaming
analysis systems. Based on the application scenario of e-commerce platforms, the
benchmark tool is designed with some workloads. A data generator with user
models is designed based on some typical user’s habits in e-commerce platforms.
A test suite is developed to be responsible for simulated mixed workloads.

2 Data Generator

A general streaming analysis system aims to give fast and accurate decisions by
combining the newly generated streaming data with historical data. Therefore,
the statistical monitoring of streaming data and the retrieval of the correspond-
ing historical data have become two very important factors affecting the effi-
ciency of streaming analysis. Our test benchmark is designed for the important
aspects of data analysis as well as data retrieval in streaming analysis.

Fig. 1. Stages of user behavior modelling

Users in e-commerce platforms commonly generate the following kinds of
behaviors: browse the goods, search for goods, collect goods, add goods to the
shopping cart, remove the goods from the shopping cart, remove the goods from
the list, buy goods, and provide comments. They can be further categorized into
four phases: (1) search for goods and browse the goods for the browse stage;
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(2) shopping cart operations for the pre-purchase stage; (3) purchase and com-
ment for the purchase stage; and (4) the waiting (offline) stage. The transfers of
these four phases can be roughly represented in Fig. 1.

The Fig. 1 shows examples of the transfers between the various stages of the
user’s behaviors, simulating the general process of online shopping in e-commerce
applications. When a user logs in, he will first browse or search some products.
As such, the wait stage can only transfer to the browse stage. The browse stage
is the major stage, which has a high probability to transfer to the same stage
as users may keep in browsing some products on the website. The browse stage
can transfer to pre-purchase or purchase stages. For example, some users tend to
compare more products, and they may be in the browse stage and will continue
to add other goods to the shopping cart, and then select the goods from the
shopping cart for payment. Some users are relatively decisive, and they will
make the order after several visits. As the user will not necessarily buy goods,
so every stage of operations can transfer to the wait stage. Different types of
users can be classified by setting the transfer probability and delays between
two stages. For user behavior modeling, we consider three factors: the frequency
of visiting the online sites, the number of comparisons for each session, the user
operations of each session, and then generate user behavioral data according to
the category that a user falls in, based on a Markov chain model.

3 Workloads

The purpose of this benchmark is mainly for the application of realtime analysis
in e-commerce platforms. Therefore, when designing the workloads, it is neces-
sary to choose the corresponding workloads according to the application scenar-
ios. The streaming monitoring workloads are mostly based on the data statistics
within a time window, rather than the monitoring of discrete events. For perfor-
mance testing using the workloads, we care more about the query throughput
and the query response time, when dealing with mixed workloads.

(1) Real-time monitoring of merchandise sales. Real-time monitoring of the sales
of goods within a time window, the query template is as follows: select itemID
from (select itemID, count(*) as time from log where operation =“purchas”
group by itemID) as tmp where time ≥ threshold; To obtain the purchase
amount of all the goods in a time window, and retrieve items exceeding a
given threshold: select * from log as l join item as i on l.itemID = i.itemID
where itemID = targetItemID and timeStamp ≥ startTime;

(2) Real-time monitoring of user behaviors. Real-time monitoring of user behav-
iors within a period of time from the user’s clickthrough logs, extract users
frequently browsing the same category of goods within a period of time: select
UserID, category from (select UserID, category, count(*) as times from log
as l join item as i on l.itemID = i.itemID where operation = “browse” group
by UserID, category) tmp as temp where times ≥ threshold;

(3) Real-time monitoring of the number of online users. It is to aggregate the
number of online users in realtime. When the number of online users exceeds
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some threshold, return the location name based on the aggregated results:
select province from (select province, count(distinct userID) as time form log
as l join user as u on l.userID = u.userID group by province) as tmp where
time ≥ threshold;

(4) Monitor the attention received by goods. Return itemID whose access times
within a time slot is more than some threshold: select itemID from (select
itemID, count(*) as time from log where operation =“browse” or operation
= “search” group by itemID) as temp where time ≥ threshold;

Fig. 2. Framework of performance benchmarking

4 Demonstration

In this demonstration, we will allow the attendees to adjust the percentage of
different user groups so that they can generate datasets of different properties.
By adjusting the parameters, we are also able to generate user behavior data
in different throughputs. This allows us to select particular workload and test
the throughputs of the systems. We will use the proposed workloads to test the
performance of streaming analysis systems such as Spark streaming and Flink,
following the framework shown in Fig. 2. The performance metrics will be shown
to the attendees so that they can have a concrete feeling over the performance
of the compared streaming systems.
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Abstract. Interactive entity centric analysis of log data can help us gain
fine granularity insights on business. In this paper, firstly we describe a
fiber based partitioning method for log data, which accelerate later entity
centric analysis. Secondly, we present our fiber based partitioner which is
used by Spark SQL query engine. Fiber based partitioner takes locations
of data blocks into account when loading data from HDFS into RDD,
and when shuffling data from upstream operators to downstream oper-
ators during joining, avoids data interchange between node and speeds
up query processing. Finally, we present our experiment results which
demonstrates that fiber based partitioner improve entity centric queries.

1 Entity Centric Analysis of Log Data

Log data contains valuable information for decision making. Timely and effi-
ciently analyzing of log data can bring significant business value. For example,
by analyzing log data of servers and applications, we can infer the root causes of
failures. By analyzing log data of e-commerce sites, we can learn recent changes
in browsing and purchasing behaviors of specific customers. Based on that, e-
commerce sites can provide more personalized recommendations [1]. In these
application scenarios, people need to perform interactive analysis on log data
around some specific entities (customers, products, servers, applications etc.).

2 Fiber Based Log Data Partitioning

To facilitate entity centric analysis, we propose a fiber based partitioning
method. A tuple of log data contains some information of one event about some
entities. For example, in log data of an e-commerce site, each tuple describes an
event about some specific customer and some specific product. In this scenario,
customer and product are entities. Customer is a primary entity, and product
is a secondary entity. Our discussion will center around primary entities. The
treatment of secondary entities is similar to the way we process primary entities.

We organized entities into clusters, which are called entity fibers (fiber in
short). The mapping from entity to fiber can have some sematic meaning, or
we can simply use some Hash or Range function to map entities to fibers. For
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example, in mobile communication applications, the call detail records could
be partitioned according to calling intensity of different areas to which mobile
phones are registered (home location of a the phone). Users of city areas can be
split into several fibers, and users of rural areas can be combined into one fiber.

After entities are split into entity fibers, log records are split according to
entity fibers. For example, user 1 and user 2 belong to fiber 1, user 3 and user 4
belong to fiber 2 etc. based on that, log records about user 1 and user 2 will go
to the same partition - partition 1, and log records about user 3 and user 4 will
go to another partition - partition 2 etc. Log data of each partition is organized
in blocks. For example, block 11 and block 12, contain log records about user 1
and user 2 but occur at different time. In this paper, we use entity fibers to refer
to three things, the fibers, corresponding log partitions, blocks of the partitions.

3 Loading of Log Data into HDFS

We load log data into HDFS for later running entity centric queries over the
log data. When loading the log data into HDFS, we firstly partition log records
according to above introduced fiber based partitioning method, and stage the
data temporarily in a Kafka message queue. Log data of different fiber is written
into different partitions of Kafka message queue.

Some log data loaders run on Data Nodes of HDFS. They pull log data from
different Kafka partitions. Each loader is responsible for pulling and loading of
log data of several fibers. For example, there are three Data Nodes in HDFS,
loader 1 is responsible for loading of fiber 1 and fiber 2 log data into HDFS,
loader 2 is responsible for loading of fiber 3 and fiber 4 into HDFS.... During
loading, primary replica of a data block will be written to local disks, and other
replicas are written to different nodes in the cluster.

Each loader launches several threads according to the number of fibers that it
is responsible for. Each thread will pull data from one of partitions of the Kafka
message queue. Each partition of Kafka contains log records of one fiber. When
the total volume of the data accumulated by the threads reach a threshold of one
data block (256MB), the loader organizes the temporary data of these threads
into a data block. Inside each fiber, the log records are sorted by timestamp; then
the fibers are concatenated, and saved into HDFS using the Parquet format.

After a data block is written into HDFS, we record some information about
the block into one of meta data tables - the Block table. Several tuples are logged
into the table according to number of fibers contained in the data block. Each
tuple has the following information: data block id, fiber id, minimum time stamp
of the fiber, maximum timestamp of the fiber, record count of the fiber, and the
logical file name of the block in HDFS.

The mapping from fiber to Data Nodes is periodically readjusted to guarantee
that the log data is dispersed onto the cluster. From the perspective of each fiber,
before readjustment of the mapping, the primary replicas of blocks of the fiber
are written to some Data Nodes. After readjustment of the mapping, the primary
replicas of blocks of the fiber will be written to some new Data Nodes.
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4 Loading of Log Data from HDFS into Spark RDD

After loading log data into HDFS using the fiber based partitioning method and
registering some data into meta data tables. We run entity centric entity centric
queries over the log data using Spark SQL. Spark is a rising tool for big data
processing, and Spark SQL is a SQL query engine on Spark. Spark uses RDD
(Resilient Distributed Data) to organized data. RDDs are read-only, partitioned
data stores, which are distributed across many nodes on a cluster. Partitions of
a RDD, scattering on cluster nodes, constitute a data table logically.

To query the log data using Spark SQL, the data should be loaded into in-
memory RDDs first. If we rely on the default method of Spark to load the log
data into RDDs, Spark will hash log records into different RDD partitions, which
will incur much data transmit on the network.

We have design a fiber based partitioner, which can be used by Spark when
loading data from HDFS into RDDs. An example is used to tell how the parti-
tioner works. For example, for some specific time period, the loader has loaded
some data into three nodes of n1, n2 and n3 according to fiber to node mapping.
After a while, there are 10 data blocks containing fiber 1 and fiber 2 data on n1,
and 13 data blocks containing fiber 3 and fiber 4 data on n2, and 11 data blocks
containing fiber 5 and fiber 6 data n3. Since we readjust the mapping from fibers
to nodes periodically, so there are also 2 data blocks containing fiber 3 and fiber
4 data on n1, 2 data blocks containing fiber 5 and fiber 6 data on n2, and 2 data
blocks containing fiber 1 and fiber 2 on n3 etc.

During loading data by Spark from HDFS to RDDs, fiber based partitioner
works as follows. Firstly, it uses the Block table to filter out some data blocks
containing unrelated data, and partitions the data according to the information
derived from statistics. For example, it finds that, for fiber 1, most of its data
blocks resides on n1, and only a small fraction resides on n3, so it partitions the
fiber 1 data to the RDD on n1. By the same principle, it partitions the fiber
2 data to the RDD on n1 etc. if Spark use the default partition method which
does not considers the information, it may partition fiber 1 to RDD on n2, in
such situation, the RDD should have loaded much data from other nodes (n1
and n3), which incur much network transmission.

5 Shuffling Data from Upstream to Downstream
Operators in Join

In Spark SQL, there are three joining algorithms, i.e. Broadcast Join, Hash
Join, and Sort Merge Join. When the data volume of both side of the joining
are large Spark SQL resort to Hash Join or Sort Merge Join. The fiber based
partitioner can also be used to replace the default data shuffling partitioner
used between upstream and down-stream operators during join. We use Hash
Join as an example to go into more details. For example, when joining some
table to the log data using the hash join algorithm, Spark SQL will blindly hash
tuples of both tables onto a set of nodes. On each node, joining can then be
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conducted locally. In our system, the log data, and the table (for example a User
table and so on) to join to the log data, have been partitioned by a fiber based
partitioning method and loaded into HDFS. Joining can be done locally without
network transmission. However, Spark SQL does not leverage such information,
the fiber based partitioner using in loading data from HDFS into RDDs, can be
used when shuffling data from the User table RDDs and log data RDDs, to do
later join operator.

6 Experiment Results

We have used TPC-H data to test our system. The volume of Lineitem table is
25 GB, and the size of Customer table is around 700 MB. We have run a single
table query and a join query to test our method. The single table query first filter
some data from Lineitem table using a date range and do some aggregation. The
join query joins the Customer table and the Lineitem table on the cust key, which
is the key used in fiber based data partitioning.

The experiment result for the single table query is as follows, when the selec-
tivity changes from 5%, to 10%, to 20% and to 50%, the run time of the query
on our system changes from 7 s, to 10 s, to 15.5 s and 28.8 s. Since Spark SQL
does not use query condition to filter out some data blocks, and blind loads data
into in-memory RDDs, the run times are as high as around 55 s, no matter how
low the selectivity is.

Runtimes of join query on our scheme compared to Spark SQL default set-
ting is consistent with the result of the single table query as follows. When the
selectivity changes from 5%, to 10%, to 20% and to 50%, the run time of the
query on our scheme changes from 27 s, to 36 s, to 48 s and 69 s. On the other
hand, the run time of the query on Spark SQL (default setting) is as high as
around 128 s.
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Abstract. Visually representing query results and complex data struc-
tures in a database system provides a convenient way for users to under-
stand and analyze the data. In this demo, we will present a tool for 3D
visualizing moving objects, i.e., spatial objects continuously changing
locations over time. Instead of simply reporting numbers and lines, mov-
ing objects as well as dynamic attributes are animated and graphically
displayed in an unified way. The tool benefits comprehensively under-
standing the spatio-temporal movement. Furthermore, we introduce how
the tool provides powerful visual metaphors to explore the index struc-
ture such that one can fast determine whether the structure has a good
shape, i.e., well preserving the spatio-temporal proximity. This is not a
standalone software but a tool embedded in a database system.

1 Introduction

Data visualization in a database system aims to visually and graphically rep-
resent the query result for users to facilitate understanding and analyzing the
data [5]. Some tools have been developed to visualize queries and the optimizer
such as SILURIAN [3] and Picasso [8]. Due to a wide diversity of datasets such
as spatial, graph and web, different visualization tools are essentially needed.

Recently, due to the widespread use of GPS-enabled devices such as mobile
phones and car navigation systems, the recording of location data is convenient
and a large amount of mobile data is collected [4]. Such data has been widely
used in various applications such as geographic information system and traffic
management. Although a lot of work has been conducted on indexing and query-
ing moving objects [7], few efforts are made on visualizing the data and indexes,
which are not easily animated and displayed by a simple query interface.

One common method is to assume that the objects move in a 2D space.
Then, the data will be displayed in a 2D viewer by projecting the movement
into spatial curves. The time dimension is missing or separately shown from
spatial curves. The method is able to graphically display the spatial data but
cannot well illustrate the relationship between spatial and temporal dimensions,
and simultaneously visualize the data in different dimensions. Furthermore, the
index built on moving objects such as 3D R-tree cannot be well displayed in a 2D
viewer. In addition to location and time, moving objects can be associated with
dynamic attributes such as speed and direction. Displaying dynamic attribute
values as well as location and time benefits users because the viewer provides a
comprehensive picture of moving objects.
c© Springer International Publishing AG 2017
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This motivates us to develop a visualization tool for moving objects. The tool
should have the functionalities: (i) comprehensively animating moving objects in
both 2D and 3D spaces; (ii) graphically visualizing the 3D R-tree; (iii) showing
the query path in the index. This benefits understanding the query procedure
and enhancing the analysis for the optimization. Based on [10], we generalize
3D visualizing and animating moving objects to support not only indoor moving
objects but also outdoor moving objects. The tool is developed in Java3D [1] and
embedded in an extensible database system SECONDO [6]. The user manual is
provided at [2] such that the tool will be available for other researchers.

The developed tool enhances the user interface and the visualization capa-
bility of moving objects databases because query results are accompanied by an
appropriate representation of the content. Users can quickly justify the correct-
ness of the result (e.g., similarity, nearest neighbors) and the goodness of the
index structure rather than running some programs to analyze numeric values
and texts. In the demonstration, we show how to use the tool to 3D visualize
moving objects, dynamic attributes and index structures. The animation is pro-
vided such that one can clearly figure out how the data changes over time, which
is an important functionality for displaying moving objects.

2 Overview

When a user sends a query in the system, the execution procedure goes to the
kernel level to look for the data. Query results are sent from the kernel to the
interface in which the proposed tool automatically transforms the data into a
certain format accepted by Java3D. Figure 1 outlines the data flow in the tool.
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Fig. 1. The framework

In Java3D universe, two data types are used: PointArray and LineArray.
PointArray, defined by 3D points, is used to transform location and time to
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Java3D objects. LineArray is used to transform spatial lines and bounding boxes.
We support animating moving objects in the 3D viewer in which the 3D axes cor-
respond to time, latitude and longitude, respectively. Dynamic attributes such
as speed and direction are displayed in the text form. The tool supports visual-
izing the 3D R-tree that is one of the most popular index structures for moving
objects. One can clearly observe the distribution of tree nodes and analyze the
locality and shape of the structure. This helps users determine whether the index
well preserves spatial and temporal proximities.

3 Data Representation

In principle, moving objects are spatial objects continuously changing their loca-
tions over time, but they are also associated with characteristic attributes that
should be represented in order to have comprehensive knowledge about real
entities and further be queried by users. To enrich the data representation, we
define that each moving object contains a set of dynamic attributes, represented
by available temporal data types such as moving bool and moving int. We use
the taxi trips as sample data, as listed in Table 1. Each taxi contains a sequence
of time-stamped locations and three attributes: Speed, Direction and Occupancy.

Table 1. Taxi trips

A relation is defined in which the composite data type mpoint is provided
and embedded in the schema. Dynamic attributes are also integrated into the
relational interface. The advantage of employing an relational interface is that
we can leverage relational operators to formulate queries. A comprehensive set
of operators on spatio-temporal data types is provided in the system.

4 Demonstration

We use the real dataset cab mobility traces from [9] in the demonstration.

Displaying moving objects and dynamic attributes. The tool visually
represents moving objects in a 3D space and provides the animation. Different
colors are used to mark attribute values changing over time. For example, a taxi
is occupied for a while and then free, as illustrated in Fig. 2a.
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(a) Moving objects with dynamic attributes (b) 3D R-tree

Fig. 2. 3D visualization

Visualizing R-tree. Due to the data distribution and the way of creating the
index (e.g., bulk load), the structure will be in different shapes that significantly
affect the query performance. Making a quick judgment about how well the
structure is calls for not only analyzing the index statistics but also graphically
viewing the structure. The tool distinguishes between leaf and non-leaf nodes, as
shown in Fig. 2b The traversal path in the tree for a query can also be displayed,
benefiting comparing different algorithms and queries.

A hybrid viewer. The tool is also able to 3D and 2D visualize moving objects
in an unified viewer, as illustrated in Fig. 3. This helps users understand the data
from different aspects as one can simultaneously see how the objects move in 2D
and 3D spaces and make explicit comparisons. The user can flexibly adjust the
view angle to highlight the primary information and ignore others. For example,
if we only concern about long/lat, the time axis can be made to point to users
such that the time will not be observed in the viewer.

Fig. 3. A hybrid viewer
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