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Preface

The International Conference on Knowledge Science, Engineering and Management
(KSEM) provides a forum for researchers in the broad areas of knowledge science,
knowledge engineering, and knowledge management to exchange ideas and to report
state-of-the-art research results. KSEM 2017 was the tenth in this series, building on
the success of nine events held in: Guilin, China (KSEM 2006); Melbourne, Australia
(KSEM 2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010); Irvine,
USA (KSEM 2011); Dalian, China (KSEM 2013); Sibiu, Romania (KSEM 2014);
Chongqing, China (KSEM 2015); and Passau, Germany (KSEM 2016).

The selection process this year was competitive. KSEM 2017 received 134 sub-
missions, and each submitted paper was reviewed by at least three members of the
Program Committee (PC). Following this independent review, there were discussions
among reviewers and PC chairs. A total of 35 papers were selected as full papers
(26.1%), and another 12 papers were selected as short papers (8.9%), yielding a
combined acceptance rate of 35%. Moreover, we were honored to have two prestigious
scholars giving keynote speeches at the conference: Prof. Zhi-Hua Zhou (Nanjing
University, China) and Prof. Geoff Webb (Monash University, Australia). The abstract
of Prof. Webb’s talk is included in this volume.

We would like to thank everyone who participated in the development of the KSEM
2017 program. In particular, we would give special thanks to the PC, for their diligence
and concern for the quality of the program, and also for their detailed feedback to the
authors. The general organization of the conference also relied on the efforts of the
KSEM 2017 Organizing Committee. We especially thank Dr. Shaowu Liu (University
of Technology Sydney, Australia) and Dr. Huy Quan Vu (Victoria University,
Australia) for the general administrative issues and for maintaining the conference
website.

Moreover, we would like to express our gratitude to the KSEM Steering Committee
chair, Prof. Hui Xiong (Rutgers University, USA), as well as KSEM 2017 general
co-chairs, Prof. Michael Blumenstein (University of Technology Sydney, Australia)
Prof. Zili Zhang (Southwest University, China) and Prof. Zhi Jin (Peking University,
China). We are also grateful to the team at Springer led by Alfred Hofmann for the
publication of this volume.

Finally and most importantly, we thank all the authors, who are the primary reason
why KSEM 2017 is so exciting and why it is the premier forum for presentation and
discussion of innovative ideas, research results, and experience from around the world.

June 2017 Gang Li
Yong Ge
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Learning from Non-stationary Distributions
(Invited Speech)

Geoff Webb

Monash University, Clayton, Australia
geoff.webb@monash.edu

Abstract. The world is dynamic - in a constant state of flux - but most learned
models are static. Models learned from historical data are likely to decline in
accuracy over time. This talk presents theoretical tools for analyzing non-
stationary distributions and some insights that they provide. Shortcomings of
standard approaches to learning from non-stationary distributions are discussed
together with strategies for developing more effective techniques.

Keywords: Non-stationary distributions Learning
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Abstract. Dense word representation models have attracted a lot
of interest for their promising performances in various natural lan-
guage processing (NLP) tasks. However, dense word vectors are unin-
terpretable, inseparable, and time and space consuming. We propose
a model to learn sparse word representations directly from the plain
text, rather than most existing methods that learn sparse vectors from
intermediate dense word embeddings. Additionally, we design an effi-
cient algorithm based on noise-contrastive estimation (NCE) to train the
model. Moreover, a clustering-based adaptive updating scheme for noise
distributions is introduced for effective learning when NCE is applied.
Experimental results show that the resulting sparse word vectors are
comparable to dense vectors on the word analogy tasks. Our models
outperform dense word vectors on the word similarity tasks. The sparse
word vectors are much more interpretable, according to the sparse vector
visualization and the word intruder identification experiments.

1 Introduction

Word representation learning is aimed at associating each word with a syntacti-
cally and semantically rich feature vector. The learned word vectors could serve
as input features for higher-level algorithms in NLP applications. Based on the
distributional hypothesis [11], a variety of methods have been proposed in the
NLP community, such as clustering-based methods [1], matrix-based methods
[13,15], and neural network-based methods [3,17]. Recently, neural network-
based methods have dominated word representation learning because of their
effectiveness in a variety of natural language processing (NLP) tasks, such as
part-of-speech tagging, semantic role labeling [3], parsing [26], sentiment analysis
[27], language modeling [28], paraphrase detection [5] and dialogue analysis [12].
Neural network-based methods often represent words with dense, real-valued
vectors.

However, dense representations are often criticized on their interpretability,
separability, and complexity aspects. For neural network induced word vectors,

c© Springer International Publishing AG 2017
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we do not know what feature is represented by each dimension, which corre-
sponds to an implicit feature. There are complex dependencies between these
underlying implicit features and human interpretable features such as noun,
adjective, plural or singular, etc. It is therefore difficult to understand how a
word vector-based computational model works. In addition, dense word vec-
tors go against some widely believed properties a good high-level representation
should have. For example, it is thought features should be represented in a sep-
arable way, or related to each other through simple dependencies [8], but dense
word vectors are generally not separable. In addition, it usually results in high
time or space complexity models when applied in downstream NLP tasks.

Sparse representation is considered as a potential choice for interpretable
word representations and can be used to design time and space efficient algo-
rithms for downstream NLP tasks. In the image, speech, or signal processing
field, sparse overcomplete representations have been widely used as a way to
improve separability and interpretability [4,21,25], and to increase stability in
the presence of noise [4]. In NLP, sparsity constraints are useful in various appli-
cations, such as POS-tagging [30], dependency parsing [16] and document clas-
sification [32]. It has been shown that imposing sparse Dirichlet priors in Latent
Dirichlet Allocation (LDA) is useful for downstream NLP tasks like POS-tagging
[30], and improves interpretability [23]. Experiments show that the gathered
descriptions for a given word are typically limited to approximately 20–30 fea-
tures in norming studies [31].

In this paper, we propose a new, principled sparse representation method that
learns sparse overcomplete word representations directly from the raw unlabeled
text. We also design an easy-to-parallelize algorithm, which is based on noise-
contrastive estimation (NCE) to train our proposed model. Additionally, we pro-
pose a clustering-based adaptive updating scheme for noise distributions used by
NCE for effective learning. This updating scheme makes the noise distributions
approximate the data distribution, and thus pushes the learning improves with
fewer noise samples.

We evaluate our model on the word analogy, word similarity, and word intru-
sion tasks. The first two tasks are used to examine the expressive power of the
learned representations and the last task is for interpretability. On the word
analogy task, the results show that our proposed sparse model can achieve com-
petitive performance with the state-of-the-art models under the same settings.
On the word similarity task, the proposed model outperforms the competitors.
For the interpretability, experimental results demonstrate that the sparse word
vectors are much more interpretable.

2 Related Work

Learning sparse word vectors is booming along with dense vector representations.
We put the existing sparse word vector learning methods into two categories:
matrix-based methods and neural network-based methods.

The matrix-based methods can be divided into two steps. The first step is to
construct a co-occurrence matrix M of size V × C, where V is the vocabulary
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size and C is the context size. The w-th row Mw,: is the initial representation
of the w-th word. The second step is to apply a dimension reduction method to
map M to a sparse matrix M ′ of size V ×d, where d � C. For example, Murphy
et al. (2012) improved the interpretability of word vectors by introducing sparse
and non-negative constrains into matrix factorization [20]. Levy and Goldberg
(2014) showed that the sparse word vectors of word-context co-occurrence PPMI
statistics also possess linguistic regularities that present in dense neural embed-
dings [14].

The neural network-based methods usually transforms dense neural embed-
dings into sparse ones. These methods generally require two steps of learning
procedures. The first step is to train an embedding model, such as CBoW,
SkipGram [17] and GloVe [24] to obtain dense feature vectors of the words in
the vocabulary. The second step is to learn the sparse representation of each word
by fixing the dense word embeddings. For example, Faruqui et al. (2015) trans-
formed dense word vectors into sparse representations using dictionary learning
method and showed the resulting sparse vectors are more similar to the inter-
pretable features typically used in NLP [6]. Chen et al. (2016) proposed to use
sparse linear combination of common words to represent uncommon ones, which
results in sparse representation of words that is effective of compressing neural
language models.

In summary, it is tricky to construct the co-occurrence matrix and design the
dimension reduction algorithm to obtain good sparse word vectors. For neural
network-based methods, the two-step pipelines may lose the sparse structure of
words. This is because the prior that each word has a sparse structure is not
imposed to learn dense embeddings, which could potentially lose the informa-
tion for the sparse vector learning. Hence, it is preferred to learn sparse vectors
without intermediate dense word embeddings like the method Sun et al. (2016)
proposed [29]. The method Sun et al. proposed does not learn overcomplete
sparse word vectors.

3 Our Model

In this section, we will talk about a model that try to discover the fundamental
elements that constitute each word. We call these fundamental elements word
atoms. Word atoms and words are analogs to atoms and molecules in Chem-
istry, respectively. The types of atoms are very small, but they can make up a
huge number of different molecules. Likewise, we expect the limited word atoms
could represent a large number of words in the vocabulary. A word atom can be
regarded as an indivisible semantic or syntactic object.

The design philosophy of our model is similar to that of SkipGram, i.e.,
“good representations result in good performances to predict context words”. In
addition, we assume that each word is composed of a few word atoms. In detail,
each word is assumed to be represented by a sparse, linear combination of word
atoms’ vectors. This assumption is similar to but different from Chen et al.’s
[2], which assume that each uncommon word is represented by a sparse, linear
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combination of the common ones. A word should not have too many semantic
or syntactic components, so the sparseness assumption is reasonable.

Before introducing the mathematical model of representing words, we
describe briefly the denotations. Let the vocabulary V = {w1, w2, . . . , wn}, con-
texts C = {c1, c2, . . . , cn′}. Each column of B ∈ R

d×nb , and C ∈ R
d×nc are

word and context atoms, respectively.1 nb and nc are the number of word and
context atoms, respectively; d is the dimension of atom vectors. For any given
word w ∈ V, its vector representation is w = Bα, where α, called the sparse
representation of w, is the coefficients that are used to combine word atoms to
make up the word. Similarly, for a context c ∈ C, its vector representation is
c = Cβ, where β is the sparse representation of c.

We think good word representations are helpful to predict a word’s sur-
rounding context words. The softmax model is used to model the distribution
of a word’s surrounding contexts.

p(c | w) =
exp(w�c)

∑
c′∈C exp(w�c′)

=
exp(α�B�Cβ)

∑
j exp(α�B�Cβj)

. (1)

The word-context pair (w, c) is drawing from plain text. Concretely, for input
plain text that consists of N words w1, w2, . . . , wN , the word-context pair
(wi, wj) is drawn such that |j − i| < �/2, where � is the window size.

It is difficult to train model (1) with the maximum likelihood estimation
because of the difficulty of computing the normalization constant (a.k.a. parti-
tion function) for each word. In the literature, there are several methods to con-
front the partition function of a single distribution, such as MCMC-based algo-
rithms, pseudo-likelihood, (denoising) score matching, Noise-Contrastive Esti-
mation (NCE) [10]. But not all of these methods can be applied to discrete-input
models like (1).

3.1 Parameter Estimation

We will adopt NCE to train model (1). The basic idea of NCE is to train a logistic
regression classifier to discriminate between samples from the data distribution
and samples from some “noise” distributions. It is a parameter estimation tech-
nique that is asymptotically unbiased and is suitable to estimate the parameters
of a model with few number of random variables [8]. And it is also applicable
to discrete-input models. One issue to apply NCE to train model (1) is that
our model is a series of distributions that share the same parameters, which
does not accommodate to NCE’s setting. Following the work using NCE to train
neural language models [2,19] and word embeddings [18], we define the training
objective as the expectation of all distributions’ NCE objective functions.

1 The same as a word is composed of word atoms, we also assume that a context is
composed of context atoms. In this paper, we will use surrounding words as contexts
and thus V = C. The number of word and context atoms are also set to be equal,
i.e., nb = nc.
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In our situation, where the number of estimated conditional distributions is
fairly small, we could learn a parameter corresponds to the partition function of
each conditional distribution following the standard procedures NCE suggested
to handle unnormalized probabilities [10]. Denote these parameters as a vector
z = (z1, z2, . . . , zV ). Suppose to draw k negative instances per positive instance.
Taking the sparseness requirement on the parameter α and β into consideration,
the resulting parameter estimation model for (1) is

arg max
θ

J(θ) − λh(Sα,Sβ), (2)

where θ = {B,C,Sα,Sβ , z}, Sα = (α1,α2, . . . ,αV ), Sβ = (β1,β2, . . . ,βV )
and

J(θ) =
∑

(wi,ci,si)∈D
ln

(
1 − si

2
+ siσk(α�

i B�Cβi + zwi
− ln pn(wi))

)

,

h(Sα,Sβ) =
|V|∑

j=1

(‖αj‖1 + ‖βj‖1),

where σk(x) = 1/(1 + k · exp(−x)) is the logistic function parameterized by k;
zwi

is a parameter corresponds to the partition function of distribution p(· | wi);
si = +1 and −1 is a variable indicates whether the corresponding instance is
extracted from the corpus (namely, positive instances) or drawn from a noise
distribution (namely, negative instances); D is the training dataset, including
positive and negative instances; λ is a hyperparameter used to control the degree
of sparseness of Sα and Sβ .

The first term of the optimization problem (2), i.e., J(θ), is derived from
applying NCE to model (1). The second term—which is a �1 regularization—
encourages sparse solutions for α and β.

Because our goal is not to obtain an accurate prediction model but rather
the vector representations of the word atoms and the sparse codes, following
Mikolov et al.’s suggestion in [17], we adopt a simplified version of NCE, which
called “negative sampling (NS)” to learn word representations. This is done by
redefine the first term of model (2) as

J(θ) =
∑

(wi,ci,si)∈D
log σ(siα

�
i B�Cβi),

where σ(x) = 1/(1 + exp(−x)) is the sigmoid function.
Denote model (2) as SpVec ignoring the concrete definition of J(θ). We

use a suffix to indicate which training algorithm is applied: when NCE (NS) is
used, we call the model SpVec-nce (SpVec-ns). Note that the SpVec model
has two sets of word representations: one for target words and one for context
words, which is the same as SkipGram. For SkipGram, the word analogy test
experiments show that target word embeddings and context word embeddings
have similar structures: both embeddings encode the relationship between words
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by the difference of corresponding words. Additionally, the sparse representation
of words is a description of the structure of a word: it determines how a word is
composed from word atoms. Therefore, a natural question is that: is it possible
to enforce the words and contexts to have the same sparse representations? This
can be done by setting Sα and Sβ to share an identical parameter set, which
introduces another variant of SpVec. We denote it with a prefix: s-SpVec,
which means the sparse vectors are shared.

Both NS and NCE require some noise distributions to draw negative
instances. When NS is used, an identical distribution pn(w) ∝ #(w)0.75 is used.
When NCE is used, dynamic distributions are used to draw negative instances,
which is inspired by self-contrastive estimation (SCE) [9]. According to the the-
ory of NCE, this estimation method can learn effectively when the negative
samples are drawing from a distribution similar to the data distribution. The
model is approaching the data distribution along with the training. The SCE
therefore suggest to copy the trained model as new noise distributions during
training. But it is intractable in our scenario, where there are V multinomial
distributions, each of which has V parameters to describe. To make it tractable,
we apply a clustering method to group the distributions and compute a delegate
noise distribution for each group. Concretely, we use M distributions that are
updated after every 5% of progress using the following three steps.

1. Compute the dense words and contexts embeddings: U = BSα, V = CSβ .
2. Apply k-means to cluster word embeddings into M classes.
3. Specify a distribution for every cluster X using the following formula.

PX (c = i) =

[
∑

w∈X

p̂d(w)
∑

w′∈X p̂d(w′)
softmax(V �w)

]

i

,

where p̂d is the word frequency distribution; softmax(y) = exp(y)/
∑

i

exp(yi).

The cluster dependent noise distributions have the property that for any w ∈ X ,
pX (c) ≈ p(c | w). In principle, other clustering methods could also be applied
instead of k-means. The k-means clustering method is satisfactory in our
experiments.

3.2 Optimization Algorithm

In this subsection, we introduce an easy-to-parallelize algorithm to train SpVec.
This algorithm is based on Stochastic Proximal Gradient Descent (SPGD)
[22]. Take SpVec-ns as an example.2 Define the per-instance loss function as
f = − log σ(sα�B�Cβ). Suppose the gradients of per-instance loss w.r.t all
parameters are obtained, the parameters are updated by the following formulas.

2 SpVec-nce’s learning algorithm could be derived similarly.
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α(t+1) = proxηth

(
α(t) − ηt

∂f

∂α

)
, β(t+1) = proxηth

(
β(t) − ηt

∂f

∂β

)
, (3)

B(t+1) = B(t) − ηt
∂f

∂B
, C(t+1) = C(t) − ηt

∂f

∂C
, (4)

where h(x ) = λ‖x‖1; ηt is the learning rate at the t-th step; proxg(x ) =
arg minu

(
g(u) + 1

2‖u − x‖22
)

is the proximal mapping. In detail,

(
proxηh(x )

)
i
=

⎧
⎪⎨

⎪⎩

xi − λη, xi > λη,

0, −λη ≤ xi ≤ λη,

xi + λη, xi < −λη.

However, it is inefficient to update the model for every training instance.
Therefore, we design an algorithm that updates parameters on mini-batches.
The core idea is to update the parameters based on the loss function defined on
mini-batches, which is carefully arranged so that the gradients can be expressed
by simple matrix-matrix products.

We represent a mini-batch using a vector w ∈ N
m and a matrix c ∈

N
(k+1)×m, where m is the size of mini-batches. The index vector w and the

first row of c (denoted by3 c1,:) form a set of positive instances, i.e., a pair
(wi, c1,i) is a positive instance. Similarly, w and ci,:, 1 < i ≤ k +1 form negative
instances. Denote4

s1,: = +1 s2:k+1,: = −1

ᾱ = (Sα):,w ∈ R
nb×m, β̄ = (Sβ):,c ∈ R

nc×(k+1)×m,

a = Bᾱ ∈ R
d×m, b = Cβ̄ ∈ R

d×(k+1)×m,

z :,j = b�
:,:,ja :,j , Σij = σ(sijzij),

γij = −sij(1 − Σij), Q = (β̄:,:,jγ:,j)j=1,2,...,m,

M = C�a , N = (b :,:,jγ:,j)j=1,2,...,m,

Redefine f as the loss on mini-batches f(ᾱ, β̄,B,C) = −∑k+1
i=1

∑m
j=1 log Σij .

We can prove

∂f

∂B
= Nᾱ�,

∂f

∂C
= aQ�, (5)

∂f

∂a
= N ,

∂f

∂ᾱ
=

∂a

∂ᾱ

∂f

∂a
= B�N , (6)

∂f

∂β̄:,:,j
= M:,jγ

�
:,j . (7)

In summery, the mini-batch SPGD is repeatedly applying Eqs. (5)–(7) to cal-
culate the gradients of parameters and using (3)–(4) to update the parameters.
3 We use index convention from Python except that indexes start with 1.
4 We define the product of a matrix A ∈ R

m×n and a 3-way tensor B ∈ R
n×p×q to

be a 3-way tensor C such that C :,i,j = AB :,i,j .
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Note that there could be duplicated word or context index in w or c and dupli-
cated gradients w.r.t α and β should be combined before updating when the
program is running in parallel. All gradients are calculated by matrix products,
which means it is easy to leverage existing high performance algebra libraries to
parallelize the computations.

4 Evaluation

In this section, we will evaluate the resulting sparse representations on two
similarity-based tasks and investigate the interpretability of our SpVec model.

4.1 Experimental Settings

We use the English Wikipedia dump (July, 2014) as the corpus to train all the
models. After some preprocessing such as document extraction, markup remov-
ing, sentence splitting, tokenization, lowercasing and text normalization, the
plain text corpus contains about 1.6 billion running words.

The hyper parameters for SpVec are given as follows. The number of word
or context atoms is set to be 1024 and the dimension of these atom embeddings
is set to be 200. The �1 regularization penalty λ was set empirically such that
the overall sparsity of words exceeds 95% for all variants of SpVec. The size
of mini-batch is set to be 1024. The learning rate is dynamically updated using
formula α = α0−(α0−αend)g, where g ∈ [0, 1] is the training progress, the initial
learning rate α0 and the minimum learning rate αend are set to be 5 × 10−5 and
1×10−6, respectively. Following Mikolov et al.’s work [17], we use windows with
random sizes to draw positive instances and the largest distance between a target
word and a context word is 8. During training, we draw 8 negative instances for
each positive instance.

After training, we perform an extra operation to further increase the sparsity
of the sparse representations. This is done by setting the values that is less than a
small fraction of the largest element of the vector (in absolute sense) be zero, i.e.,
setting αi be 0 if |αi| < ξ · max{|αj | : 1 ≤ j ≤ nb}. In practice, ξ is set to be 0.05.

For SkipGram, CBoW and SC5, we train them using the released tools
on the same corpus with the same settings as our models if possible for fair
comparison. The first two models, which are implemented in the word2vec tool6

are both trained with negative sampling since NCE is not implemented in the
tool. The PPMI matrix is built based on the word-context co-occurrence counts
with window size as 8.

4.2 Word Analogy

The word analogy task can be used to evaluate models’ ability to encode linguis-
tic regularities between words, which is introduced by Mikolov et al. [17]. We
5 https://github.com/mfaruqui/sparse-coding.
6 https://github.com/dav/word2vec.

https://github.com/mfaruqui/sparse-coding
https://github.com/dav/word2vec
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Table 1. Results of word analogy and word intrusion tasks. We report accuracy (%)
for word analogy task.

Model Dim. Sparsity DistRatio Google MSR

Sem. Syn. Total Adj. Nouns Verbs Total

SkipGram 200 0.0% 1.11 73.9 70.8 71.9 66.7 63.3 67.5 66.5

CBoW 200 0.0% 1.08 72.2 69.8 70.7 65.8 61.9 66.1 65.2

Sparse CBoWa 300 90.1% 1.39 73.2 67.5 70.1 - - - -

SC (SG)b 1024 94.3% 1.27 67.4 60.1 62.7 59.6 57.4 58.9 58.8

SC (CBoW)c 1024 93.6% 1.21 68.9 63.4 65.4 60.3 57.8 59.2 59.3

PPMI 60000 90.8% 1.31 74.0 40.3 52.3 38.2 35.5 37.7 37.4

SpVec-ns 1024 96.1% 1.44 70.8 68.1 69.1 63.4 60.0 64.7 63.3

SpVec-nce 1024 95.1% 1.46 69.5 68.5 68.9 64.1 62.3 64.4 63.9

s-SpVec-ns 1024 96.3% 1.47 70.5 68.7 69.3 65.2 63.1 64.8 64.6

s-SpVec-ncs 1024 96.5% 1.51 70.1 69.4 69.6 65.0 63.9 65.3 65.0
aThis line is adopted from [29].
bThe input matrix of SC is the 200d vectors of SkipGram in the first row.
c The input matrix of SC is the 200d vectors of CBoW in the second row.

use two word analogy test sets, namely, Google and MSR, both containing test
case like “run is to running as walk is to walking”. The Google dataset7 contains
19,544 analogy questions, which can be categorized into semantic and morpho-
syntactic related subsets [17]. The MSR dataset8 contains 8,000 analogy ques-
tions, categorized according to part-of-speech; all of them are morpho-syntactic.

This task is to predict the last word of the analogy questions, pretending it is
missing. Following Mikolov et al.’s work [17], for question “a is to b as c is to ”,
we apply d = arg maxd∈V\{a,b,c} cos(c−a +b,d) to fill the blank. Table 1 shows
the result on word analogy tasks. It shows that word analogy is more challenging
for sparse models. None of sparse models outperforms SkipGram or CBoW.
Nevertheless, SpVec models can achieve similar performance comparing with
SkipGram or CBoW. We also find that all variants of SpVec have similar
performance on this task.

4.3 Word Similarity

One important indicator to assess the quality of word representations is the clus-
tering property—similar words should have similar vectors. We use WordSim353
dataset [7] to investigate the similarity aspect of the resulting word vectors. This
dataset contains 353 word pairs along with their similarity/relatedness scores.
We use the sparse word vectors to retrieve and rank the most similar words. For
every word w in WordSim353, we rank its similar words by cosine similarities.

7 https://github.com/dav/word2vec/blob/master/data/questions-words.txt.
8 http://research.microsoft.com/en-us/projects/rnn/.

https://github.com/dav/word2vec/blob/master/data/questions-words.txt
http://research.microsoft.com/en-us/projects/rnn/
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The ground truth of w’s similar words is a set U(w), which is a collection of all
the words in WordSim353 that the similarity score with w is higher than 0.6.

The recall-precision curve is depicted by Fig. 1. We expect SpVec’s curve to
be comparable to SC and higher than SkipGram’s, which in turn is expected
to be higher than PPMI. This means that the similarities induced by SpVec
models are more consistent with human cognitions.

Fig. 1. Recall-precision curve
when attempting to rank simi-
lar words above unsimilar ones

Fig. 2. Visualization of several selected words’ sparse
representation from s-SpVec-nce. Zeroes are white;
negative (positive) values are blue (red). (Color figure
online)

4.4 Interpretability

In this subsection, we talk about the interpretability of the learned sparse vec-
tors. We visualize 8 selected words’ sparse vectors from s-SpVec-nce in Fig. 2.
We find that similar words have similar sparse patterns and dissimilar words
possess different sparse codes. We also observe some interpretable patterns from
this figure. For example, the dimensions marked by arrows clearly relate to the
plural and singular aspects of words.

Following Sun et al.’s work [29], we evaluate the interpretability of our learned
sparse word vectors quantitatively by word intrusion task. The details of con-
struction test data for this task are described in [6,29]. Roughly, it sorts words
dimensionally and chooses the top 5 and an intruder word to form an instance.
An intruder word is a word from the bottom half of the sorted list that is in top
10% of a sorted list corresponds to another dimension.

We use DistRatio to measure the interpretability of word representations.
DistRatio is defined to be the average ratio of the distance ai to distance bi,
where ai is the average distance between the intruder word and top words for
the i-th instance; and bi is the average distance between the top words for the
i-th instance. This measure is first introduced by Sun et al. [29]. The higher the
ratio is, the stronger interpretability the representation possesses.

Table 1 presents the DistRatio of our models and their competing ones. It
shows that the interpretability of dense models is weak while sparse representa-
tions illustrate much stronger interpretability. This confirms that the sparse rep-
resentations are more interpretable than the dense ones. Moreover, the SpVec
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variants outperform other sparse representation models significantly on the inter-
pretability aspect. Compared to SC, the reason might be that our method
directly learns the sparse word vectors from the data instead of transforming
pre-trained dense vectors to sparse codes that SC does, and thus can avoid the
information loss caused by the pipeline of learning sparse representations.

5 Conclusion

In this paper, we propose a method to learn sparse word vectors directly from the
plain text, which is based on two assumptions: (1) each word is composed of a few
fundamental elements and (2) good representations result in good performances
to predict context words. We also give an efficient and easy-to-parallelize algo-
rithm that based on NCE to train the proposed model. Additionally, a clustering-
based adaptive updating scheme for noise distributions is proposed for effective
learning when NCE is applied.

The experimental results on word analogy tasks show that the performance
loss due to imposing sparse structure on word representations is limited. On the
word similarity task, our models outperform dense representations like Skip-
Gram, which is considered to be a strong competitor. On the interpretability
aspect, the sparse representations are more interpretable than dense ones. The
experiments demonstrate the effectiveness of our learned sparse vectors in inter-
pretability.
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Abstract. Automated essay scoring (AES) applies machine learning
and NLP techniques to automatically rate essays written in an edu-
cational setting, by which the workload of human raters is considerably
reduced. Current AES systems utilize common text features such as essay
length, tf-idf weight, and the number of grammar errors to learn a scor-
ing function. Despite the effectiveness brought by those common features,
the semantics within the essay text is not well considered. To this end,
this paper presents a study of the usefulness of the distributed seman-
tic representations to AES. Novel features based on word or paragraph
embeddings are combined with the common text features in order to
improve the effectiveness of the AES systems. Evaluation results show
that the use of the distributed semantic representations are beneficial for
the task of AES.

Keywords: Automated essay scoring · Distributed semantic represen-
tations · Embeddings

1 Introduction

Automated essay scoring (AES) is usually considered as a machine learning
problem [1–3] where learning algorithms such as K-nearest neighbor and support
vector machines for ranking are applied to learn a rating model for a given essay
prompt with a set of training essays rated by human assessors [4]. Currently,
the AES systems have been widely used in large-scale English writing tests,
e.g. Graduate Record Examination (GRE), to reduce the human efforts in the
writing assessments.

In general, existing AES systems are based on a number of common text fea-
tures that are not linked to intuitive dimensions of semantics or writing quality,
such as lexical complexity, grammar errors, syntactic complexity, organization
and development, coherence, etc. However, these shallow text features are not
able to represent the semantic content of essays, resulting in limited robustness
and effectiveness [5].

c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 16–28, 2017.
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Recently, the word level, phrase level, and sentence level semantic repre-
sentations of documents are successfully applied to compute the syntactic and
semantic similarity in quite a few natural language processing (NLP) tasks. For
example, Tomas et al. propose a method based on representations of words and
sentences that achieves promising results for movie rating prediction on a crawl
of IMDB [8]. Richard et al. propose a method based on the continuous represen-
tations of sentences that obtains good performance on the Stanford background
dataset [9]. There are also efforts in developing methods for extracting the seman-
tic representations of documents [9–11]. For instance, a simple approach is to use
a weighted average of all word vectors in the document [12]. A more sophisticated
approach is to learn continuous distributed vector representations for pieces of
texts [13]. For the task AES, there has been little success of the application of
the semantic features as far as we are aware of.

To this end, this paper presents an investigation in the usefulness of vari-
ous novel features in indicating the writing quality of essays. The new features
are derived based on different approaches to generating distributed representa-
tions of words, paragraphs, and documents, including latent Dirichlet allocation
(LDA) [17], Word2Vec [18], and PV-DBOW [13]. Experimental results on the
publicly available dataset ASAP indicate that the new features based on the
semantic similarity features and distributed semantic representations of essays
achieve higher agreement with human raters than the use of only the common
text features. In our evaluation, the use of the new features can achieve up to
12.33% improvement in Kappa, and 18.61% improvement in nRMSE against the
baseline.

2 Common Text Features

This section introduces common text features widely used in the previous AES
methods [1,7,14,15], which are listed in Table 1. The detailed description of the
features is given below.

– Statistics of word length: The mean and variance of word length in characters.
These can be indicators for the degree of complexity a writer can master since
the unusual words tend to be longer. The number of unique words appeared
in an essay, normalized by the essay length in words.

– Statistics of sentence length: The mean and variance of sentence length in
words. The variety of the length of sentences potentially reflects the complex-
ity of syntactics.

– Statistics of essay length: The essay length is measured by the number of
words and the number of characters in an essay. Essays are usually written
under a time limit, so the essay length can be a useful predictor of the pro-
ductivity of the writer. The fourth root of essay length in words is proved to
be highly correlated with the essay score [15].

– Clauses: The mean number of clauses in each sentence, normalized by the
number of sentence in an essay. The maximum number of clauses of a sentence
in an essay. The mean length of sentences that contain at least one clause.
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Table 1. Common text features.

No. Feature

1 Mean and variance word length in characters

2 Mean length of clauses

3 Essay length in characters and words

4 Number of spelling errors

5 The number of prepositions and commas

6 Mean number of clauses per sentence

7 Mean and variance of sentence length in words

8 Maximum number of clauses of a sentence

9 Semantic vector similarity based on LSA

10 Mean cosine similarity of word vectors by tf-idf

11 The average height of the parser tree of each sentence in an essay

12 Word bigram/trigram frequency tf divided by collection frequency TF

13 POS bigram/trigram frequency tf divided by collection frequency TF

– Sentence structure: The number of prepositions and commas in each sentence,
normalized by words in sentences. The average height of the parser tree of
each sentence in an essay. The average of the sum of the depth of all nodes in
a parser tree of each sentence in an essay. The more complicated the sentences
are, the higher complexity the parser trees exhibit. It is therefore necessary
to utilize the sentence structure to indicate the essay quality.

– Spelling errors: Grammatical or spelling errors are one of the most obvious
indicators of bad essays, which are detected by the spelling check API pro-
vided by LanguageTool1.

– Word bigram and trigram: The level of grammar and fluency of an essay can
be measured by the mean tf/TF of word bigrams and trigrams [16] (tf is
the frequency of bigram/trigram in a single essay and TF is the frequency of
bigram/trigram in the whole essay collection). We assume a bigram or trigram
with high tf/TF as a grammar error because high tf/TF means that this kind
of bigram or trigram is not commonly used in the whole essay collection but
appears in the specific essay.

– POS bigram and trigram: Mean tf/TF of POS bigrams and trigrams. The
Part-of-Speech tagging of each word is done by the Stanford Parser2.

– Word vector similarity : Mean cosine similarity of word vectors, in which the
element is the term frequency multiplied by inverse document frequency (tf-
idf) of each word. It is calculated as the weighted mean of cosine similarities
and the weight is set as the corresponding essay score.

1 https://www.languagetool.org.
2 http://nlp.stanford.edu/software/corenlp.shtml.

https://www.languagetool.org
http://nlp.stanford.edu/software/corenlp.shtml
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– Semantic vector similarity : Semantic vectors are generated by Latent Seman-
tic Analysis [6]. The calculation of mean cosine similarity of semantic vectors
is the same with word vector similarity.

Each feature is normalized to be within [0, 1]. The features introduced in this
section include most of the common text features used in recent studies on AES,
which lead to state-of-the-art results [1,4,7,16,20]. Therefore, the AES system
trained by those common text features is used as the baseline in this paper.

3 Semantic Representations for AES

This section introduces the semantic features involved in this study. Section 3.1
introduces the methods used for learning the semantic representations of essays,
from which the semantic features are generated, as in Sect. 3.2.

3.1 Methods for Vector Representations

Other than the previously applied LSA approach in [7], we propose to generate
semantic features based on the following recent methods for the vector repre-
sentations. A brief introduction of how to obtain semantic embeddings of essays
through these learning algorithms is given below.

Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a
corpus [17]. The basic idea is that documents are represented as random mixtures
over latent topics, where each topic is characterized by a distribution over words.
The probabilistic distribution on all topics of a document is considered as a kind
of semantic representation of a document. Using LDA, the ith dimension of the
semantic representation of the essay is given by the probability that the essay
belongs to topic i. To analyze the effectiveness of the different number of topics,
the number of topics is set as 5, 6, 7, 8, 9, 10, respectively. Those settings are
found to be the most effective in the preliminary experiments. Results obtained
using the different settings above are also presented in Sect. 5.2.

Continuous Skip-gram Model is used to learn high-quality distributed vector
representations that capture syntactic and semantic relationships between words
[18]. In continuous skip-gram model, every word is mapped to a unique vector,
and all the word vectors are stacked in a word embedding matrix W generated
by the model. The weighted mean of word embeddings of words appeared in an
essay is used as a semantic representation of the essay, which the weight is set
as the tf/TF. The ith dimension of the semantic representation of the essay is
given by:

word V eci =

∑n
j=1 weightj ∗ Wji

n
(1)

where n is the number of unique words in an essay, weightj is the tf/TF of the
jth word in the essay, and Wji is the ith dimension of the word vector of the
jth word in the essay.
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In this paper, we use two different datasets to learn the word embeddings, one
is the publicly available ASAP dataset (see Sect. 4.1 for details), and the other is
the GoogleNews dataset3. The latter is a large-scale news corpus which may lead
to better training of word embeddings. The word embeddings obtained on ASAP
is trained by Word2Vec, and the dimension of word embedding is set as 50, 100,
200 and 300, respectively. Those settings are found to be the most effective in the
preliminary experiments. Results obtained using the different settings above are
also presented in Sect. 5.2. Using GoogleNews, the word vectors are pre-trained
on 100 billion words of Google news dataset and are of length 300.

Distributed Bag of Words Version of Paragraph Vectors Model: Tomas et al.
propose the distributed bag of words version of paragraph vector model (PV-
DBOW) [13]. The PV-DBOW model learns the paragraph vector based on the
continuous skip-gram model. A notable difference between the outcome of the
PV-DBOW model and the continuous skip-gram model is that the PV-DBOW
model generates the vector representations of paragraphs, in addition to the
word vectors. The paragraph vector representations are obtained by the PV-
DBOW model trained on the ASAP dataset. GoogleNews is not used as it only
comes with word embeddings. The same as the word embeddings, the dimen-
sion of paragraph embedding is set to 50, 100, 200, and 300, respectively, for
effectiveness reason.

3.2 Semantic Features

In this paper, we present two ways to using the semantic representations of
essays for generating the semantic features for AES, namely Vector Similarity
and Dimension Extension.

Vector Similarity : It is calculated as the mean of all weighted cosine similarities
between the given essay and the other essays for a given prompt. Assuming
w1, w2, ..., wm are the semantic representations of essays in the specific essay set,
Simi is the Vector Similarity of the ith essay:

Simi =

∑m
j=1,j!=i rj · −→wi·−→wj

||−→wi||×||−→wj |
(m − 1) · ∑m

j=1,j!=i rj
(2)

where m is the number of essays associated to the given prompt, and rj is the
actual rating of the j th essay. Using Vector Similarity, only a single semantic
feature is generated from the essay embeddings.

Dimension Extension: The feature vector of a given essay is extended by the
entire semantic representations of the essay. Each dimension of the essay embed-
ding is regarded as a semantic feature of the essay. In other words, the size of
the feature vector of the given essay is extended by the number of dimensions of
the entire semantic representations of the essay.
3 https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=

sharing.

https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=sharing
https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=sharing
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Table 2. Semantic features.

Semantic
features

Feature description

lda sim k Vector Similarity feature learned by LDA
The number of topics k is set as 5, 6, 7, 8, 9, 10, respectively

lda vec k Dimension Extension feature learned by LDA
The number of topics k is set as 5, 6, 7, 8, 9, 10, respectively

word sim k Vector Similarity feature learned from ASAP by skip-gram
The number of dimensions k is set as 50, 100, 200, 300, respectively

word vec k Dimension Extension feature learned from ASAP by skip-gram
The number of dimensions k is set as 50, 100, 200, 300, respectively

google sim 300 Vector Similarity feature learned from GoogleNews
The dimension of the word embeddings is 300

google vec 300 Dimension Extension feature learned from GoogleNews
The dimension of the word embeddings is 300

para sim k Vector Similarity feature learned from ASAP by PV-DBOW
The number of dimensions k is set as 50, 100, 200, 300, respectively

para vec k Dimension Extension feature learned from ASAP by PV-DBOW
The number of dimensions k is set as 50, 100, 200, 300, respectively

We can generate a list of semantic features through the above methods on
the basis of semantic representations of essays introduced in Sect. 3.1.

A list of the semantic features used in this paper is summarized in Table 2.
For example, when the para vec 100 feature is used, the essay feature vector
is extended by the semantic paragraph vector with 100 dimensions. Instead, if
para sim 100 is used, the learned paragraph embeddings have 100 dimensions,
and the essay feature vector is extended by a single dimension, which is the
similarity between the semantic paragraph vector of essay and other essays in
the same essay set.

4 Experimental Settings

This section presents our experimental design, including the dataset used, the
evaluation metrics of the AES system, and the learning algorithms.

4.1 Dataset

The dataset used in our experiments comes from the Automated Student Assess-
ment Prize (ASAP)4. Dataset in this competition consists of eight essay sets.
Each essay set was generated from a specific prompt. All essays received a
resolved score, namely the actual rating, from professional human raters. As
the official test data is no longer available, the evaluation is done by 10-fold
cross-validation on the training data, split by random partitioning.
4 https://www.kaggle.com/c/asap-aes/data.

https://www.kaggle.com/c/asap-aes/data
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4.2 Evaluation Metrics and Learning Algorithms

In this paper, we use Kappa, Pearson correlation coefficient, Spearman correla-
tion coefficient and normalized root-mean-squared error to evaluate the agreement
between the ratings given by the AES system and the actual ratings. They are
widely accepted as reasonable evaluation measures for the AES systems [14,19,20].

Quadratic Weighted Kappa is a statistical metric which is used to measure
inter-rater agreement. Quadratic weighted Kappa takes the degree of disagree-
ment between raters into account. The kappa metric is computed by the mean of
the kappa values across all essay sets after applying the Fisher Transformation5,
instead of the average of the raw kappa values over all essay sets.

Pearson Correlation Coefficient [21] is used to measure the strength of a
linear association between two variables.

Spearman Correlation Coefficient [22] assesses how well the relationship
between two variables can be described using a monotonic function.

In addition to the above three human-machine agreement metrics, the Nor-
malized root-mean-squared error (nRMSE) [23] measures the prediction
error of the essay ratings. The ratings of a given essay topic are normalized to be
within [0, 1] such that the errors among different prompts are comparable. Dif-
ferent from the other three metrics, a lower nRMSE value indicates better effec-
tiveness. The nRMSE reported in the results is averaged over all test essays in the
whole dataset. All statistical tests are based on Analysis of Variance (ANOVA).

In this paper, we use K-nearest neighbor (KNN) and support vector machines
for ranking (SVM-rank) to predict ratings of essays. These two classical algo-
rithms are widely used in recent studies on the AES systems [14,15].

K-nearest Neighbors (KNN) [24] is a classical classification algorithm com-
monly used in automated essay scoring. Using KNN, we select the K essays in
the training collection that are most similar to the test essay. Then the predicted
score of the test essay is the average of the scores of the K essays. The parameter
K is set by grid search on the ASAP validation set.

For SVM-rank, the linear kernel function is used in the experiments. The
parameter C, which controls the trade-off between empirical loss and regularizer,
is set by grid search on the ASAP validation set. To determine the final rating
of a given essay, we take the average rating of k essays whose scores are closest
to the given essay. The parameter k is also set by grid search on the ASAP
validation set. We use the implementation of SVM-rank in SVMrank package6.

5 Evaluation Design and Results

5.1 Evaluation Design

In order to examine the effectiveness of the semantic features when applied to
AES, the experiments conducted in this paper are organized as follows.
5 https://www.kaggle.com/c/asap-aes/details/evaluation.
6 http://svmlight.joachims.org/.

https://www.kaggle.com/c/asap-aes/details/evaluation
http://svmlight.joachims.org/
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Table 3. Performance of the semantic features generated by Word2Vec with different
numbers of dimensions.

Methods Vector similarity

Metrics Base word
sim 50

word
sim 100

word
sim 200

word
sim 300

google
sim 300

SVM rank Kappa .7423 .7656 .7716 .7600 .7695 .7592

Pearson .7793 .8115 .8189 .8082 .8109 .8079

Spearman .7355 .7702 .7797 .7749 .7722 .7678

nRMSE .1709 .1532 .1486 .1533 .1530 .1571

KNN Kappa .7103 .7728 .7746 .7727 .7734 .7754

Pearson .7429 .7890 .7881 .7890 .7845 .7928

Spearman .7225 .7768 .7766 .7746 .7765 .7781

nRMSE .1811 .1650 .1648 .1649 .1655 .1638

Methods Dimension extension

Metrics Base word
vec 50

word
vec 100

word
vec 200

word
vec 300

google
vec 300

SVM rank Kappa .7423 .7895 .7784 .7863 .7766 .7817

Pearson .7793 .8292 .8215 .8242 .8018 .8169

Spearman .7355 .7912 .7812 .7862 .7850 .7817

nRMSE .1709 .1454 .1459 .1464 .1569 .1463

KNN Kappa .7103 .7190 .7028 .7182 .7114 .7365

Pearson .7429 .7492 .7428 .7421 .7501 .7678

Spearman .7225 .6950 .6905 .6995 .6978 .7396

nRMSE .1811 .1716 .1718 .1703 .1706 .1672

Effectiveness of the Individual Semantic Features with Different Numbers of
Dimensions: To investigate the effectiveness of the semantic features with dif-
ferent numbers of dimensions, six sets of experiments are conducted. Each set
of experiments corresponds to one specific semantic feature, in addition to the
baseline that uses the common text features in Table 2, as presented in Tables 3,
4 and 5, respectively.

Comparison to the Baseline Using a Combination of the Best Individual Seman-
tic Features Based on Vector Similarity and Dimension Extension: In these
experiments, we compare the semantic features to the baseline that uses the
common text features. The semantic features are word sim, word vec, lda sim,
lda vec, para sim, para vec and sim best+vec best. Out of these semantic fea-
tures with different embedding dimensions presented in Tables 3, 4 and 5, we
choose the best individual semantic feature in each table to be evaluated against
the baseline. sim best+vec best denotes the concatenation of the best Vector
Similarity feature and the best Dimension Extension feature out of Tables 3,
4 and 5, which correspond to Word2Vec, PV-DBOW, and LDA, respectively.
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Table 4. Performance of the semantic features generated by PV-DBOW with different
numbers of dimensions.

Methods Vector similarity

Metrics Base para sim 50 para sim 100 para sim 200 para sim 300

SVM rank Kappa .7423 .7631 .7624 .7707 .7641

Pearson .7793 .8085 .8056 .8198 .8083

Spearman .7355 .7684 .7633 .7733 .7696

nRMSE .1709 .1549 .1543 .1523 .1535

KNN Kappa .7103 .7663 .7669 .7627 .7626

Pearson .7429 .7821 .7831 .7818 .7803

Spearman .7225 .7610 .7620 .7592 .7903

nRMSE .1811 .1648 .1646 .1649 .1650

Methods Dimension extension

Metrics Base para vec 50 para vec 100 para vec 200 para vec 300

SVM rank Kappa .7423 .7731 .7691 .7624 .7671

Pearson .7793 .8205 .8121 .8079 .8099

Spearman .7355 .7838 .7702 .7706 .7656

nRMSE .1709 .1498 .1545 .1544 .1545

KNN Kappa .7103 .7892 .7908 .7866 .7907

Pearson .7429 .8116 .8128 .8126 .8104

Spearman .7225 .7943 .7969 .7946 .7920

nRMSE .1811 .1625 .1617 .1620 .1621

Baseline uses all the common text features in Table 1 to learn a rating model for
AES. The results are listed in Table 6. The last column in Table 6 presents the
results of sim best+vec best.

Take KNN for example, lda sim/vec 6, google sim/vec 300, and para sim
/vec 100 are compared with the baseline as they are the best out of the different
settings of parameter k. sim best+vec best means that the feature set used is
the concatenation of Baseline, para vec 100 and google sim 300.

5.2 Evaluation Results

Firstly, the performance of the individual semantic features are evaluated.
Tables 3, 4 and 5 present the evaluation results brought by the use of individual
semantic features in addition to the common text features, with respect to dif-
ferent numbers of dimensions. Each of the tables corresponds to the results of
the semantic features generated by a single learning method, i.e. Word2Vec, PV-
DBOW, or LDA. In Tables 3, 4 and 5, the best result of each semantic feature
is in bold.

According to Tables 3, 4 and 5, the effectiveness of the semantic features is
in general stable with different numbers of embedding dimensions in different
evaluation metrics. Therefore, changing this parameter setting does not have
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Table 5. Performance of the semantic features generated by LDA with different num-
bers of dimensions.

Methods Vector similarity

Metrics Base lda sim 5 lda sim 6 lda sim 7 lda sim 8 lda sim 9 lda sim 10

SVM rank Kappa .7423 .7657 .7555 .7579 .7692 .7616 .7495

Pearson .7793 .8131 .8040 .8062 .8139 .8129 .7998

Spearman .7355 .7716 .7674 .7656 .7742 .7740 .7595

nRMSE .1709 .1535 .1561 .1551 .1525 .1531 .1561

KNN Kappa .7103 .7252 .7553 .7304 .7355 .7204 .7378

Pearson .7429 .7518 .7718 .7643 .7483 .7356 .7595

Spearman .7225 .7292 .7478 .7321 .7293 .7288 .7311

nRMSE .1811 .1713 .1650 .1675 .1696 .1695 .1685

Methods Dimension extension

Metrics Base lda vec 5 lda vec 6 lda vec 7 lda vec 8 lda vec 9 lda vec 10

SVM rank Kappa .7423 .7679 .7713 .7647 .7671 .7566 .7603

Pearson .7793 .8124 .8163 .8134 .8121 .8026 .8094

Spearman .7355 .7674 .7752 .7682 .7652 .7669 .7745

nRMSE .1709 .1525 .1523 .1533 .1528 .1541 .1540

KNN Kappa .7103 .6811 .7239 .7098 .6931 .6831 .6640

Pearson .7429 .7183 .7532 .7430 .7288 .7312 .7292

Spearman .7225 .7006 .7298 .7170 .7072 .7112 .7097

nRMSE .1811 .1851 .1708 .1781 .1845 .1801 .1809

a significant impact on the performance of the individual features. Moreover,
according to Table 3, the word embeddings learned from ASAP appears to have
slight better performance than those learned from GoogleNews when SVM-rank
is used, and the other way around when KNN is used. In addition, comparing
the evaluation results of using Vector Similarity and Dimension Extension of
the same embeddings, we find no conclusive results. When SVM-rank is used,
the Vector Similarity features have overall slightly better performance than the
Dimension Extension features. However, when KNN is used, the Vector Similar-
ity features have better performance when generated by Word2Vec (Table 3) and
LDA (Table 5), while the Dimension Extension features gave better performance
when generated by PV-DBOW. Such diverse results suggest the potential useful-
ness to combine the best individual semantic features based on Vector Similarity
and Dimension Extension, respectively.

Next, the best Vector Similarity and Dimension Extension features are com-
bined in order to make the best use of those semantic features. Table 6 compares
the use of the combination of the best semantic features against the baseline.
The last column in Table 6 presents the results of sim best+vec best, the con-
catenation of the baseline features, and the best features generated by Vector
Similarity and Dimension Extension, respectively. A * indicates a statistically
significant improvement over the baseline according to the ANOVA test. Accord-
ing to Table 6, all semantic features we present in this study have improvements
over the baseline, and sim best+vec best has the best performance in all cases.



26 C. Jin et al.

Table 6. Main evaluation result: best individual features (columns 3–8) against the
baseline, and the combination (the last column) of the best Vector Similarity (sim) and
Dimension Extension (vec) features against the baseline.

SVM rank Base lda

sim 8

lda

vec 6

word

sim 100

word

vec 50

para

sim 200

para

vec 50

word

sim 100

+word

vec 50

Kappa .7423 .7692

+3.62%*

.7713

+3.91%*

.7716

+3.95%*

.7895

+6.36%*

.7707

+3.83%*

.7731

+4.15%*

.8016

+7.99%∗
Pearson .7793 .8139

+4.44%*

.8163

+4.75%*

.8189

+5.08%*

.8292

+6.40%*

.8198

+5.20%*

.8205

+5.29%*

.8374

+7.46%∗
Spearman .7355 .7742

+5.26%*

.7752

+5.40%*

.7797

+6.01%*

.7912

+7.57%*

.7733

+5.14%*

.7838

+6.57%*

.8031

+9.19%∗
nRMSE .1709 .1525

− 10.77%*

.1523

− 10.88%*

.1486

− 13.05%*

.1454

− 14.92%*

.1523

− 10.88%*

.1498

− 12.34%*

.1391

−18.61%∗
KNN Base lda

sim 6

lda

vec 6

google

sim 300

google

vec 300

para

sim 100

para

vec 100

google

sim 300

+para

vec 100

Kappa .7103 .7553

+6.34%*

.7239

+1.91%

.7754

+9.16%*

.7365

+3.69%*

.76697.97%* .7908

+11.33%*

.7979

+12.33%∗
Pearson .7429 .7718

+3.89%*

.7532

+1.39%

.7928

+6.72%*

.7678

+3.35%*

.7831

+5.41%*

.8128

+9.41%*

.8161

+9.85%∗
Spearman .7225 .7478

+3.50%*

.7298

+1.01%

.7781

+7.69%*

.7396

+2.37%*

.7620

+5.47%*

.7969

+10.30%*

.8001

+10.74%∗
nRMSE .1811 .1650

− 8.89%*

.1708

− 5.69%*

.1638

− 9.55%*

.1672

− 7.68%*

.1646

− 9.11%*

.1617

− 10.71%*

.1612

−10.99%∗

This shows that it is beneficial to combine the semantic features generated by
both methods. When using SVM-rank, the features generated by Dimension
Extension have overall better performance than those generated by Vector Simi-
larity and the effectiveness of features generated by word embeddings outperform
the features generated by PV-DBOW and LDA.

Using SVM-rank, the improvements brought by all semantic features gener-
ated by Vector Similarity and Dimension Extension are statistically significant
when the effectiveness is measured by all four evaluation metrics. Using KNN,
google sim 300 outperforms para sim 100 and lda sim 6, and para vec 100 has
better performance than google vec 300 and lda vec 6. According to the ANOVA
significance test, the improvements brought by google sim 300, google vec 300,
para sim 100, para vec 100, lda sim 6 and sim best+vec best are statistically
significant when the effectiveness is measured by Kappa, Pearson and Spearman.
All improvements are statistically significant when the effectiveness is measured
by nRMSE.

Overall, the results show that the use of the semantic features can indeed
improve the effectiveness of AES on top of the common text features. As shown
in Table 6, it is particularly encouraging that a combination of the best features
can achieve up to 12.33% improvement in Kappa, and 18.61% improvement in
nRMSE. Therefore, it is also recommended to combine the best features gener-
ated by Vector Similarity and Dimension Extension, in order to achieve the maxi-
mized performance of AES. It is widely accepted that the agreement between pro-
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fessional human raters ranges from 0.70 to 0.80, measured by quadratic weighted
Kappa or Pearson’s correlation [3]. In Table 6, the semantic features achieve a
Kappa of 0.8016 and a Pearson’s correlation of 0.8374, suggesting their potential
usefulness in automated essay scoring.

6 Conclusions and Future Work

In summary, this paper presents an investigation on the effectiveness of using
semantic vector representations for the task of automated essay scoring (AES).
According to the evaluation results on the standard ASAP English dataset, the
effectiveness brought by our proposed semantic representations of essays depends
on the learning algorithms and the evaluation metrics used. On the other hand,
the effectiveness of individual semantic features is stable with respect to differ-
ent numbers of dimensions. Results show that statistically significant improve-
ment over the baseline can be achieved by applying our proposed semantic fea-
tures listed in Table 2. Results also show that the concatenation of the best
features generated by Vector Similarity and Dimension Extension, namely fea-
ture sim best+vec best has the best effectiveness among all features involved in
this investigation. Moreover, the semantic features based on word embeddings
lead to better effectiveness than those based on LDA embeddings and paragraph
embeddings.

In the future, we plan to continue the research by mining effective features
based on different sources of information, e.g. the structure of a given essay. We
also plan to further improve this work by using the embeddings as input to a
deep neural network, in order to learn an AES model.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China (61472391).
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Abstract. Sentiment classification aims to use automatic tools to
explore the subjective information like opinions and attitudes from user
comments. Most of existing methods are centered on the semantic rela-
tionships and the extraction of syntactic feature, while the document
topic feature is ignored. In this paper, a weakly supervised hierarchi-
cal model called external knowledge-based Latent Dirichlet Allocation
(ELDA) is proposed to extract document topic feature. First of all, we
take advantage of ELDA to compress document feature and increase the
polarity weight of document topic feature. And then, we train a classifier
based on the topic feature using SVM. Experiment results on one English
dataset and one Chinese dataset show that our method can outperform
the state-of-the-art models by at least 4% in terms of accuracy.

Keywords: Sentiment classification · Topic feature · External knowl-
edge · SVM

1 Introduction

With the rapid development of Web 2.0, various types of social media such as
product reviews, microblogs and forums have provided a wealth of information
that can be very helpful to access the general public’s sentiment and opinions.
Exploring these sentiment and opinions towards to different topics are useful in
many applications [12]. Besides, the sentiment mining about user generated con-
tent has played an important role in user interest mining, election poll and crisis
management [5,15]. Therefore, sentiment classification has been a hot research
topic in many fields.

There are many machine learning-based methods to explore sentiment by
considering sentiment classification as text classification [24]. Mainly these meth-
ods are applying supervised machine learning techniques to train a sentiment
classifier from a set of labeled data and predict the unlabeled data sentiment
[3,13]. It is a key issue how to extract more complex and valuable feature [25].
A variety of feature extraction methods have been proposed, including single
words [16], and other novel models [22]. Nevertheless, all these methods don’t
take the semantic relationships between words and the document topic feature
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 29–41, 2017.
DOI: 10.1007/978-3-319-63558-3 3
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into consideration. Many studies take advantage of external knowledge to build
a classification model on both labeled training data and hidden topics discovered
from external knowledge [7,14,20,27]. Here we extract the topic of document as
feature to reduce feature dimension.

Although much classification work has been done in detecting topic [1,4],
these work mainly focus on discovering the topic of document, without any
consideration about sentiment. Inspired by the idea of using external knowl-
edge mentioned above, we present a general framework for building a classifier
with compressed topic feature instead of word feature discovered from document
integrated with external knowledge. In this paper, we focus on document-level
sentiment classification in conjunction with topic analysis model LDA [1], and
powerful machine learning method SVM.

The rest of this paper is organized as follows. In Sect. 2, we briefly review
several representative works related to our method. Section 3 mainly introduces
the Latent Dirichlet Allocation (LDA). Section 4 mainly presents our weakly
supervised feature compression approach based on topic model in detail and the
experiment results based on Chinese reviews and English reviews are illustrated
and discussed in Sect. 5. Finally, Sect. 6 is the conclusion.

2 Related Work

A great deal of work has been focused on the problem of sentiment classifica-
tion at various levels, from document level, to sentence and word level. At the
early stage, Turney [17] used an unsupervised learning algorithm with mutual
information to predict the semantic orientation at the word level. Pang et al.
proposed a semi-supervised machine learning algorithm by employing a subjec-
tivity detector at the sentence level [11]. At the document level, Wu [21] trained
sentiment classifiers for multiple domains in a collaborative way based on multi-
task learning. Zhang et al. mainly proposed a method for sentiment classification
based on word2vec and SV Mperf [26].

By contrast, the supervised classification methods aim to train a sentiment
classifier using labeled corpus. Pang et al. used SVM as the classifier to clas-
sify sentiment for the first time by using the n-grams model [13]. Wang et al.
used document frequency (DF), information gain (IG), chi-squared statistic
(CHI) and mutual information (MI) to choose features and then used boolean
weighting method to set feature weight and constructed a vector space model
[18,19]. Besides, a pre-training method applied to deep neural networks based
on restricted Boltzmann machine was proposed to gain stable classification per-
formance over short text [10].

The above work mainly focused on sentiment classification without consid-
ering about the topic feature of the document which can reduce the document
feature dimension. Some other work has been done regarding to this direction.
Earlier topic models such as LDA and PLSA [6] have mainly focused on extract-
ing topics. Those models have been extended to explore text sentiment as shown
in Sentiment-LDA and Dependency-Sentiment-LDA [8]. Yang et al. regard the
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visual feature as a mixture of Gaussian and treat the corpus of comments as a
mixture of topic model [23]. Multilingual Supervised Latent Dirichlet Allocation
(MLSLDA) is proposed for sentiment analysis on a multilingual corpus [2].

Motivated by these observations, we mainly take advantage of topic model
to extract document topic feature and reduce the feature dimension. Here we
use topic model to extract document topic feature and supervised method to
classify the document instead of sentiment lexicon to represent the polarity of
word. At the same time we can add the polarity feature weight by integrating
with the external knowledge. More details will be discussed subsequently.

3 Hidden Topic Analysis Model

Topic model [1] represents each document as mixtures of (latent) topics, where
each topic is a probability distribution over words. Consider a collection of M
documents containing words from the vocabulary of terms {1, . . . , V }, and let
{1, . . . , K} be a set of topics. LDA was developed based on an assumption of
document generation process depicted in both Algorithm 1.

Algorithm 1. Generation process for LDA

Require: α, β, Document m
for all topics k ∈ [1, K] do

sample word distribution φk∼Dir(β)
end for
for all documents m ∈ [1, M ]

sample topic distribution θm∼Dir(α)
for all words n ∈ [1, Nm]

sample topic index zm,n∼Mult(θm)
sample term for word wm,n∼Mult(φzm,n)

end for
end for

Where α and β are Dirichlet parameters, θm is the topic distribution for
document m, φk is the word distribution for topic k and Nm is the length of
document m. zm,n is the topic index of nth word in document m and wm,n is a
particular word for word placeholder [m, n]. We can write the joint distribution
of all known and hidden variables given the Dirichlet parameters as follows.

p(wm, zm, θm, φ|α, β) = p(φ|β)
Nm∏

n=1

p(wm,n|φzm,n
)p(zm,n|θm)p(θm|α) (1)

The likelihood of a document wm is obtained by integrating over θm, φ and
summing over zm as follows.

p(wm|α, β) =
∫∫

p(θm|α)p(φ|β)
Nm∏

n=1

p(wm,n|θm, φ)dφdθm (2)
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Finally, the likelihood of the whole data collection W = {wm}Mm=1 is as follows:

p(W |α, β) =
M∏

m=1

p(wm|α, β) (3)

The solution to estimate the posterior distribution is to use Gibbs sampling
which is a popular Markov chain Monte Carlo algorithm to sample from complex
high dimensional distributions. In each step, the algorithm randomly samples a
topic assignment for a word wi conditioned on the topic assignments of all other
words. More formally, in each Gibbs sampling step, the algorithm replaces zi by
a topic drawn from the distribution p(zi|z¬i, w) which is given by:

p(zi = k|z¬i, w, α, β) =
n
(t)
k,¬i + βt[

V∑
v=1

n
(v)
k + βv

]
− 1

n
(k)
m,¬i + αk[

K∑
j=1

n
(j)
m + αj

]
− 1

(4)

Above, n
(t)
k,¬i is the number of times of word t which is assigned to topic k

excluding the current assignment and n
(k)
m,¬i is the number of words in document

m assigned to topic k except the current assignment. Samples obtained from the
Markov chain are then used to estimate the distributions φ and θ as follows.

φk,t =
n
(t)
k + βt

V∑
v=1

n
(v)
k + βv

(5)

θm,k =
n
(k)
m + αk

K∑
j=1

n
(j)
m + αj

(6)

4 Weakly Supervised Feature Compression Based ELDA

The standard LDA topic model is completely unsupervised, and determines top-
ics for words entirely based on the co-occurrence patterns of words across doc-
uments. Here we mainly take advantage of weakly supervised topic model to
extract document topic feature.

We leverage an external knowledge to provide a form of weak supervision
for the traditional LDA model, aiming at improving document polarity feature
weight on English dataset and Chinese dataset. The English and Chinese external
knowledge A which all contain 5000 positive reviews and 5000 negative reviews
are obtained from the NLPCC 2014 sentiment analysis task1. Here the external
knowledge should be high-quality for the classified document, so the data type
should be same. We mainly use the external knowledge to bias the weight of
1 http://tcci.ccf.org.cn/conference/2014/.

http://tcci.ccf.org.cn/conference/2014/
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document polarity, so the topic feature which can represent polarity is most
important. Phan et al. integrates external knowledge topic distribution with
the original document and builds a classifier on both labeled training data and
hidden topics discovered from the external knowledge [14]. By contrast, the
purpose of our approach is to bias the topic-word distribution φk,t in favor of the
words that are frequently annotated with topic k in A, while the document-topic
distribution θm,k is in favor of topics that frequently occur in document m in A.

The problem of statistical inference involves estimating the probability dis-
tribution φk,t over words associated with each topic k, the distribution θm,k over
topics for each document m.

Given the hyper-parameters of dirichlet α and β, posterior distribution of φk,t

on A is defined as P (φk,t|β,A) which is equivalent to Dir(φk,t|βt + δtk). Here, δtk
is the number of times of term t which is assigned topic k in A. Similarly, we can
show that θm,k has a Dirichlet posterior with hyper-parameters αk + δkm where
δkm is the number of annotated terms in document m that are assigned topic k
in A. Finally, we get the conditional probability that zi = k (for word wi = t in
document m) given the observed external knowledge A as:

p(zi = k|z¬i, w, α, β) =
n
(t)
k,¬i + βt + δtk[

V∑
v=1

n
(v)
k + βv + δvk

]
− 1

n
(k)
m,¬i + αk + δkm[

K∑
j=1

n
(j)
m + αj + δjm

]
− 1

(7)

Above, n
(t)
k,¬i is the number of times of word t which is assigned to topic k

excluding the current assignment and n
(k)
m,¬i is the number of words in document

m assigned to topic k except the current assignment.
In this paper, we incorporate external knowledge A into the new Gibbs sam-

pling equation above by adding the prior counts δtk and δkm observed in A to
the counts n

(t)
k,¬i and n

(k)
m,¬i, respectively. This has the effect of biasing the topic

assignment for a word (in each Gibbs sampling step) in favor of topics that fre-
quently appear in A for either the word or the document containing it. Further-
more, this topic bias spreads to other occurrences of the word in the document
corpus as well as to co-occurring words, and recursively through them to more
words. Samples obtained from the Markov chain are then used to estimate the
distributions φ and θ as follows.

φk,t =
n
(t)
k + βt + δtk

V∑
v=1

n
(v)
k + βv + δvk

(8)

θm,k =
n
(k)
m + αk + δkm

K∑
j=1

n
(j)
m + αj + δjm

(9)

Firstly, we run Gibbs sampling on the external knowledge A using
Algorithm 1 (za denotes the topic assignment for words in A). Regarding the
combination of the external knowledge A and documents D as A ∪ D, we only
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sample topic for words in D while keeping the topics for words in A fixed at za
and save the result using Algorithm 2 where M represents the document number
of A ∪ D.

Algorithm 2. Generation process for ELDA

Require: α, β, Document A ∪ D
for all topics k ∈ [1, K] do

sample word distribution φk∼Dir(β)
end for
for all documents m ∈ [1, M ]

if m < the document number of A
for all words n ∈ [1, Nm]

keep topic index as za saved from Algorithm 1
sample term for word wm,n∼Mult(φzm,n)

end for
else

sample topic distribution θm∼Dir(α)
for all words n ∈ [1, Nm]

sample topic index zm,n∼Mult(θm)
sample term for word wm,n∼Mult(φzm,n)

end for
end if

end for

It is proved that the above method can bias the document-topic distribution
to improve the corresponding document polarity feature weight. Here we describe
how we present the document feature to build a classifier. Document m contains
Nm words as {w1, w2, . . . , wNm

}. At last, we use ELDA to get the document-topic
distribution θm,k to represent feature of document m as {pm1, pm2, . . . , pmk} which
can reduce document dimension to get the compressed feature at the same time.
pmk represents the probability that topic k is associated with document m.

5 Experiment Results

In this section, we mainly present the experiment results. Firstly we introduce
two real-word sentiment datasets in the experiment. We evaluate the perfor-
mance of our approach by comparing it with other methods and explore the
influence of parameter setting on the performance of our approach.

5.1 Data Preparation

Two publicly available datasets are used in our experiment which contain the
famous Amazon product review dataset [21] first used and the hotel review
dataset in Chinese2. The Amazon dataset contains four different categories of
product reviews crawled from Amazon.com including Book, DVD, Electronics
and Kitchen. The detailed statistics are summarized in Table 1.
2 http://www.datatang.com.

https://www.amazon.com/
http://www.datatang.com
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Table 1. Statistic of datasets

Dataset Book DVD Electronics Kitchen Total Hotel

Positive 1000 1000 1000 1000 4000 3000

Negative 1000 1000 1000 1000 4000 3000

Several preprocessing steps are taken before experiments. All English words
are converted to lower cases. We mainly use JieBa Tokenization3 to process
hotel review dataset and all stopwords are removed. We take advantage of 5-fold
cross-validation to select the most appropriate parameters of the classifier. We
randomly allocate 80% of the data as training dataset, and the rest is used as
testing dataset. We conduct each experiment ten times independently and select
the average result as the final result.

5.2 Performance Evaluation

Firstly, we conduct some comparison experiments to demonstrate the effective-
ness of our approach. Here we compare the proposed method with other baselines
in terms of accuracy, precision, recall and F1-score. The detailed baselines are
shown as follows.

– NB-SVM: We use the Naive Bayes with Support Vector Machine (NB-
SVM) that can compute a log-ratio vector between the average word counts
extracted from the positive reviews and the average word counts extracted
from the negative reviews to consider a supervised weight of the counts.

– Word2Vec-RNN: It is used for extracting the feature of document word.
This method maps each word to n-dimensional real vector. We regard these
vectors as the feature of each document and the input of recurrent neural
network(RNN).

– LDA-SVM: It mainly extracts the hidden topics from user reviews [9]. It
then takes the topic distributions of reviews as the document features to train
SVM as a classifier. We use this method to compare the effectiveness of joint
modeling part of the proposed model and this alternative method.

– sLDA-SVM: It is a supervised latent dirichlet allocation, a statistical model
of labelled documents [18]. A response variable (sentiment label) associated
with each document is added to the LDA model.

– ELDA-SVM: It employs the proposed ELDA method which leverages exter-
nal knowledge to bias the document-topic distribution. It can improve doc-
ument sentiment feature weight and compress document feature. Here we
empirically set parameters α =50/k, β = 0.1.

The experimental results are presented in Table 2. Overall, ELDA-SVM
outperforms the baselines in both datasets. NB-SVM only considers word-of-
bag feature and Word2Vec-RNN just translates the document word to the
3 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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Table 2. Performs of sentiment classification

Data Method Accuracy Precision Recall F1-score

Book NB-SVM 79% 85.5% 75.66% 80.28%

Word2Vec-RNN 77.75% 75% 78.95% 76.92%

LDA-SVM 83.75% 83.98% 84.39% 84.18%

sLDA-SVM 87.5% 89.95% 84.58% 87.18%

ELDA-SVM 91.25% 91.79% 90.4% 91.09%

DVD NB-SVM 81% 88.5% 76.96% 82.33%

Word2Vec-RNN 77.75% 79% 77.03% 78.02%

LDA-SVM 85% 86.67% 83.25% 84.92%

sLDA-SVM 89% 94.12% 84.21% 88.89%

ELDA-SVM 90.25% 93.3% 87.44% 90.27%

Electronics NB-SVM 86.5% 86% 86.87% 86.43%

Word2Vec-RNN 81.5% 80% 82.47% 81.22%

LDA-SVM 87.5% 87.89% 86.08% 86.98%

sLDA-SVM 87% 88.4% 86.73% 87.56%

ELDA-SVM 94.5% 93.24% 96.02% 94.06%

Kitchen NB-SVM 83.25% 83.5% 83.08% 83.29%

Word2Vec-RNN 80.5% 80% 80.81% 80.4%

LDA-SVM 86.75% 86.41% 87.68% 87.04%

sLDA-SVM 86.25% 86.21% 86.63% 86.42%

ELDA-SVM 95% 95.94% 94.03% 94.97%

Total NB-SVM 83.5% 85.75% 82.06% 83.86%

Word2Vec-RNN 79.63% 79.13% 77.92% 79.52%

LDA-SVM 84.75% 84.52% 84.94% 84.73%

sLDA-SVM 87.5% 87.08% 87.95% 87.52%

ELDA-SVM 92.5% 92.8% 91.86% 92.33%

Hotel NB-SVM 88.5% 86% 90.53% 88.21%

Word2Vec-RNN 83.25% 82.41% 83.67% 83.04%

LDA-SVM 85.63% 85.62% 84.74% 85.18%

sLDA-SVM 90.18% 91.1% 89.56% 90.31%

ELDA-SVM 92.25% 91.17% 93.19% 92.17%

n-dimensional vector. LDA-SVM incorporates topic models to represent the fea-
ture of review information. However it doesn’t present the sentiment feature spe-
cially. Although sLDA-SVM introduces supervised dirichlet allocation, it is more
focusing on document label without considering the document word sentiment
weight. By contrast, the proposed method compresses the document feature and
increases the weight of sentiment feature with the introduction of the external
knowledge.
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5.3 Results with Different Topics

We also conduct experiment to see how classification accuracy changes if we
change the number of hidden topics. We estimate LDA model, sLDA model and
ELDA model for the Amazon review dataset and the hotel review dataset with
different topic number T ∈ {20, 40, 60, 80, 100, 120, 140, 160}. After doing topic
inference, SVM classifiers are built on the training dataset according to different
topic number. Then we use the remaining dataset to test and measure classi-
fication accuracy. Here we choose to show the change of classification accuracy
in the Book, Electronic, all Amazon dataset and hotel dataset. As can be seen
from Fig. 1(a, b, c), LDA-SVM, sLDA-SVM and ELDA-SVM have a significant
improvement over the baselines in all of dataset. Especially in Book, there is
around 12% improvement at T = 140 over the NB-SVM baseline and around
14% improvement at T = 140 over the Word2Vec-RNN baseline. From Fig. 1(d)
we also can find that ELDA-SVM can perform significantly better than all the
state-of-the-art baseline methods when T = 100 and T = 120 in terms of accu-
racy on Chinese dataset.

Fig. 1. (a)–(d) Accuracy with varying number of topics

When comparing LDA-SVM with ELDA-SVM, we can find they keep the
same tendency and they all perform much better (actually the best results in
the experiment) when T = 120 on electronic dataset. We also can find that
ELDA-SVM can perform better than sLDA-SVM along with the rising topic
number. The ELDA-SVM appears to be a more appropriate model design for
document sentiment classification.
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Fig. 2. (a)–(b) F1 score on Total dataset and Hotel dataset

The evaluation of F1 score with different topic number for total dataset and
hotel dataset is shown in Fig. 2(a, b). It also clearly shows that ELDA-SVM can
achieve higher performance in document sentiment classification.

5.4 Results with Different Gibbs Sampling Iterations

The last experiment is to examine how Gibbs Sampling influences the classifi-
cation accuracy. We have estimated different LDA models on the datasets with
different numbers of topics T ∈ {20, 40, 60, 80, 100, 120, 140, 160}. To estimate
parameters of each model, we ran 1000 Gibbs Sampling iteration, and saved the
sampling result at every 200 iterations. At last, we use these results to validate
the accuracy of sentiment classification. In Fig. 3(a, b) we present the accuracy of
LDA-SVM, sLDA-SVM and ELDA-SVM with different numbers of Gibbs sam-
pling iterations when the topic is set 100. It is not hard to find that ELDA-SVM
can perform better than other baselines after 600 iterations. Besides, we present
the accuracy of ELDA-SVM according to the topics and the Gibbs sampling
iteration on total Amazon dataset in Fig. 4(a) and on hotel dataset in Fig. 4(b).
We can find the accuracy tends gradually in stability after about 600 iterations,
although it is difficult to control the convergence of Gibbs Sampling.

Fig. 3. (a)–(b) Accuracy changes with Gibbs sampling iterations
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Fig. 4. (a)–(b) Accuracy changes with topic and Gibbs sampling iterations

6 Conclusion

In this paper, we introduce ELDA, a LDA-based new method for extracting
document feature, to reach the goal of feature compression. Here we regard the
hidden topic as the feature of the document and leverage external knowledge to
bias the document-topic distribution. Then we use SVM as the classifier and the
experimental results clearly show that our method can outperform the baselines
significantly on both datasets in terms of classification accuracy.
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China (No. 61170192). Li L. is the corresponding author for the paper.
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Abstract. In this work, we propose an effective neural network archi-
tecture GABi-LSTM to address fine-grained financial target-dependent
sentiment analysis from financial microblogs and news. We first adopt a
gated mechanism to adaptively integrate character level and word level
embeddings for word representation, then present an attention-based Bi-
LSTM component to embed target-dependent information into sentence
representation, and finally use a linear regression layer to predict sen-
timent score with respect to target company. Comparative experiments
on financial benchmark datasets show that our proposed GABi-LSTM
model outperforms baselines and previous top systems by a large margin
and achieves the state-of-the-art performance.

Keywords: Target-dependent sentiment analysis · Financial domain ·
Attention neural network · Gate mechanism · Stock market prediction

1 Introduction

Sentiment analysis deals with the treatment of opinion, sentiment, and sub-
jectivity in product reviews and microblogs [1–3], which has gained significant
popularity over the past few years in natural language processing (NLP). In
financial domain, sentiment analysis has been proved to be useful in many eco-
nomic and financial applications, such as market dynamic prediction [4], movie
box office forecasting [5], stock prices forecasting [6], etc. In order to predict
stock market, many studies have been carried out on different data sources, e.g.,
microblogs [7,8], reviews [9], Tweets [10–12] and financial news [9,12,13].

Clearly, the sentiment in financial domain indicates the stock market move-
ment of target company, i.e., bullish (optimistic; believing that the stock price
will increase) or bearish (pessimistic; believing that the stock price will decline),
which is not exactly the same as the positive or negative emotions in product
reviews. For example, in product reviews, “increasing price” usually indicates

c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 42–54, 2017.
DOI: 10.1007/978-3-319-63558-3 4
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bad news (i.e., negative emotion), but in financial domain “increasing price” of
stock is welcome news. To make it easier to look at stock news, the social media
services Twitter and StockTwits have been curating a $-tagged stock informa-
tion “cashtag” (a “$” followed by a ticker symbol, e.g., $GOOG). For example,
a message from StockTwits with ID 7744550 “Following this morning’s EPS,
I blew out $ZMH and added to $DNKN (longs).”, expressed negative and posi-
tive sentiments for two cashtags $ZMH and $DNKN, respectively.

In this work, we focus on fine-grained sentiment analysis on financial
microblogs and news. Given above example, we not only identify sentiment orien-
tation but also predict sentiment scores for target cashtags (in this case, the sen-
timent scores for two cashtags are marked as −0.462 and 0.528 by human anno-
tators). To address it, we propose a gated and attention-based neural network
model GABi-LSTM. Specifically, the first convolutional layer extends widely-
used word embedding into fine-grained character-level embedding in order to
capture morphological information and alleviate rare word problem (such as
symbols and numbers appearing frequently in financial domain) as well. More-
over, to effectively integrate character embedding into word embedding for word
representation, we propose a novel gate mechanism to adaptively choose most
appropriate way to represent each word rather than simple concatenation opera-
tion. Most important, we propose an attention mechanism to select out the most
relevant part from text in terms of target company (i.e., cashtag in microblogs
or company name in news) and to assign them higher weight for sentence repre-
sentation. In this way, our proposed model not only takes financial domain into
consideration but also embeds target-dependent information into representation.

The main contributions of this work are summarized as follows:

• Our proposed neural network model GABi-LSTM is capable of automatically
conducting fine-grained target-dependent sentiment analysis without compli-
cated human-made features or pre-defined sentiment lexicons.

• Comparative experiments on two benchmark datasets in financial microblogs
and news showed that our GABi-LSTM model achieves the state-of-the-art
performance and outperforms the baseline systems by a large margin.

2 Related Work

A vast amount of research has been dedicated to detect the correlations between
media data and stock market. For example, [14] proved that investor sentiment
is positively associated with future stock price crash risk and [7] revealed the
effectiveness of microblogs for stock market prediction. Previous studies per-
formed financial sentiment analysis on different data sources, e.g., microblog
data [7,8], film reviews [9], Tweets [10–12] and financial news [9,12,13], with
different methds, e.g., sentiment-based trading strategy [9] and time series
models [8,10].

In recent years, most previous work adopted elaborately designed NLP fea-
tures with machine learning algorithms [11–13,15–17]. Besides, a hybrid method
with machine learning and lexicon-based approach [12,16] has been widely used
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and [12] achieved the state-of-the-art performance recently. Meanwhile, with the
development of deep learning methods, various neural network models have been
proposed. For example, [18] combines the Convolution Neural Network (CNN)
and Long Short-Term Memory (LSTM) and [19] adopts a Bidirectional Gated
Recurrent Unit (Bi-GRU). However, these neural network models are still in
infancy to deal with fine-grained sentiment analysis on financial microblogs and
news and their performances are much lower than traditional methods.

3 The Proposed Neural Network Model GABi-LSTM

3.1 Motivation

The proposed architecture of GABi-LSTM model is motivated by the observa-
tions and analysis we made on as follows.

First, fine-grained financial sentiment analysis on microblogs is a domain-
dependent task. The words “put”, “call” and “long” regarded as neutral words in
traditional sentiment analysis but express a strong sentiment tendency in stocks
prediction, which results in many pre-defined sentiment lexicons in traditional
NLP tasks not suitable for financial sentiment analysis.

Second, unlike product reviews or news domain, financial microblogs have sev-
eral characteristics: (1) the sentence length is relatively short; (2) they usually
contain a lot of numbers and non-English characters, e.g., “$, %, +, −, #, @, -”;
(3) many sentences are incomplete, such as “Worst performers today”. These dif-
ferences inspire us to encode words in both character-level and word-level embed-
dings and then integrate them using a gate mechanism.

Third, the fine-grained target-dependent sentiment analysis task aims to pre-
dict the sentiment score associated with a target company. In order to capture the
relationship between the target company and contexts, an attention mechanism
is proposed to embed target company information into sentence representation.

3.2 The Overview of Model Architecture

Given a sentence associated with a target company as input, the model is
designed to return a sentiment score reflecting the bullish or bearish sentiment
of the target company. Figure 1 shows the architecture of the proposed model
GABi-LSTM, which consists of three modules. First, a word representation
module is to map each word in the given input sentence into a vector through:

• Word-level Embedding Layer maps each word into a vector using a pre-
trained word lookup table.

• Charcter-level Embedding Layer maps each word into a vector at the
character level using a CNN.

• Gate Layer adaptively integrates word-level and character-level representa-
tions using a gate mechanism to get the final word representation.
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Fig. 1. Architecture of the proposed model GABi-LSTM.

Then, a sentence representation module is to learn sentence vector through:

• Bi-LSTM Layer models word interactions based on word representations.
• Attention Layer produces an attention (i.e., weight) vector over hidden

states of Bi-LSTM using an attention mechanism, which is to select the most
relevant words in terms of given target company in the sentence.

• Sentence Embedding Layer obtains sentence vector representation.

Finally, a Linear Regression Layer is to perform sentiment score prediction.
The detailed description of these three modules in GABi-LSTM is as follows.

3.3 Word Representation with Gated Char- and Word- Embedding

Word representation module aims to map each word of the input sentence to a
low-dimensional vector. For each word, (1) a pre-trained word lookup table is
used to get the word-level embedding; (2) a character-level convolutional neural
network (Char-CNN) is adopted to get the character-level embedding; (3) then,
a gate mechanism is followed to adaptively integrate word-level and char-level
embeddings to represent the word.

Word-Level Embedding. In this module, each word wi in the input sentence
is projected to a low-dimensional vector X

word
wi

∈ R
dw by a pre-trained word

lookup table E ∈ R
|V |×dw : X

word
wi

= EV wi
, where |V | is the vocabulary size, dw

is the dimension of a word vector and V wi
∈ R

|V | is the one-hot representation of
wi. The word look up table is obtained from publicly available Google word2vec1

trained on 100 billion words from Google News with Skip-gram model [20].
1 https://code.google.com/archive/p/word2vec.

https://code.google.com/archive/p/word2vec
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Character-Level Embedding. The sentences from financial microblogs and
news usually comprise many different forms of numbers, but the frequency of a
particular number appears very low, such as “+5%”, “$30”, etc. Only consider-
ing the word-level embeddings might suffer from the out-of-vocabulary (OOV)
problem when encountered these rare numbers or other unseen words during test
time. Therefore, we also encode words at the character level which is beneficial
for alleviating rare words problem and has the capacity for capturing morpho-
logical information, like the prefixes and suffixes of words. To map each word
of the input sentence into a vector, a character-level CNN is adopted by the
following two steps:

1. Each character in the input word is first projected into a character vector
Xcj ∈ R

dc by using a pre-defined character lookup table. Thus each word will
be consequently represented as a character matrix C = [Xc1 ,Xc2 , . . . ,Xcs ],
where C ∈ R

dc×s, dc is the dimension of a character vector and s is the
length of the word wi.

2. Then the character matrix C is fed into a CNN to obtain the character level
embedding for each word. In general, let C[i : j] refer to the sub-matrix of
C from row i to row j. A convolution operation involves a filter w ∈ R

h×dc ,
which is applied to a window of h characters to produce a new feature map
c ∈ R

s−h+1 for this filter:

ci = f(w · C[i : i + h − 1] + b) (1)

where i = 1, . . . , s−h+1, · is a sum over element-wise multiplications, f is a
non-linear function such as the hyperbolic tangent and b ∈ R is a bias term.
The max pooling operation is then applied over each feature map to take the
maximum value ĉ = max{c}. We use n filters and then all n outputs generated
from each feature map by the max pooling operation are concatenated to get
the character-level vector representation X

char
wi

∈ R
n of the input word wi,

defined as: X
char
wi

= ĉ1 ⊕ ĉ2 . . . ĉn.

Gate Mechanism. The gate is a way to optionally let information through,
which is composed of a sigmoid neural net layer and a pointwise multiplication
operation. The sigmoid layer describes how much of each component should be
let through. Note that word-level embedding can capture the semantic and syn-
tactic information and character-level embedding can capture the morphological
information well. Considering these two embeddings have their own advantages
and can not be replaced with each other, we propose a gate mechanism to adap-
tively choose the most appropriate way to represent each word based on these
two types of word vectors, defined as:

X
′char
wi

= WdX
char
wi

+ bd (2)

g = σ(Wg[Xword
wi

,X′char
wi

] + bg) (3)

Xwi
= gXword

wi
+ (1 − g)X′char

wi
(4)
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where Wd ∈ R
dw×n, bd ∈ R

dw are the transform parameters to project X
char
wi

into the same dimension space as X
word
wi

to get X
′char
wi

∈ R
dw . [ ] means the

concatenation operation of vectors, σ(·) is a sigmoid function, Wg ∈ R
2dw and

bg ∈ R. And g ∈ R is the gate expressing the weight between X
word
wi

and X
′.

Finally, we obtain Xwi
as the final representation for the input word wi.

3.4 Sentence Representation with Attention-Based Bi-LSTM

Sentence Representation Module is used to represent the input sentence as a
fixed size vector. LSTM is proved to be particularly useful for modeling sequen-
tial data and can specifically address the long-term dependency problem com-
pared with the conventional recurrent neural network (RNN). However, LSTM
can only capture the interaction between the current word and preceding words,
but ignore successive words which are significant for sentence representation.
Therefore, we utilize bidirectional LSTM (Bi-LSTM) to get the sentence repre-
sentation, which has a forward LSTM and a backward LSTM used to capture
the information from both past and future words. Moreover, in order to capture
the most relevant part from the sentence according to the target company, we
proposed to introduce the attention mechanism to embed target company into
sentence representation.

Bi-LSTM. Given the input sentence S = [Xw1 ,Xw2 , . . . ,XwN
], for each time

step i, the step of LSTM computation corresponds to:

ii = σ(Wi[Xwi
,hi−1] + bi) (5)

fi = σ(Wf [Xwi
,hi−1] + bf ) (6)

oi = σ(Wo[Xwi
,hi−1] + bo) (7)

c̃i = tanh(Wc[Xwi
,hi−1] + bc) (8)

ci = ii � c̃i + fi � ci−1 (9)

hi = oi � tanh(ci) (10)

where � denotes element-wise multiplication. ii, fi, oi, ci denote the input gate,
forget gate, output gate, memory cell respectively. Moreover, since a Bi-LSTM
is used in our model, at each position i of the sequence, we obtain a forward
hidden state

−→
h i and a backward hidden state

←−
h i, where

−→
h i,

←−
h i ∈ R

dh . We
concatenate them to produce the intermediate state, i.e., hi = [

−→
h i,

←−
h i] ∈ R

2dh .

Attention Mechanism. As we mentioned before, the sentiment score is asso-
ciated with a target company in the input sentence, and it varies widely with
respect to different companies. Therefore, we design an attention mechanism
which is capable of capturing the most relevant part of sentence in response to
a given company and gives them a higher weight.
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The target company is represented as a vector Xt ∈ R
dw through the word

lookup table E. The attention mechanism will produce an attention weight vec-
tor p = [p1, p2, · · · , pN ] used to weight the hidden states H = [h1,h2, · · · ,hN ]
output by Bi-LSTM. Each attention weight pi for hi is computed by following,

pi = softmax(Wa[Xt,hi,Xt � X
word
wi

] + ba) (11)

where Wa ∈ R
2(dw+dh), ba ∈ R, softmax(zi) = ezi/

∑
j ezi . p is a attention

(probability) vector over the inputs and can be viewed as the weights of the words
measuring to what degree our model should pay attention to. Next, we sum over
the state hi weighted by the attention vector p to compute the representation
r ∈ R

2dh for the input sentence: r =
∑N

i=1 pihi.

3.5 Linear Regression

Since the sentiment scores for the given sentences are continuous, this prediction
task requires a regression. Instead of using a softmax classifier, we use a linear
function in the output layer, defined as,

ŷ = Wrr + br (12)

where Wr ∈ R
2dh and br ∈ R are the trainable weight and bias parameters

respectively, ŷ is the sentiment score predicted by the model. We define the
training loss (to be minimized) as the mean square error (MSE) between the
predicted ŷ and ground-truth y:

J(θ) =
1

2m

m∑

k=1

||ŷ(k) − y(k)||2 (13)

where y(k) and ŷ(k) are gold and predicted labels, m is instances count.

3.6 Parameter Learning

We fix the lengths of sentences (number of words) to be 50 and the lengths of
words (number of characters) to be 30, and apply truncating or zero-padding
when necessary. The dimensions for character embeddings, word embeddings and
target embeddings are 30, 300 and 300 respectively. The other parameters are
initialized by sampling from a uniform distribution U(−0.5, 0.5). In the Char-
CNN module, we choose three groups of 50 filters, with filter window sizes of (2,
3, 4). The dimensions of the hidden states dh in Bi-LSTM is set to 200 and 100
for microblog and news data respectively. We use AdaGrad [21] with a learning
rate of 0.001 and a minibatch size 64 to train the model.
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4 Experiments

4.1 Datasets

We use the two datasets of SemEval 2017 Task 52, consisting of financial
microblogs messages (from Twitter or StockTwits) and news statements or head-
lines collected by [22]. Each instance is associated with a target company (i.e.,
cashtag in microblogs or company name in news). Specially, the data derived
from microblog messages is sentence fragments (namely “Spans”) which are
extracted from the raw messege according to the target company, whereas the
data derived from news statements or headlines is complete sentences (namely
“Title”). Besides, for microblog messages, we rebuild the raw messege (namely
“Text”) of training and test set respectively with the official API of Twitter and
StockTwits. In our experiments, for both data sources we randomly selected
80% as training dataset and the remaining 20% as development dataset. Table 1
shows the statistics of the datasets.

Table 1. Statistics of two datasets in SemEval 2017 Task 5.

Source Dataset Instance Positive Negative Neutral

Microblog Twitter Train 765 246 510 9

Test 365 116 243 6

StockTwits Train 934 330 586 18

Test 429 141 280 8

News Train 1156 658 460 38

Test 491 276 203 12

4.2 Evaluation Measure

The evaluation measure is weighted cosine similarity (WCS ). The scores are
conceptualised as vectors, where each dimension represents a company within a
given microblog message or news text. Note that the both vectors will have the
same number of dimensions as the companies for which sentiment needs to be
assigned will be given in the input data. Cosine similarity and cosine weight are
calculated as in Eq. (14),

cosine(G,P ) =
∑m

i=1 Gi × Pi
√∑m

i=1 G2
i × √∑m

i=1 P 2
i

; cosine weight =
m

M
(14)

where m is the number of instances predicted by system, M is the total number
of instances in test data, P and G are the vectors of predicted scores and gold
standard scores for m predicted instances, respectively. Since not all instances
would be predicted by system, the cosine weight is a penalty weight and the
final score is the product of the cosine similarity and the cosine weight (i.e.,
WCS = cosine weight ∗ cosine(G,P )).
2 http://alt.qcri.org/semeval2017/task5/index.php?id=data-and-tools.

http://alt.qcri.org/semeval2017/task5/index.php?id=data-and-tools
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4.3 Experimental Results

Table 2 shows the experiments of our proposed models and several baselines on
microblog and news test datasets. Standard CNN, LSTM and Bi-LSTM with
word-only embeddings serve as three baselines. The CNN utilizes the vector
after the max pooling layer, the LSTM and Bi-LSTM adopt the average of
hidden state vectors to represent the input sentence. We see that these models
have consistent results on both microblog and news datasets and observe the
following findings.

Table 2. Comparison of different methods on microblog and news datasets in terms
of WCS (%), ⊕ denotes concatenation operator.

Sentence representation Word representation WCS (%)

Microblog News

Spans Text Title

CNN Word only 72.56 66.48 70.65

LSTM Word only 74.11 67.37 72.35

Bi-LSTM Word only 75.32 68.40 73.30

Bi-LSTM Char only 73.53 68.57 69.42

Word ⊕ Char 76.45 70.15 75.31

Gated word & Char 77.66 71.37 76.16

Attention-based Bi-LSTM Word only 77.52 70.41 75.05

Word ⊕ Char 78.81 72.82 76.52

Gated word & Char 79.21 73.47 77.43

First, from the first group of results (first three rows) in the Table 2, Bi-LSTM
outperforms other two standard CNN and LSTM with only word level embed-
dings. This demonstrates the importance of taking into account both past and
future information of the context in encoding the sentence, which is consistent
with previous studies. Meanwhile, we also see that LSTM performs better than
CNN, which proves the effectiveness of LSTM in modeling sequential sentence.

Second, in the second group of experiment, we choose Bi-LSTM as the sen-
tence representation model and investigate the performance of different word
representations. We find that the integration of character level and word level
embeddings performs better than any of the individual embedding. This is not
surprising since the integration can take into account both the advantages of
character and word level embeddings for word representation. That is, the word-
level embedding is able to capture semantic and syntactic information and the
character-level embedding takes the word morphological information and rare
symbols into consideration, which is crucial for sentiment analysis in financial
domain. Furthermore, regarding integration strategy, the gate mechanism out-
performs the simple and straightforward concatenation of these two types of
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embeddings, which indicates that the gate mechanism does help to choose a
better way for word representation.

Third, from the third group of results, we find that no matter what kind of
word representation is taken, attention-based Bi-LSTM achieves substantially
higher performance over the Bi-LSTM. This is because the attention mechanism
captures the most relevant part of the sentence in terms of the target company
and embeds the target information into the final sentence representation. This
demonstrates the effectiveness of the attention mechanism for capturing interac-
tion between target company and context. Overall, GABi-LSTM model achieves
the best performance using the proposed attention-based Bi-LSTM model incor-
porating with Gated Word & Char embeddings, which indicates the effectiveness
of the proposed method.

Moreover, comparing the experimental results on Spans and the Text in
microblog dataset, we find that Spans achieves results highly superior to the
Text. The reasons are from: (1) The Text contains more noises and non-standard
words, such as the hashtag, slangs and elongated words; (2) The Text may con-
tain more than one companies and their sentiments are mixed in one message.

4.4 Comparison with the State-of-the-Art Systems

Table 3 shows the comparison between our proposed GABi-LSTM model and
top systems reported in SemEval 2017 Task 5, where ML, DL and Lex denote
Machine Learning, Deep Learning and Lexicon respectively. Most studies have
adopted a combination of deep learning and pre-defined sentiment lexicons
[16,18,19,23], or a method of traditional NLP features with pre-defined sen-
timent lexicons [12,25]. Several studies adopt a single deep learning [24] or a
pure machine learning method [15,17]. From Table 3, we find that the proposed
GABi-LSTM outperforms the state-of-the-art systems on both datasets. Speci-
ficly, the GABi-LSTM system improves approximately 2% on microblog dataset,
and 3% on news dataset compared with the reported best systems. Overall, the
experimental results show the superiority of the proposed model GABi-LSTM
in dealing with the fine-grained financial target-dependent sentiment analysis.
Moreover, another advantage of the proposed model is that it does not require
expensive hand-crafted features or external resources (pre-defined lexicons).

Table 3. Comparison with the top systems reported in SemEval 2017.

Rank Microblog News

Technique System WCS (%) Technique System WCS (%)

1 Hybrid (ML, Lex) ECNU [12] 77.79 Hybrid (DL, Lex) Fortia-FBK [23] 74.52

2 Hybrid (DL, Lex) IITP [18] 75.13 Hybrid (DL,Lex) RiTUAL-UH [19] 74.37

3 ML SSN LMRG1 [15] 73.47 ML TakeLab [17] 73.27

4 Hybrid (DL, Lex) HHU [16] 72.96 DL Lancaster A [24] 73.20

5 Hybrid (ML, Lex) IITPB [25] 72.56 Hybrid (ML,Lex) ECNU [12] 71.01

Our model GABi-LSTM 79.21 Our model GABi-LSTM 77.43
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4.5 Qualitative Visualization Analysis

To further understand the attention mechanism within our model, we performed
visualized analysis on a randomly selected example from the microblog dataset:
“Worst performers today: $RIG −13%, $EK −10%, $MGM $IO −6%, $CAR
−5.5%/best stock: $WTS +15%”. Figure 2 shows the relative magnitudes of the
attention weights with respect to target companies for the individual words in
the example sentence. We see that the words like “worst”, “$MGM”, “−6” and
“%” are assigned higher attention values when the target company is “$MGM”,
while words such as “best”, “$WTS” and “+15” contribute greatly to the target
company “$WTS”. Additionally, we observe that words such as “today”, which
are rather irrelevant with respect to the target company, indeed have lower
attention scores. The results show the effectiveness of our attention mechanism
in capturing the most relevant fragments to the target company in the sentence.

Fig. 2. Visualized analysis for the example from microblog dataset. $RIG, $MGM and
$WTS are target companys. Darker shades of blue indicate stronger attention values.

5 Concluding Remarks

To address fine-grained target-dependent sentiment analysis from financial
microblogs and news, we proposed an effective neural network model GABi-
LSTM, consisting of a CNN layer to achieve character-level embedding in
order to capture morphological information and alleviate rare word problem,
a gated component to integrate character embedding into word embedding for
word representation and an attention-based Bi-LSTM component to embed
target-dependent information into sentence representation. Extensive compar-
ative experiments on financial benchmark datasets show the effectiveness of
GABi-LSTM.

Acknowledgments. This work is supported by grants from Science and Technol-
ogy Commission of Shanghai Municipality (14DZ2260800 and 15ZR1410700), Shang-
hai Collaborative Innovation Center of Trustworthy Software for Internet of Things
(ZF1213) and NSFC (61402175).



GABi-LSTM for Fine-Grained Financial Sentiment Analysis 53

References

1. Pang, B., Lee, L., et al.: Opinion mining and sentiment analysis. Found. Trends R©
Inf. Retrieval, 2(1–2), 1–135 (2008)

2. Pak, A., Paroubek, P.: Twitter as a corpus for sentiment analysis and opinion
mining. In: LREc, vol. 10 (2010)

3. Liu, B.: Sentiment analysis and opinion mining. Synth. Lect. Hum. Lang. Technol.
5(1), 1–167 (2012)

4. Nassirtoussi, A., Aghabozorgi, S., Wah, T., Ngo, D.: Text mining of news-headlines
for forex market prediction: a multi-layer dimension reduction algorithm with
semantics and sentiment. Expert Syst. Appl. 42(1), 306–324 (2015)

5. Asur, S., Huberman, B.: Predicting the future with social media. In: 2010
IEEE/WIC/ACM International Conference on WI-IAT, vol. 1, pp. 492–499 (2010)

6. Oh, C., Sheng, O.: Investigating predictive power of stock micro blog sentiment in
forecasting future stock price directional movement (2011)

7. Oliveira, N., Cortez, P., Areal, N.: The impact of microblogging data for stock
market prediction: using Twitter to predict returns, volatility, trading volume and
survey sentiment indices. Expert Syst. Appl. 73, 125–144 (2017)

8. Wang, Y.: Stock market forecasting with financial micro-blog based on sentiment
and time series analysis. J. Shanghai Jiaotong Univ. (Sci.) 22(2), 173–179 (2017)

9. Kazemian, S., Zhao, S., Penn, G.: Evaluating sentiment analysis in the context of
securities trading. In: ACL (2016)

10. Si, J., Mukherjee, A., Liu, B., Li, Q., Li, H., Deng, X.: Exploiting topic based
Twitter sentiment for stock prediction. In: ACL (2) (2013)

11. Mittal, A., Goel, A.: Stock prediction using twitter sentiment analysis. Standford
University, CS229, vol. 15 (2012)

12. Jiang, M., Lan, M.: An ensemble of regression algorithms with effective features
for fine-grained sentiment analysis in financial domain. In: SemEval-2017

13. Van de Kauter, M., Breesch, D., Hoste, V.: Fine-grained analysis of explicit and
implicit sentiment in financial news articles. Expert Syst. Appl. 42(11), 4999–5010
(2015)

14. Yin, Y., Tian, R.: Investor sentiment, financial report quality and stock price crash
risk: role of short-sales constraints. Emerg. Markets Finan. Trade 53(3), 493–510
(2017)

15. Milton Rajendram, S., Angel Deborah, S., Mirnalinee, T.T.: SSN MLRG1 at
SemEval-2017 task 5: finegrained sentiment analysis using multiple kernel Gaussian
process regression model. In: SemEval-2017

16. Romberg, J., Cabanski, T., Conrad, S.: HHU at SemEval-2017 task 5: fine-grained
sentiment analysis on financial data using machine learning methods. In: SemEval-
2017
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Abstract. This paper aims to take detection of hidden astroturfing
based on emotion analysis. We propose a hidden astroturfing detection
method which combines emotion analysis and unfair rating detection
together. This approach contains five functional modules as: a data crawl-
ing module, pre-processing module, bag-of-word establishment module,
emotion mining and analysis module and matching module. We give
ROC curve (AUC) to evaluate the approach proposed in this paper.
The results show that this method can realize the detection of implicit
astroturfing under the prerequisite of improving the emotion classifica-
tion accuracy. Our work discovers and studies a new hidden astroturfing
characteristic, and construct a corpus manually for text emotion classi-
fication that establish a basis for our future research.

Keywords: Astroturfing detection · Emotion analysis · Algorithm

1 Introduction

The development of internet technologies has seen the emergence of a Astroturf-
ing, a phenomenon which has becomes a hot research topic recent years. In most
cases of astroturfing, hired groups or individuals support arguments or claims
favoured by employers while challenging critics and denying adverse claims [1].
In order to prevent these unfair or even illegal situations, studying the detection
and identification of astroturfing is necessary.
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Confrontation is very important in the context of astroturfing. Confrontation
refers to the confrontation that astroturfing against existing variety of water
military identification and detection technologies. Avoiding public disclosure of
covert practice is important to the success of astroturfing if it is to succeed
in influencing public opinions. If astroturfers are identified, their accounts will
usually be cancelled by sites. It will be very costly to re-register accounts and
such disclosure will reduce its credibility. Astroturfer are thus extremely focused
on concealment when they take actions. Emotion has close relationship with
concealment in the context of astroturfing. Astroturfing can add negative feed-
back to the review of highly praised goods, or in contrast add positive feedback
to the review of lowly regarded goods. This is the mainstream of astroturfing,
is relatively easy to discover. However, if astroturfing gives a good rating to
highly praised product and a negative review in the text comment, can covertly
influence public opinion. In its attempt at concealment, this practice differs is
different from the main method way of astroturfing, and constitutes a separate
trend in astroturfing. The contrary-to-emotional rating is an important clue in
hidden astroturfing detection.

Serval relevant works [6,10,11] in this area have some shortcomings, we can
make a summary as follows:

1. Ignoring the feature of astroturfing that emotion may be is inconsistent with
rating. As many works in this field either focus on opinion mining or unfair
ratings detection only, they do not pay attention to the relationship between
both sides. This paper mainly focuses on this inconsistency to identify the
abnormal astroturfing behaviour.

2. Not paying attention to the processing speed of astroturfing detection. With
the rapid development of e-commerce, more and more users begin shopping
online which increases the scale of user data set. For a data set like this,
processing efficiency naturally becomes the focus of our attention. Therefore,
how to deal with a big data set, and detect abnormal astroturfing behaviour
quickly is the research topic of this paper.

This paper proposes a hidden emotion-based approach to detect this kind
of abnormal user behaviour. In order to achieve this number of tasks must be
accomplished, including: the processing of data according to several basic fea-
tures of astroturfing to filter of original users’ data recording, removing redun-
dant data to reduce the amount of data processed later, using the machine
learning method SVM to undertake emotion classification (which can reduce the
processing time), and setting matching rules to do quickly match user comment
emotion and rating.

The structure of this paper is as follows: Sect. 2 will discuss related work in
this field; Sect. 3 gives schematic representation of the architecture in this paper;
Sect. 4 will describe in detail the implementation of each functional module con-
tained in the architecture proposed in this paper; Sect. 5 gives the experiment
and evaluation.
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2 Related Work

As review opinion is the content feature of astroturfing, while rating belongs
to the category of behaviour, so the method proposed in this paper is to use
multiple features to undertake the detection of astroturfing. This section briefly
surveys some related works in the field, including works that discuss the use mul-
tiple features to detect abnormal users, the extraction of opinion from reviews,
unfair ratings detection and review spam detection. Meanwhile, we introduce
the unique contribution of this paper, and make comparison with others.

Astroturfing Detection Base on Multiple Features. In the field of using
multiple features to detect astroturfing, there exist large number of works.
Jiang et al. take advantage of behaviour-based method and content-based
method to accomplish astroturfing detection [4]. Ghosh and Vismanat combine
content-based method and structure-based method together to undertake the
detection [3].

Review Opinion Extracted and Unfair Rating Detection. In the context
of opinion mining, there are serval works that deal with the problem of extracting
positive or negative opinions from product reviews [7,9]. These works achieve
the extraction of opinion from reviews, but they cannot detect make a detection
of astroturfing through the emotion extracted.

Wu et al. propose a distortion criterion to identify suspicious reviews [13],
addressing the trustworthiness of reviews. Meanwhile, Dellarocas propose and
evaluate a set of mechanisms which can eliminate or significantly reduce the
effects of unfair ratings [2].

All these works, in the context of unfair rating detection as discussed
above, consider the serious impact of dishonest ratings, and propose detection
approaches to deal with this problem. However, they do not directly detect or
review spam activities.

Review Spam Detection. This is a relatively new filed that has not been well
studied. Jindal and Liu give a first attempt in studying opinion spam in reviews,
identifying three types of spam [5]. However, this work does not pay attention
to the relationship between review opinion and ratings.

Emotion-Based Astroturfing Detection and Comparison with Others.
This paper focuses on emotion-based astroturfing detection, and proposes a hid-
den astroturfing detection method can the inconsistency of review opinion and
rating. In contrast to works discussed above, our method can not only detect
review opinion and consider unfairness of users’ rating, but can also connect
emotion with rating as an indicative factor in the detection of astroturfing.

3 Hidden Astroturfing Detection Method

As shown in Fig. 1 is the schematic representation of the proposed architec-
ture. The proposed emotion-based astroturfing detection method architecture
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Fig. 1. Schematic representation of the emotion-based astroturfing detection method
framework

is divided into the following functional modules: data crawling module, pre-
processing module, bag-of-word establishment module, emotion mining and
analysis module and matching module.

In this section, we will describe in detail the implementation of each function-
al module contained in the architecture proposed in this paper, and show how to
achieve hidden detection of astroturfing while improving the accuracy of emotion
classification.

3.1 Data Preparation

Taobao is the largest e-commerce platform in China. In order to maintain a
strong position under the severe business competition on the platform, companies
use of astroturfing to further their interest has become an open secret. Hence we
choose this site as the data source for our experiment.

For each product on this site, users can give a text review of their user
experience, and give a rating in the range of 1 to 5 stars. For research purposes,
we programmed a crawl of data set from this site, which contains user and
product attributes as follows: (a) users’ text comments; (b) star rating; (c) user
ID; (d) product shop id; (e) comment time.
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3.2 Pre-processing Operations

We take several pre-processing steps to the original data set before we use it.

1. Removal of unpopular products: We only focused on products that attracted
sufficient attention, in other words these products must possess sufficient
users’ reviews and ratings. This is because the basic features of astroturfing
are large numbers and significant impact on public opinion. If a product
contains few comments, it cannot fulfil these requirements. Therefore, in this
paper we restrict the selection of products to those above a threshold number
of reviews.

2. Removal of system default comment: The evaluation system of Taobao is
designed such that, if the user does not provide a comment for a set of time
after receive the product, then it will be automatically given a comment like
system default praise and a 5 stars rating. Obviously, comments and ratings
like this do not make sense for our research, therefore in our experiment we
omit system default comments.

3. Filtering based on statistical analysis: We carry out a statistical analysis of
each different product in the original data set based on the inherent character-
istics of astroturfing. For each product, we generate a line chart which takes
time as its horizontal axis and the number of reviews as vertical axis, setting
a minimum number of reviews as restricting threshold. For all line charts
generated, we find out the area in which the number of reviews exceeds the
threshold we set, furthermore under unit period. Finally, we extract users’
review which fall in this area of the line charts to create as a new data set as
data base for the following operations.

3.3 Bag-of-Word Module Construction

For the bag-of-words construction, we first need to extract user comments to
create a data set Dcomment which is used as database in this step. As there is no
separation between words in Chinese naturally, the first step of this phase is to
undertake sentences segmentation in Dcomment. The Chinese word segmentation
system used in this paper is ICTCLAS (Institute of Computing Technology, Chi-
nese Lexical Analysis System), which possesses a high performance and accuracy.

The next step, is the selection of classification features. In this paper, we
choose CHI [14] to do the selection. This method is used to measure the sta-
tistical correlation strength between the feature tj and the document category
Cj , and assumes that the χ2 distribution with first-order degrees of freedom is
satisfied between tj and Cj . The higher χ2 a feature possesses the more infor-
mation it contains, and the greater the feature correlation with this class. CHI
is calculated as follow:

χ2(tj , Cj) =
N × (AD − CB)2

(A + C) × (B + D) × (A + B) × (C + D)

where A indicates the number of documents that contain features tj and belongs
to class Ci; B indicates the number of documents that contain the features tj
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but not belongs to category Cj ; C indicates the number of documents belong
to class Cj but not including feature tj ; D indicates the number of documents
that do not belong to category Cj and do not contain the feature tj . With this
method, we can achieve a better classification result by reducing more than 85%
feature dimension.

Finally, we get a classification feature set F = (f1, f2, . . . , fm) to establish
the bag-of-words model, which transforms each sentence in Dcomment into a
vector for the following operation. Let {f1, . . . , fm} generated above be the m
feature vectors that appear in Dcomment, let ni(s) be the number of times that
fi appears in the sentence s contained in Dcomment. Then each sentence s can
be represented as a vector

s := (n1(s), n2(s), . . . , nm(s))

3.4 Emotion Mining and Analysis

Emotion mining and analysis can be transformed in to a classification problem,
so we can use machine learning methods to solve it. The prerequisite for using
this method is the preparation for training and testing set.

Training and Testing Set Preparation. In this paper, we divide the corpus
generated manually into two parts: one for training, the other used for testing.

For all parts, we tag their emotional categories manually dividing them into
two classes: Positive(P), Negative(N). We choose to split it into two categories
because in [10] the author establish that this division achieves the highest pre-
cision. Each class of emotion is described as follows:

1. Positive- the sentence expresses a positive emotion in general. For example,
“This product is really good, I like it very much!” we will tag sentence like
this to be Positive(P).

2. Negative- the sentence express a negative emotion in general. For example,
“The phone is unfriendly, and battery of it discharge so fast.” we will tag
sentence like this to be Negative(N).

Classifier Selection. The three most frequently used machine learning meth-
ods in classification tasks are Naive Bayes, Support Vector Machine and Maxi-
mum Entropy. Pang et al.’s comparison of these three approaches [7], Support
Vector Machine(SVM) obtained the highest accuracy. Therefore, we choose SVM
to implement the opinion mining.

In the traditional classification problem, the basic idea of SVM is not to
divide samples into two categories simply, but to search for the hyperplane that
maximizes the margin. The solution can written as

ω :=
∑

j

αjcjsj , αj ≥ 0

where αj can be obtained by solving a optimization problem, cj ∈ −1,+1 rep-
resented as the positive and negative samples, and sj is the support vector.
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We use the prepared training set to contribute this SVM classifier. Finally,
we classify the experimental data with the trained classifier to predict their
emotional categories.

3.5 Matching

In order to identify astroturfing, we set rules for matching after opinion mining of
users’ comments. matching user review and rating, rules proposed in this paper
are as follows:

IF (emotion = negative)AND(rating = highrating)THEN(outputtheuser′sID)

IF (emotion = positive)AND(rating = lowrating)THEN(outputtheuser′sID)

where high rating and low rating are distinguished by setting the threshold. In
this paper, we use this method to do the mapping between user comment emotion
and corresponding scores, subsequently outputting the hidden astorturfing user.

3.6 Summary

Using functional modules described above, the algorithm HDM (hidden astro-
turfing detection method) proposed in this paper can be summarized as follow.

In this algorithm, input Doriginal is the data set that was crawled from
Taobao site, output LID is the collection whose owner is astroturfing. In the
first part, Dremunpopular is the data set after the removal of unpopular products,
and Dremdefault represents the data set after the removal all system default
comments. In the second part of this algorithm, using segmentation system on
Dnew gives the word list Lword, then using it transform sentences in Dnew into a
vector that gives D which used later. In the third part, we construct the corpus
used for training of SVM to get a classifier which can take classification of data
set to get the emotion for each sentence. In the last part, we set rules to do the
matching between emotion and rating, and output incompatible user IDs.

The specific process steps of the algorithm are as follows:

Algorithm HDM

Input : Doriginal

Output : LID

1. P re − processing :
i. Dremunpopular −→ Dremdefault

ii. Dremdefault −→ Dnew

2. New dataset :

i. Dnew
segmentation system−→ Lword

ii. Dnew(s, emotion)
Lword−→ D(s, emotion)

3. Emotion mining and anaylsis :
i. construct corpus C
ii. training with C get the classifier
iii. use this classifier to do classification

4. Matching :
IF (emotion = negative) AND (rating = high rating)THEN (output user′s ID)
IF (emotion = positive) AND (rating = low rating)THEN (output user′s ID)

5. LID
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In this way, we achieve the purpose that undertakes hidden detection of
astroturfing while improving the accuracy of emotion classification.

4 Experiment and Evaluation

In this section, we introduce the experimental preparation phase first. In the
second part we identify hidden astroturfing in accordance with the new clue
proposed in this paper: that user comment emotion is inconsistent with rating.

In the following two sections these phases described in detail.

4.1 Experiment Setup

The experiment setup consists of the following steps:

1. To crawl the data set, we use multiple severs which are set up on the cloud
to do the data crawling on Taobao. For study purposes, we chose ten types
of hot commodities under the clothing category as the target of crawling.
We choose products belonging to the same domain because the author in
paper [10] evaluates the affect of domain on precision, and shows that in the
context of text opinion mining choosing tweets in same domain achieves the
highest accuracy. Applying the same principle and extending its findings to
this paper, we explore users comment emotion mining under a single com-
modity domain to obtain the highest classification precision. On the other
hand, the reason for choosing hot commodities is that they possess a large
amount of valuable uses information, including comments, ratings, comment
time and users ID, and the probability that astroturfing exist in such product
is higher. These conditions favourable to the detection of hidden astroturfing.
In the crawled data set, we sampled 10,000 users evaluation uniformly to
create a corpus used for model construction, and used the remaining part as
the experimental data. The author in [10] shows that this size of corpus is
sufficient for text opinion mining and can achieve ideal experimental accuracy.

2. In this paper, we chose traditional SVM as baseline methods to evaluate the
emotion classification accuracy of HDM proposed in this paper.

3. The corpus is generated randomly according to the proportion of the number
for each product to ensure the randomness of the corpus, thus ensuring the
accuracy of our experiment.
In addition, to generate the corpus used later, five manual taggers are emplo-
yed to annotate the emotion of user comments. They are students majoring
in computer science who are familiar with searching and reading product
comments on Taobao. Each tagger reads 2,000 user comments, and gives a
judgment to determine the polarity of emotion, classifying each comment as
into positive (P) or negative (N).

4. In this paper, we use the ROC curve to evaluate the classification accuracy
of our experiment. In our case, the distribution of favourable and negative
ratings is not uniform in the crawled data set. Therefore, we implement an
ROC curve to evaluate the accuracy in this paper.
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Fig. 2. Statistical analysis resulting

ROC curve plots TPR against FPR, and points on this curve represent the
performance of each classifier.

TPR = TP/(TP + FN), FPR = FP/(TN + FP )

4.2 Evaluation Result

In this part, we introduce the results of the experiment in detail.

Resulting of Pre-processing Filter. We first give the results of statistical
analysis of pre-processing filter in the pre-processing module.

As shown in Fig. 2 are the results for each product after statistical processing.
In this paper, we generate ten analysis charts in total as follows. For each graph,
we can thus filter the user comments according to a characteristic of astroturfing,
namely that within a short period of time the number of comments increase
rapidly. We only select reviews that meet the condition that the number of
reviews exceeds the threshold we set a given period of time.

The original crawling data set can be filtered to reduce the amount of data
to be processed later. Table 1 shows quantity comparison before and after pre-
processing to the original data set, we can found that reduced by nearly 20% of
the original data set.

Evaluation Result of Processing Speed. In order to measure and make
comparison of the processing speed for our method purposed in this paper, we
recording the processing time of our method and baseline method separately as
a evaluation index.

To the same data set (43,337 user reviews in total) crawled from Web in
the data preparation module, recording the processing time required for tak-
ing abnormal user behavior detection based on hidden astroturfing detection
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Table 1. Quantity comparison before and after pre-processing

Product number Number after
(before pre-processing)

Product 1 (shop id: 538867385545) 4,953(5,200)

Product 2 (shop id: 534142168735) 5,823(5,940)

Product 3 (shop id: 540785552910) 1,354(2,185)

Product 4 (shop id: 540355817870) 2,958(4,155)

Product 5 (shop id: 539967533600) 4,915(5,144)

Product 6 (shop id: 539062784072) 3,370(5,056)

Product 7 (shop id: 533824123534) 4,632(5,144)

Product 8 (shop id: 540853480604) 3,009(4,882)

Product 9 (shop id: 522566294932) 2,650(3,336)

Product 10 (shop id: 540093321953) 1,590(2,405)

mechanism (HDM) purposed in this paper, and traditional machine learning
mechanism (TDM) to do the detection which act as the baseline method for
comparison respectively.

We can see that HDM method purposed in this paper only need 47,450 ms
to complete the detection, while 267,345 ms are required when using the TMD
method. As can be seen that, HDM proposed in this paper can improves the
processing speed greatly.

Fig. 3. ROC comparison between HDM and SVM.

The Evaluation Result for Accuracy of Emotion Classification. In this
paper, we examine the accuracy of text emotion classification, and make com-
parison of AUC between HDM proposed in this paper and traditional SVM
method.

The ROC curves are shown in Fig. 3. We can see that the AUC value for HDM
is 0.9248, and the AUC value for traditional SVM is 0.8820. This result shows
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Fig. 4. Interface of experimental output system.

that HDM proposed in this paper achieves better accuracy than traditional SVM.
In other words, the pre-processing module can delete redundant data effectively,
and improve the accuracy of emotion classification.

Experimental Output Result. Finally, we give the output result of our
experiment.

In total 43,447 user reviews we crawled for study, 154 comment records have
been discovered in which user review sentiment is inconsistent with their rating.
Shown in Fig. 4 is the interface of experimental output system, we can see that
the interface is divided into three parts.Processing time, is the processing time
required for this experiment in total. The ROC curve gives an accuracy evalua-
tion of the text emotion classification. In detection result, we give the astroturfing
user records discovered by our method. Achieving the purpose that take detec-
tion of hidden astroturfing whose comment emotion is inconsistent with rating
based on emotion analysis.

5 Conclusion

In this paper, we have focused on the detection of hidden astroturfing based on
emotion analysis. The aspects included in this research can be summarized as
follows: first, to combine the mining of review emotion and ratings, focusing on
a new astroturfing characteristic that user comment emotion is inconsistent with
ratings, and to use this characteristic to uncover of hidden astroturfing; second,
the study of how to carry out this detection rapidly.

We derive a hidden astroturfing detection method (HDM) to solve this prob-
lem that improves the accuracy of emotion classification while ensuring rapid
detection. This is in part achieved by the removal of system default comments
and unpopular products in the pre-processing stage and meanwhile filtering a
according to the basic features of astroturfing on the original users’ data record-
ing. In this way, we eliminate the redundant data, and make the training set used
for machine learning later more effective. Furthermore, we construct the corpus
manually for emotion classification, thus improve the accuracy of classification
compared with the baseline method TDM used in this paper. For our future
work, we will explore and study more hidden astroturfing behaviour character-
istics and propose mechanisms to detect them.
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Abstract. In this paper, a short text feature selection method based on term
co-occurrence distance and strong classification features is presented. On the one
hand, co-occurrence distance between terms in each document is considered to
determine the co-occurrence distance correlation, based on which the correlation
weight for each term can be defined. On the other hand, the improved expected
cross entropy is defined to obtain the weight of a term in a particular class with
strong class indication. All terms of each class is sorted in a descending order
based on their weights and top-k terms are selected as feature terms. Experiments
show that our method can improve the effectiveness of short text feature selection.

Keywords: Short text � Co-occurrence distance � Strong classification feature �
Expected cross entropy � Feature selection

1 Introduction

In recent years, with the rapid growing of Web and social media, more and more
information exist in the form of short texts and tend to grow explosively. Different
kinds of feature selection approaches have been put forward to reduce dimensionality in
the past years. To be more specific, there are two main methods of feature extraction
[1]. One is feature selection, which refers to choosing a subset of features from the
original features and the feature space is optimally reduced by a certain criterion. The
other is feature extraction, which means that a set of new features is constructed from
the original features. They are used either in isolation or in combination.

Term weighting has been proved to be an effective way to improve the expres-
siveness of short text classification. There are two kinds of traditional weighting
methods: unsupervised methods, such as term frequency (TF), term frequency-inverse
document frequency (TF*IDF) [2] and supervised methods, such as information gain
(IG), expected cross entropy (ECE), tf*v2and so on. From the point of view of
co-occurrence between terms, the two terms are considered to be related if they fre-
quently co-occur with each other in the entire corpus. Due to the fact that short text
contains few words, the co-occurrence distance between two terms can also cause a
certain influence on their semantic relation. Standing from the angle of different classes,
if one term distributes more evenly between each class, it hardly makes any contribution
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to classification. If one term is mainly focused on a particular class, while at the same
time does not exist in other class, such word is able to represent the characteristics of this
class. Similarly, if a feature-word is distributed in one class, it will provide a good
representation of feature of this class.

Based on the above consideration, a new feature selection method for short text is
proposed, which is called Leveraging Term Co-occurrence Distance and Strong
Classification Features for Short Text Feature Selection, CDCFS, for short. First of all,
co-occurrence distance between two terms are considered to calculate the correlation
degree between them, which can reveal the hidden semantic correlation between terms.
And then, we present an improved ECE method, which can fully take category
information of short texts into consideration. Finally, the weight of each term is cal-
culated combining the above information. Experimental results on both Chinese data
sets and English data sets show our method significantly enhance the effectiveness of
short text feature selection compared with existing methods.

The remainder of this paper is organized as follows. The relevant theoretical
knowledge are presented in Sect. 2. Section 3 introduces the proposed leveraging term
co-occurrence distance and strong classification features for short text feature selection.
Experimental designs and findings are presented in Sect. 4. Section 5 concludes the
proposed work and points out our future work.

2 Problem Preliminaries

In this paper, we focus on paper titles of computer science both in Chinese and English.
Let D = {d1, d2,…, dm} be the short text corpus, where m is the number of short texts in
D.W = {t1, t2,…, tn} denotes the terms of D, where n is the number of unique words in
D. C = {c1, c2, …, cl} is the collection of class labels, where l is the number of class
labels.

2.1 Correlation of Two Terms in a Text

The correlation between term ti and term tj in a certain short text ds is defined as
follows [3]:

cordsðti; tjÞ ¼ e�distds ðti;tjÞ ti 2 ds and tj 2 ds
0 ti 62 ds or tj 62 ds

�
ð1Þ

where disdsðti; tjÞ is co-occurrence distance of term ti and term tj in short text ds [4], i.e.
the number of terms between ti and tj in ds, |j−i|. Our method adopts co-occurrence
distance computational method, which takes term context into account and makes the
calculation become more reasonable.

2.2 Expected Cross Entropy

Expected Cross Entropy, or ECE, is a kind of feature selection measure which is based
on information theory and takes category knowledge into consideration. It also con-
siders both word frequency and relations between term and class. The bigger the ECE
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value, the stronger indication the feature-term has for the purpose of classification,
which is defined as follows:

ECEðtiÞ ¼ PðtiÞ
X

r
pðCr tij Þ log2

PðCr tij Þ
PðCrÞ ð2Þ

where PðtiÞ shows the probability of term ti appeared in the corpus. P(Cr) indicates the
possibility of short texts belonging to class Cr in the corpus. P(Cr|ti) is conditional
probability of class Cr given a specific term ti.

3 The Proposed Approach

3.1 Terming Weighting Method Based on Co-occurrence Distance

Short text feature selection is a crucial step of short text mining, which will eventually
be helpful to capture key information from massive data quickly and effectively [5].
The purpose of feature selection is removing words which can rarely affect decision to
improve correctness and efficient of short text classification. Traditional term weighting
methods [6, 7] do not consider correlation semantic information and category distri-
bution information of terms. To address this problem, we proposed CDCFS and it
mainly contains the following steps:

(1) Preprocessing the initial short text set D′ of k classes to get the new short text set
D and term set T.

(2) Taking advantage of co-occurrence distance between terms to calculate the cor-
relation weight of each term in a certain short text.

(3) Calculating ECE″ value of each term based on the ECE′ value.
(4) Combining (2) and (3) to get the final weight of each term for all classes, then

ranking terms in descending order and taking the top-k terms as feature terms to
form the new feature term set.

Explanations of notations used in this stage are shown as Table 1:
We define correlation of tj given ti as follows:

CorðtjjtiÞ ¼

P
ds2D

cordsðti; tjÞP
ds2D

P
tl2T

cordsðti; tlÞ
� log2

n
NeiðtjÞ ð3Þ

whereCor(tj|ti) indicates the co-occurrence condition of term ti and term tj,

P
ds2D

cords ðti;tjÞP
ds2D

P
tl2T

cords ðti;tlÞ

shows probability that people think about term tj when they see term ti. Generally
speaking, CorðtjjtiÞ 6¼ CorðtijtjÞ, we then define correlation of term ti and term tj as,

Corðti; tjÞ ¼ CorðtjjtiÞþCorðtijtjÞ
2

ð4Þ
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The correlation weight of term ti in the short text ds is defined as:

cowdsðtiÞ ¼ wti þ

P
tj2ds

wtj � Corðti; tjÞ

NeidsðtiÞ
ð5Þ

where wti is the word frequency of term ti in short text ds.
P
tj2ds

wtj � Corðti; tjÞ measures

weights circumstance of all terms appeared together with term ti in short text ds. For all
short texts of the Cr class where ds exists, we can get

cowrðtiÞ ¼

P
ds2Dr

cowdsðtiÞ

jDrðtiÞj ð6Þ

where cowr(ti) measures overall condition of correlation weight of term ti in the Cr class
short text set.

3.2 Feature Dictionary Construction

The most important part of the proposed approach is to select the most representative
words from a short text as features to construct the term dictionary. We use ECE″ (an
improved ECE method) value to measure the topical-specificity of a word.

In most cases, a term which can be representative of Class A is likely to have little
effect on distribution of Class B. Therefore, we should take the weights of this term in
different classes into consideration, which can be calculated as follows:

ECEðti;CrÞ ¼
Pðti Crj ÞPðCr tij Þ log2 PðCr tij Þ

PðCrÞ PðCrÞ�PðCr tij Þ
Pðti Crj ÞPðCr tij Þ log2 PðCrÞ

PðCr tij Þ PðCrÞ[PðCr tij Þ

(
ð7Þ

Table 1. Notation definition

Notation Definition Notation Definition

D Short text set cordsðti; tjÞ Correlation of term ti and term tj in
short text ds

T Term set Nei(tj) Term number of co-occurrence
with term tj in T

Cor(tj|ti) Co-occurrence of term tj
given term ti

Cor(ti, tj) Co-occurrence between term ti and
term tj in D

m Total number of short texts
in D

cowdsðtiÞ Correlation weight of term ti in
short text ds

N Total number of terms in T NeidsðtiÞ Term number of co-occurrence
with term tj in ds

wti Initial weight of term ti cowr(ti) Correlation weight of term ti in the
Cr class

Dr The Cr class short text set |Dr(ti)| Short text number contains term ti
in the Cr class
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From Eq. (7), we know that the bigger the value of P(Cr|ti) is, the stronger the

correlation of term ti and Class Cr is.
PðCr tij Þ
PðCrÞ is larger, term ti takes bigger effects on the

Cr Class. When term ti has a strong correlation with one class and weak correlations
with other classes, the probability of this term to be selected will increase. The weight
of term ti in the Cr Class [8] is shown as Eq. (8):

ECE0ðti;CrÞ ¼
P

j 6¼r ECEðti;CjÞ
k � 1

ð8Þ

where ECE′(ti, Cr) is average weight of term ti in total classes except the Cr class.

ECE00ðti;CrÞ ¼ ECEðti;CrÞ
ECE0ðti;CrÞþ 0:01

ð9Þ

ECE″(ti, Cr) reflects the weight of term ti in Class Cr. and the bigger the value is,
the stronger indication of term ti relative to Class Cr is. We can make use of Eq. (9) to
gain ECE″ values of each term in Class Cr. The final weight calculation equation of
term ti in Class Cr is as follows:

Wti ¼ cowrðtiÞ � ECE00ðti;CrÞ � idf ðtiÞ ð10Þ

where cowr(ti) reveals significance of term ti to short text set of Class Cr. ECE″(ti, Cr)
shows that term ti is indicative of categories of short texts. idf (ti) is inverse document
frequency of term ti.

We then sort terms of the Cr Class in a descending order of Wti value, and Top
K terms are selected as feature terms. All classes in short text sets are treated similarly.
Feature terms in each class are merged to reconstruct feature dictionary.

4 Experiments and Results Analysis

In this section, we present several experiments to prove the effectiveness of CDCFS in
short text scenario. We will give experimental results and analysis compared with four
baseline models.

4.1 Data Sets and Evaluation Metrics

In order to verify the effectiveness of our approach, we conducted several experiments
on both Chinese data sets and English data sets, respectively. We adopted 15 classes
with 150 paper titles obtained from CCF recommended list in Rank A and B as English
data sets, and collected 6 classes with 12534 paper titles from CSCD as Chinese data
sets. We then take 5-fold cross validation to show the effectiveness of our method.

We did a series of preprocessingwork on both data sets including data denoising, stop
words removal, and for Chinese data set, we utilized jieba, a Chinese text segmentation
tool, as the tokenizer for the task of text segmentation to acquire the vocabulary [9]. We
take advantage of F1-measure and accuracy as the evaluation of metrics [10].
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4.2 Experimental Results and Analysis

We present experimental results on two tasks. Firstly, we visualize the selection results
and evaluate our schemes for short text feature selection and compare the performances
with four other selection methods. Secondly, classification performance is evaluated
with different size of feature of our method and compare the performances with other
methods.

The four feature selection strategies are CSFS (Using Strong Classification Features
for Short Text Feature Selection), TCDS (Using Term Co-occurrence Distance for
Short Text Feature Selection), TCS (Using Term Co-occurrence for Short Text Feature
Selection) and TF*IDF method.

4.2.1 Comparison of Feature Dictionaries
We compare feature dictionaries obtained from the above 5 kinds of strategies to verify
that our method can get a high accuracy for short text feature selection. Table 2 is the
comparison of different feature selection methods.

We pick top 10 terms from 3598 terms in the class of Artificial Intelligence and
Pattern Recognition, then we distinguish feature dictionaries using different methods.
From Table 2 we can easily see that compared with TCS, TCDS which considers the
co-occurrence distance between terms can better reveal terms. Our method has the
strongest indication to representation of this category, which illustrates that both
employing co-occurrence distance between terms to balance co-occurrence cases and
considering strong classification feature is more effective.

4.2.2 Effect of Variation of Dictionary Size for Short Text Classification
We select different size of features ranging from 30 to 300 for our method and then
apply SVM and k-NN for short text classification. Previous study on short text clas-
sification showed that most of the term-weighting schemes reach their peak values in
the range of 20–45. Therefore, we parameterize k-NN by choosing different value k in
this range and demonstrated the best performance using optimal k. As for the SVM
algorithm, it is implemented based on the libsvm tool [11]. We take advantage of the

Table 2. Comparison of different feature selection methods

Method TF*IDF TCS TCDS CSFS CDCFS

1 Algorithm Algorithm Space Algorithm Learning
2 Model Network Learning Model Model
3 Detection Learning Algorithm Learning FR
4 Learning Graph Cluster Structure Cluster
5 Feature Study Classify Feature Classify
6 Classify Detection Goal Classify Sparse
7 Optimization Optimization Local Cluster Feature
8 Cluster Classify Sparse Sparse Supervised
9 Strategy Cluster FR FR Expression
10 Graph Recognition Expression Optimization NN

(Note: NN is short for Neural Network and FR is short for Face Recognition.)
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linear kernel functions since it has been reported to achieve competitive performance in
the context of text categorization. The other parameters of SVM are set to their default
values.

From Fig. 1 we can see that with setting of different feature size, the classification
accuracy and F1-measure is different. More words do not lead to better performance. It
shows a tendency of ascending firstly and then declining until reaching to be stable
eventually for both SVM and k-NN classifier.

4.2.3 Classification Performance of Different Feature Selection Methods
In order to test and validate the impacts of employing diverse kinds of feature selection
strategies for short text classification, different length of feature dictionary can be used
and applied to libsvm to train classification model. The above results show that when the
feature dictionary length is between 60 and 80, the classification accuracy rates reach their
maximum, and the fluctuation range is more stable in SVM classifier than that of k-NN
classifier. We then choose SVM classifier and apply it to both Chinese data sets and
English data sets then observe the classification performance of feature dictionary of each
strategy for short text classification.When the feature term number is 60, the accuracy and
F1-Measure value on both datasets are as shown in Table 3, respectively.

From Table 3, we can make the following observations, in all cases with different
feature selection methods, it is observed that our approach achieves the highest

(a)Accuracy                                                     (b)F1-measure 

Fig. 1. Effect of feature dictionary size for short text classification

Table 3. Classification performance of different feature selection methods

Method (a) Chinese data sets (b) English data sets
Accuracy F1-measure Accuracy F1-measure

TF*IDF 51.83% 0.4374 46.49% 0.4633
CSFS 56.64% 0.4876 46.14% 0.4689
TCS 63.82% 0.5965 46.40% 0.4754
TCDS 64.96% 0.6241 49.73% 0.4829
CDCFS 67.53% 0.6802 51.53% 0.5129
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performance on both data sets. This demonstrates the robustness of our method to noisy
data. Moreover, compared to category information that short texts carried by their own,
co-occurrence distance between terms in a document will cause a greater influence. At
the same time, employing co-occurrence distance between two terms to balance
co-occurrence condition between terms is apparently better than traditional method
which utilizes. Nevertheless, adopting conventional TF*IDF method to classify short
texts, its accuracy and F1-Measure value is least and the classified efficiency is worst.

5 Conclusions and Future Work

In this paper, we put forward a new method for short text classification by leveraging
term co-occurrence distance and strong classification features. The term dictionary is
built considering two aspects the correlation weight and the improved expected cross
entropy. Thereafter the new feature for short text can be constructed. For the future
work, we are interested to generalize this model for multi-label classification.
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Abstract. Few existing policy generation models can reflect the fact
that self-interested stockholders often need to interact when generating
a set of policies acceptable to them all. To this end, this paper proposes a
negotiation model for policy generation. In this model, each negotiating
agent employs a fuzzy logic system to evaluate each policy in a proposal
made by others during their negotiation, and then uses a uninorm oper-
ator to aggregate the evaluations of all the single policies in the proposal
to gain an overall evaluation of the proposal. Moreover, different nego-
tiating agent can use different fuzzy reasoning systems. Finally, we do
some experiments to reveal some insights into our model.

Keywords: Multi-issue negotiation · Proposal evaluation · Fuzzy logic ·
Uniform operator · Knowledge-based systems

1 Introduction

A policy is a statement of intent or a principle of action to guide decisions and
achieve certain goals. For example, disarmament is a policy and joining a mil-
itary alliance is another policy. Policy generation is a process of aggregating
different stockholders’ opinions or preferences to reach a set of policies accept-
able to them all. An example of policy generation is that in a congress, the
debate on the policy of disarmament can lead to an acceptable level, such as
reducing five thousand soldiers. Therefore, policy generation is very important
in political science, management science and economics [2]. However, most of
the studies of policy generation have two limitations [2]: (i) For example, voting
[4] (the most common used method for policy generation) cannot reflect that in
real life sometimes policy generation is an interactive process among a group of
people, for they need flexibly change their opinions in the light of more informa-
tion revealed during policy generation. (ii) There are few effective methods for
evaluating a set of policies when there are many alternative choices of policy set
in fuzzy environments [18].

c© Springer International Publishing AG 2017
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To address the above problems, researchers have tried to propose alterna-
tive models for policy generation, for example, negotiation models. In fact,
negotiation is suitable for policy generation because it is a process in which
a group of parties exchange information to obtain a mutually acceptable out-
comes [3,10,11]. Thus, for instance, Zhang [19] develops a logic-based axiomatic
model of bargaining to handle conflicting demands (e.g., policy). However, the
model cannot handle the dynamic situation where players need to make some
changes during a bargaining process. However, in real life policies often have
to be generated in a dynamic environment. For example, in the Six-Party Talk
on North Korea’s Nuclear Program [19], different countries should dynamically
change their proposals to result in a better outcome. Thus, Zhan et al. [18]
propose a negotiation model in which agents can change their preferences over
demands (e.g., policy) during a bargaining to increase the chance of reaching an
agreement.

Nonetheless, the above negotiation models for policy generation still suffer
from the second problem of lacking methods for evaluating a set of policies.
This is mainly because such models are all ordinal models, where the utilities
of policies are not measured by numerical values, but modelled by qualitative
preference orderings over policies. However, when there are too many policies,
it is hard to evaluate the combinations of different values of different policies.
Actually, it is easy to use the ordinal model to depict the preference over policies
intuitively, but it is hard to evaluate a set of policies due to the lack of quanti-
tative assessments. So, an agreement in an ordinal model often has to be accord
with some certain axioms [19], but its final result is not always optimal. Hence, a
proposal evaluation method is required for negotiation-based policy generation
models in order to search a set of policies agreeable to all the agents involved.

Our method takes two steps to evaluate a proposal during the course of
negotiation: (i) to evaluate each policy in a proposal during negotiation; and (ii)
to aggregate the evaluations of all the policies in the proposal to gain an overall
evaluation of the proposal. For the first step, we suppose that each agent knows
the importance degrees of their policies and the concession of their policies in
a proposal compared with their original attitude toward to the policies. Then
each negotiating agents employs a fuzzy logic system to calculate the utility
of each policy in a proposal, because the fuzzy rules are the intuitive way to
capture how the human user of each agent reasons the utility of each policy. In
our model, different negotiating agents could have different fuzzy rules for they
act on behalf of different human users. For the second step, each agent uses a
uninorm operator [15] to generate the utility of a proposal of a policy set since
uniform operators can hold some properties desired.

Our work in this paper advances the state of art in the field of negotiation-
based policy generation models in the following aspects. (i) We design an agent
architecture for a group of self-interested agents to negotiate a set of policies. (ii)
With respect to the agent model, we propose a fuzzy logic based method to cal-
culate agents’ utilities, which negotiating agents use to evaluate their proposals
of policies. (iii) Different negotiating agents can use different sets of fuzzy rules,
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different linguistic terms associated with fuzzy rules, and different membership
functions even for the same linguistic terms.

The rest of this paper is organised as follows. Section 2 recaps basics about
uninorm operator and fuzzy logic. Section 3 describes our negotiation-based
model. Section 4 discusses our fuzzy logic method for evaluating a set of policies.
Section 5 conducts some experiments to reveal some insights into our model.
Section 6 discusses the related work. Finally, Sect. 7 concludes the paper with
future work.

2 Preliminaries

This section recaps the concepts of uninorm operator [15] and fuzzy logic [16].
Firstly, we recall the concept of uninorm operator.

Definition 1. A binary operator ⊕ : [0, 1]× [0, 1] → [0, 1] is a uninorm operator
that is increasing, associative and commutative, and there exists τ ∈ [0, 1] such
that:

∀a ∈ [0, 1], a ⊕ τ = a, (1)

Here τ is said to be the unit element of a uninorm.

The following formula is a specific uninorm operator [10]:

a1 ⊕ a2 =
(1 − τ)a1a2

(1 − τ)a1a2 + τ(1 − a1)(1 − a2)
(2)

where τ ∈ (0, 1) is the unit element.
The following lemma [10] reveals some properties of uninorm operator.

Lemma 1. A uninorm operator ⊕ with unit element τ has the following
properties:

(i) ∀a1, a2 ∈ (τ, 1], a1 ⊕ a2 � max{a1, a2};
(ii) ∀a1, a2 ∈ [0, τ), a1 ⊕ a2 � min{a1, a2}; and
(iii) ∀a1 ∈ [0, τ), a2 ∈ (τ, 1],min{a1, a2} � a1 ⊕ a2 � max{a1, a2}.

The unit element of a uninorm operator actually is a threshold to distinguish
whether an agent is satisfied with a policy in a proposal or not. If an evaluation
is greater than the threshold, then the evaluation is regarded as being positive;
otherwise, it is regarded as being negative. Thus, in Lemma 1, property (i) means
that when the evaluations are both positive, the aggregated one is not less than
either of the original evaluations; property (ii) means that when they are both
negative, the aggregated one will enhance the negative effect, and is not greater
than either of the original evaluations; and property (iii) means that when they
are in conflict, the aggregated one is a compromise. Since the unit element of a
uninorm operator actually is a threshold, it could vary from person to person to
represent different personalities of different human users of the system developed
in this paper.

Next, we recall the concept of fuzzy set [16] as follows:
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Definition 2. Let U be a set (called domain). A fuzzy set A on U is charac-
terised by its membership function

μA : U → [0, 1]

and ∀u ∈ U, μA(u) is called the membership degree of u in fuzzy set A.

The following definition is about the fuzzy reasoning method of Mam-
dani [12].

Definition 3. Let Ai be a Boolean combination of fuzzy sets Ai,1, · · · , Ai,m,
where Ai,j is a fuzzy set defined on Ui,j (i = 1, · · · , n; j = 1, · · · ,m),
and Bi be a fuzzy set on U ′ (i = 1, · · · , n). Then when the inputs are
μAi,1(ui,1), · · · , μAi,m

(ui,m), the output of such fuzzy rule Ai → Bi is fuzzy set
B′

i defined as follows:

∀u′ ∈U ′, μi(u′)=min{f(μAi,1(ui,1), · · · , μAi,m
(ui,m)), μBi

(u′)}, (3)

where f is obtained through replacing Ai,j in Ai by μi,j(ui,j) and replacing
“and”, “or” and “not” in Ai by “min”, “max” and “1 − μ”, respectively. And
the output of all rules A1 → B1, · · · , An → Bn, is fuzzy set M , which is defined
as:

∀u′ ∈ U ′, μM (u′) = max{μ1(u′), · · · , μn(u′)}. (4)

The result above is still a fuzzy set and we should turn the fuzzy output into
a crisp one, which process is called defuzzification. We will employ the following
well-known centroid method [12] for defuzzification in this paper:

Definition 4. The centroid point ucen of fuzzy set M given by formula (4) is:

ucen =

∫
U ′ u′μM (u′)du′
∫

U ′ μM (u′)du′ . (5)

3 Model Definition

This section will define the main components of our policy negotiation model.
Firstly, we assume each agent has its own opinions on some policies (support

or opposition). Policies can be represented by propositions. We describe a policy
through two dimensions: one is about an agent’s attitude to the policy (e.g.,
support or reject disarmament), and the other is about how important it is to
the agent. Formally, we have:

Definition 5. For agent i, its policy structure S is a tuple of (Xi, Atti, Impi),
where:

– Xi is a finite set of propositions in a propositional language L and ∀x ∈ Xi, x
is a policy represented by a propositional variable;
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– Atti : Xi → {0, 1} is an attitude function, i.e., ∀x ∈ Xi, Atti(x) is agent i’s
attitude to policy x; in particular, Atti(x) = 1 means that the agent supports
policy x and Atti(x) = 0 means that the agent opposes policy x; and

– Impi : Xi → (0, 1] is an importance function, i.e., ∀x ∈ Xi, Imp(x) is the
importance degree of x in set Xi, which represents how important policy x is
to agent i.

For a certain policy, an agent should have only one attitude in the beginning
(either support or oppose the policy), and does not have an attitude to any
irrelevant policy since those policies do not affect his utility of an agreement.
For example, if agent i supports the policy of disarmament, then his attitude
to this issue is Atti(disarmament) = 1. In fact, opposing a policy can also be
represented by a proposition [8,18,19], such as oppose disarmament, but we dif-
ferentiate attitudes and policies in this paper because we aim to deal with both
policies in continuous domains and discrete domains. In discrete domains, the
policy, such as joining a military alliance, should be completely accepted or com-
pletely rejected by an agent. In the final agreement of policies, such a policy is
either supported or opposed. Nevertheless, in continuous domains, a policy can
be partially accepted in a final agreement, i.e., the acceptance domain is divis-
ible. For example, if the policy is disarmament, then supporting such a policy
may mean to reduce ten-thousand soldiers and opposing it may mean to totally
maintain the existing size of the army. Thus, in the agreement, disarmament
can be partly accepted and opposed. A successful negotiation can lead to an
acceptable level, such as reducing five thousand soldiers.

Our model uses an extension of alternating-offers protocol [13], i.e., in every
round one of the agents gives a proposal to the others. Formally, we have:

Definition 6. A proposal function of agent i is a mapping Oi : Xi

⋃
X−i →

[0, 1], where X−i denotes the policy set of all i’s opponents. And ∀x ∈
Xi

⋃
X−i, Oi(x) is called agent i’s acceptance degree of policy x. And oi =

{Oi(x1), . . . , Oi(xn)} is called a proposal of agent i, where n is the number of
elements in Xi

⋃
X−i.

After formally defining the concept of proposal, we can present our method
for proposal evaluation. Firstly, a negotiating agent uses a fuzzy reasoning system
to evaluate a policy in a proposal. Clearly, if all of its acceptance degrees of
policies in a proposal are the same as its attitudes to the policies, then its utility
is the highest because it has no concession on any policy. On the contrary, when
its opponent’s policy proposal is completely against its attitudes, its utility is
the lowest. Intuitively, the more concessions an agent makes on a policy, the less
utility it gains from the policy; and the more important the policy is for the
agent, the more the utility decreases. Formally, we have:

Definition 7. For agent i, a local utility of policy x in proposal o is given by:

ui(x) = FR(Impi(x), Coni(x)), (6)

where x ∈ Xi, FR is the result of fuzzy reasoning based on a set of fuzzy rules
(we will detail it in the next section); Coni is a concession degree function,
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representing a degree to which agent i makes a concession on a policy, and
defined as

Coni(x) = |Atti(x) − Oi(x)| , (7)

where Atti(x) and Oi(x) are agent i’s attitude and acceptance degree to policy
x, respectively.

After calculating the local utility of each policy in a policy proposal for an
agent, we should find a way to aggregate all the local utilities into a global util-
ity to reflect the utility an agent can gain from a proposal. Here we apply the
uninorm operator [15] to solve this problem, because the operator has the prop-
erties shown in Lemma 1, which satisfy the intuitions of local utility aggregation.
Formally, we have:

Definition 8. For agent i, a global utility of proposal o, denoted as ui(o), is
given by:

ui(o) = ⊕
j=1,...k

ui(xj), (8)

where k is the number of elements in Xi.

In this paper, we employ formula (2) as the uninorm operator ⊕ in for-
mula (8).

When calculating the utility of a policy in a proposal, we take the time cost
into consideration in this model because the same proposal in different rounds
has different utilities for an agent. Intuitively, the utility an agent gains from a
proposal is lower than the same one in a previous round, and the utility becomes
less and less as time goes on. Formally, we have:

Definition 9. A global utility of proposal o with time constrains for agent i is
given by:

ut
i(o) = ui(o)σλ−1, (9)

where ui is the global utility of agent i, σ ∈ [0, 1] is discount factor for decreasing
the utility of the proposals as time passes, and λ refers to the λ-th round of the
negotiation.

When a negotiating agent receives a proposal, it needs to decide whether to
accept it or not, and thus it should have an acceptable threshold of utility in
every round. That is, if one of the opponents’ proposal results in a low utility
for an agent, which is lower than its acceptable threshold in that round, the
agent should reject it, and vice versa. If the agent rejects a proposal, it should
generate another policy proposal, which utility is not lower than the threshold.
The acceptable threshold of utility changes in every round because an agent has
different expectations for the results in different rounds. For example, in real life
it often happens that in the beginning of a negotiation, an agent expects the
agreement that is the best to it, but as the time goes, it becomes increasingly
willing to accept a suboptimal result in order to avoid breakdown of the negoti-
ation. In this paper, we use ûi(λ) to represent the acceptable threshold of agent
i in the λth round.
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We use an extended protocol of bilateral negotiation [13] for our multilat-
eral one of policy generation. More specifically, one of the agents initialises the
negotiation randomly and then the others respond to it. The first proposal of
every agent should indicate its attitude to the policies it concerns. Formally, the
first proposal of agent i, denoted as Oi,1, should satisfy the following property:
∀xi ∈ Xi, Oi,1(xi) = Atti(xi). This means that the agent should reveal its atti-
tude at the beginning, because this kind of proposal can maximise its utility.
That is, there is absolutely no concession on any policy. Of course, it is the best
proposal, which the negotiating agent wants the most to be the agreement. Other
agent can choose: (i) to accept the proposal, or (ii) to reject the proposal but
make a new one, or (iii) to end the negotiation that results in the lowest utilities
for all agents. If every negotiating agent has proposed a proposal in turn, then
a negotiation round is completed and if there is no proposal supported by all
negotiating agents, they will enter into a new round of negotiation. Some policies
proposed by agent i may be irrelevant to agent j and different outcomes of this
kind of policies do not influence j’s utility. We call such policies as irrelevant to
party j, but an agreement should also include such policies.

Obviously, an agreement appears if and only if a proposal proposed by one
of the agents in negotiation is supported by all the other agents. Formally, we
have:

Definition 10. A proposal o proposed in the λ-th round in an n-agent negotia-
tion is an agreement among the n agents if it satisfies: ∀i ∈ {1, 2, . . . , n},

ut
i(o) � ûi(λ), (10)

where ut
i(o) is the global utility of proposal o with time constrains for agent i and

ûi(λ) is the acceptable threshold in λth round for agent i.

4 Fuzzy Rules

This section will discuss fuzzy rules that are used to evaluate local utilities of
each policy in a policy proposal of an agent.

The local utility of a policy mainly depends on two factors: the importance
degree and the concession degree. Here we use five terms (i.e., very unimportant,
unimportant, medium, important and very unimportant) to depict different levels
of importance of a policy. Similarly, we use four terms (i.e., very high, high, low
and very low) to represent different levels of concession an agent makes on a
policy and seven terms i.e., very high, high, slightly high, medium, slight low, low
and very low) to indicate different levels of the output of fuzzy reasoning (i.e.,
the local utility of a policy for an agent).

Moreover, we employ the trapezoidal-type fuzzy membership function:

μ(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if x � a,
x−a
b−a if a � x � b,

1 if b � x � c,
d−x
d−c if c � x � d,

0 if x � d.

(11)
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Thus, we can draw the membership functions of these linguistic terms of
importance degree, concession degree and local utility as shown in Figs. 1, 2
and 3. Moreover, if necessary, different users can take different kinds of member-
ship functions to represent their linguistic terms of importance degree, concession
degree and local utility according to their cognition. That is, even for the same
linguistic term, for example, “important”, if necessary, different users can have
different kinds of membership functions.

A fuzzy reasoning is carried out according to fuzzy rules. Similarly to choosing
linguistic terms and their membership functions, different human users can set
different sets of fuzzy rules to calculate the local utility of a proposal. Here in
order to illustrate how the fuzzy rules work, we give an example of fuzzy rules
as displayed in Table 1. There Rule 1 means that if the importance degree of a
policy is very unimportant and its concession degree is not very high, then its
local utility is very high. Such a rule reflects the intuition that if a person does
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Table 1. Fuzzy rules

1 If importance degree is very unimportant and concession degree is not very high then local utility is very high

2 If importance degree is not very important and concession degree is very low then local utility is very high

3 If importance degree is unimportant and concession degree is low then local utility is high

4 If importance degree is unimportant and concession degree is high then local utility is slightly high

5 If importance degree is unimportant and concession degree is very high then local utility is medium

6 If importance degree is medium and concession degree is low then local utility is slightly high

7 If importance degree is medium and concession degree is high then local utility is medium

8 If importance degree is medium and concession degree is very high then local utility is slightly low

9 If importance degree is important and concession degree is low then local utility is medium

10 If importance degree is important and concession degree is high then local utility is slight-low

11 If importance degree is important and concession degree is very high then local utility is low

12 If importance degree is very important and concession degree is low then local utility is slightly low

13 If importance degree is very important and concession degree is high then local utility is low

14 If importance degree is very important and concession degree is high then local utility is very low

not make a very high concession on a very unimportant policy, then his local
utility of the policy is very high. Similarly, we can understand other rules. Notice
that these rules and the linguistic terms of inputs and output may vary from
person to person. Those in this paper are just some of many possibilities.

5 Experiment

This section will do an experiment to reveal some insight into our model.
Assume Parties 1 and 2 are going to negotiate for four policies: tax increase

(TI), disarmament (DA), increase of educational investment (IEI), and econom-
ical housings investment (EHI). These policies are in continuous domains, i.e.,
the parties can give a proposal reflecting they can partially support or oppose
some policies; the acceptance degree can take a value from {0, 0.2, 0.4, · · · , 1}.
The policy structures of both agents are shown in Table 2. That is, Party 1 sup-
ports TI and IEI, opposes EHI, and does not care about DA (we call it a
policy irrelevant to Party 1 because it does not affect its global utility); while
Party 2 supports DA, opposes TI and IEI, and EHI is irrelevant to it.

Table 2. Policy structure of agents

Tax increase Disarmament Increase of educa-
tional investment

Economical hous-
ings investment

Attitude of party 1 1 N/A 1 0

Preference of party 1 0.8 N/A 0.3 0.2

Attitude of party 2 0 1 0 N/A

Preference of party 2 0.2 0.5 0.7 N/A

In this example, we assume that Agents 1 and 2 negotiate these policies on
behalf of Parties 1 and 2 respectively, and have different kinds of linguistic terms
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of importance degree, concession degree and local utility. More specifically, what
Agent 1 has are as shown in Figs. 1, 2 and 3, respectively, and it adopts fuzzy
rules shown in Table 1; while Agent 2 has different ones as shown in Figs. 4, 5
and 6, and Agent 2’s fuzzy rules are shown in Table 3.

In this example, an agent makes a proposal with the highest global utility
first. If the opponent rejects this proposal and the agent also rejects its oppo-
nent’s counter-proposal, the agent gives another proposal with the second highest
global utility in a new round. In order to calculate the global utility of a proposal
for an agent, we should firstly calculate the local utility of each relevant policy
in a proposal for an agent.

In our experiment, we change the discount factors (i.e., σ1 and σ2) of both
agents randomly in [0, 1] and see how different combinations of discount factors
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Table 3. Fuzzy rules of Agent 2

1 If importance degree is very unimportant and concession degree is not very high then local utility is high

2 If importance degree is very unimportant and concession degree is very high then local utility is extremely high

3 If importance degree is not very important and concession degree is very low then local utility is high

4 If importance degree is unimportant and concession degree is low then local utility is high

5 If importance degree is unimportant and concession degree is medium then local utility is slightly high

6 If importance degree is unimportant and concession degree is high then local utility is medium

7 If importance degree is unimportant and concession degree is very high then local utility is slight low

8 If importance degree is important and concession degree is low then local utility is medium

9 If importance degree is important and concession degree is medium then local utility is slightly low

10 If importance degree is important and concession degree is high then local utility is low

11 If importance degree is important and concession degree is very high then local utility is very low

12 If importance degree is very important and concession degree is low then local utility is slightly low

12 If importance degree is very important and concession degree is low then local utility is low

13 If importance degree is very important and concession degree is high then local utility is very low

14 If importance degree is very important and concession degree is high then local utility is extremely low
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change: (i) the global utilities with time constraint of Agent 1 (see Fig. 7) and
Agent 2 (see Fig. 8), (ii) the sum of utility with time constraint of the two Agents
(see Fig. 9), and (iii) the number of negotiation round for reaching an agreement
(see Fig. 10).
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From Fig. 7, we can see that when the discount factor of Agent 1 is very
high or the discount factor of Agent 2 is very low, the global utility with time
constraint of Agent 1 is very high, meaning that if Agent 1 does not need to pay
too much time cost during the course of the negotiation or Agent 2 has to pay a
high time cost when negotiating with its opponent, Agent 1 has advantages for
reaching an agreement that generates a higher utility for itself. On the contrary,
Fig. 8 shows that if the discount factor of Agent 1 is low or the discount factor
of Agent 2 is high, the Agent 2 will have advantages for reaching an agreement
that generates a higher utility for itself. In Fig. 9, the sum of utility with time
constraint of Agents 1 and 2 without obvious monotonicity. The maximum (i.e.,
1.8518) appears when σ1 = σ2 = 1 because no matter how many rounds for
reaching an agreement is needed, there is no time cost in such situation; while
the minimum (i.e., 0.5821) appears when σ1 = 0.8 and σ2 = 0.5, because both
the discount factors and the negotiation round are not low. The reason why the
sum of utility with time constraint of Agents 1 and 2 is high when the discount
factors are very low is that the negotiations ends with an agreement in the first
round, then there is no time cost. Figure 10 shows that the number of negotiation
round for reaching an agreement increases with the discount factors of Agents 1
and 2.

6 Related Work

This section discusses the work related to our negotiation model.
Some existing negotiation models can be used for policy generation. For

example, Zhang and Zhang et al. [20] proposed a logic-based axiomatic model for
political bargaining and other similar ones. There bargainers’ demands (could
be policies) are represented by logical statements and bargainers’ preferences
are total pre-orders. Zhang [19] later proved their concept of solution is uniquely
characterised by five logical axioms. Further, Jing et al. [8] extend Zhang’s work
by adding integrity constraints into Zhang’s model, i.e., the demand preference
structure of each negotiating agent is restricted by integrity constraints. How-
ever, in all the above models, the agents cannot change their preferences during
their negotiation process. Thus, Zhan et al. [18] proposed a multi-demand bar-
gaining model, which uses fuzzy reasoning to calculate how much negotiators
should change their preferences during the course of a negotiation according
to their personalities. However, differently in this paper we use fuzzy reason-
ing to calculate the utility of a policy. Compared with their method, ours is
more flexible because our agent can adjust its offers during negotiation without
a mediator. González et al. [6] based compensatory fuzzy logic to establish a
negotiation model, which is also used to solve policy making problems. However,
they study the problem from the view of cooperative game theory, different from
our non-cooperative one. Moreover, unlike them, we focus on how to use fuzzy
logic to reflect the relation between a policy’s concession, importance and utility.

Also lots of researchers use fuzzy logic to deal with different aspects in auto-
mated negotiation. For example, Kolomvatsos et al. [9] propose an adaptive fuzzy
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logic system to help buyer agents to respond to sellers’ offers, i.e., the fuzzy logic
system is used as a part of negotiation strategies. Similarly, Haberland et al. [7]
also use a fuzzy logic system to adjust agent’s negotiation strategy. Zhan and
Luo [17] use type-2 fuzzy logic to determine the change of strategies according
to the remaining time and opponents’ cooperative degree. Adabi et al. [1] design
a fuzzy grid market pressure determination system based negotiation protocol,
which is enhanced by a fuzzy logic system in order to increase negotiators’ util-
ities and their negotiation success rate and speed. Fu et al. [5] use fuzzy logic to
make an offer, i.e., to determine a price that balances the good customer rela-
tionship and profits for companies. Shojaiemehr and Rafsanjani [14] use fuzzy
logic to match the right supplier with a buyers by modifying suppliers’ offers
automatically during negotiation. However, none of these models use fuzzy logic
to evaluate offers during the course of a negotiation. Rather, firstly we use fuzzy
logic to help agents to evaluate local utility of a proposal for one issue, and then
we use a uniform operator to aggregate the local utility of individual issues to a
global utility for the whole offer.

7 Conclusions

This paper proposes a negotiation model for policy generation. The evaluation
method in the model can reason how concessions and preferences of policies
determine an agent’s utility of a policy. Actually, a negotiating agent uses a
fuzzy reasoning system to calculate the local utility of a policy in a proposal
for an agent according to intuitive fuzzy rules (and different agents could have
different fuzzy reasoning systems). Then a uninorm operator is used to aggregate
all the local utilities into a global utility that an agent can gain if the proposal
is accepted. With respect to an example, we did experiments to reveal some
insights into our model. In particular, the experimental results show that the
discount factor can influence the global utility of a proposal with time constraint
of negotiating agents, and the negotiation rounds for reaching an agreement.
In the future, maybe the most interesting thing is to improve its negotiation
protocol to reflect partnership among negotiators, because in policy generation,
negotiators may form alliances to raise their interests.
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Abstract. In order to achieve representation and reasoning of fuzzy
spatio-temporal knowledge on the Semantic Web, in this paper, we
propose a fuzzy spatio-temporal description logic f-ALC(D)-LTL that
extends spatial fuzzy description logic f-ALC(D) with linear temporal
logic (LTL). Firstly, we give a formal definition of syntax, semantics of
the f-ALC(D)-LTL. Then, we propose a tableau algorithm for reasoning
fuzzy spatio-temporal knowledge, i.e., determining satisfiability problem
of f-ALC(D)-LTL formula. Finally, we show the termination, soundness,
and completeness of the tableau algorithm.

Keywords: Fuzzy spatio-temporal knowledge · LTL · Description
logic · Tableau algorithm · Reasoning

1 Introduction

Currently, many application fields are related to spatio-temporal information,
for example, Geographic Information Systems (GIS) and spatio-temporal data-
base [11]. Because of the increasing requirements of these spatio-temporal appli-
cations, the need for management of spatio-temporal knowledge has received
much attention. The research issue related to the management technologies of
spatio-temporal knowledge emerges, including representation and reasoning [6].
However, in many spatio-temporal applications domains, there are a lot of impre-
cise and uncertain temporal and spatial information as well as spatial topological
relations [20]. With the emergence of fuzzy spatio-temporal knowledge, the rep-
resentation and reasoning of fuzzy spatio-temporal knowledge have become one
of the hot research issues in the fields of visual object tracking and GIS [16].

Description logics (DLs), as a formal language of knowledge representation,
have been widely used in the fields of computer science and artificial intelligence.
In particular, DLs are a logical basis of knowledge representation and reasoning

c© Springer International Publishing AG 2017
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of the Semantic Web [8]. Hence, how to extend DLs to realize the representation
and reasoning of fuzzy spatio-temporal knowledge needs to be solved.

Currently, in order to represent and reason spatial knowledge in the Semantic
Web, many researchers have already proposed some extensions of DLs, such as
ALCRP(D) [8], ALCRP3(D) [10], ALC(C) [12], ALC(CDC) [4] and ALCs [24].
However, the approaches described can only deal with crisp spatial information.
For the reasoning of fuzzy spatial knowledge in the Semantic Web, Straccia
[21] presents a spatial fuzzy description logic named f-ALC(D) which supports
classic region and fuzzy RCC-8 spatial predicates. To support spatial reasoning
in medical image domain, Hudelot et al. [9] propose a description logic named
ALC(F) which defines concrete domain using fuzzy mathematical morphology.
Although the tableau-based algorithm for reasoning fuzzy spatial knowledge is
given, the ALC(F) does not prove the correctness of the tableau algorithm.

For temporal knowledge modeling, some temporal extensions of DLs have
been investigated (see [13] for surveys). In these extensions, two common
approaches for representing temporal knowledge have been widely used: time
interval-based [2] and time point-based [23]. The time interval-based temporal
description logics combine basic DLs with Allen’s interval algebra [1], while the
time point-based temporal description logics combine basic DLs with (linear)
temporal logic (LTL) [14]. Although these temporal DLs cannot support the
representation and reasoning of spatial knowledge, they give good hints and
ideas for our works.

Although there have been some proposals for crisp/fuzzy spatial and tempo-
ral extensions to DLs, to the best of our knowledge, so far, there are no compre-
hensive reports on developing fuzzy spatio-temporal description logic. Develop-
ing this description logic is a natural way to extend spatial fuzzy description logic
with temporal logic. Therefore, in this paper, we propose a fuzzy spatio-temporal
description logic named f-ALC(D)-LTL that extends spatial fuzzy description
logic f-ALC(D) [21] with linear temporal logic LTL. The f-ALC(D)-LTL can
be interpreted over temporal sequences I(w) (w ∈ N) of f-ALC(D)-LTL struc-
ture reflecting possible temporal evolutions of fuzzy spatial knowledge, especially
fuzzy spatial relations. In brief, the paper makes the following contributions:

– We extend spatial fuzzy description logic f-ALC(D) with linear temporal
logic LTL, and then develop a new fuzzy spatio-temporal description logic
f-ALC(D)-LTL. Furthermore, we define the syntax structure and semantic
interpretation of f-ALC(D)-LTL.

– We propose a tableau algorithm for deciding satisfiability of f-ALC(D)-LTL
formulas. Then, we prove the termination, soundness, and completeness of
the algorithm.

2 Spatial Fuzzy Description Logic

A spatial fuzzy description logic (called fuzzy ALC(D)) proposed by Straccia [21]
is regarded as a basic fuzzy DL extended with spatial fuzzy concrete domain.
We recall the syntax and semantics of fuzzy ALC(D) [21,22].
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Definition 1 (Spatial fuzzy concrete domain D). A spatial fuzzy concrete
domain is a pair D = (�D, ΦD), where �D is a set of fuzzy regions and ΦD is a
set of fuzzy RCC predicates d (d ∈ {C, DC, P, PP, EQ, O, DR, PO, EC, NTP,
TPP, NTTP}) over �D and an interpretation dD: �D × �D → [0, 1], which is
a fuzzy relation over �D.

Noted that the fuzzy Region Connection Calculus (f-RCC) is a fuzzy extension
of original crisp RCC [15], which represents fuzzy topological relations such as
{C, DC, P, PP, EQ, O, DR, PO, EC, NTP, TPP, NTTP}. For more details
about fuzzy RCC relations, it can be found in [17,18].

Definition 2 (Syntax). Let C,R,T, I and O be a disjoint set of concept
names, abstract roles names, concrete roles names, abstract individual names
and fuzzy spatial regions names. Also, let R∈ R be an abstract role and T∈ T
be a concrete role. Concepts (denoted by C or D∈ C) of fuzzy ALC(D) can be
given by:

C, D=� | ⊥ | A | ¬C | C � D | C � D | ∀R.C | ∃R.C | ∀(T1, T2).d |
∃(T1, T2).d, where A is an atomic concept of C and d is a Boolean combination
of fuzzy RCC predicate names.

The semantics of fuzzy ALC(D) is a pair I = (�I , •I(w)) relative to the
spatial fuzzy concrete domain D = (�D, ΦD), where �I is a domain of inter-
pretation with non-empty set and •I(w) is a fuzzy interpretation function that
maps each abstract concept (role), individual, concrete role, and region into a
membership function between 0 and 1.

A fuzzy ALC(D) knowledge base K consists of a fuzzy TBox T and a fuzzy
ABox A. A fuzzy TBox T is a finite set of fuzzy General Concept Inclusions
(fuzzy GCIs) axioms of the form 〈C � D �� k〉 with ��∈ {≥, >,<,≤}, k ∈ [0, 1].
A fuzzy ABox A is a finite set of fuzzy assertions, which has four types of forms
〈C(a) �� k〉, 〈R(a, b) �� k〉, 〈T (a, o) �� k〉 and 〈d(x, y) �� k〉. In knowledge base K,
we call fuzzy GCIs and fuzzy ABox fuzzy ALC(D) axioms. In the next section, we
will replace propositional letters of LTL with fuzzy ALC(D) axioms to support
fuzzy spatio-temporal reasoning.

3 Fuzzy Spatio-Temporal Description Logic
f-ALC(D)-LTL

In this section, we propose a fuzzy spatio-temporal description logic called
f-ALC(D)-LTL which is a temporal extension of fuzzy ALC(D).

3.1 Syntax

By extending f-ALC(D) [21] with LTL, we obtain a fuzzy spatio-temporal
description logic f-ALC(D)-LTL. We first define f-ALC(D)-LTL formulas.
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Definition 3 (Atomic formulas). The f-ALC(D)-LTL atomic formulas φ are
given by:

φ :: = 〈C � D �� n〉 | 〈C(a) �� n〉 | 〈R(a, b) �� n〉 | 〈T (a, o) �� n〉 |
〈d(o1, o2) �� n〉 where C, D ∈ C, R ∈ R, T ∈ T, a, b ∈ I, o, o1, o2 ∈ O,
��∈ {≥, >,<,≤}, n ∈ [0, 1].

Atomic formulas of form 〈C � D �� n〉, 〈C(a) �� n〉, 〈R(a, b) �� n〉, 〈T (a, o) ��
n〉, 〈d(o1, o2) �� n〉 and their negative are called f-ALC(D) literals.

Definition 4 (f-ALC(D)-LTL formulas). The f-ALC(D)-LTL formulas ϕ is
the smallest set containing the atomic formulas such that:

– if φ is an atomic formula, then φ is an f-ALC(D)-LTL formula;
– if ϕ1, ϕ2 are f-ALC(D)-LTL formulas, then so are ¬ϕ1, ◦ϕ1, ϕ1 ∨ ϕ2, ϕ1 ∧ ϕ2

and ϕ1Uϕ2, where temporal operators ◦ and U mean that next and until,
respectively.

We use abbreviations: ♦ϕ = true Uϕ,�ϕ = ¬♦¬ϕ,ϕ1 → ϕ2 = ¬ϕ1 ∨ ϕ2.
♦ means “sometime in the future” and � means “always in the future”.

3.2 Models

Similar to [14], the semantics of f-ALC(D)-LTL is also based on temporal models,
which are a natural combination of the semantic interpretation of f-ALC(D) and
LTL. Now, we define a temporal model for f-ALC(D)-LTL.

Definition 5 (Temporal Model). An f-ALC(D)-LTL temporal model is a
pair M = 〈�, I〉, where � = 〈W , <〉 denotes strict order over (〈N, <〉) dis-
crete time and I is a fuzzy assignment function associating with each time point
w ∈ W an f-ALC(D)-interpretation I(w) = (�D ∪ �I , •I(w)), where �D ∪ �I

is interpretation domain and •I(w) is interpretation function that maps:

(1) each abstract concept name Ci ∈ C to a function C
I(w)
i : �I → [0, 1];

(2) each abstract role name Ri ∈ R to a function R
I(w)
i : �I × �I → [0, 1];

(3) each concrete role name Ti ∈ T to a function T
I(w)
i : �I × �D → [0, 1];

(4) each abstract individual ai ∈ I to an element a
I(w)
i ∈ �I , for any w, v ∈ W ,

there is a
I(w)
i = a

I(v)
i ;

(5) each fuzzy RCC predicate name di to a function dI(w)
i : �D ×�D → [0, 1];

(6) each fuzzy region oi ∈ O to an element o
I(w)
i ∈ �D, and for any w, v ∈ W ,

there is O
I(w)
i = O

I(v)
i (i = 1, 2, · · · ).

The semantic interpretation I of f-ALC(D)-LTL can be defined as an infi-
nite sequence I(0), I(1), · · · , I(w) of fuzzy interpretations that share the same
domain �D ∪ �I . For different time w, we have different interpretation I(w).
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Definition 6 (Truth). Given a temporal model M = 〈�, I〉 and arbitrary time
point (or state) w ∈ W . At time point w, the truth of f-ALC(D)-LTL formulas
ϕ (denoted by (M, w) � ϕ) is defined inductively as follows:

(M, w) � 〈C � D �� n〉 iff infa∈�I (CI(a) ⇒ DI(a))
(M, w) � 〈C(a) �� n〉 iff CI(w)(a) �� n
(M, w) � 〈R(a, b) �� n〉 iff RI(w)(a, b) �� n
(M, w) � 〈T (a, o) �� n〉 iff T I(w)(a, o) �� n
(M, w) � 〈d(o1, o2) �� n〉 iff dI(w)(o1, o2) �� n
(M, w) � ¬ϕ iff (M, w) � ϕ
(M, w) � ϕ1 ∨ ϕ2 iff (M, w) � ϕ1 ∨ (M, w) � ϕ2

(M, w) � ϕ1 ∧ ϕ2 iff (M, w) � ϕ1 ∧ (M, w) � ϕ2

(M, w) � ϕ1Uϕ2 iff ∃v > w,∀k ∈ [w, v] s.t (M, v) � ϕ2 and (M, k) � ϕ1

(M, w) � ♦ϕ iff ∃v > w, such that (M, v) � ϕ
(M, w) � �ϕ iff ∀v > w, such that (M, v) � ϕ
(M, w) � ◦ϕ iff (M, w + 1) � ϕ.

Definition 7 (Satisfiability). Let M = 〈�, I〉 be a temporal model. An
f-ALC(D)-LTL formulas ϕ is satisfiable iff there is a temporal model M such
that (M, w0) � ϕ, where w0 ∈ W is an initial state or an initial time point.

The satisfiability problem of f-ALC(D)-LTL formulas ϕ is a basic reasoning
problem. Other reasoning problems (e.g., concept satisfiability) can be reduced
to this reasoning problem. The following section will give a tableau algorithm
for deciding satisfiability of f-ALC(D)-LTL formula.

4 Hintikka Structures for f-ALC(D)-LTL

As mentioned in Definition 5, a temporal model is an infinite sequence of
f-ALC(D)-interpretations and its interpretation domains are in a state of infi-
nite expansions. Based on [19], we use Hintikka structure to solve the infinite
expansions of interpretation domains. Before discussing Hintikka structure, we
first give closure and Hintikka set of ϕ.

Definition 8 (Closure). Given an f-ALC(D)-LTL formula ϕ, the closure of
ϕ, which is denoted by cl(ϕ), is inductively defined as follows:

(1) ϕ ∈ cl(ϕ);
(2) if ¬ϕ ∈ cl(ϕ), then ϕ ∈ cl(ϕ); if ϕ ∈ cl(ϕ), then sub(ϕ) ⊆ cl(ϕ); if ϕ ∈ cl(ϕ),

then ¬ϕ ∈ cl(ϕ); if ϕ1 ∧ ϕ2 ∈ cl(ϕ), then ϕ1, ϕ2 ∈ cl(ϕ); if ¬Xϕ ∈ cl(ϕ),
then X¬ϕ ∈ cl(ϕ)(X denotes ♦,�, ◦); if ϕ1Uϕ2 ∈ cl(ϕ), then ◦(ϕ1Uϕ2) ∈
cl(ϕ).

Hintikka set is the smallest saturated set of formulas. We define Hintikka set.
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Definition 9 (Hintikka set). Given an f-ALC(D)-LTL formula ϕ. We say
that h ⊆ cl(ϕ) is a Hintikka set iff it satisfies the following nine conditions:

(H1) if φ is f-ALC(D)-LTL atomic formula, then φ /∈ h or ¬φ /∈ h; (H2)
if ¬¬ϕ ∈ h then ϕ ∈ h; (H3) if ϕ1 ∨ ϕ2 ∈ h then ϕ1 ∈ h or ϕ2 ∈ h; (H4) if
¬(ϕ1 ∨ϕ2) ∈ h then ¬ϕ1 ∈ h and ¬ϕ2 ∈ h; (H5) if ϕ1 ∧ϕ2 ∈ h then ϕ1 ∈ h and
ϕ2 ∈ h; (H6) if ¬(ϕ1 ∧ ϕ2) ∈ h then ¬ϕ1 ∈ h or ¬ϕ2 ∈ h; (H7) if ϕ1Uϕ2 ∈ h
then ϕ2 ∈ h or {ϕ1, ◦(ϕ1Uϕ2)} ⊆ h; (H8) if ¬ ◦ ϕ ∈ h then ◦¬ϕ ∈ h; (H9) if
¬(ϕ1Uϕ2) ∈ h then ¬ϕ2 ∈ h, and ¬ϕ1 ∈ h or ¬ ◦ (ϕ1Uϕ2)} ∈ h.

Definition 10 (Basic Hintikka Structure). Let ϕ be an arbitrary f-ALC(D)-
LTL formula. A basic Hintikka structure of ϕ is a pair H = (Σ,L), where:

– Σ = {ω0, ω1, . . . } is nonempty set of states, where ω0 denotes an initial state,
– L: Σ → 2cl(ϕ) is a function mapping each state into a subset of cl(ϕ).

Definition 11 (Hintikka structure). Given a basic Hintikka structure H =
(Σ,L). Let h be a Hintikka set, then H is called Hintikka structure iff it satisfies:

(1) ϕ ∈ L(ω0) where ω0 is an initial state;
(2) for any state ωi ∈ Σ such that:

(a) L(ωi) ⊆ h; (b) if �ϕ ∈ L(ωi), then ϕ ∈ L(ωi) and ◦�ϕ ∈ L(ωi); (c)
if ¬♦ϕ ∈ L(ωi), then ¬ϕ ∈ L(ωi) and ¬ ◦ �ϕ ∈ L(ωi); (d) if ♦ϕ ∈ L(ωi),
then ϕ ∈ L(ωi) and ◦�ϕ ∈ L(ωi); (e) if ¬�ϕ ∈ L(ωi), then ¬ϕ ∈ L(ωi) and
¬◦�ϕ ∈ L(ωi); (f) if ◦ϕ ∈ L(ωi), then ϕ ∈ L(ωi +1); (g) if ¬◦ϕ ∈ L(ωi), then
¬ϕ ∈ L(ωi + 1); (h) if ϕ1Uϕ2 ∈ L(ωi), then ∃v > ωi, for all k ∈ [ωi, v], such
that ϕ2 ∈ L(v) and ϕ1 ∈ L(k).

Theorem 1. Given an f-ALC(D)-LTL formula ϕ. If there is a Hintikka struc-
ture for ϕ, then ϕ is satisfiable.

Proof. By Definition 11, we have to show that if ϕ has a Hintikka structure, then
there is a temporal model for ϕ. Let H = (Σ,L) be a Hintikka structure for ϕ.
We define H = (Σ,L′) s.t if ϕ ∈ L′(ω), then (Σ,ω) � ϕ; if ¬ϕ ∈ L′(ω), then
(Σ,ω) � ¬ϕ. Suppose that for each ω ∈ Σ, if ϕ ∈ L(ω), then ϕ ∈ L′(ω), i.e.,
H ⊆ H′. Now, we have to show H′ is a temporal model for ϕ. We prove by
induction that H′ is a temporal model for ϕ.

Basis: for any atomic formula φ, if φ ∈ L(ω), then (H′, ω) � ϕ; for any atomic
formula ¬φ, if ¬φ ∈ L(ω), then (H′, ω) � ¬ϕ.

Induction: (i) for ϕ1∨ϕ2 ∈ L(ω), it follows from Definition 13 that ϕ1 ∈ L(ω)
or ϕ2 ∈ L(ω). Since H ⊆ H′, ϕ1 ∈ L′(ω) or ϕ2 ∈ L′(ω). Thus, (H′, ω) � ϕ1

or (H′, ω) � ϕ2. It follows from Definition 7 that (H′, ω) � ϕ1 ∨ ϕ2. (ii) for
◦ϕ ∈ L(ω), it follows that ϕ ∈ L(ω + 1). Since H ⊆ H′, ϕ ∈ L′(ω + 1). Thus,
(H′, ω + 1) � ϕ. The other formulas have a similar situation.

Thus, H′ is a temporal model. Since H ⊆ H′,H is also a temporal model.
For the initial state ω0 ∈ Σ, (H, ω0) � ϕ. So, ϕ is satisfiable. ��
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5 Reasoning in f-ALC(D)-LTL

In this section, we propose a tableau-based reasoning algorithm for determining
satisfiability of f-ALC(D)-LTL formula. Our algorithm is based on the tableau
algorithm for PLTL proposed by Wolper [25]. Similar to [7], our algorithm con-
sists of two phases: (i) tableau construction, and (ii) tableau elimination. The
first phase can obtain a complete tableau by applying a series of tableau rules
for a given formula ϕ. The second phase can eliminate some unsatisfiable nodes
of the complete tableau by repeatedly applying elimination rules.

5.1 Tableau Rules

The definition of tableau rules is based on the identities: ♦ϕ ≡ ϕ ∨ ♦ϕ,�ϕ ≡
ϕ ∧ ◦�ϕ,ϕ1Uϕ2 ≡ ϕ2 ∨ (ϕ1 ∧ ◦(ϕ1Uϕ2)).

Similar to [25], f-ALC(D)-LTL formulas of the form ϕ1Uϕ2 or ♦ϕ or �ϕ are
called eventualities. Those of form ◦ϕ and ¬ ◦ ϕ are called ◦-formulas.

Before we can give the tableau rules, we first introduce one notion: con-
jugated pairs of f-ALC(D) literals. If ϕ is an f-ALC(D) assertion, then ϕc is
the conjugation of ϕ. In f-ALC(D), there are a total of four possible conju-
gated pairs: {〈ϕ ≥ n〉, 〈ϕ < m〉, n ≥ m}, {〈ϕ ≥ n〉, 〈ϕ ≤ m〉, n > m},
{〈ϕ > n〉, 〈ϕ < m〉, n ≥ m}, and {〈ϕ > n〉, 〈ϕ ≤ m〉, n > m} with m, n ∈
[0, 1]. For instance, if ϕ = (a, b): R ≥ 0.4, then ϕc may be (a, b): R < 0.3.

Definition 12. Given an f-ALC(D)-LTL formula ϕ. If ϕ is ◦-formula or
f-ALC(D) literal, then we say ϕ is elementary.

Table 1. α-formula tableau rules

Name Formula α α1

¬¬-rule ¬ϕ ϕ

∧-rule ϕ1 ∧ ϕ2 ϕ1, ϕ2

�-rule �ϕ ϕ, ◦�ϕ

¬♦-rule ¬♦ϕ ¬ϕ, ¬ ◦ ♦ϕ

¬∨-rule ¬(ϕ1 ∨ ϕ2) ¬ϕ1, ¬ϕ2

Table 2. β-formula tableau rules

Name Formula β β1 β2

¬∧-rule ¬(ϕ1 ∧ ϕ2) ¬ϕ1 ¬ϕ2

∨-rule ϕ1 ∨ ϕ2 ϕ1 ϕ2

♦-rule ♦ϕ ϕ ◦♦ϕ

¬�-rule ¬�ϕ ¬ϕ ϕ, ¬ ◦ �ϕ

U -rule ϕ1Uϕ2 ϕ2 ϕ1, ◦(ϕ1Uϕ2)

¬U -rule ¬(ϕ1Uϕ2) ¬ϕ1, ¬ϕ2 ¬ϕ2, ¬ ◦ (ϕ1Uϕ2)

Table 3. ◦-formula tableau rules

Name Formula γ Formula γ1

¬◦-rule ¬ ◦ ϕ ¬ϕ

◦-rule ◦ϕ ϕ

By using tableau rules, the non-elementary formula ϕ can be extended into
a finite number of elementary formulas. According to the method of rule classifi-
cation in [5], we divide the tableau rules into three categories: α-formula tableau
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rules (see Table 1), β-formula tableau rules (see Table 2), and ◦-formula tableau
rules (see Table 3). α, β, γ denote the formula to be decomposed and α1, β1, β2, γ1
denote the decomposed elementary formula.

5.2 Tableau Construction

The purpose of the tableau construction phase is to construct tableau for a given
f-ALC(D)-LTL formula ϕ. Before constructing tableau, we first define a tableau.

Definition 13 (Tableau). Given a formula ϕ. A tableau for ϕ is a directed
graph T= (N, n0,→, L), where:

– N is a finite set of nodes (states)
– n0 ∈ N is a root node
– → denotes a binary relation over N. ∀ n ∈ N, ∃ t ∈ N s.t n → t
– L is a labeling function s.t L(n0)= {ϕ}, for n ∈ N \{n0}.

Each state n ∈ N \{n0} corresponds to a time point t ∈ N. For each state
n, its label L(n) corresponds to a Hintikka set of formula ϕ. An initial tableau
graph is only a graph with a root node. By repeatedly applying the tableau rules
given in the Tables 1, 2 and 3, the initial tableau graph is expanded.

Definition 14. Let T= (N, n0,→, L) be a tableau graph for a given f-ALC(D)-
LTL formula ϕ. T is called complete iff none of the tableau rules shown in
Tables 1, 2 and 3 is applicable to T. Otherwise, we call T is incomplete.

In tableau graph, for some node n ∈ N , if L(n) contains only elementary or
marked formulas, then the node is called a state. If a node n is either an initial
node or the immediate child of a state, then the node is called a pre-state. To
avoid decomposing the same formula twice, we use ϕ∗ to denote a formula that
has been decomposed. The construction algorithm is shown in Algorithm 1.

5.3 Tableau Elimination

In order to decide satisfiability of f-ALC(D)-LTL formula ϕ, in this section, we
have to eliminate the unsatisfiable nodes of the tableau graph. We first give the
formal definition of unsatisfiable nodes and eventualities.

Definition 15 (Unsatisfiable nodes). Let T = (N, n0,→, L) be a complete
tableau graph for a given f-ALC(D)-LTL formula ϕ. Aso let n be an arbitrary
node and let L(n) be a label of n. A node n is unsatisfiable iff one of the following
situations holds at least:

(1) L(n) contains two fuzzy conjugated triples;
(2) L(x) contains axiom 〈C, <, 0〉;
(3) L(x) contains axiom 〈C, >, k〉 with k >1;
(4) There is a formula φ s.t ◦φ ∈ L(n) and ¬ ◦ ¬φ /∈ L(n).
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Algorithm 1. ConTab(ϕ)
Input: an f-ALC(S)-LTL formula ϕ
Output: a tableau graph T

1: initialize tableau T = (N ,n0 →,L) = ({n0},n0,�,{(n0, {ϕ})})
2: if (L(n0) is elementary then
3: return;
4: end if
5: while (T is incomplete) do
6: if (n ∈ N&&α ∈ L(n)&&α∗ /∈ L(n)) then
7: create a new node n′ as a child of node n and
8: label L(n′) with L(n′) = (L(n) − {α})⋃{α1}⋃{α∗};
9: end if
10: if (n ∈ N&&β ∈ L(n)&&β∗ /∈ L(n)) then
11: create two new node n′ and n′′ as children of node n and
12: the corresponding label L(n′) and L(n′′) with
13: L(n′) = (L(n) − {β})⋃{β1}⋃{β∗}, L(n′′) = (L(n) − {β})⋃{β2}⋃{β∗};
14: end if
15: if (n is a state&&γ ∈ L(n)&&γ∗ /∈ L(n)) then
16: create a new node n′ as a child of n and label
17: L(n′) with L(n′) = (L(n) − {γ})⋃{γ1}⋃{γ∗};
18: end if
19: end while

Definition 16 (Unsatisfiable eventualities). Given a pre-state ni of a com-
plete tableau graph and its label L(ni) containing eventualities formulas. If there
is a path ni, . . . , nj (i ≥ 1, j ≥ i +1) in the tableau such that ni, nj ∈ N and
{ϕ2} ∈ L(nj), then the eventualities formulas in L(ni) are called satisfiable.
Otherwise, they are unsatisfiable.

In order to decide the satisfiability of f-ALC(D)-LTL formula ϕ, we need
to eliminate the unsatisfiable nodes in the complete tableau graph. Algorithm2
gives the tableau graph elimination algorithm Eliminate(T). If the root node is
not marked (×), then the tableau graph is open. In this case, we say that the
f-ALC(D)-LTL formula ϕ is satisfiable. Otherwise, we say ϕ is unsatisfiable.

5.4 Correctness

The correctness includes termination, soundness, and completeness. Our proof
of the correctness is based on the proof for LTL [3] and PLTL [5].

Theorem 2 (Termination). Let ϕ be f-ALC(D)-LTL formula. When started
on input ϕ, the tableau algorithm terminates.

Proof. Let l= | sub(ϕ)| be the length (number) of f-ALC(D)-LTL formula ϕ.

(1) In tableau construction phase. Each node ni ∈ N labeled by L(ni) contains
two types of formulas: closure cl(ϕ) and ◦-cl(ϕ). By Definition 8, the closure
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Algorithm 2. Eliminate(T )
Input: a tableau graph T
Output: Boolean value

1: while (∃n ∈ N and n is unsatisfiable) do
2: eliminate node n of T , and marked (×)
3: end while
4: while (∃n ∈ N and all children of n are eliminated) do
5: eliminate node n of T , and marked (×);
6: end while
7: while (∃n ∈ N is pre-state and the eventualities
8: formulas in L(ni) is unsatisfiable) do
9: eliminate node n of T , and marked (×);
10: end while
11: if (root node n0 ∈ N is not marked (×)) then
12: T is “open”, return true;
13: else
14: T is “closed”, return false;
15: end if

cl(ϕ) is composed of all subformulas of ϕ and their negation. So, the number
of cl(ϕ) is equal to 2l. In a similar way, the number of ◦-cl(ϕ) is equal to 2l.
The number of the two type of formulas in L(ni) is then at most equal to
4l. It follows that the upper bound of the set of formulas consisting of these
two types of formulas is 24l . Again since each node contains a Hintikka set
for formula ϕ and each Hintikka set is a subset of cl(ϕ), the upper bound of
the nodes is also 24l .

(2) In tableau elimination phase. Let T be tableau graph constructed by the
algorithm ConTab(ϕ). For the algorithm Eliminate(T), we consider two pos-
sible cases: Case 1: all nodes in T are unsatisfiable. Since the upper bound
of the nodes in T is 24l , the number of iterations of the whole Eliminate(T)
algorithm is bounded by 24l . Case 2: there is only unsatisfiable eventualities
in T. Since the number of eventualities in each node is at most equal to l,
the number of eventualities is bounded by 2l . It follows that the number
of eventualities in the whole tableau graph is bounded by 2l × 24l . Thus,
the number of iterations of the whole Eliminate(T) algorithm is bounded by
2l × 24l . ��

Theorem 3 (Soundness). Let ϕ be an f-ALC(D)-LTL formula to the tableau
algorithm. If ϕ is satisfiable, then the algorithm returns “open”.

Proof. To show soundness, we have to show that if the algorithm returns
“closed”, then ϕ is unsatisfiable. Let T = (N, n0,→, L) be a tableau graph
obtained by performing elimination algorithm. Since the algorithm return
“closed”, the root node in T is not eliminated. Again since the root node is
labeled by L(n0) = ϕ, we have to show that if root node n0 is eliminated, then
L(n0) = ϕ is unsatisfiable. We prove by induction that if a node n ∈ N labeled by
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L(n) = {ϕ1, ϕ2, . . . , ϕm} is eliminated, then L(n) = {ϕ1, ϕ2, . . . , ϕm} is unsatisfi-
able. In the elimination algorithm, the elimination of the node is consequences of
the properties of elimination rules. Combined with the Eliminate (T), we analyse
different types of nodes eliminated.

Case 1: an unsatisfiable node n is eliminated. By Definition 15, the unsatis-
fiable node labeled by L(n) must satisfy one of four conditions at least: L(n)
contains two fuzzy conjugated triples; L(x) contains axiom <C, <, 0>; L(x) con-
tains axiom <C, >, k> with k >1; there is a formula φ such that ◦φ ∈ L(n) and
¬ ◦ ¬φ /∈ L(n). Obviously, L(n) is unsatisfiable.

Case 2: a son of a state is eliminated. According to algorithm ConTab(ϕ)
(lines 11–15), a state n will produce a son n ′ labeled by L(n ′) = {ϕ1, ϕ2, . . . , ϕm}
in each application of tableau rules, where ϕm denotes f-ALC(D) literals. Since
a son n ′ of a state n is eliminated, L(n ′) = {ϕ1, ϕ2, . . . , ϕm} is unsatisfiable. It
follows that L(n) = {◦ϕ1, ◦ϕ2, . . . , ◦ϕm} is also unsatisfiable.

Case 3: a son of a non-state is eliminated. According to algorithm ConTab(ϕ)
(lines 4–10), a non-state n may produce one or two sons in each application of
tableau rules. That is, a non-state n has at least one son n ′ labeled by L(n ′).
Since one can obtain L(n ′) is by decomposing L(n), L(n) is satisfiable iff there
exists at least one son n ′ of n such that L(n ′) is satisfiable. Again since all sons
of non-state n are eliminated, L(n ′) is unsatisfiable.

Case 4: pre-state containing eventualities is eliminated. Let n be a pre-state
labeled by L(n) = {ϕ1

1ϕ
1
2, . . . , ϕ

m
1 ϕm

2 } (m ≥ 1). By the definition of pre-state,
there are some paths n1

i . . .n1
j , . . . ,nm

i . . .nm
j (i ≥ 1, j ≥ i +1) such that n1

i =
n, . . . ,nm

i = n, . . . , ϕ1
2 ∈ L(n1

j ), . . . , ϕm
2 ∈ L(nm

j ). Since node n is eliminated,
there is at least one eventuality in L(n) that is unsatisfiable. ��

Theorem 4 (Completeness). Let ϕ be an f-ALC(D)-LTL formula to the
tableau algorithm. If the tableau algorithm returns “open”, then ϕ is satisfiable.

Proof. Suppose that we have constructed a tableau T = (N, n0,→, L) when the
tableau algorithm returns “open”. To show completeness, we first show that the
constructed tableau graph has a Hintikka structure.

Construct a Hintikka structure H = (Σ, L) from T, where Σ =
{ω0, ω1, . . . , ωn} is nonempty set of states, ω0 denotes an initial state, L is a
mapping function from Σ to L. The construction steps are as follows:

(1) Find a path. Find a path leading from root node n0 to leaf node nk that
is not marked (×). It can be defined as: a path P = n0, n1, . . . , nk (k ≥
0), where n0 is root node, L(n0) = {ϕ}, nk is a state node containing only
f-ALC(D) literal φm, L(nk) = {φ1, . . . , φm} (m ≥ 1). Please note that there
is a special case that if n0 = nk, then n1, . . . , nk−1 are empty and L(n0) =
L(nk) = {ϕ}.

(2) Construct a Hintikka structure H from a path P.
Step 1: the root node n0 in P can be defined as an initial state ω0 of H
such that L(ω0) = L(n0) = {ϕ}. Step 2: starting from root node n0 in P
to find out states ni (0 ≤ i ≤ k) in turn. If L(ni) contains only elementary
formulas, i.e., L(ni) = {φ1, . . . , φm, ◦ϕ1, . . . , ◦ϕm}, then L(ωj) = L(nj) =
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{φ1, . . . , φm}. If ni = nk, i.e., L(ni) = {φ1, . . . , φm}, then L(ωj) = L(nk) =
{φ1, . . . , φm}. Finally, until all the state nodes are found.

By the definition of Hintikka structure, the constructed structure H = (Σ, L)
is a Hintikka structure for ϕ. According to the Theorem 1, if there is a Hintikka
structure for ϕ, then ϕ is satisfiable. Thus, it follows that ϕ is satisfiable. ��

6 Conclusion and Future Work

In this work, we have presented a fuzzy spatio-temporal description logic f-
ALC(D)-LTL, which is a temporal extension of the f-ALC(D). Our description
logic enables us to reason fuzzy RCC topological relationships that change over
time. We first define concept syntax, formulas syntax, and semantic interpreta-
tion. Then, we present a tableau-based algorithm for f-ALC(D)-LTL to decide
satisfiability problem of f-ALC(D)-LTL formula. Also, we show the termination,
soundness, and completeness of the tableau algorithm using Hintikka structure.
As a result, the satisfiability problem of f-ALC(D)-LTL formula ϕ is decidable.
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Abstract. The AGM postulates [1] are for the belief revision (revi-
sion by a single belief), and the DP postulates [14] are for the iter-
ated revision (revision by a finite sequence of beliefs). Li [4] gave an
R-calculus for R-configurations Δ|Γ, where Δ is a set of atomic formu-
las or negations of atomic formulas, and Γ is a finite set of formulas. With
an idea to delete the requirement that Δ is a set of atoms, we will give
an R-calculus SDL (a set of deduction rules) with respect to ⊆-minimal
change such that for any finite consistent sets Γ,Δ of statements in the
description logic ALC, there is a consistent subset Θ ⊆ Γ of statements
such that Δ|Γ ⇒ Δ,Θ is provable; and prove that SDL is sound and
complete with the ⊆-minimal change.

Keywords: Description logics · Belief revision · R-calculus · Set-
inclusion minimal change · Soundness and completeness

1 Introduction

The AGM postulates [1–3], which are a set of requirements a revision operator
should satisfy, are set for using a formula A to revise a theory K, so that if
K ◦ A ⇒ K ′ then K ′ is a maximal consistent subset of K ∪ {A}.

While the R-calculus [6–11], which is a revision operator which satisfies the
AGM postulates, is a Gentzen-type deduction system to deduce a consistent one
Γ′ ∪ Δ from an inconsistent theory Γ ∪ Δ of the first-order logic. Γ′ ∪ Δ should
be a maximal consistent subtheory of Γ ∪ Δ that includes Δ as a subset, where
Γ is a consistent set of formulas, and Δ is a consistent set of atomic formulas
or negations of atomic formulas. Moreover, there is a concept Δ|Γ defined in
R-calculus, called R-configuration. It is to use a theory Δ to revise another
theory Γ by eliminating the formulas in Γ(or in the theory Th(Γ) of Γ) which
negations are deducible by Δ, to make the remain of Γ consistent with Δ. It was
proved that if Δ|Γ ⇒ Δ|Γ′ is deducible and Δ|Γ′ is an R-termination, i.e., there
is no R-rule to reduce Δ|Γ′ to another R-configuration Δ|Γ′′, then Δ ∪ Γ′ is a
contraction of Γ by Δ.
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The ⊆-minimal change [5,12,13] is with respect to the set-inclusion, that is,
let Δ|Γ ⇒ Δ,Θ be provable in an R-calculus. Then, Θ is a minimal change of Γ
by Δ, if for any A ∈ Γ,Θ ∪ Δ �� A implies Θ ∪ Δ � ¬A. Therefore, we also call
Θ as a ⊆-maximal consistent set of Γ by Δ.

Ontologies play a crucial role for the success of the Semantic Web [15]. One
of the challenging problems for the development of ontology is ontology evo-
lution, which is defined as the timely adaptation of an ontology to the arisen
changes and the consistent management of these changes [16,17]. One of the
center problem during ontology evolution is inconsistency handling. There are
various forms of inconsistencies, such as structural inconsistency, logical incon-
sistency and user-defined inconsistency. Among them, logical inconsistency has
received lots of attention, where ontologies are represented by logical theories,
such as description logics (DLs) [16,18,19].

Description logics are different from traditional logics in that description
logics are a set of logics, of which each is a fragment of the first-order logic,
and the logical symbols are decomposed into two layers: one for concepts and
another for statements. For example, in ALC, the logical symbols are the concept
constructors ¬,	,
,∀,∃; and the subsumption relation 
, �
. The revision for the
subsumption statements can be transformed into that for the concept statements
and it is also studied in the semantic networks so that we will consider only the
statements C(a) and R(a, b) in the following.

R-calculus for description logics is between the one for propositional logic and
the one for first-order logic, because the complexity of the deduction relation of
description logics is between the ones of the deduction relation of the former and
of the latter. Even though the quantifier ∀ occurs in the concept constructor ∀R,
its equivalent form in the first-order logic is a guarded first-order formula, and
the deduction relation in the guarded first-order logic is decidable. Therefore,
for the R-calculi of description logics, we can decompose a statement C(a) into
atomic statements such that we will delete the requirement of the R-calculus
[4] that Δ is a set of atoms and give two sets of deduction rules: one for C(a)
consistent with Δ, and another for C(a) inconsistent with Δ.

Given two theories Δ and Γ, assume that Γ be a finite consistent set of
statements such that Γ = {C1(a), . . . , Cn(a)}. The following procedure produces
a minimal change of Γ by Δ. Let ≤ be an ordering on Γ such that C1(a) ≤
C2(a) ≤ · · · ≤ Cn(a). For each i ≤ n, define

Θ0 = Δ;

Θi =
{

Θi−1 ∪ {Ci(a)} if Θi−1 ∪ {Ci(a)} is consistent
Θi−1 otherwise.

Then Γ′ = Θn − Δ is a maximal consistent subtheory of Γ such that Γ′ ∪ Δ is
consistent.

In this paper we firstly consider a simple case of revision: Δ|C(a), where Δ
is a set of statements to revise, and C(a) is a statement to be revised; and then
consider a general case of revision: Δ|Γ, which is reduced to successive revisions
(· · · ((Δ|C1(a))|C2(a)) · · · )|Cn(a), where Γ = {C1(a), . . . , Cn(a)} and there is an
ordering ≤ on Γ, so that we can make the revision Δ|Γ turned into an iterated
revision of form Δ|Ci(a).
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We will give an R-calculus SDL for the ⊆-minimal change, which is a set of
deduction rules for Δ|C(a), such that SDL is sound and complete, that is, for any
theory Δ, and a statement C(a), if Δ|C(a) ⇒ Δ, Ci(a) is provable in SDL then
Δ ∪ {Ci(a)} is consistent, and if Δ ∪ {C(a)} is consistent then Ci(a) = C(a);
and if Δ ∪ {C(a)} is inconsistent then Ci(a) = λ; and conversely, if Δ ∪ {C(a)}
is consistent then Δ|C(a) ⇒ Δ ∪ {C(a)} is provable in SDL; and if Δ ∪ {C(a)}
is inconsistent then Δ|C(a) ⇒ Δ is provable in SDL.

Moreover, SDL is sound and complete with respect to the ⊆-minimal change
for Δ|Γ too. That is, for any finite consistent sets Δ,Γ of statements in the
description logic ALC, there is a consistent subset Θ ⊆ Γ of statements such
that Δ|Γ ⇒ Δ,Θ is provable, denoted by

�SDL Δ|Γ ⇒ Δ,Θ,

and Θ is a minimal change of Γ by Δ. Therefore, SDL is sound with respect to the
⊆-minimal change if for any consistent sets Γ,Δ,Θ of statements, if Δ|Γ ⇒ Δ,Θ
is provable in SDL then Θ is a maximal consistent subset of Γ by Δ, i.e., �SDL

Δ|Γ ⇒ Δ,Θ implies |=SDL Δ|Γ ⇒ Δ,Θ; and SDL is complete with respect to the
⊆-minimal change if for any maximal consistent subset Θ of Γ by Δ,Δ|Γ ⇒ Δ,Θ
is provable in SDL, i.e., |=SDL Δ|Γ ⇒ Δ,Θ implies �SDL Δ|Γ ⇒ Δ,Θ. Here, Θ
is a maximal consistent subset of Γ by Δ if (i) Θ ⊆ Γ, (ii) Δ ∪ Θ is consistent,
and (iii) for any Θ′ with Θ ⊂ Θ′ ⊆ Γ,Δ ∪ Θ′ is inconsistent.

The paper is organized as follows: the next section gives the basic definitions
of description logic ALC, and defines the logical language and the semantics of
the simplified ALC; the third section gives a set SDL of deduction rules which
is proved to be sound and complete with the ⊆-minimal change, and the last
section concludes the whole paper and discusses further works.

2 Description Logic ALC
Let L1 be the logical language for the description logic ALC, which contains the
following symbols:

• constant symbols: c0, c1, . . . ;
• atomic concepts: A0, A1, . . . ;
• roles: R0, R1, . . . ;
• concept constructors: ¬,	,
,∀,∃,

Concepts:
C := A|¬A|C1 	 C2|C1 
 C2|∀R.C|∃R.C.

Primitive statements:
ϕ := C(c)|R(c, d)

A model M is a pair (Δ, I), where Δ is a non-empty set, and I is an inter-
pretation, such that

◦ for any constant c, I(c) ∈ Δ;



R-Calculus for the Primitive Statements in Description Logic ALC 109

◦ for any atomic concept A, I(A) ⊆ Δ;
◦ for any role R, I(R) ⊆ Δ2.
The interpretation CI of C:

CI =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

I(A) if C = A
Δ − A if C = ¬A
CI

1 ∩ CI
2 if C = C1 	 C2

CI
1 ∪ CI

2 if C = C1 
 C2

I(a) ∈ Δ : Ab((I(a), I(b)) ∈ I(R) ⇒ I(b) ∈ CI) if C = ∀R.C
I(a) ∈ Δ : Eb((I(a), I(b)) ∈ I(R) & I(b) ∈ CI) if C = ∃R.C

where in syntax, we use ¬,∧,→,∀,∃ to denote the logical connectives and quan-
tifiers; and in semantics we use ∼,&,⇒,A,E to denote the corresponding con-
nectives and quantifiers.

By the definition of (∀R.C)(a) and (∃R.C)(a), we have

¬(∀R.C)(a) ⇔ (∃R.(¬C))(a) ⇔ (R(a, d) 	 (¬C)(d))
¬(∃R.C)(a) ⇔ (∀R.(¬C))(a) ⇔ (R(a, c) → (¬C)(c)) ⇔ ((¬R)(a, c) 
 (¬C)(c))

where d is an old constant and c is a new one.
The satisfaction M |= ϕ of statement ϕ:

M |= ϕ iff
{

I(c) ∈ CI if ϕ = C(c)
(I(c), I(d)) ∈ I(R) if ϕ = R(c, d)

A sequent δ is of form Γ ⇒ Δ, where Γ,Δ are sets of primitive statements. Given
an interpretation I, we say that I satisfies δ, denoted by I |= δ, if I |= Γ implies
I |= Δ, where I |= Γ if for each primitive statement ϕ ∈ Γ, I |= ϕ; and I |= Δ if
for some primitive statement ψ ∈ Δ, I |= ψ.

A sequent δ is valid, denoted by |= Γ ⇒ Δ, if for any interpretation I, I |=
Γ ⇒ Δ.

3 R-Calculus for Subset-Minimal Change

Definition 3.1. Given any consistent theories Γ and Δ, a theory Θ is a subset-
minimal(⊆-minimal) change of Γ by Δ, denoted by |=S Δ|Γ ⇒ Δ,Θ, if (i) Θ
is consistent, (ii) Θ ⊆ Γ, and (iii) for any Θ′ with Θ ⊂ Θ′ ⊆ Γ,Θ′ ∪ Δ is
inconsistent.

Here, if C(a) is consistent with Δ we denote by |=SDL Δ|C(a) ⇒ Δ, C(a);
and if C(a) is inconsistent with Δ we denote by |=SDL Δ|C(a) ⇒ Δ. For a set Γ
of statements, if a theory Θ is a ⊆-minimal change of Γ by Δ then we write

|=SDL Δ|Γ ⇒ Δ,Θ.
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3.1 SDL: R-Calculus for a Statement

The deduction rules in R-calculus SDL are the composing rules, which compose
substatements (e.g., C1(a), C2(a)) in the precondition of a rule into a complex
statement (e.g., (C1 	 C2)(a)) in the postcondition of the rule.

R-calculus SDL for a statement C(a):

Axioms:

(SA)
Δ �� ¬A(c)

Δ|A(c) ⇒ Δ, A(c)
(SA)

Δ � ¬A(c)
Δ|A(a) ⇒ Δ

(S¬)
Δ �� A(c)

Δ|¬A(c) ⇒ Δ,¬A(c)
(S¬)

Δ � A(c)
Δ|¬A(a) ⇒ Δ

Deduction rules:

(S�)
Δ|C1(a) ⇒ Δ, C(a)
Δ, C1(a)|C2(a) ⇒ Δ, C1(a), C2(a)
Δ|(C1 	 C2)(a) ⇒ Δ, (C1 	 C2)(a)

(S1
�)

Δ|C1(a) ⇒ Δ
Δ|(C1 	 C2)(a) ⇒ Δ

(S2
�)

Δ, C1(a)|C2(a) ⇒ Δ, C1(a)
Δ|(C1 	 C2)(a) ⇒ Δ

(S�
1 )

Δ|C1(a) ⇒ Δ, C1(a)
Δ|(C1 
 C2)(a) ⇒ Δ, (C1 
 C2)(a)

(S�)
Δ|C1(a) ⇒ Δ
Δ|C2(a) ⇒ Δ
Δ|(C1 
 C2)(a) ⇒ Δ

(S�
2 )

Δ|C2(a) ⇒ Δ, C2(a)
Δ|(C1 
 C2)(a) ⇒ Δ, (C1 
 C2)(a)

(S∀)
Δ|C(d) ⇒ Δ, C(d)

Δ|(∀R.C)(a) ⇒ Δ, (∀R.C)(a)
(S∀)

Δ|C(c) ⇒ Δ
Δ|(∀R.C)(a) ⇒ Δ

(S∃)
Δ|C(c) ⇒ Δ, C(c)

Δ|(∃R.C)(a) ⇒ Δ, (∃R.C)(a)
(S∃)

Δ|C(d) ⇒ Δ
Δ|(∃R.C)(a) ⇒ Δ

where d is a constant and c is a new one, that is, c does not occur in Δ.

Remark. Because Δ can not contradict with R(a, b), whether Δ contradicts with
(∀R.C)(a) depends on both whether Δ has R(a, d) and whether Δ contradicts
with C(d); and whether Δ contradicts with (∃R.C)(a) only depends on whether
Δ contradicts with C(c). 	

Definition 3.2. Δ|C(a) ⇒ Δ, Ci(a) is provable in SDL, denoted by �SDL

Δ|C(a) ⇒ Δ, Ci(a), if there is a sequence θ1, . . . , θm of statements such that

θ1 = Δ|C(a) ⇒ Δ|C1(a),
· · ·
θm = Δ|Cm−1(a) ⇒ Δ, Ci(a);

and for each j < m,Δ|Cj(a) ⇒ Δ|Cj+1(a) is an axiom or is deduced from the
previous statements by a deduction rule, where i ∈ {0, 1}, C1(a) = C(a) and
C0(a) = λ, the empty string.

Intuitively, we first decompose C(a) into literals according to the structure
of C(a), and delete/add literals by rule (SA), (SA)/(S¬), (S¬).



R-Calculus for the Primitive Statements in Description Logic ALC 111

Theorem 3.3 (Soundness theorem). For any consistent theory Δ and statement
C(a), if �SDL Δ|C(a) ⇒ Δ, Ci(a) then if i = 0 then Δ ∪ {C(a)} is inconsistent,
i.e.,

�SDL Δ|C(a) ⇒ Δ implies |=SDL Δ|C(a) ⇒ Δ;

otherwise, Δ ∪ {C(a)} is consistent, i.e.,

�SDL Δ|C(a) ⇒ Δ, C(a) implies |=SDL Δ|C(a) ⇒ Δ, C(a).

Proof. Assume that Δ|C(a) ⇒ Δ, Ci(a) is provable. We prove the theorem by
induction on the structure of C.

Case C(a) = B(a), where B ::= A|¬A. Then �SDL Δ|B(a) ⇒ Δ, Bi(a)
only if

{
Δ � ¬B(a) if i = 0
Δ �� ¬B(a) if i = 1;

that is,
{

i = 0 ⇒ incon(Δ, B(a)),
i = 1 ⇒ con(Δ, B(a)).

where incon(Δ, B(a)) denotes Δ ∪ {B(a)} is inconsistent and con(Δ, B(a))
denotes Δ ∪ {B(a)} is consistent.

Case C(a) = (C1 	 C2)(a). If �SDL Δ|(C1 	 C2)(a) ⇒ Δ, (C1 	 C2)(a) then

�SDL Δ|C1(a) ⇒ Δ, C1(a);
�SDL Δ, C1(a)|C2(a) ⇒ Δ, C1(a), C2(a).

By the induction assumption, Δ∪{C1(a)} and Δ∪{C1(a), C2(a)} are consistent,
and so is Δ ∪ {(C1 	 C2)(a)};

If �SDL Δ|(C1 	 C2)(a) ⇒ Δ then either

�SDL Δ|C1(a) ⇒ Δ

or

�SDL Δ, C1(a)|C2(a) ⇒ Δ, C1(a).

By the induction assumption, either Δ ∪ {C1(a)} is inconsistent or Δ ∪
{C1(a), C2(a)} is inconsistent, which implies Δ ∪ {(C1 	 C2)(a)} is inconsistent.

Case C(a) = (C1 
 C2)(a). If �SDL Δ|(C1 
 C2)(a) ⇒ Δ, (C1 
 C2)(a) then
either �SDL Δ|C1(a) ⇒ Δ, C1(a) or �SDL Δ|C2(a) ⇒ Δ, C2(a). By the induction
assumption, either Δ∪{C1(a)} is consistent or Δ∪{C2(a)} is consistent, either
of which implies Δ ∪ {(C1 
 C2)(a)} is consistent;

If �SDL Δ|(C1 
 C2)(a) ⇒ Δ then �SDL Δ|C1(a) ⇒ Δ and �SDL Δ|C2(a) ⇒
Δ. By the induction assumption, Δ ∪ {C1(a)} is inconsistent and Δ ∪ {C2(a)}
is inconsistent, which imply Δ ∪ {(C1 
 C2)(a)} is inconsistent.
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Case C(a) = (∀R.C1)(a). If �SDL Δ|(∀R.C1)(a) ⇒ Δ, (∀R.C1)(a) then �SDL

Δ|C1(c) ⇒ Δ, C1(c), where c is a new constant not occurring in Δ and C1. By
the induction assumption, Δ∪{C1(c)} is consistent, and so is Δ∪{(∀R.C1)(a)};

If �SDL Δ|(∀R.C1)(a) ⇒ Δ then �SDL Δ|C1(d) ⇒ Δ. By the induction
assumption, Δ ∪ {C1(d)} is inconsistent, and so is Δ ∪ {(∀R.C1)(a)}.

Case C(a) = (∃R.C1)(a). If �SDL Δ|(∃R.C1)(a) ⇒ Δ, (∃R.C1)(a) then �SDL

Δ|C1(d) ⇒ Δ, C1(d), where d is a constant. By the induction assumption, Δ ∪
{C1(d)} is consistent, and so Δ ∪ {(∃R.C1)(a)};

If �SDL Δ|(∃R.C1)(a) ⇒ Δ then �SDL Δ|C1(c) ⇒ Δ, where c is a new
constant not occurring in Δ and C1. By the induction assumption, Δ ∪ {C1(c)}
is inconsistent, and so is Δ ∪ {(∀R.C1)(a)}. 	


The last theorem is soundness theorem for R-calculus SDL, and completeness
theorem is the following

Theorem 3.4 (Completeness theorem). For any consistent theory Δ and state-
ment C(a), if Δ ∪ {C(a)} is consistent then Δ|C(a) ⇒ Δ, C(a) is provable in
SDL, i.e.,

|=SDL Δ|C(a) ⇒ Δ, C(a) implies �SDL Δ|C(a) ⇒ Δ, C(a);

and if Δ ∪ {C(a)} is inconsistent then Δ|C(a) ⇒ Δ is provable in SDL, i.e.,

|=SDL Δ|C(a) ⇒ Δ implies �SDL Δ|C(a) ⇒ Δ.

Proof. We prove the theorem by induction on the structure of C.
Case C(a) = B(a), where B ::= A|¬A. If Δ ∪ {B(a)} is consistent then

Δ �� ¬B(a), by (SA) and (S¬),

�SDL Δ|B(a) ⇒ Δ, B(a);

and if Δ ∪ {B(a)} is inconsistent then Δ � ¬B(a), by (SA) and (S¬),

�SDL Δ|B(a) ⇒ Δ.

Case C(a) = (C1	C2)(a). If Δ∪{(C1	C2)(a)} is consistent then Δ∪{C1(a)}
and Δ ∪ {C1(a), C2(a)} are consistent, and by induction assumption,

�SDL Δ|C1(a) ⇒ Δ, C1(a)
�SDL Δ, C1(a)|C2(a) ⇒ Δ, C1(a), C2(a).

By (S�), we have that �SDL Δ|(C1 	 C2)(a) ⇒ Δ, (C1 	 C2)(a);
If Δ ∪ {(C1 	 C2)(a)} is inconsistent then either Δ ∪ {C1(a)} is inconsistent

or Δ ∪ {C1(a)} ∪ {C2(a)} is inconsistent. By the induction assumption, either
�SDL Δ|C1(a) ⇒ Δ, or �SDL Δ, C1(a)|C2(a) ⇒ Δ, C1(a). By (S�), we have that
�SDL Δ|(C1 	 C2)(a) ⇒ Δ.

Case C(a) = (C1 
 C2)(a). If Δ ∪ {(C1 
 C2)(a)} is consistent then either
Δ∪{C1(a)} or Δ∪{C2(a)} are consistent, and by induction assumption, either

�SDL Δ|C1(a) ⇒ Δ, C1(a),



R-Calculus for the Primitive Statements in Description Logic ALC 113

or

�SDL Δ|C2(a) ⇒ Δ, C2(a).

By (S�
1 ) and (S�

2 ), we have that �SDL Δ|(C1 
 C2)(a) ⇒ Δ, (C1 
 C2)(a);
If Δ ∪ {(C1 
 C2)(a)} is inconsistent then Δ ∪ {C1(a)} and Δ ∪ {C2(a)} are

inconsistent. By the induction assumption,

�SDL Δ|C1(a) ⇒ Δ,
�SDL Δ|C2(a) ⇒ Δ.

By (S�), we have that �SDL Δ|(C1 
 C2)(a) ⇒ Δ.
Case C(a) = (∀R.C1)(a). If Δ ∪ {(∀R.C1)(a)} is consistent then for any c,

Δ ∪ {C1(c)} is consistent, and by induction assumption,

�SDL Δ|C1(c) ⇒ Δ, C1(c).

By (S∀), we have that �SDL Δ|(∀R.C1)(a) ⇒ Δ, (∀R.C1)(a);
If Δ ∪ {(∀R.C1)(a)} is inconsistent then there is a constant d such that

Δ ∪ {C1(d)} is inconsistent. By the induction assumption, �SDL Δ|C1(d) ⇒ Δ.
By (S∀), we have that �SDL Δ|(∀R.C1)(a) ⇒ Δ.

Case C(a) = (∃R.C1)(a). If Δ ∪ {(∃R.C1)(a)} is consistent then there is a
constant d such that Δ ∪ {C1(d)} is consistent, and by induction assumption,

�SDL Δ|C1(d) ⇒ Δ, C1(d).

By (S∃), we have that �SDL Δ|(∃R.C1)(a) ⇒ Δ, (∃R.C1)(a);
If Δ ∪ {(∃R.C1)(a)} is inconsistent then for any constant c,Δ ∪ {C1(c)} is

inconsistent. By the induction assumption, �SDL Δ|C1(c) ⇒ Δ. By (S∃), we
have that �SDL Δ|(∃R.C1)(c) ⇒ Δ. 	


3.2 SDL: R-Calculus for a Set of Statements

Let Γ be a finite consistent set of statements such that Γ = {C1(a), . . . , Cn(a)}.
Define

Δ|Γ = (· · · ((Δ|C1(a))|C2(a))| · · · )|Cn(a).

Correspondingly, we have the following

Theorem 3.5. For any consistent theories Δ,Γ and Θ, if Δ|Γ ⇒ Δ,Θ is prov-
able in SDL then Θ is a ⊆-minimal change of Γ by Δ. That is,

�SDL Δ|Γ ⇒ Δ,Θ implies |=SDL Δ|Γ ⇒ Δ,Θ.

Proof. We prove the theorem by induction on n.
Assume that Δ|Γ ⇒ Δ,Θ is provable in SDL.
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Let n = 1. Then, either Θ = C1(a1) or Θ = λ. If Θ = C1(a1) then Δ ∪
{C1(a1)} is consistent, and Θ is a ⊆-minimal change of C1(a1) by Δ; otherwise,
Δ ∪ {C1(a1)} is inconsistent, and Θ = λ is a ⊆-minimal change of C1(a1) by Δ.

Assume that the theorem holds for n, that is, if Δ|Γ ⇒ Δ,Θ then Θ is a
⊆-minimal change of Γ by Δ, where Γ = (C1(a1), . . . , Cn(an)).

Let Γ′ = (Γ, Cn+1(an+1)) = (C1(a1), . . . , Cn+1(an+1)). Then, if Δ|Γ′ ⇒
Δ,Θ′ is provable then Δ|Γ ⇒ Δ,Θ and Δ,Θ|Cn+1(an+1) ⇒ Δ,Θ′ are provable.
By the case n = 1 and the induction assumption, Θ′ is a ⊆-minimal change of
Cn+1(an+1) by Δ ∪ Θ, and Θ is a ⊆-minimal change of Γ by Δ, therefore, Θ′ is
a ⊆-minimal change of Γ′ by Δ.

	

Theorem 3.6. For any consistent theories Δ and Γ and any ⊆-minimal change
Θ of Γ by Δ, Δ|Γ ⇒ Δ,Θ is provable in SDL. That is,

|=SDL Δ|Γ ⇒ Δ,Θ implies �SDL Δ|Γ ⇒ Δ,Θ.

Proof. Assume that Θ is a ⊆-minimal change of Γ by Δ. Then, there is an
ordering < of Γ such that Γ = (C1(a1), C2(a2), . . . , Cn(an)), where C1(a1) <
C2(a2) < · · · < Cn(an), and Θ is a maximal subset of Γ such that Δ ∪ Θ is
consistent.

We prove the theorem by induction on n.
Let n = 1. By the last theorem, if Θ = {C1(a1)} then Δ|C1(a1) ⇒ Δ, C1(a1)

is provable; and if Θ = ∅ then Δ|C1(a1) ⇒ Δ is provable.
Assume that the theorem holds for n, that is, if Θ is a ⊆-minimal change of

Γ by Δ then Δ|Γ ⇒ Δ,Θ is provable.
Let Γ′ = (Γ, Cn+1(an+1)) = (C1(a1), . . . , Cn+1(an+1)) and Θ′ is a ⊆-minimal

change of Γ′ by Δ. Then, Θ′ is a ⊆-minimal change of Cn+1(an+1) by Δ ∪ Θ,
and Δ,Θ|Cn+1(an+1) ⇒ Δ,Θ′ is provable. By the induction assumption, Δ|Γ ⇒
Δ,Θ is provable and so is Δ|Γ′ ⇒ Δ,Θ|Cn+1(an+1), and hence, Δ|Γ′ ⇒ Δ,Θ′

is provable in SDL. 	


4 Conclusions and Further Works

In this paper we gave an R-calculus SDL that is sound and complete with respect
to the ⊆-minimal change. However, for set-inclusion minimal change, if A1(a)
is inconsistent with Δ ∪ Γ or A2(a) is inconsistent with Δ ∪ {A1(a)} ∪ Γ then
(A1 	 A2)(a) is eliminated from {(A1 	 A2)(a)} ∪ Γ revised by Δ, even though
it may be the case that Δ ∪ {A1(a)} ∪ Γ is consistent.

Specifically, the rule (S�) in SDL may eliminate too much information in Γ.
For example,

�SDL ¬havingarms(a)|(havingarms 	 havinglegs)(a) ⇒ ¬havingarms(a).

Intuitively, we should have

¬havingarms(a)|(havingarms � havinglegs)(a) ⇒ ¬havingarms(a), havinglegs(a).



R-Calculus for the Primitive Statements in Description Logic ALC 115

Therefore, a further work is to give a new R-calculus to preserve as much
as possible information of statements to be revised such that we will have the
above deduction in the new R-calculus RDL

∗ . Formally, we have

�SDL ¬C(a)|(C 	 D)(a) ⇒ ¬C(a);
�RDL∗ ¬C(a)|(C 	 D)(a) ⇒ ¬C(a),D(a).
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Abstract. Many attribute reduction methods have been proposed for
decision-theoretic rough set model based on different definitions of
attribute reduct, while an attribute reduct can be seen as an attribute
subset that satisfies specific criteria. Most reducts are defined on the
basis of a single criterion, which may result in the difficulty for users
to choose appropriate reduct to design related reduction algorithm. To
address this problem, we propose a multi-objective attribute reduction
method based on NSGA-II for decision-theoretic rough set model. Three
different definitions of attribute reduct based on positive region, deci-
sion cost and mutual information are considered and transferred to a
multi-objective optimization problem. Experimental results show that
the multi-objective reduction method can obtain a robust and better
classification performance.

1 Introduction

Rough set theory is an important mathematical tool to handle imprecision,
vagueness and uncertainty in data analysis [1]. The classical Pawlak rough set
model is not suitable for noisy data as the set inclusion in the model is required
to be fully correct or certain [2]. To handle this problem, Yao [3] proposed a
decision-theoretic rough set model (DTRS) with a tolerance of errors by intro-
ducing Bayesian decision principle into rough set theory. As one of the most
important concepts in DTRS or other rough set models, attribute reduction
[3,4] plays a key role in many areas including machine learning and data min-
ing [5,6]. By using attribute reduction, we can delete redundant attributes and
induce a more simplified knowledge representation result.

c© Springer International Publishing AG 2017
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Generally speaking, attribute reduction can be seen as a process of finding a
minimum attribute subset that satisfies some specific criteria [7]. The minimum
set of attributes is usually called an attribute reduct. In recent years, many dif-
ferent definitions of attribute reduct in DTRS have been proposed based on dif-
ferent criteria, such as region based attribute reducts [8–10], decision cost based
attribute reducts [11–13] and entropy based attribute reducts [14–16]. Based on
these different kinds of attribute reducts, the indiscernibility matrix algorithms
[17], heuristic algorithms [16] and genetic algorithms [18] can be applied to design
related attribute reduction methods. However, most attribute reduction methods
in DTRS are single objective reduction, that is to say, only one kind of attribute
reduct definition based on one specific criterion is considered in the process of
attribute reduction. In this case, the obtained reduct may perform perfectly on
the specific criterion but poorly on other criteria. For example, a positive region
based attribute reduct could keep the same positive region, but it may generate
a large decision cost. In the real word, it is not easy to clearly figure out the
characteristics of the data sets, therefore, it will make a difficulty for users choos-
ing the most appropriate attribute reduct to design attribute reduction method.
The single objective attribute reduction methods prefer a certain criterion and
may obtain a biased result.

To address the above problems, we propose a multi-objective attribute reduc-
tion method based on NSGA-II (Non-Dominated Sorting in Genetic Algorithm)
[19] in DTRS. Firstly, we represent the attribute reduction as a multi-objective
optimization problem by considering several different criteria, including positive
region, decision cost, and the mutual information. The three kinds of criteria
characterize the utility of an attribute reduct from different views. As rough set
theory usually measures the classification ability by computing the size of posi-
tive region, the positive region criterion ensures classification ability unchanged
based the obtained reduct, while the decision cost reflects the additional con-
straints on the problem, and the mutual information shows the characteristic of
data itself (here is the uncertainty). Secondly, we apply NSGA-II on the multi-
objective problem to obtain a set of candidate solutions, and adopt a wrapper
method to output a final result as the attribute reduct. By incorporating the
crowding distance and the elitist mechanism of NSGA-II, we can find a set of
solutions with optimal performance on above three criteria. After obtaining a set
of solutions, we use several classifiers to evaluate corresponding accuracy based
on each candidate solution and output the best one as the final attribute reduct.

The rest of this paper is organized as follows. Section 2 summarizes some
concepts about our work. Section 3 introduces the attribute reduct based on
a multi-objective optimization problem, and gives the corresponding attribute
reduction approach. Section 4 shows the experimental results. Section 5 concludes
the paper.

2 Preliminaries

In this section, we will summarize some basic concepts about decision-theoretic
rough set model.
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2.1 Decision-Theoretic Rough Set Model

In DTRS, given a decision system DS = (U,At = C ∪ D, {Va|a ∈ At}, {Ia|a ∈
At}), where U is a finite nonempty set of objects, At is a finite nonempty set of
attributes, C is a set of condition attributes describing the objects, and D is a
set of decision attributes that indicates the classes of objects. Va is a nonempty
set of values of a ∈ At, and Ia : U → Va is an information function that maps
an object in U to exactly one value in Va. In a decision table, an object x is
described by its equivalence class under a set of attributes A ⊆ At: [x]A = {y ∈
U |∀a ∈ A(Ia(x) = Ia(y))}.

The set of states is denoted by Ω = {X,XC}, which represent an object is in
a state X or not in X. The probabilities for these two complement states can be
denoted as p(X|[x]) = |X∩[x]|

|[x]| and p(XC |[x]) = 1−p(X|[x]). The set of actions is
denoted by A = {aP , aB , aN}, where aP , aB and aN represent the three actions
in classifying an object x into the sets the positive region POS(X), the boundary
region BND(X) and the negative region NEG(X), respectively. When an object
actually belongs to X, let λPP , λBP , λNP denote the costs of taking actions of
aP , aB , aN , respectively. Similarly, let λPN , λBN , λNN denote the costs of taking
the same three actions, respectively, when an object actually belongs to XC .
R(aP |[x]), R(aB |[x]), R(aN |[x]) represent the expected cost associated with each
individual action:

RP = R(aP |[x]) = λPP · p(X|[x]) + λPN · p(XC |[x]),

RB = R(aB |[x]) = λBP · p(X|[x]) + λBN · p(XC |[x]),

RN = R(aN |[x]) = λNP · p(X|[x]) + λNN · p(XC |[x]).

(1)

According to the Bayesian decision procedure, the minimum cost decision
rules are suggested as follows:

(P) If RP ≤ RB and RP ≤ RN , decide x ∈ POS(X),
(B) If RB ≤ RP and RB ≤ RN , decide x ∈ BND(X),
(N) If RN ≤ RP and RN ≤ RB, decide x ∈ NEG(X).

Consider the reasonable loss condition λPP ≤ λBP < λNP , λNN ≤ λBN <
λPN , that is, the cost of classifying an object x belonging to X into the positive
region POS(X) is less than or equal to the cost of classifying x into the boundary
region BND(X), and the both of these costs are strictly less than the cost of
classifying x into the negative region NEG(X). The reverse order of cost is used
for classifying an object not in X. Then, we derive the following condition on
cost functions [20]:

λNP − λBP

λBN − λNN
>

λBP − λPP

λPN − λBN
. (2)

Finally, the final minimum-risk decision rules (P)-(B) can be written as

(P1) If p(X|[x]]) ≥ α, decide x ∈ POS(X),
(B1) If β < p(X|[x]]) < α, decide x ∈ BND(X),
(N1) If p(X|[x]]) ≤ β, decide x ∈ NEG(X).



120 L. Wang et al.

Where the parameters α, β are defined as:

α =
λPN − λBN

(λPN − λBN ) + (λBP − λPP )
,

β =
λBN − λNN

(λBN − λNN ) + (λNP − λBP )
.

(3)

2.2 Three Kinds of Criteria in Decision-Theoretic Rough Set Model

In this paper, we consider three kinds of criteria characterizing the utility of an
attribute reduct from different views, including positive region, decision cost and
mutual information.

Positive Region. In rough set theory, a core concept is the positive region,
which contains the objects that can be certainly classified under the current
feature space. In general, the positive region can be applied to measure the
classification ability, therefore, the positive region is the most commonly used
criterion for defining an attribute reduct.

In DTRS, let πD = {D1,D2, . . . , Dm} denote the partition of the universe
U induced by D, and πA denote the partition induced by the set of attributes
A ⊆ At. Based on the threshold (α, β), one can divide the universe U into three
regions of the decision partition πD:

POS(α,β)(πD|πA) = {x ∈ U |p(Dmax([x]A)|[x]A) ≥ α}
BND(α,β)(πD|πA) = {x ∈ U |β < p(Dmax([x]A)|[x]A) < α}
NEG(α,β)(πD|πA) = {x ∈ U |p(Dmax([x]A)|[x]A) ≤ β}

(4)

where Dmax([x]A) = arg maxDi∈πD
{|[x]A ∩ Di|/|[x]A|}. POS(α,β)(πD|πA) is the

positive region by considering attribute set A. The greater the discriminative
ability of attribute set A is, the larger the size of the corresponding positive
region is. By using the positive region criterion, we can define an attribute reduct
which keeps the positive region unchanged or expanded.

Decision Cost. DTRS is based on Bayesian decision procedure and the princi-
ple of making decisions is minimizing the decision cost. In DTRS, decision cost
is a very important notion and it can be intuitively considered as the criterion
for defining an attribute reduct.

For a given decision system DS = (U,At = C ∪D, {Va|a ∈ At}, {Ia|a ∈ At}).
The decision cost can be described as [10]:

dc =
∑

pi≥α

(pi · λPP + (1 − pi) · λPN ) +
∑

β<pj<α

(pj · λBN + (1 − pj) · λBN )

+
∑

pk≤β

(pk · λNP + (1 − pk · λNN )),
(5)

where pi = p(Dmax([xi]A)|[xi]A) defines the maximum probability of an object
belonging to the different decision class based on a set of attributes A ⊆ At.
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Consider the real world where we assume zero cost of a correct classification,
namely λPP = λNN = 0, then the decision cost can be rewritten as:

dc =
∑

pi≥α

((1 − pi) · λPN ) +
∑

β<pj<α

(pj · λBN + (1 − pj) · λBN )

+
∑

pk≤β

(pk · λNP )).
(6)

Based on the decision cost criterion, a minimum cost attribute reduct in DTRS
has been defined [11]. This kind of reduct definition ensures that its induced
decision cost is minimum.

Mutual Information. Since mutual information in Shannon’s information the-
ory can be used to evaluate the relevance between attributes and class labels,
this criterion is usually applied in feature selection or attribute reduction. Several
definitions about mutual information present as follows [21]:

Definition 1. Given a decision system DS = (U,At, {Va|a ∈ At}, {Ia|a ∈ At}),
if A ⊆ At, the entropy of A is

H(A) = −
n∑

i=1

p(Ai) · log(p(Ai)), (7)

where p(Ai) = |Ai|
|U | , i = 1, 2, · · · , n, U/IND(A) = {A1, A2, · · · , An}, and

IND(A) is the equivalence class under a set of attribute A.

Definition 2. Given a decision system DS = (U,At, {Va|a ∈ At}, {Ia|a ∈ At}),
if A ⊆ At, B ⊆ At, U/IND(A) = {A1, A2, · · · , Am} and U/IND(B) =
{B1, B2, · · · , Bn}, the conditional entropy of A with reference to B is

H(B|A) = −
∑

Ai∈U/IND(A)

p(Ai)
∑

Bj∈U/IND(B)

p(Bj |Ai) · log(p(Bj |Ai)), (8)

where p(Bj |Ai) = |Bj∩Ai|
|Ai| , i = 1, 2, · · · ,m, j = 1, 2, · · · , n.

Definition 3. Given a decision system DS = (U,At = C ∪ D, {Va|a ∈
At}, {Ia|a ∈ At}), R ⊆ C, the mutual information between conditional attribute
set R and the decision class D can be defined as

I(R;D) = H(D) − H(D|R). (9)

Usually, the mutual information between C and D has the maximum value,
then an attribute reduct can be defined to find a minimal attribute set with the
maximum mutual information value.



122 L. Wang et al.

3 Multi-objective Attribute Reduction
in Decision-Theoretic Rough Set Model

In this section, we will define a multi-objective attribute reduct in DTRS and
propose a reduction method based on NSGA-II.

3.1 Multi-objective Attribute Reduct

Since most existing attribute reducts are defined based on single objective, it
brings the difficulty of choosing which kind of attribute reduct for different
applications. Therefore, to address this problem, we propose a multi-objective
attribute reduct in this paper.

A classical multi-objective optimization problem consists of a set of objective
functions with some related constraints, and it can be described as follows [22]:

max
Y ∈Ω

F (Y ) = (f1(Y ), f2(Y ), · · · , fm(Y )),

s.t. gi(Y ) ≤ 0, (i = 1, 2, · · · , p),
hj(Y ) = 0, (j = 1, 2, · · · , q),

(10)

where Ω is the decision (variable) space, Y = (y1, y2, · · · , yn) is a decision vector
and F (Y ) is the set of multiple objective functions. gi(Y ) ≤ 0 define inequality
constraints and hj(Y ) = 0 define equality constraints.

In this paper, we consider three different sub objective functions in our def-
inition of multi-objective attribute reduct, including maximizing the positive
region size, minimizing decision cost and maximizing mutual information, which
characterize the utility of an attribute reduct from different views. The definition
of multi-objective attribute reduct is presented as follows.

Definition 4. In a decision system, DS = (U,At = C ∪D, {Va|a ∈ At}, {Ia|a ∈
At}); R ⊆ C is a multi-objective attribute reduct if only if

(1) R = arg maxR⊆CF (R)

(2) ∀R
′ ⊂ R,∀fi(R

′
) ≤ fi(R), and ∃fi(R

′
) < fi(R), fi(R) ∈ F (R)

F (R) = (f1(R), f2(R), f3(R)), is a multi-objective optimization function with
three sub objective functions. f1(R), f2(R) and f3(R) are defined as follows.

f1(R) =
card(POSR(U))
card(POSC(U))

,

f2(R) = −dc(U,R),
f3(R) = H(D) − H(D|R),

f1(R), f2(R) and f3(R) expect that the attribute reduct can get a large positive
region, a small decision cost and a large mutual information, respectively.

Generally speaking, sub objective functions in a multi-objective optimization
problem may be conflicting with each other. That is to say, it is impossible to
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achieve the optimal performance on all sub objective functions at the same time.
Instead, many multi-objective optimization problems output a set of Pareto
optimal solutions for users. Therefore, we usually have more than one attribute
reduct satisfying the definition of multi-objective attribute reduct.

Algorithm 1. Multi-objective attribute reduction algorithm
Input: A decision system DS with corresponding loss functions; The generations G

and the population size N .
Output: The reduct R;
1: R ← ∅
2: Generate P0 randomly; //the initial parent population
3: F = Non-dominated-sort(P0) ; // F = (F1, F2, . . . ), all nondominated fronts of

P0

4: for t = 0 to G do
5: St = ∅,i = 1;
6: Qt = Genetic-operators(Pt);
7: Rt ← Pt ∪ Qt;
8: F = Non-dominated-sort(Rt); //F = (F1, F2, . . . ), all nondominated fronts of

Rt

9: repeat
10: St = St ∪ Fi and i = i + 1;
11: until |St| ≥ N
12: Last front to be included: Fl = Fi;
13: if |St| = N then
14: Pt+1 = St;
15: else
16: Pt+1 =

⋃l−1
j=1 Fi;

17: K = N − |Pt+1|;
18: Crowding-distance-assignment(Fi);
19: Sort(Fi); // sort solutions in Fi with crowding distance in descending order

20: SortPart(Fi); //sort solutions with the length of reduct when crowing dis-
tance of solutions are same

21: Pt+1 = Pt+1 ∪ Fi[1 : K]; //choose the first K elements of Fi

22: end if
23: end for
24: Compute the accuracy of solutions in Pt based on several classifiers;
25: Select the chromosome with best performance from Pt to be R;
26: return R;

3.2 Multi-objective Attribute Reduction Algorithm

From the definition of multi-objective attribute reduct, we can find that the
attribute reduction can be described as a process of solving the correspond-
ing multi-objective optimization problem. In this regard, we introduce a multi-
objective attribute reduction method based on NSGA-II algorithm, which is
a kind of efficient genetic algorithm for multi-objective optimization problem.
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Since NSGA-II usually gives a set of Pareto optimal solutions, in contrast, we
design a wrapper method to output a solution with the highest classification
accuracy as the final attribute reduct, while the accuracy is evaluated by several
different classifiers ensemble.

In this algorithm, the basic framework of the proposed method is similar to
the classical NSGA-II algorithm. Differing from the general genetic algorithm,
NSGA-II proposed the crowding distance and the elitist mechanism. Let us con-
sider tth generation of NSGA-II algorithm. Suppose the parent population at this
generation is Pt and its size is N , while the offspring population created from Pt

is Qt having N members. After obtaining the offspring population, to preserve
elite members of the combined parent and offspring population Rt = Pt ∪Qt (of
size 2N), Rt will be sorted according to different nondomination levels (F1,F2

and so on), and the solutions with less levels will be chosen. If the solutions have
same levels, the solutions with less crowding distance will be chosen.

It is worth noting that, while generating the offspring population, differing
from the classical NSGA-II, we check the offspring individuals whether repeated,
and if they are repeated, then generate a new one. Meanwhile, to make the
method more suitable for obtaining an attribute reduct, when the crowing dis-
tance of solutions are also same, we compare the length of attribute reduct and
choose the solution with the shortest length. Finally, after obtaining a set of can-
didate solutions, we apply several classifiers to evaluate corresponding accuracy
based on each candidate solution and output the best one as the final attribute
reduct. More details can be found in Algorithm1.

4 Experiments

4.1 Dataset

There are 8 UCI datasets [23] applied in our experiments. The basic information
of all datasets are listed in Table 1, where |C| is the number of conditional
attributes, |U | is the number of objects, and |D| is the number of classes. We
also replace the missing values and discretize all continuous attributes by using
WEKA filters [24].

4.2 Experimental Setting

In our experiments, for each dataset, 10 times 10-fold cross-validation is applied
and the average results are recorded. The population size N is set to 20, and
the probabilities of crossing and mutation are 0.9 and 0.1, respectively. Four
classifiers in WEKA [24] are considered to evaluate the classification accuracy,
including NaiveBayes, J48(C4.5), RandomForest and SMO(SVM). For each data
set, different loss functions are generated randomly in the interval of (0, 1), which
satisfies the following constraint conditions: λBP < λNP , λBN < λPN , λPP =
λNN = 0 and (λPN − λBN )(λNP − λBP ) > (λBP − λPP )(λPN − λNN ).
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Table 1. Brief description of UCI data sets.

ID Data sets |U | |C| |D|
1 Spect-train 80 22 2

2 Hepatitis 155 21 2

3 Heart-statlog 270 13 2

4 Vote 435 16 2

5 Monks-1 124 6 2

6 Monks-2 169 6 2

7 Monks-3 122 6 2

8 Colic 368 22 2

4.3 Experimental Results

The experimental results are shown in Tables 2, 3, 4, 5 and 6. In these tables,
PRER, MCR, MIR represent the positive region expanding reduct [8], the min-
imum decision cost reduct [11], the maximum mutual information reduct [21],
respectively. MOAR is our multi-objective attribute reduct by considering posi-
tive region, decision cost and mutual information simultaneously. The best per-
formance of each row in the tables is boldfaced, in addition, the average ranks
of these four methods on all datasets are also recorded.

Table 2. Comparison of the average length of the reduct for different methods.

ID PRER MCR MIR MOAR

1 12.99 ± 0.12 18.00 ± 0.56 15.97 ± 0.46 10.84 ± 0.27

2 6.48 ± 0.07 11.00 ± 0.00 6.63 ± 0.10 5.98 ± 0.20

3 6.94 ± 0.25 8.00 ± 0.00 6.99 ± 0.10 6.89 ± 0.13

4 1.00 ± 0.00 12.34 ± 0.19 16.00 ± 0.00 12.38 ± 0.61

5 4.00 ± 0.00 3.00 ± 0.00 6.00 ± 0.00 4.20 ± 0.21

6 6.00 ± 0.00 6.00 ± 0.00 6.00 ± 0.00 4.70 ± 0.15

7 2.23 ± 0.17 4.00 ± 0.00 6.00 ± 0.00 4.73 ± 0.10

8 12.01 ± 0.27 11.33 ± 0.26 10.61 ± 0.25 8.16 ± 0.25

Rank 2 2.75 3.125 1.75

From Table 2, we can find that MOAR obtains the shortest reduct on most
datasets, because we consider the length of attribute reduct as a measure to
choose solutions, when their crowding distances are same.

Tables 3 and 4 show the classification accuracy of four classifiers based on
different reducts. For NaiveBayes and SMO, MOAR can produce the best accu-
racy on all datasets. For J48 and RandomForest, MOAR could also get the best
result on most datasets.
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Table 3. Comparison of accuracy for different methods based on NaiveBayes and J48.

ID NaiveBayes J48

PRER MCR MIR MOAR PRER MCR MIR MOAR

1 0.77 ± 0.02 0.75 ± 0.01 0.77 ± 0.01 0.79 ± 0.02 0.72 ± 0.03 0.73 ± 0.03 0.73 ± 0.04 0.74 ± 0.03

2 0.81 ± 0.02 0.80 ± 0.01 0.82 ± 0.01 0.85 ± 0.02 0.79 ± 0.01 0.81 ± 0.01 0.78 ± 0.01 0.81 ± 0.01

3 0.77 ± 0.02 0.76 ± 0.01 0.78 ± 0.01 0.84 ± 0.01 0.73 ± 0.03 0.74 ± 0.00 0.75 ± 0.02 0.82 ± 0.01

4 0.87 ± 0.00 0.91 ± 0.01 0.90 ± 0.00 0.91 ± 0.01 0.87 ± 0.00 0.96 ± 0.00 0.96 ± 0.00 0.96 ± 0.00

5 0.75 ± 0.02 0.75 ± 0.01 0.74 ± 0.02 0.77 ± 0.02 0.86 ± 0.03 0.93 ± 0.03 0.79 ± 0.02 0.88 ± 0.03

6 0.57 ± 0.02 0.57 ± 0.02 0.57 ± 0.02 0.63 ± 0.01 0.61 ± 0.02 0.61 ± 0.02 0.61 ± 0.02 0.66 ± 0.01

7 0.93 ± 0.00 0.93 ± 0.00 0.93 ± 0.00 0.93 ± 0.00 0.93 ± 0.01 0.93 ± 0.01 0.93 ± 0.01 0.93 ± 0.01

8 0.79 ± 0.01 0.80 ± 0.00 0.80 ± 0.00 0.83 ± 0.01 0.85 ± 0.01 0.85 ± 0.01 0.85 ± 0.00 0.86 ± 0.00

Rank 2.375 2.375 2 1 2.375 1.625 2.125 1.125

Table 4. Comparison of accuracy for different methods based on RandomForest and
SMO.

ID RandomForest SMO

PRER MCR MIR MOAR PRER MCR MIR MOAR

1 0.72 ± 0.03 0.71 ± 0.03 0.70 ± 0.03 0.73 ± 0.03 0.75 ± 0.02 0.72 ± 0.04 0.74 ± 0.02 0.76 ± 0.01

2 0.79 ± 0.02 0.76 ± 0.02 0.82 ± 0.02 0.83 ± 0.03 0.83 ± 0.02 0.80 ± 0.02 0.82 ± 0.02 0.85 ± 0.01

3 0.71 ± 0.02 0.69 ± 0.02 0.71 ± 0.02 0.78 ± 0.02 0.77 ± 0.02 0.78 ± 0.01 0.77 ± 0.02 0.84 ± 0.01

4 0.87 ± 0.00 0.95 ± 0.01 0.96 ± 0.00 0.96 ± 0.00 0.87 ± 0.00 0.96 ± 0.00 0.96 ± 0.00 0.96 ± 0.00

5 0.89 ± 0.02 0.96 ± 0.01 0.85 ± 0.04 0.93 ± 0.01 0.79 ± 0.03 0.79 ± 0.03 0.79 ± 0.03 0.80 ± 0.03

6 0.58 ± 0.03 0.58 ± 0.03 0.58 ± 0.03 0.64 ± 0.03 0.59 ± 0.01 0.59 ± 0.01 0.59 ± 0.01 0.61 ± 0.01

7 0.92 ± 0.01 0.93 ± 0.01 0.92 ± 0.02 0.92 ± 0.02 0.93 ± 0.00 0.93 ± 0.00 0.93 ± 0.00 0.93 ± 0.00

8 0.82 ± 0.01 0.83 ± 0.02 0.83 ± 0.02 0.85 ± 0.01 0.82 ± 0.01 0.82 ± 0.01 0.83 ± 0.01 0.84 ± 0.01

Rank 2.5 2.25 2.375 1.25 2.125 2.375 2.125 1

Table 5. Comparison of misclassification cost for different methods based on Naive-
Bayes and J48.

ID NaiveBayes J48

PRER MCR MIR MOAR PRER MCR MIR MOAR

1 0.74 ± 0.46 0.81 ± 0.47 0.74 ± 0.46 0.69 ± 0.47 0.86 ± 0.49 0.85 ± 0.44 0.84 ± 0.50 0.82 ± 0.44

2 1.48 ± 0.78 1.64 ± 0.80 1.40 ± 0.77 1.18 ± 0.62 1.45 ± 0.43 1.38 ± 0.52 1.56 ± 0.52 1.34 ± 0.52

3 3.81 ± 1.38 3.93 ± 1.29 3.63 ± 1.44 2.57 ± 1.06 4.37 ± 1.36 4.29 ± 1.20 4.09 ± 1.26 3.04 ± 0.99

4 1.12 ± 0.41 0.77 ± 0.38 0.89 ± 0.38 0.79 ± 0.36 1.12 ± 0.41 0.35 ± 0.26 0.33 ± 0.25 0.32 ± 0.25

5 2.26 ± 1.01 2.25 ± 1.05 2.35 ± 0.97 2.11 ± 0.97 1.26 ± 0.90 0.60 ± 0.80 1.94 ± 0.94 1.04 ± 0.86

6 4.64 ± 0.77 4.64 ± 0.77 4.64 ± 0.77 4.36 ± 0.79 4.08 ± 1.17 4.08 ± 1.17 4.08 ± 1.17 3.79 ± 1.14

7 0.52 ± 0.64 0.50 ± 0.55 0.50 ± 0.55 0.50 ± 0.55 0.57 ± 0.64 0.54 ± 0.62 0.58 ± 0.66 0.54 ± 0.62

8 1.81 ± 0.68 1.61 ± 0.75 1.71 ± 0.72 1.59 ± 0.75 1.80 ± 0.73 1.81 ± 0.81 1.77 ± 0.68 1.74 ± 0.68

Rank 2.875 2.375 2.375 1.125 3.125 2.375 2.625 1.125

From Tables 5 and 6, we can find that MOAR can also obtain the best aver-
age rank on the misclassification cost criterion. An interesting result is that
MOAR is better than MCR, while MCR is a single-objective attribute reduct
by minimizing decision cost only. The reason is that the Bayesian decision cost
minimized in MCR is a kind of expected cost, while the misclassification cost
is a kind of actual cost. Although MOAR considers the expected decision cost
as well, it also considers other two criteria as the optimization objectives, the
result shows the robustness of MOAR.
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Table 6. Comparison of missclassification cost for different methods based on Ran-
domForest and SMO.

ID RandomForest SMO

PRER MCR MIR MOAR PRER MCR MIR MOAR

1 0.89 ± 0.89 0.92 ± 0.50 0.96 ± 0.46 0.86 ± 0.48 0.78 ± 0.46 0.87 ± 0.44 0.81 ± 0.46 0.75 ± 0.46

2 1.60 ± 0.69 1.89 ± 0.70 1.37 ± 0.70 1.32 ± 0.72 1.27 ± 0.72 1.54 ± 0.65 1.40 ± 0.64 1.08 ± 0.57

3 4.76 ± 1.41 5.11 ± 1.42 4.71 ± 1.48 3.65 ± 1.27 3.86 ± 1.42 3.65 ± 1.20 3.71 ± 1.21 2.68 ± 0.97

4 1.12 ± 0.41 0.47 ± 0.25 0.38 ± 0.29 0.39 ± 0.24 1.12 ± 0.41 0.40 ± 0.26 0.36 ± 0.28 0.38 ± 0.28

5 0.98 ± 0.91 0.39 ± 0.62 1.32 ± 0.96 0.62 ± 0.75 1.91 ± 1.14 1.86 ± 1.14 1.91 ± 1.13 1.80 ± 1.11

6 4.05 ± 1.01 4.05 ± 1.01 4.05 ± 1.01 3.25 ± 0.95 4.96 ± 0.61 4.96 ± 0.61 4.96 ± 0.61 5.03 ± 0.53

7 0.61 ± 0.66 0.63 ± 0.69 0.71 ± 0.68 0.69 ± 0.71 0.52 ± 0.58 0.50 ± 0.55 0.50 ± 0.55 0.50 ± 0.55

8 1.94 ± 0.66 1.86 ± 0.79 1.83 ± 0.66 1.54 ± 0.70 1.76 ± 0.69 1.80 ± 0.73 1.65 ± 0.66 1.58 ± 0.68

Rank 2.75 2.75 2.625 1.5 2.625 2.625 2.125 1.25

From the experimental results, we can conclude that the multi-objective
attribute reduction is a better choice for decision-theoretic rough set model,
as it can achieve a better accuracy with a lower misclassification cost.

5 Conclusion

In this paper, a multi-objective attribute reduct definition is proposed based
on DTRS. This definition can consider positive region, decision cost and mutual
information at the same time. Meanwhile, it solves the problem that the attribute
reduct based on one criterion perform perfectly on the specific criterion but
poorly on other criterion. In addition, a multi-objective attribute reduction
method corresponding the definition is proposed, and we can find an optimal
attribute reduct with optimal classification accuracy from a set of Pareto solu-
tions. Experiments results show the effectiveness and robustness of our proposed
method.
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Abstract. DDoS and Flash Crowds are always difficult to distinguish.
In order to solve this issue, this paper concluded a new feature set to
profile the behaviors of legitimate users and Bots, and proposed an idea
employed Random Forest to distinguish DDoS and FC on two widely-
used datasets. The results show that the proposed idea can achieve dis-
tinguishing accuracy more than 95%. With comparison with traditional
methods-Entropy, it still has a high accuracy.

Keywords: Flooding DDoS · Flash crowds · Random Forest · User
behavior analysis · Entropy

1 Introduction

Flooding Distributed Denial of Service (DDoS) attacks have been wreaking havoc
on the Internet and no signs show the trend of fading [1]. What is worse, DDoS
start to simulate the behaviors of normal users and hidden in the traffic of Flash
Crowds (FC) [2] in order to avoid the detecting by defending systems.

Due to normal and abnormal users have different characteristics of behaviors,
therefore, it can be used to detect anomalies by modeling legitimate users behav-
iors. Xie and Yu [3] proposed a novel method to detect anomaly events based on
the hidden Markov model. This approach used the entropy of document popular-
ity as the input feature to establish model. But the input parameters are difficult
to achieve through training. Oikonomou and Mirkovic [4] tried to discriminate
mimicking attacks from real flash crowds by modeling human behavior. How-
ever, it is difficult to be employed for large-scale dynamic web pages. Thapngam
et al. [5] proposed a discriminating method based on the packet arrival patterns.
Pearson’s correlation coefficient was used to measure the packet patterns. Pat-
terns are defined by using the repeated properties observed from the traffic flow
and also calculated the packet delay. However, defining the packet patterns are
difficult. Yu et al. [6,7] employed flow similarities to discriminate DDoS and FC
and achieved a better effect. The author mainly used fixed thresholds needed
craft design and professional field knowledge, so this would be little deficiencies
for deploying it in practice. Saravanan et al. [8] combined multi-parameters with
weights to discriminate DDoS and FC, and achieved better results than the single
c© Springer International Publishing AG 2017
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parameter. Those weights were fixed and could not be updated automatically.
What’s more, Turing test also are good methods to distinguish normal users
and abnormal ones before years. However, the development of Reverse Turing
Test makes the hacker could identify the pictures more easily without the par-
ticipation in humans [9], which means Turing Test could not defend DDoS and
distinguish DDoS and FC in a good way any more. Although, various methods
have been proposed to detect and defend DDoS, however, there are still few
researches on distinguishing Flooding DDoS and FC and there are also some
deficiencies of the existing methods. In response to the above case, we propose
a method of behavior analysis to solve this issue.

The paper is structured as follows: Sect. 2 shows analyzes and summarizes
the traffic differences and the proposed idea. Section 3 furthers evaluation of the
proposed method and comparison with traditional methods-Entropy. Section 4
is the summary of this paper.

2 Proposed Method

In order to solve the problem of discrimination of DDoS and FC, a few assump-
tions should be considered. In this paper, our assumption is that: the number of
Bots simultaneously launched attacks (active Bots) have a limitation and usually
do no more than the number of legitimate clients. Otherwise, it is impossible to
distinguish Bots and legitimate users by statistical approaches, according to the
authors’ researches [6]. DDoS are usually launched by Botnets while FC derive
from legitimate clients, there will be some traffic difference among network layer
between DDoS and FC. In order to profile those differences of each Bot or client,
we proposed a concept called Behavior Vector.

Definition (Behavior Vector). For a given time interval-Δt, aggregate packets
which have the same source and destination IP as one flow, calculate the related
statistical features, such as packets’ size, packet arrival time difference, and label
the behavior class: normal or abnormal, according to the priori knowledge. All
of those could be used to make up of Behavior Vector:

(TS, srcIP, dstIP, nPkts, uPktsSize, stdPktsSize, uArrivalT ime,

stdArrivalT ime, behaviorClass)

(1) Timestamp (TS): To locate the accurate attack time of each Bot.
(2) Source IP (srcIP): To trace the Bot took part in the attack.
(3) Destination IP (dstIP): To confirm which target is the victim.

Based on the above-mentioned assumption, the number of active Bots is
limit, so Bots have to spend packets as many as they can in order to attain
the expected attack effect, and DDoS mainly derived from Botnets, FC
derived from legitimate users, each user will have a different behavior. There-
fore, the following features are different: the number of packets sent by each
Bot will larger than that of each legitimate user (nPkts), the average packet
size of each Bot and that of legitimate user (uPktsSize) will be different,
the standard deviation of the packet size between each Bots will be much
smaller than that of legitimate user (stdPktsSize).
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(4) The Number of Packets Sent by Each IP or Client In Each Interval (nPkts).
(5) The Average Packet Size Sent By Each Source IP in Each Interval (uPkts-

Size).
(6) The Standard Deviation of Packet Size Sent by Each Source IP in Each

Interval (stdPktsSize).
(7) The Average Packet Arrival Time Difference of Packets Sent by Each Source

IP In Each Interval (uArrivalTime): the reason like ‘uPktsSize’.
(8) The Standard Deviation of Packet Arrival Time Difference of Packets Sent

By Each Source IP In Each Interval (stdArrivalTime): the reason like ‘stdP-
ktsSize’.

(9) The classification of Behavior Vector (Behavior Class): label the Behavior
Vector into one class: DDoS Flow or FC Flow, which could be achieved
according to the priori knowledge.

In this paper, we will evaluate our method on two public datasets. However,
different datasets are usually derived from different situations, such as differ-
ent topology structure, different network bandwidth. In order to conquer those
dilemmas and obtain the feature set, we do some pre-processings to eliminate
the existing difficulties:

(1) Different Topology: It means different IP masks and different IP addresses
in each dataset. In order to solve this issue, we apply relevant statistical
features instead of using IPs directly.

(2) Network Bandwidth: In order to cope with this issue, we scale the interval
to ensure that different datasets have the same network bandwidth in each
interval on the whole. For example, assuming that the bandwidth of first
dataset is 10 m/s, while the second dataset is 100 m/s. In order to achieve
the same traffic volume in each interval, we enlarge the first dataset to be
100 m/s, that means to increase 100/10(ten) times of the first interval. We
believe that the impact of the network bandwidth is minimized through the
scaling.

Through these pre-processings, we could make different datasets mixed to
extract behavior features to evaluate our method further. Based on Behavior
Vector, we could map the traffic behavior of each Bot and legitimate user into
points in Euclid space and lots of methods have been proposed to measure points,
so we could translate the issue of distinguishing DDoS and FC into how to iden-
tify abnormal points-outliers in Euclid space. What’s more, we propose an idea
employed Random Forest [10], which is an excellent and efficient Data Mining
method, to classify abnormal points and normal points, that is to distinguish
DDoS and FC. The whole procedure can be shown in Algorithm1 directly.

3 Experiments

In this section, we do some experiments to estimate Behavior Vector and the
idea proposed on two public real-world datasets: CAIDA “DDoS Attack 2007”
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Algorithm 1. Proposed Idea.
Input:

DDoS and FC datasets
Output:

The discriminating results: DDoS Flow or FC Flow
1: Do pre-processings, such as scaling the interval of each dataset in order to eliminate

the effect of the difference between datasets.
2: Cacluate features in every interval, label the class: DDoS Flow or FC Flow,

according to the priori knowledge. Finally, achieve Behavior Vector of each dataset.
3: Mix Behavior Vector came from each dataset and normalize the mixed results.
4: Take the normalized data to train the model with Random Forest.
5: Once achieved the model fitted, then use it to test on other sets.
6: Return the final distinguished results.

Dataset (CAIDA 2007 Dataset) [11] used as the DDoS data and World Cup
1998 Dataset (WC 1998 Dataset) [12] used as the FC data. In our experiments,
we select 1 min DDoS data-2007-08-05 05:30:00 to 2007-08-05 05:31:00- from
CAIDA 2007 Dataset, And select 1 h FC data-1998-06-10 16:00:00 to 1998-06-10
17:00:00-from WC 1998 Dataset.

It could be found that the bandwidth of DDoS is much larger than that of
FC, so we should enlarge the FC interval to eliminate the effect of bandwidth.
In this paper, we employ the minimal interval Δt is 1 s and after analyzed the
selected data, we can find when the FC interval scale is 100 times of the DDoS
interval, they will have the nearly same traffic in each interval, so we choose the
scale 100. After pre-processings, we calculate on each scaled dataset to achieve
the features required and label the behavior Class-DDoS Flow or FC Flow in
each interval to achieve Behavior Vector, more details can be seen in Sect. 2.
Finally, we could achieve input data for the latter process.

Once achieved the input data, we should firstly make selection of features
to eliminate the redundancy because we could not assure that all the latter
five features in Behavior Vector are necessary and there are not any redundancy
between features. To solve this problem, we adopt Pearson’s Correlation Method
(CorrelationAttributeEval), Gain Ratio Method (GainRatioAttributeEval) and
Symmetrical Uncertainty Attribute Method (SymmetricalUncertAttributeEval)
to make evaluation of features. As a result, we could conclude that the order of
importance of whole features is as follows:

uPktsSize > stdPktsSize > uArrivalT ime > stdArrivalT ime > nPkts

According to the order of features importance, we integrate the different
features with the sequence of features’ importance to find which combination is
the most optimal one, and all of the combinations are as follows:

Then we choose Random Forest to evaluate the different combination. The
results can be seen in Table 1, which shows that the more features are combined,
the more accuracy can be achieved. However, as the increasing of the number of
the features, the more complexity of calculation it will take and will not achieve
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obvious performance improvement. Finally, we found that the combination 2 is
the optimal one with high accuracy and less complexity of calculation, therefore,
we use it as the input data for the evaluation of method in the future.

Combination 1 : (uPktsSize)

Combination 2 : (uPktsSize, stdPktsSize)

Combination 3 : (uPktsSize, stdPktsSize, uArrivalT ime)

Combination 4 : (uPktsSize, stdPktsSize, uArrivalT ime, stdArrivalT ime)

Combination 5 : (uPktsSize, stdPktsSize, uArrivalT ime, stdArrivalT ime, nPkts)

Table 1. The distinguished result of different features combination between features.

Combination ways Random forest

Confusion matrix Accuary FPR FNR

FC Flow DDoS Flow

Combination 1 FC Flow 291777 53 99.918% 0.138% 0.018%

DDoS Flow 461 332900

Combination 2 FC Flow 291783 47 99.954% 0.071% 0.016%

DDoS Flow 238 333123

Combination 3 FC Flow 291803 27 99.951% 0.084% 0.009%

DDoS Flow 280 333081

Combination 4 FC Flow 291805 25 99.953% 0.080% 0.009%

DDoS Flow 268 333093

Combination 5 FC Flow 291812 18 99.955% 0.078% 0.006%

DDoS Flow 261 333100

In order to fully evaluate our method, we divide the 1 min DDoS data into
different scales by sampling technique. According to attack strength, it refers to
the rate of packet sent by each Bot in each interval, while the 1 h FC data keep
unchanged.

In each sampled data, the number of Bots is kept unchanged, the only change
is the amounts of traffic produced by Bots, that is the attack strength, which
have become bigger with different scales from 10% to 100% by sample. Finally,
when the sampled scale is 100%, it means to use the whole 1 min DDoS data to
analyze, The amount of traffic by Bots launched in DDoS is basically equal to
the amount of traffic by legitimate users produced in FC.

In this paper, we integrate with 10 fold cross validation, Confusion Matrix,
Accuracy, TPR and FPR all together as measure standards to evaluate the
trained model and the estimated result can be seen in Table 2 which shows that
the different sampled scales will affect the discriminated result, it means attack
strength play a vital role to distinguish DDoS and FC. The more attack strength,
the better discriminated accuracy, this is reasonable in the real environment. The
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reason is that more attack strength will lead to more obvious traffic abnormal-
ities, which will enlarge the difference of different behavior between Bots and
legitimate clients. However, there are a little bit difference of our results. The
reason is that we sample on the DDoS data which has some noises [11] by differ-
ent scales, the bigger sample rate is, the more noises will bring in. As a result,
the discriminated result will have a slight change, but it will not cause a huge
impact on our idea.

Table 2. The distinguished result with the optimal features by random forest.

Attack strength Random forest

Confusion matrix Accuary FPR FNR

FC Flow DDoS Flow

10% FC Flow 291829 1 99.996% 0.008% 0.000%

DDoS Flow 21 266318

20% FC Flow 291823 7 99.990% 0.018% 0.002%

DDoS Flow 52 294673

30% FC Flow 291815 15 99.985% 0.025% 0.005%

DDoS Flow 75 305567

50% FC Flow 291811 19 99.971% 0.049% 0.007%

DDoS Flow 159 327457

80% FC Flow 291800 30 99.966% 0.056% 0.010%

DDoS Flow 184 327432

100% FC Flow 291780 50 99.954% 0.072% 0.017%

DDoS Flow 239 333122

In order to make further evaluation of our method, we make additional exper-
iments by using another test set, 1 min DDoS test data-2007-08-05 05:34:00 to
2007-08-05 05:35:00-randomly selected from the CAIDA 2007 Dataset and 1 h
FC test data-1998-07-03 16:00:00 To 1998-07-03 17:00:00-came from the Quar-
ter of WC 1998 Dataset to test our trained model based on the previous train
datasets. Similarly, we should some pre-processings to the new dataset in order
to eliminate the impact of different dataset like the previous pre-processings-
scaling the interval, the only difference is the scale which is 80:1, that is when
the FC interval scale is 80 times of the DDoS interval, they will have almost
the same traffic in each interval. After pre-processings, we could extract features
and use the fitted model to evaluate our method further.

Ultimately, the test result is shown in Table 3 which shows that our idea can
obtain more than 95.000% accuracy, further with less FPR around 0.005% and
FNR around 5.000%. In addition, we use the whole features-the combination
5-to further evaluation, the result also shows the high accuracy, which means
our method could also have a good effect on the new dataset.
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Table 3. The distinguished results by random forest on the other test data

Attack
strength

Combination
ways

Random forest

Confusion matrix Accuary FPR FNR

FC Flow DDoS Flow

100% Combination 2 FC Flow 344890 14768 97.810% 0.002% 4.106%

DDoS Flow 5 314970

100% Combination 5 FC Flow 354763 4895 99.273% 0.003% 1.361%

DDoS Flow 10 314965

In order to compare with traditional methods further, we take another exper-
iment on the test dataset with Shannon Entropy, which is a classic and common
method. We calculate the value of Shannon Entropy of srcIPs in each interval
on the test dataset. The result can be seen in Fig. 1, which indicates that it
is not easy to distinguish DDoS and FC based on Shannon Entropy of srcIPs,
because their entropy values are very close, so it is very difficult to select proper
thresholds to distinguish each other.

Based on the above analysis and experiments, we could conclude that tradi-
tional methods are mainly based on thresholds which usually need to be selected
elaborately but are considerably difficult to be obtained in reality. Our idea
employed Random Forest which could avoid the selection of thresholds in a
good way. It could adjust the value of threshold flexibly but basically need no
human interventions and could achieve better accuracy for distinguishing DDoS
and FC. Furthermore, the Behavior Vector we proposed could also locate pre-
cisely the Bot participating attacks and time of attack and the victims with the
first features of Behavior Vector. In addition, our idea is deployed on end-victim,
therefore, it is easy to deploy without modifying the existing network protocols,
just to deploy at the front of end-victim.

Fig. 1. The entropy result between the test DDoS and FC data
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4 Conclusion

In this paper, an extensive analysis is made into two widely-used datasets and
a new feature set is concluded to form Behavior Vector, which is used to profile
the traffic behavior of each Bot and legitimate user. Based on it, experiments
have been taken to evaluate our method of distinguishing DDoS and FC. The
results show that our idea could achieve high accuracy, less FPR and FNR. In
addition, compared with the Entropy-based method, the results also indicate
that our method can achieve not only better accuracy, but also can locate the
Bot, the time of attack and victims by the first features of Behavior Vector.
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Abstract. Customer’s product preference provides how a customer col-
lects products or prefers one collection over another. Understanding cus-
tomer’s product preference can provide retail store owner and librarian
valuable insight to adjust products and service. Current solutions offer
a certain convenience over common approaches such as questionnaire
and interviews. However, they either require video surveillance or need
wearable sensor which are usually invasive or limited to additional device.
Recently, researchers have exploited physical layer information of wireless
signals for robust device-free human detection, ever since Channel State
Information (CSI) was reported on commodity WiFi devices. Despite of
a significant amount of progress achieved, there are few works studying
customer’s product preference. In this paper, we propose a customer’s
product preference analysis system, PreFi, based on Commercial Off-
The-Shelf (COTS) WiFi-enabled devices. The key insight of PreFi is to
extract the variance features of the fine-grained time-series CSI, which
is sensitively affected by customer activity, to recognize what is the cus-
tomer doing. First, we conduct Principal Component Analysis (PCA) to
smooth the preprocessed CSI values since general denoising method is
insufficient in removing the bursty and impulse noises. Second, a sliding
window-based feature extraction method and majority voting scheme are
adopted to compare the distribution of activity profiles to identify differ-
ent activities. We prototype our system on COTS WiFi-enabled devices
and extensively evaluate it in typical indoor scenarios. The results indi-
cate that PreFi can recognize a few representative customer activity with
satisfied accuracy and robustness.

Keywords: Channel state information · Customer’s product prefer-
ence · COTS WiFi devices
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1 Introduction

Analyzing customer’s product preference using WiFi infrastructure should ide-
ally meet the following four goals:

Privacy protection: The system should not result in privacy leakage for cus-
tomer. Using of video surveillance should be avoided since it reveals the iden-
tity of customer.

Device-free: It should not require the customer to carry on-body sensors or
smartphones since these devices decreases the overall usability, expecially for
the customer who does not carry the device as expected.

High accuracy: It should not only do coarse grained customer activity recogni-
tion but also do fine-grained recognition with high accuracy even in complex
indoor environment.

Deployment: It should be easily deployed on Commercial Off-The-Shelf
(COTS) WiFi-enabled devices without changing any firmware at the access
point (AP).

If the above four requirements are satisfied, accurate analysis on customer’s
product preference is available to provide valuable insights to retail store owner
or librarian in terms of arrangement of products and efficiency of services. It can
be used to recommend customer with some of their potentially interesting items.

However, no previous studies simultaneously satisfy the capability of pri-
vacy protection, device-free, high accuracy, and deployment. Computer vision
based systems such as Microsoft Kinect [18], Leap [1], and Pharos [10], require
the line-of-sight (LOS) with adequate lighting, and bring the new concern in
privacy disclosure. Wearable sensor based systems cause inconvenience in occa-
sions such as bathing and swimming, and it leads to extra cost [21]. Recently,
researchers exploit the characteristics of wireless signals to “hear” talking [22],
track position [13], detect moving human through-the-wall [29], detect abnormal
activity [28], and “see” keystrokes [5]. WiTrack [3] designs Frequency Modulated
Carrier Wave (FMCW) signals to achieve 3D motion tracking. Wi-Vi [4] lever-
ages an inverse synthetic aperture radar (ISAR) to track moving user through
walls. WiHear [22] adopts specialized directional antennas and stepper motors to
obtain variations of CSI for hearing talking. However, those specialized devices
used in these systems imply high start-up costs.

In this paper, we focus on micro-movement activity sensing to analyze cus-
tomer’s product preference. We extract the fine-grained Channel State Infor-
mation (CSI) to analyze the multipath channel features of OFDM subcarriers.
The time series of CSI values can reflect the unique characteristics of different
activities. To translate these ideas into a practical system involves the following
challenges:

– How to derive the CSI affected by customer activity under the subtle signal
changes?

– Which features should be extracted from the time series of CSI values?
– How to differentiate between different customer activities during the various

statistical features from the CSI values?
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We address the above challenges and propose the WiFi-based customer’s
product preference analysis system, called PreFi (Customer’s product Preference
using WiFi). After calculating various statistical features to create CSI profiles
of the activity, K-nearest neighbour (kNN) classifier and majority voting scheme
are adopted to analyze customer activity under both LOS and non-line-of-sight
(NLOS) situations. It does not require any dedicated sensors or any firmware
change at the access point. We implement PreFi on Commercial Off-The-Shelf
(COTS) WiFi-enabled devices and evaluate its performance in retail store and
laboratory. Experiment results indicate that PreFi can achieve satisfied perfor-
mance. More specifically, the average accuracy of PreFi is observed to be as
high as 88.4%, and the average false positive rate is as low as 3.2%. The main
contributions are as follows:

– By exploiting Channel State Information (CSI), we validate the feasibility of
non-invasive customer’s product preference analysis using WiFi signals.

– We extract CSI features to characterize the difference between multiple
customers.

– We implement PreFi on COTS WiFi devices and evaluate it in different
scenarios. The experiments show that PreFi can analyze customer’s product
preference in real time, and it is robust to environmental change.

This paper is organized as follows. In Sect. 2 we state the background of
Channel State Information. Section 3 presents the details of analyzing cus-
tomer’s product preference using CSI. Experiment and evaluation are presented
in Sect. 4. Section 5 discusses the related work. Finally, in Sect. 6 we conclude
our paper.

2 Channel State Information

COTS WiFi device supports IEEE 802.11n/ac wireless standards which employ
Multiple-Input Multiple-Output (MIMO). MIMO adopts multiple antennas for
transmitting and receiving in physical layer to increase data transmission perfor-
mance and bandwidth efficiency via spatial multiplexing and improve the reli-
ability using spatial diversity. Specifically, Orthogonal Frequency Division Mul-
tiplexing (OFDM), which is a high data rate wireless transmission multicarrier
modulation scheme, is used in IEEE 802.11n/ac standards. In a wireless net-
work, channel state information (CSI) reveals channel properties depicting the
phase and amplitude of each OFDM subcarrier, and it represents the wireless
phenomenon of fading, scattering, and power decay.

We consider a flat-fading communications system with Nc and Nr antennas
of the transmitter and the receiver, respectively. The received signals x(t) at
symbol time t can be expressed in matrix form as

x(t) = H(t)s(t) + w(t),
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where s(t) is Nc vector of transmit signals at time t, and w(t) is Nr vector of
noise. The estimated H for N sub-carriers can be expressed as

H = [H1,H2, . . . ,Hi, . . . ,HN ]T , Hi =| Hi | ej sin(∠Hi),

where ∠Hi is the phase information and | Hi | is the amplitude information,
respectively. Specifically, we collect the CSI values of 30 Orthogonal Frequency
Division Multiplexing (OFDM) subcarriers for every antenna from IEEE 802.11
data frames using a modified driver as described in [9].

3 Analyzing Customer’s Product Preference Using CSI

3.1 CSI Preprocessing

Due to the fact that complex indoor environment affects the stability of commer-
cial WiFi devices, the extracted CSI values are inherently very noisy from elec-
tromagnetic interference, or even the environment change such as air pressure.
PreFi firstly removes the high-frequency noise through a low-pass filter. Then
Principal Component Analysis (PCA) denoising scheme is applied to smooth out
noisy signals. It’s observed that the sensitivity of the human activity for differ-
ent subcarriers is different. We perform PCA to correlate the CSI fluctuations
of different filtered subcarriers for unveiling the most common variations.
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(a) CSI series pattern for walking
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(b) CSI series pattern for taking item
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(c) CSI series pattern for putting item
back

Fig. 1. CSI profiles when a customer performs different activities.

To observe that filtered CSI values distinguish between different activity, a
customer is asked to walk, take item, and put item back while the CSI value
is being captured. Figure 1 shows the filtered CSI values of walking, taking
item, and putting item back. We experimentally observed that different customer
activity results in different CSI variance for each transmit-receive antenna pair.
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3.2 Feature Extraction

Considering that the length of normal customer activity is no longer than 2 s. We
choose a sliding window of 4 s in length, moving with a step of 0.2 s. There would
be 21 subsegments in a 8 s CSI variance, which will be further represented as a
set of features as shown in Fig. 2. A number of notable features are extracted to
characterize the activity as shown in Table 1. The instances could be represented
as Si = {Fi,1, Fi,2, Fi,3, . . . , Fi,l}(l ≤ 21), in which each instance Fi,j represents
a 15-D feature vector as defined above.

Fig. 2. Bag decomposition of an CSI segment.

Table 1. Extracted features from CSI waveforms.

Feature Value Description

f1 xmax The max amplitude

f2 txmax The time when the amplitude is max

f3 xmin The min amplitude

f4 txmin The time when the amplitude is min

f5 |(f1 − f3)/(f2 − f4)| The sharpness of the CSI from max point to min point

f6 Mean The mean CSI

f7 Median The median CSI

f8 |tstart − tmiddle| The duration of the positive curve

f9 |tend − tmiddle| The duration of the negative curve

f10 STD The normalized standard deviation

f11 MAD The median absolute deviation

f12 STD The normalized standard deviation

f13 NE The normalized entropy

f14 PDR The power decline ratio

f15 IR Interquartile range
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3.3 Classification

PreFi uses the obtained notable features to characterize customer activity.
Dynamic time warping (DTW) method is adopted to calculate the distance
between features of different activities. DTW handles waveforms with different
lengths and provides a non-linear mapping by minimizing the distance between
different waveforms. Compared with Eu-clidean distance, DTW determines the
minimum distance even though they are shifted or distorted versions of each
other [17]. PreFi trains an ensemble of k-nearest neighbour (kNN) classifiers
using those features from all transmitter receiver antenna pairs. Since the sen-
sitivity to human activity for all wireless links is not the same, we use majority
voting scheme to combat the existing weak stream.

4 Performance Evaluation

4.1 Experimental Methodology

The performance of PreFi was evaluated in typical environments: (a) a retail
store with an entrance and inside store scenarios. (b) a laboratory covering
an area of around 9 × 10m2, with plenty of exhibitions. WiFi transmitter and
receiver are placed in the corners of the retail store and laboratory as shown in
Fig. 3. The blue rectangle represents the receiver, and the green circular repre-
sents the transmitter, while the red pentagram represents the location in which
the user performs activity. A total of 7 typical daily customer activities in retail
store scenario and 5 walking activities in laboratory scenario are performed by
3 users. These activities are listed in Table 2.

We did experiments on Think-pad X200 laptop with Intel 5300 wireless NIC
installed, and the router is set as an AP which runs on 5 GHz with 20 MHz
bandwidth. The receiver has 2 antennas while the AP has 3. We collect the
CSI of 30 Orthogonal Frequency Division Multiplexing (OFDM) subcarriers from
IEEE 802.11 data frames using tools developed by Halperin et al. [9]. The pair
of WiFi devices communicate with 100 pkts/s. MATLAB is used to process the
CSI value.

(b)(a)

Fig. 3. Experiment settings: retail store (a), laboratory (b). (Color figure online)
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Table 2. Codes for different activities in two test scenarios.

Code Retail store activities Code Laboratory activities

A Walk outside a Walk in

B Walk inside b Taking item to observe

C Walk away c Put item back

D No person d Walk away

E Take item e No person

F Put the item back

G Put the item in basket

Fig. 4. Performance around the retail store.

4.2 Feasibility of Customer’s Product Preference Analysis

The accuracy of PreFi ’s customer’s product preference analysis is evaluated by
asking the customer to vary location and activity as shown in Fig. 3. The results
in Fig. 4 show that PreFi can get average accuracy of 86.5% around the retail
store, with an average false positive rate of 4.5%. The results in Fig. 5 indicate
that PreFi has an average accuracy of 88.4% in laboratory, with an average

Fig. 5. Performance in the laboratory.
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false positive rate of 3.2%. Figures 4c and 5c plot the confusion matrix in two
scenarios. The results indicate that PreFi can distinguish a set of retail store
and laboratory activities with satisfied accuracy. The laboratory environment is
in higher accuracy than the retail store environment.

5 Related Work

5.1 Device-Based Activity Sensing

Popular vision-based sensing systems such as Xbox Kinect [18] and Leap [1] use
depth cameras to achieve human computer interactions. Ijsselmuiden et al. [11]
fused the outputs of several perceptual components for human activity recogni-
tion. Kushwaha et al. [14] present an object classification and recognition sys-
tem. However, the requirement of LOS and the sensitivity to lighting conditions
are still open issues. Wearable sensor based systems sense the sound, velocity or
acceleration on three axises by embedding sensors in belt, coat, or watch [19,20].
Zappi et al. [6] present human activity classification using bodyworn miniature
inertial and magnetic sensors. Liu et al. [16] present a shapelet-based method
for complex human activity recognition.

5.2 Device-Free Activity Sensing Using WiFi

Doppler radar can be used to measure the speeds of human body. WiTrack
[3] designs Frequency Modulated Carrier Wave (FMCW) signals to achieve 3D
motion tracking. Wi-Vi [4] leverages an inverse synthetic aperture radar (ISAR)
to track moving user through walls. However, those specialized devices imply
high start-up costs. Received Signal Strength (RSS) fingerprints can be utilized
for activity sensing. WiGest [2] leverages RSS values to sense in-air human hand
motions. However, they can only provide coarse-grained recognition due to multi-
path fading. Recently, Channel State Information (CSI) are increasingly adopted
to fine-grained activity sensing since it discriminates multi-path characteristics
[15,23,26]. WiseFi [27] combines CSI with Angle-of-arrival (AOA) to recognize
and localize human activity. WiFigure [7,8,15] have demonstrated the viability
of micro-movement sensing with high accuracy. WiWho [25] exploits CSI to
identify walking gait and steps of human body. WifiU [24] captures fine-grained
gait patterns to identify humans. C2IL [12] estimates the moving distance and
speed in complex environment.

6 Conclusion

In this paper, we presented PreFi, a non-invasive WiFi-based abnormal activity
sensing system with only two commodity off-the-shelf (COTS) WiFi devices. We
first employ Principal Component Analysis (PCA) to smooth the preprocessed
CSI values. Then, a sliding window-based feature extraction method and major-
ity voting scheme are adopted to compare the distribution of activity profiles
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to identify different activities. PreFi does not require dedicated wearable sen-
sors, additional hardware, and works under both LOS and NLOS conditions. In
the future, we will pay more attention to the device-free static human activity
detection.
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Abstract. Knowledge base completion aims to infer new relations from
existing information. In this paper, we propose path-augmented TransR
(PTransR) model to improve the accuracy of link prediction. In our app-
roach, we build PTransR based on TransR, which is the best one-hop
model at present. Then we regularize TransR with information of rela-
tion paths. In our experiment, we evaluate PTransR on the task of entity
prediction. Experimental results show that PTransR outperforms previ-
ous models.

Keywords: Knowledge base completion · Relation path · Link
prediction

1 Introduction

Large scale knowledge bases such as WordNet [1] and FreeBase [2] are important
resources for natural language processing (NLP) applications like web search-
ing [3], automatic question answering systems [4], and even medical informat-
ics [5]. Formally, a knowledge base is a dataset containing triples of two entities
and their relation. A triplet (h, r, t), for example, indicates that the head entity
h and the tail entity t have a relation r. Despite massive triplets a knowledge
base contains, evidence in the literature suggests that existing knowledge bases
are far from complete [6,7].

In the past decades, researchers have proposed various methods to auto-
matically construct or populate knowledge bases from plain texts [6,8], semi-
structured data on the Web [9,10], etc. Recently, studies have shown that embed-
ding the entities and relations of a knowledge base into a continuous vector space
is an effective way to integrate the global information in the existing knowledge
base and to predict missing triplets without using external resources (i.e., addi-
tional text or tables) [7,11–14].

Bordes et al. [11] propose the TransE approach, which translates entities’
embeddings by that of a relation, to model knowledge bases. That is to say, the
relation between two entities can be represented as a vector offset, similar to
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word analogy tasks for word embeddings [15] and sentence relation classification
by sentence embeddings [16]. For one-to-many, many-to-one, and many-to-many
relations, however, such straightforward vector offset does not make much sense.
Considering a head entity China and the country-city relation, we can think
of multiple plausible tail entities like Beijing, Tianjin, and Shanghai. These
entities cannot be captured at the same time by translating the head entity
and relation embeddings. Therefore, researchers propose to map entities to a
new space where embedding translation is computed, resulting in TransH [7],
TransR [12], and other variants. Among the above approaches, TransR achieves
the highest performance on established benchmarks.

One shortcoming of the above methods is that only the direct relation (i.e.,
one-hop relation) between two entities is considered. In a knowledge base, some
entities and relations only appear a few times; they suffer from the problem
of data sparsity during training. Fortunately, the problem can be alleviated
by using multi-hop information in a knowledge base. Guu et al. [13] present
a random walk approach to sample entities with composited relations. Likewise,
Lin et al. [14] propose a path-augmenting approach that uses multi-hop relations
between two entities to regularize the direct relation between the same entity
pair. Their experiments show the path-augmented TransE model (denoted as
PTransE) outperforms the one-hop TransE model.

In this paper, we are curious whether we can combine the worlds, i.e., whether
the path-augmenting technique is also useful for a better one-hop “base” model.
Therefore, we propose to leverage TransR [12] as our cornerstone, but enhance it
with path information as in [14], resulting a new variant, PTransR. We evaluate
our model on the FreeBase dataset. Experimental results show that modeling
relation paths is beneficial to the base model TransR, and that PTransR also
outperforms PTransE in entity prediction. In this way, we achieve the state-of-
the-art link prediction performance in the category that uses only the knowledge
base itself (i.e., without additional textual information).

The rest of this paper is organized as follows. In Sect. 2, we describe the
base model TransR and then discuss the path-augmented variant PTransR. In
Sect. 3, we compare our PTransR model with other baselines in an entity pre-
diction experiment; we also have in-depth analysis regarding different groups
of relations, namely 1-to-1, 1-to-n, n-to-1, and n-to-n relations. In Sect. 4, we
briefly review previous work in information extraction. Finally, we conclude our
paper in Sect. 5.

2 Our Approach

In this section, we present our PTransR model in detail. In Subsect. 2.1, we
introduce the TransE model and explain how TransR overcomes the weakness of
TransE. Then, we augment TransR model with path information in Subsect. 2.2.
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2.1 Base Model: TransR

As said in Sect. 1, embedding entities and their relation into vector spaces can
effectively exploit internal structures that a knowledge base contains, and thus
is helpful in predicting missing triplets without using additional texts.

The first model in such research direction is TransE [11]. It embeds enti-
ties and their relation in a same low-dimensional vector space; the two entities’
embeddings are translated by a relation embedding, which can be viewed as an
offset vector. In other words, for a triplet (h, r, t), we would like h+r ≈ t. (Here,
bold letters refer to the embeddings of head/tail entities and the relation.) The
plausibility of a triplet (h, r, t) is then evaluated by a scoring function

fr(h, t) � ‖h + r − t‖, (1)

where ‖ · ‖ denotes either �1-norm or �2-norm. fr(h, t) is expected to be small if
(h, r, t) is a positive triplet.

To further analyze the performance of TransE, Bordes et al. [11] divide rela-
tions into four groups, namely 1-to-1, 1-to-n, n-to-1, and n-to-n, according to
the mapping properties of a relation. For example, country-city is a 1-to-n
relation, because a country may have multiple cities, but a city belongs to only
one country. The weakness of TransE is that entity embeddings on the many
side tend to be close to each other, which is the result of expecting fr(h, t) to
be small for all positive triplets. Therefore, it is hard for TransE to distinguish
among the entities which are on the many side.

To solve the above problem, TransR [12] embeds entities and relations into
two separate spaces: the entity space and the relation space. It uses relation-
specific matrices Mr to map an entity from its own space to the relation space,
given by hr = Mrh and tr = Mrt, so that translation can be accomplished by
regarding relation embedding as an offset vector, i.e., hr + r ≈ tr. To achieve
this goal, TransR defines the scoring function as

fr(h, t) � ‖Mrh + r − Mrt‖22. (2)

To train the model, we shall generate negative samples and use the hinge
loss. The overall cost function of the TransR model is

LTransR =
∑

(h,r,t)∈S

∑

(h′,r,t′)∈S′
max

{
0, γ + fr(h, t) − fr(h′, t′)

}
, (3)

where negative samples are constructed as

S′ = {(h′, r, t)|(h′, r, t) /∈ S}
⋃

{(h, r, t′)|(h, r, t′) /∈ S} .

Results in link prediction show that TransR outperforms other models on
established benchmarks, indicating TransR is the best one-hop model at present.
However, TransR fails to utilize the rich path information, which will be dealt
with in the following subsection.
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Fig. 1. An illustration of the PTransR model.

2.2 Path-Augmented TransR: PTransR

Using path information to regularize one-hop models can be beneficial [13,14].
Here, we adopt the path modeling method in PTransE, and extend the TransR
model to path-augmented TransR (denoted as PTransR) (Fig. 1).

A relation path is a set of relations that connect head entity and tail entity in
succession. An n-hop relation path from h to t is defined as p = {r1, r2, · · · , rn},
satisfying h

r1−→ e1
r2−→ · · · rn−→ t. If n = 1, then p = r1 is a direct (1-hop)

relation. To enhance TransR model with multi-hop information, we follow the
treatment in PTransE [14] and represent a relation path as an embedding vector
by additive compositional methods. Then such multi-hop information is used
to regularize one-hop direct relation between the same entity pair. A reliability
score is computed to address the strength of regularization by a particular path.
The details are described as follows.

To compute the representation of a relation path p that composites primitive
relations r1, r2, · · · , rn, i.e., p = r1 ◦r2 ◦· · ·◦rn (where ◦ denotes the composition
operation), we add the embeddings of these primitive relations, given by

p = r1 + r2 + · · · + rn, (4)

where bold letters denote the vector of a relation or a path.
The choice of addition as the composition operation is reasonable, because

the vector representation of path p should be close to that of direct relation r if it
is likely to infer r from p. For example, the representation of path

father−−−−→ mother−−−−−→
is expected to be close to that of direct relation

grandmother−−−−−−−−→.
Although a knowledge base may contain a variety of relation paths between

two entities, not every path is equally useful for inferring direct relations. For
example, the relation path John

friend−−−−→ Tim
gender−−−−→ male gives little contribu-

tion to inferring the gender of John.
To evaluate the reliability of a path, PTransE uses a path-constraint resource

algorithm (PCRA) [14], which is also applied in our approach. This algorithm
first assigns a certain amount of resource (i.e., a value of 1) to the head entity
h; then each node distributes resource evenly to its direct child nodes (Fig. 2).
The value of p along an entity pair h, t is denoted as v(p|h, t).
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Fig. 2. An illustration of the path-constraint resource algorithm (PCRA).

However, v(p|h, t) alone does not embody the relatedness between a relation
path p and a direct relation r. To address this problem, a relatedness measure is
defined as Pr(r|p) = Pr(r, p)/Pr(p), where Pr(p) is the sum of v(p|h, t) for every
training triplet (h, r, t) with p as a relation path from h to t. Pr(r, p) is the sum
of v(p|h, t) for every training triplet (h, r, t) with r being a direct relation and
p as a relation path. The overall reliability of a path p on a triplet (h, r, t) is
given by

R(p|h, r, t) = Pr(r|p) · v(p|h, t). (5)

PTransR’s scoring function fPTransR(h, r, t) is composed of two scores:

fPTransR(h, r, t) = E(h, r, t) + E(P|h, r, t). (6)

E(h, r, t) is the same as the scoring function of TransR (Eq. 2) which evalu-
ates the plausibility of (h, r, t) without considering relation paths from h to t.
Following PTransE, E(P|h, r, t) is defined as

E(P|h, r, t) =
1
Z

∑

p∈P

E(p|h, r, t), (7)

E(p|h, r, t) = R(p|h, r, t)‖p − r‖22 = Pr(r|p)v(p|h, t)‖p − r‖22, (8)

where Z is a normalizing factor for R(p|h, t) and P is the set of all paths from
h to t. E(P|h, r, t) evaluates the plausibility of (h, r, t) with the consideration of
relation paths from h to t. The overall loss function of PTransR is

LPTransR =
∑

(h,r,t)∈S

[L(h, r, t) +
1
Z

∑

p∈P

L(p|h, r, t)], (9)

L(h, r, t) =
∑

(h′,r,t′)/∈S

max
{
0, γ1 + E(h, r, t) − E(h′, r, t′)

}
, (10)

L(p|h, r, t) =
∑

(h,r′,t)/∈S

max
{
0, γ2 + E(p|h, r, t) − E(p|h, r′, t)

}
, (11)

PTransR learns entity and relation embeddings by minimizing LPTransR.
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2.3 Training Details

We train PTransR by mainly following PTransE [14].

Initial Vectors and Matrices. Following TransR, initial vectors and matrices
for PTransR are obtained from TransE. The configuration of TransE is: margin
γ = 1, learning rate α = 0.01, method = unif, and epoch = 1000.

Negative Samples. We sample negative triplets by randomly replacing head
entity h or tail entity t or relation r. For example, (h, r, t)-derived negative
triplets are (h′, r, t), (h, r, t′), and (h, r′, t), where (h, r, t) ∈ S and (h′, r, t),
(h, r′, t), (h, r, t′)/∈ S.

Vector Representation Constraints. Following TransR, to regularize the
representations, we impose the following constraints on the entity and relation
embeddings.

‖h ‖ = ‖ t ‖ = ‖ r ‖ = 1, ‖Mrh ‖ ≤ 1, ‖Mrt ‖ ≤ 1. (12)

Path Selection. PTranE restricts the length of path to less than 3. Its results
show that 3-hop paths do not make significant improvement, compared to 2-hop
paths. For efficiency, we only consider 2-hop relation paths.

Inverse Relation. As inverse relations sometimes contain useful information,
for each training triplet (h, r, t), (t, r−1, h) is added to the training set.

3 Evaluation

In this section, we present results of our experiment. We first briefly introduce
the dataset and the task of entity prediction. Then we show the experimental
results and analyze the performance.

3.1 Dataset

FB15k is a commonly used dataset in knowledge base completion. Table 1 shows
statistics of FB15k. FB15k dataset contains factual information in our world,
e.g., location/country/language spoken. As FB15k has various kinds of rela-
tions, it is suitable for the evaluation of PTransR. Therefore, we choose FB15k
as our experimental dataset.

Table 1. Statistics of the FB15k dataset.

Dataset Relation Entity Train Valid Test

FB15k 1,345 14,951 483,142 50,000 59,071
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3.2 Experimental Settings

We evaluate PtransR on the task of entity prediction. Entity prediction aims at
predicting the missing entity in an incomplete triplet, i.e., predicting h given r
and t, or predicting t given h and r. Following the settings in TransE, for a triplet
(h, r, t), we replace the head entity h with every entity e and compute the score
of (e, r, t). Entity candidates are ranked according to their scores. We repeat the
same process to predict the tail entity t. Then we use the two metrics in TransE
to evaluate the performance: MeanRank (average rank of the expected entity)
and Hits@10 (proportion of triplets whose head/tail entity is among top-10 in
the ranking). However, there could be several entities that are plausible for the
same incomplete triplet. The plausible entities which are ranked before h or t may
cause underestimation of performance. One solution is to remove other plausible
entities in the ranking, which is referred to as a filter. In comparison, the results
without removing other plausible entities are referred to as raw. A good model
should achieve low MeanRank and high Hits@10.

To utilize the inverse relation, instead of only using the score fPTransR(h, r, t),
we use the sum of fPTransR(h, r, t) and fPTransR(t, r−1, h) to rank the candidates,
i.e.,

score(h, r, t) = fPTransR(h, r, t) + fPTransR(t, r−1, h). (13)

To accelerate the testing process, we use the reranking method in PTransE.
We first rank all candidates according to their scores which are computed by the
scoring function of TransR, which means that path information is not considered
in the first ranking. Then we rerank the top-500 candidates according to the
scores computed by the scoring function mentioned above, namely score(h, r, t).

The configurations for experiments are given as follows: learning rate α for
SGD among {0.01, 0.001, 0.0001}, dimension of entity space R

k and relation
space R

d between {20, 50}, γ1 and γ2 among {1, 2, 4}, batch size B among
{480, 960, 4800}. The optimal configuration on valid set is α = 0.001, k = d = 50,
γ1 = γ2 = 1, and B = 4800. The training process is limited to less than 500
epochs.

3.3 Overall Performance

Table 2 shows the experimental results. By comparing the results of PTransR
with the results of previous models, we have the following main observations:
(1) PTransR outperforms TransR on every metric to a large margin, which shows
that path-augmented model can achieve better results than one-hop base model.
(2) PTransR outperforms PTransE in MeanRank and is comparable to PTransE
in Hits@10, which shows that path-augmented model with a better one-hop base
model can achieve better performance.

Table 3 presents the performance on the four relation categories 1-to-1,
1-to-n, n-to-1, and n-to-n, with Hits@10(filter) as the metric. From Table 3, we
find that, compared to TransR, PTransR shows consistent improvement on all
four relation categories. Also, compared to PTransE, PTransR performs better
on 1-to-1, 1-to-n and n-to-1 relations, especially on 1-to-n and n-to-1.
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Table 2. Evaluation results of entity prediction on FB15k.

Metric Mean rank Hits@10(%)

Raw Filter Raw Filter

Unstructured (Bordes et al. 2012) 1, 074 979 4.5 6.3

RESCAL (Nickel et al. 2011) 828 683 28.4 44.1

SE (Bordes et al. 2011) 273 162 28.8 39.8

SME (linear) (Bordes et al. 2012) 274 154 30.7 40.8

SME (bilinear) (Bordes et al. 2012) 284 158 31.3 41.3

LFM (Jenatton et al. 2012) 283 164 26.0 33.1

TransE (Bordes et al. 2013) 243 125 34.9 47.1

TransH (unif) (Wang et al. 2014) 211 84 42.5 58.5

TransH (bern) (Wang et al. 2014) 212 87 45.7 64.4

TransR (unif) (Lin et al. 2015) 226 78 43.8 65.5

TransR (bern) (Lin et al. 2015) 198 77 48.2 68.7

CTransR (unif) (Lin et al. 2015) 233 82 44.0 66.3

CTransR (bern) (Lin et al. 2015) 199 75 48.4 70.2

PTransE (2-hop) (Lin et al. 2015) 200 54 51.8 83.4

PTransE (3-hop) (Lin et al. 2015) 207 58 51.4 84.6

PTransR (2-hop) 171 47 53.0 84.3

Table 3. Evaluation results of different relation catogories.

Tasks Predicting head (Hits@10) Predicting tail (Hits@10)

Relation category 1-to-1 1-to-N N-to-1 N-to-N 1-to-1 1-to-N N-to-1 N-to-N

Unstructured 34.5 2.5 6.1 6.6 34.3 4.2 1.9 6.6

SE 35.6 62.6 17.2 37.5 34.9 14.6 68.3 41.3

SME (linear) 35.1 53.7 19.0 40.3 32.7 14.9 61.6 43.3

SME (bilinear) 30.9 69.6 19.9 38.6 28.2 13.1 76.0 41.8

TransE 43.7 65.7 18.2 47.2 43.7 19.7 66.7 50.0

TransH (unif) 66.7 81.7 30.2 57.4 63.7 30.1 83.2 60.8

TransH (bern) 66.8 87.6 28.7 64.5 65.5 39.8 83.3 67.2

TransR (unif) 76.9 77.9 38.1 66.9 76.2 38.4 76.2 69.1

TransR (bern) 78.8 89.2 34.1 69.2 79.2 37.4 90.4 72.1

CTransR (unif) 78.6 77.8 36.4 68.0 77.4 37.8 78.0 70.3

CTransR (bern) 81.5 89.0 34.7 71.2 80.8 38.6 90.1 73.8

PTransE (2-hop) 91.0 92.8 60.9 83.8 91.2 74.0 88.9 86.4

PTransE (3-hop) 90.1 92.0 58.7 86.1 90.7 70.7 87.5 88.7

PTransR (2-hop) 91.4 93.4 65.5 84.2 91.2 74.5 91.8 86.8
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3.4 In-Depth Analysis and Discussion

As pointed out in Sect. 1, despite the massive train set of FB15k, some relations
cannot be properly captured due to the problem of data sparsity. We separate
relations into five groups according to their frequency in the train set, as shown in
Table 4. MeanRank(raw) of TransR and PTransR is compared in Table 4 and the
improvement from TransR to PTransR is presented. First of all, we see PTransR
outperforms TransR in all five groups of relations. Second, as relation frequency
decreases, the improvement goes up, which means that path information is useful
for dealing with the problem of data sparsity.

Table 4. Evaluation results concerning relations of different frequency in train set.

Relation frequency in train set 1–3 4–15 16–50 51–300 >300

Relation number 291 305 243 271 235

MeanRank of TransR 159 98 54 81 202

MeanRank of PTransR 85 63 41 63 182

Improvement (%) 46.5 35.7 24.1 22.2 9.9

4 Related Work

Relation extraction is an important research topic in NLP. It can be roughly
divided into two categories based on the source of information.

Text-based approaches extraction entities and/or relations from plain text.
For example, Hearst [17] uses “is a|an” pattern to extract hyponymy relations.
Banko et al. [6] proposes to extract open-domain relations from the Web. Fully
supervised relation extraction, which classify two marked entities into several
predefined relations, has become a hot research arena in the past several years
[8,18,19].

Knowledge base completion/population, on the other hand, does not use
additional text. Socher et al. [20] propose a tensor model to predict missing rela-
tions in an existing knowledge base, showing neural networks’ ability of entity-
relation inference. Then, translating embeddings approaches are proposed for
knowledge base completion [7,11,12,14]. Recently, Wang et al. [21] use additional
information to improve knowledge base completion by using textual context.

In this paper, we focus on pure knowledge base completion, i.e., we do not use
additional resources. We combine the state-of-the-art one-hop TransR model [12]
and path augmentation method [14], resulting in the new PTransR variant.

5 Conclusion

In this paper, we augment one-hop TransR model with path modeling method,
resulting in PTransR model. We evaluate PTransR on the task of entity pre-
diction and compare the performance of PTransR with that of previous models.
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Experimental results show that path information is useful in solving the problem
of data sparsity, and that PTransR outperforms previous models, which makes
PTransR the state-of-the-art model in the field that populates knowledge base
without using additional text.
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Abstract. This paper addresses the problem concerning approximating
human cognitions and semantic extensions regarding acceptability status
of arguments. We introduce three types of logical equilibriums in terms
of satisfiability, entailment and semantic equivalence in order to analyse
balance of human cognitions and semantic extensions. The generality of
our proposal is shown by the existence conditions of equilibrium solu-
tions. The applicability of our proposal is demonstrated by the fact that
it detects a flaw of argumentation actually taking place in an online
forum and suggests its possible resolution.

1 Introduction

Argumentation is a verbal, social and rational activity [17]. It is also a daily
activity in the sense that thinking hard has almost the same meaning as arguing
oneself carefully. Meanwhile, it is unclear how one should engage in and facilitate
rational argumentation. This is because there seems to be no universal evaluation
standard telling what rational argumentation is. However, in this paper, we
argue that one aspect of such standards is given by acceptability semantics, e.g.,
Dung’s acceptability semantics [13], as well as more advanced ones, e.g., stage
semantics [18], semi-stable semantics [10], ideal semantics [14], CF2 semantics
[5] and prudent semantics [12].

These and most acceptability semantics have the language independence
principle [4] meaning that they intrinsically refer not to contents, e.g., sentences
and words, existing in arguments but to relations, e.g., attack and support rela-
tions, existing between arguments when they define acceptability status of argu-
ments. We thus call them (formal) semantic acceptability in the sense that such
contents do not directly affect evaluation.1 By contrast, we call human judg-
ment based on contents of arguments cognitive acceptability. Both acceptability
might be the same in some situations, but different and moreover incompatible

1 We recognise that sentences existing in arguments indirectly affect semantic accept-
ability in the sense that they define relations among arguments.
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in other situations. As an example, let us consider the following two conflicting
arguments A and B attached with their votes.

Argument A (having 1001 positive votes). Veterinarians should have a
right to apply animal euthanasia to pets because they must respect pet owners’
will.

Argument B (having 1002 positive votes). It is not acceptable to allow
veterinarians to kill innocent pets because they cannot confirm pets’ own will.

In terms of semantic acceptability, e.g., Dung’s semantics, A and B cannot be
acceptable at the same time because they are in conflict, i.e., attack each other.
However, in terms of cognitive acceptability, A and B should be acceptable at
the same time because they have a lot of positive votes. Now, does this situation
show that agents who vote for both A and B are irrational or the truth is that
there is no attack relation between these arguments? We think neither is true.
The conflict is a result of rational judgment caused by focusing on different
sources of information: on the one hand, a relation between arguments, and on
the other hand, contents of arguments. Then, would it be reasonable to leave the
conflict as it is, as the existing contradiction? We think that the acceptability
should be at least compatible each other. Therefore, in this paper we investigate
what kind of difference exists between cognitive and semantic acceptability, and
how we should approximate and resolve them.

A difficulty associated with these questions is how to make a detailed analysis
of the difference in a unified way. Our novel approach is to introduce equilibriums
to analyse balances between cognitive and semantic acceptability using an entail-
ment relation of propositional logic. In this paper, we divide the difference into
three types: satisfiability, entailment and semantic equivalence. We formalise
a detection of unsatisfiability, and resolutions of satisfiability, entailment and
semantic equivalence. We show that there always exist contraction-based satisfi-
ability, entailment and semantic-equivalence resolutions, and there always exist
their expansion-based resolutions under the condition that agent’s perceptions
do not violate conflict-freeness of acceptability semantics.

The contributions of this paper are as follows. Firstly, to the best of our
knowledge, this is the first paper arguing for the need for balancing between
agent’s perceptions and semantic extensions. Although some recent work cov-
ers a change of agent’s perceptions and semantic extension, it handles a change
of either of them and their balanced change is outside its scope (See Sect. 5).
By benefitting from expression and analytical power of propositional logic, this
paper makes it possible to handle sensitively balanced contractions and expan-
sions of them (See Sect. 3). Secondly, this paper relates to both theory and prac-
tice of computational argumentation. In fact, we demonstrate how our theoretical
concepts, i.e., equilibrium notions, highlight flaws of argument actually taking
place in an online forum, and suggest their possible resolutions (See Sect. 4).
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2 Preliminaries

Dung’s acceptability semantics [13] is a general and abstract theory of formal
argumentation. It is general in the sense that the semantics reinterprets conse-
quence relations of various approaches for nonmonotonic reasoning. It is abstract
in the sense that the semantics is defined on a directed graph, called an abstract
argumentation framework, denoted by AF . AF is defined as a pair 〈Args,Atts〉
where Args is a set of arguments and Atts ⊆ Args × Args is a binary rela-
tion on Args ((A,B) ∈ Atts means “A attacks B”). Suppose A ∈ Args and
S ⊆ Args. S attacks A iff some member of S attacks A. S is conflict-free iff
S attacks none of its members. S defends A iff S is conflict-free and S attacks
all arguments attacking A. Given AF , Dung’s acceptability semantics defines
four kinds of sets, called extensions, of acceptable arguments. S is a complete
extension iff S is a fixed point of the function F : Pow(Args) → Pow(Args)
where F (S) = {a|S defends a} and Pow(Args) is the power set of Args. S is
a grounded (resp. preferred) extension iff it is the minimum (resp. a maximal)
complete extension with respect to set inclusion. S is a stable extension iff it is
a complete extension attacking all members in Args \ S. We assume functions
arg(AF ) and att(AF ) to refer to the set of arguments Args and attack relations
Atts of AF , respectively.

Example 1. Let AF be the argumentation framework where arg(AF ) = {A, B, C,
D}, and att(AF ) = {(B,C), (C,B), (C,D), (D,D)}. The graph representation of
AF andfourtypesofextensionsaredescribedintheleftandrightbelow,respectively.

– Preferred extensions: {A,B}, {A,C}
– Stable extension: {A,C}
– Grounded extension: {A}
– Complete extensions: {A}, {A,B}, {A,C}

3 Equilibrium-Based Resolutions

3.1 Semantic and Cognitive Acceptabilities

We introduce a propositional language associated with an abstract argumenta-
tion framework. It is used to describe acceptability status of arguments in the
framework.

Definition 1 (Language). Let AF be an abstract argumentation framework.
A propositional language LAF associated with AF is defined as follows. For all
arguments X ∈ arg(AF ), x is an atomic formula of LAF . When x and y are
formulas of LAF , (x ∧ y), (x ∨ y), (x → y) and ¬x are formulas of LAF .

For all atomic formulas x ∈ LAF , “x is true” intuitively means “argument X is
acceptable.” Given an extension, arguments are acceptable if and only if they
are members of the extension. Different two extensions define alternative mem-
berships. Therefore, a logical expression of extensions is defined as follows.
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Definition 2 (Extensions). Let AF be an abstract argumentation framework
and E be a set of extensions of AF . A logical expression of E is given as follows.2

{
∨

E∈E
(

∧

X∈E

x ∧
∧

X∈Args\E

¬x)}

Example 1 (continued). Logical expressions of all types of extensions of AF are
given as follows.

– Preferred extensions: {(a ∧ b ∧ ¬c ∧ ¬d) ∨ (a ∧ ¬b ∧ c ∧ ¬d)}
– Stable extension: {a ∧ ¬b ∧ c ∧ ¬d}
– Grounded extension: {a ∧ ¬b ∧ ¬c ∧ ¬d}
– Complete extensions: {(a∧¬b∧¬c∧¬d)∨ (a∧ b∧¬c∧¬d)∨ (a∧¬b∧c∧¬d)}

In what follows, we assume a fixed and arbitrary abstract argumentation
framework AF and acceptability semantics ε. We use function ε(AF ) to refer
to the logical expression of the set of extensions of AF with respect to ε. We
assume a fixed and arbitrary consistent set Σ ⊆ LAF of formulas. On the one
hand, ε(AF ) is used to represent semantic extensions, and on the other hand,
Σ is used to represent cognitive extensions.

3.2 Satisfiability Resolution

This subsection discusses how to detect and resolve incompatibility between cog-
nitive acceptability Σ and semantic acceptability ε(AF ). A minimally unsatisfi-
able set is a minimal subset of cognitive acceptability that causes incompatibility
with semantic acceptability.

Definition 3 (Minimally unsatisfiable set). Σ↓ ⊆ LAF is a minimally
unsatisfiable set with respect to AF iff Σ↓ is a minimal subset of Σ with respect
to ⊇ such that ε(AF ) ∪ Σ↓ is unsatisfiable.

An order relation between abstract argumentation frameworks is introduced to
refer to maximality and minimality of frameworks.

Definition 4 (Subframework/superframework). Let AFi and AFj be
abstract argumentation frameworks. AFi is a subframework of AFj (or AFj is a
superframework of AFi), denoted by AFi � AFj, iff arg(AFi) ⊆ arg(AFj) and
att(AFi) ⊆ att(AFj).

An unsatisfiable core is intuitively a minimal subframework preserving incom-
patibility existing between AF and Σ.

Definition 5 (Unsatisfiable core). An abstract argumentation framework
AF↓ is an unsatisfiable core of AF with respect to Σ iff there is a minimally
unsatisfiable set Σ↓ with respect to AF , and AF↓ is a minimal subframework of
AF such that Σ↓ is a minimally unsatisfiable set with respect to AF↓.
2 The exclusive OR is strictly appropriate. However, we use OR because of their

equivalence.
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Example 2. Let us consider the following argumentation framework
AF and the satisfiable set Σ = {a, a → b,¬c} ⊆ LAF .

Complete extensions of AF is {(a ∧ ¬b ∧ c) ∨ (¬a ∧ b ∧ ¬c) ∨ (¬a ∧ ¬b ∧ ¬c)}.
In this situation, Σ1 = {a, a → b} and Σ2 = {a,¬c} are minimally unsatisfiable
sets with respect to AF . The following AF1 and AF2 are the unsatisfiable cores
of AF with respect to Σ.

A question here is how to resolve incompatibility between cognitive and
semantic acceptability. When we consider the situation where semantic accept-
ability imposes cognitive acceptability to change, a possible resolution is to
change the cognitive acceptability. A maximally satisfiable set is a maximal
subset of the cognitive acceptability that causes no incompatibility with the
semantic acceptability.

Definition 6 (Maximally satisfiable set). Σ↓ ⊆ Σ is a maximally satisfiable
set with respect to AF iff Σ↓ is a maximal subset of Σ with respect to ⊇ such
that ε(AF ) ∪ Σ↓ is satisfiable.

Meanwhile, when we consider the situation where cognitive acceptability
imposes on semantic acceptability to change, a possible resolution is to contract
or expand AFs. Each maximally and minimally satisfiable framework represents
a contraction and expansion of AFs, respectively.

Definition 7 (Maximally/minimally satisfiable framework). Let AF� be
an abstract argumentation framework. AF� is a maximally (resp. minimally) sat-
isfiable framework with respect to Σ iff AF� is a maximal subframework (resp.
minimal superframework) of AF with respect to � such that ε(AF�) ∪ Σ is sat-
isfiable.

A contraction is appropriate when an AF is uncertain in the sense that existence
of arguments and attacks is unclear. An expansion is appropriate when an AF
is incomplete in the sense that there can exist additional arguments or attacks.
A satisfiability resolution is defined as an equilibrium point between cognitive
and semantic acceptability.

Definition 8 (Satisfiability resolutions). Let AF� be an abstract argumen-
tation framework and Σ↓ ⊆ Σ be a set. The pair (AF�, Σ↓) is a satisfiability
resolution of (AF,Σ) iff Σ↓ is a maximally satisfiable set with respect to AF�
and AF� is a maximally or minimally satisfiable framework with respect to Σ↓.

In particular, we call satisfiability resolutions contraction-based when they are
based on maximally satisfiable frameworks, and expansions-based when they are
based on minimally satisfiable frameworks.



Balancing Between Cognitive and Semantic Acceptability of Arguments 165

Example 2 (Continued). All possible contraction-based and expansion-based
satisfiability resolutions of (AF,Σ) are described in the left and right below,
respectively.

( , {a} )
( , {a → b,¬c} )
( , {a, a → b,¬c} )

( , {a} )
( , {a → b,¬c} )

( , {a,¬c} )

( , {a,¬c} )

Here, the domain of discourse for possible expansions of AF is assumed to be
given by the complete graph AFD as follows.

3.3 Entailment Resolution

This subsection deals with the issue that semantic acceptability cannot entail
cognitive acceptability. The first approach for solving this problem is to change
cognitive acceptability. We define a maximally entailed set as follows.

Definition 9 (Maximally entailed set). Σ↓ ⊆ Σ is a maximally entailed set
with respect to AF iff Σ↓ is a maximal subset of Σ with respect to ⊇ such that
ε(AF ) |= Σ↓ holds.3

The second approach is to contract or expand argumentation frameworks defin-
ing semantic acceptability. Both maximally and minimally entailing frameworks
are minimal changes of AFs whose semantic acceptability entails cognitive
acceptability.

Definition 10 (Maximally/minimally entailing framework). Let AF� be
an abstract argumentation framework. AF� is a maximally (resp. minimally)
entailing framework with respect to Σ iff AF� is a maximal subframework (resp.
minimal superframework) of AF with respect to � such that ε(AF�) |= Σ holds.

An entailment resolution is defined as an equilibrium point between the accept-
abilities.

Definition 11 (Entailment resolutions). Let AF� be an abstract argumen-
tation framework and Σ↓ ⊆ Σ be a set. The pair (AF�, Σ↓) is an entailment
resolution of (AF,Σ) iff Σ↓ is a maximally entailed set with respect to AF� and
AF� is a maximally or minimally entailing framework with respect to Σ↓.

We call entailment resolutions contraction-based (resp. expansion-based) when
they are based on maximally (resp. minimally) entailing frameworks.

Example 2 (Continued). All possible contraction-based and expansion-based
entailment resolutions of (AF,Σ) are described in the left and right below,
respectively.
3 ε(AF ) |= Σ↓ denotes that, for all x ∈ LAF , if x ∈ Σ↓ then ε(AF ) |= x.
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( , ∅ )
( , {a} )
( , {a} )
( , {a → b,¬c} )
( , {a, a → b,¬c} )

( , ∅ )
( , {¬c} )

( , {a → b} )

( , {a → b,¬c} )

( , {a} )

( , {a,¬c} )

3.4 Semantic Equivalence Resolution

This subsection asks how to make cognitive and semantic acceptability coin-
cide with each other. The first approach is to change cognitive acceptability.
A maximally (resp. minimally) equivalent set is a maximal subset (resp. mini-
mal superset) of the cognitive acceptability that is equivalent to the semantic
acceptability.

Definition 12 (Maximally/minimally equivalent set). Σ� ⊆ LAF is a
maximally (resp. minimally) equivalent set with respect to AF iff Σ� is a maxi-
mal subset (resp. minimal superset) of Σ with respect to ⊇ such that Σ� ⇔ ε(AF )
holds.4

The second approach is to change AFs defining semantic acceptability. Both
maximally and minimally equivalent frameworks are minimal changes of AF
whose semantic acceptability is equivalent to the cognitive acceptability.

Definition 13 (Maximally/minimally equivalent framework). Let AF�
be an abstract argumentation framework. AF� is a maximally (resp. minimally)
equivalent framework with respect to Σ iff AF� is a maximal subframework (resp.
minimal superframework) of AF with respect to � such that Σ ⇔ ε(AF�) holds.

A semantic equivalence resolution is formally defined as an equilibrium point
between cognitive and semantic acceptability.

Definition 14 (Semantic equivalence resolutions). Let AF� be an abstract
argumentation framework and Σ� ⊆ LAF be a set. The pair (AF�, Σ�) is a
semantic equivalence resolution of (AF,Σ) iff Σ� is a maximally or minimally
equivalent set with respect to AF� and AF� is a maximally or minimally equiv-
alent framework with respect to Σ�.

Example 2 (Continued). The followings are all contraction-based semantic
equivalence resolutions of (AF,Σ).

( , {a, a → b,¬c} )
( , {a, a → b} )

( , {a} )
( , ∅ )

4 Σ↓ ⇔ ε(AF ) denotes that Σ↓ |= ε(AF ) and ε(AF ) |= Σ↓ hold.
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Note that, for example, (〈{A,B,C}, {(B,C)}〉, {a, a → b,¬c, b}) is not a
contraction-based semantic equivalence resolution. Meanwhile, there is no
expansion-based semantic equivalence resolution of (AF,Σ). So, we here con-
sider another example with Σ∗ = {a ∨ b, c}. We assume a set ΣD ⊆ LAFD

of
a domain discourse for possible expansions of Σ∗ where AFD is the complete
graph as shown in the previous example. There is the following expansion-based
semantic equivalence resolution of (AF,Σ∗).

(
,

{a∨ b, c,¬b∧ d} )

4 Generality and Applicability

4.1 Characterising Existence of Resolutions

In this subsection, we show the necessary and sufficient conditions of the exis-
tence of our equilibrium-based resolutions. We use the model checking techniques
[8] to analyse argumentation theoretic properties of equilibriums. According
to the literature, a set S ⊆ arg(AF ) of arguments is conflict-free iff the set
{x ∈ LAF |X ∈ S} is a model of the formula ΦAF defined as follows.

ΦAF =
∧

A∈arg(AF )

(a →
∧

B:(B,A)∈att(AF )

¬b)

We divide expansion-based and contraction-based resolutions into three
types: Σ fixation, Σ expansion and Σ contraction. The first theorem supposes
the situation where Σ is fixed in expansion-based resolutions.

Theorem 1. For any AF and consistent set Σ ⊆ LAF , there exist abstract
argumentation frameworks AF↑ such that (AF↑, Σ) are expansion-based satisfi-
ability (entailment, respectively) resolutions of (AF,Σ) iff Σ do not violate the
conflict-free property, i.e., Σ �|= ¬ΦAF .

There does not always exist an expansion-based semantic equivalence resolution
(AF↑, Σ) even when Σ do not violate the conflict-free property. An example case
is when AF = 〈{A}, ∅〉 and Σ = ∅. The next two theorems suppose the situa-
tions where Σ can be expanded and contracted in expansion-based resolutions,
respectively.

Theorem 2. For any AF and consistent set Σ ⊆ LAF , there exist abstract
argumentation frameworks AF↑ and supersets Σ↑ of Σ such that (AF↑, Σ↑) are
expansion-based satisfiability (entailment and semantic equivalence, respectively)
resolutions of (AF,Σ) iff Σ do not violate the conflict-free property, i.e., Σ �|=
¬ΦAF .

Theorem 3. For any AF and consistent set Σ ⊆ LAF , there exist abstract
argumentation frameworks AF↑ and subsets Σ↓ of Σ such that (AF↑, Σ↓) are
expansion-based satisfiability (entailment, respectively) resolutions of (AF,Σ).
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Note that Theorems 2 and 3 include Theorem 1, i.e., the case of Σ↓ = Σ and
Σ↑ = Σ, as special cases, respectively. The next theorem regarding contraction-
based resolutions supposes the situation where Σ is fixed.

Theorem 4. For any AF and consistent set Σ ⊆ LAF , there exists an abstract
argumentation framework AF↓ such that (AF↓, Σ) is a contraction-based satis-
fiability resolution of (AF,Σ).

There does not always exist an entailment and semantic equivalence resolution.
For example, when AF = 〈{A}, ∅〉 and Σ = {¬a}, there is neither entailment
nor semantic equivalence resolution. The next two theorems suppose the situa-
tions where Σ can be expanded and contracted in contraction-based resolutions,
respectively.

Theorem 5. For any AF and consistent set Σ ⊆ LAF , there exist an abstract
argumentation framework AF↓ and a superset Σ↑ of Σ such that (AF↓, Σ↑) is a
contraction-based satisfiability resolution of (AF,Σ).

Theorem 6. For any AF and consistent set Σ ⊆ LAF , there exist abstract
argumentation frameworks AF↓ and subsets Σ↓ of Σ such that (AF↓, Σ↓) are
contraction-based satisfiability (entailment and semantic equivalence, respec-
tively) resolutions of (AF,Σ).

Table 1 shows the summary of the above mentioned theorems in terms of
change of Σ. Symbol “�” means that there exists a resolution. Meanwhile,
“(cond.)” means that there exists a resolution if and only if Σ does not vio-
late the conflict-free property. These facts show generality of equilibriums-based
approaches in the sense that they have the ability to give resolutions for all types
of equilibriums.

Table 1. Summary of the existence of resolutions.

Expansion-based resolutions Contraction-based resolutions

Σ fixation

(Theorem 1)

Σ expansion

(Theorem 2)

Σ contraction

(Theorem 3)

Σ fixation

(Theorem 4)

Σ expansion

(Theorem 5)

Σ contraction

(Theorem 6)

Satisfiability � (cond.) � (cond.) � � � �
Entailment � (cond.) � (cond.) � �
Equivalence � (cond.) �

4.2 Application Illustration in Online Forum

Application potential is one of important criteria for evaluating accuracy of
research proposals. This subsection illustrates applicability of our equilibrium
based resolutions to argumentation analysis in online debate forums.

CreateDebate [1] is an online forum preserving a number of written argu-
ments, casted votes, and relationships, e.g., dispute, support and clarification
relations, among arguments. On the left in Fig. 1, we show a whole dispute
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Fig. 1. The left graph shows a whole dispute relations and a summary of positive and
negative votes. The right graph shows an argumentation framework constructed from
the left graph.

structure and a summary of users’ votes that are both extracted from argu-
ment on abortion actually taking place in CreateDebate. The edges represent
the whole dispute relations and the white (resp. black) nodes represent that
they get user’s positive votes above (resp. below) average. On the right in Fig. 1,
we show a partial graph of the left that especially focuses on discussing a specific
subject on abortion. We represent it as an abstract argumentation framework,
denoted by AF , with a symmetric attack relation, i.e., if (X,Y ) ∈ att(AF ) then
(Y,X) ∈ att(AF ), for all X,Y ∈ arg(AF ). We assume that ε(AF ) represents the
logical expression of the set of preferred extensions. We define agents’ cognitions
Σ from the votes to individual arguments in such a way that x ∈ Σ holds when
node X is white and ¬x ∈ Σ holds when node X is black.

Fig. 2. The inconsistent cores of the argumentation framework shown in the right in
Fig. 1.

Figure 2 shows all unsatisfiable cores of AF with respect to Σ.5 It is observed
that {k, j}, {g,¬i, k,m} and {¬e,¬f} ⊆ Σ are minimally unsatisfiable subsets of
Σ with respect to AF . The inconsistent cores verify consistency between accep-
tance of arguments coming from the argumentation structure and user’s votes.
They are useful in the sense that they tell where people should pay attention to
resolve incompatibility between agent cognitions and semantic extensions.

A consistent core is obtained by eliminating attacks (K,J), (J,K), (E,F ),
(F,E) ∈ att(AF ) from AF . Given the AF , the left and right graphs in

5 The rightmost graph is not an unsatisfiable core when complete extensions are
assumed.
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Fig. 3 show a contraction-based and an expansion-based satisfiability resolutions,
respectively.

Fig. 3. A contraction-based (left) and an expansion-based (right) satisfiability resolu-
tions.

Note that Σ has no change in the contraction-based resolution, although it
changes to Σ \ {k,¬e} in the expansion-based resolution. The satisfiability res-
olutions facilitate rational argumentation in the sense that they suggest simul-
taneous updates on both argumentation frameworks and users’ cognitions.

Given the expansion-based resolution, Fig. 4 shows a contraction-based
entailment resolution and a contraction-based semantic equivalence resolution.

Fig. 4. A contraction-based entailment resolution (left) and a contraction-based seman-
tic equivalence resolution (right).

Both resolutions change their attack relations by changing some mutual
attacks to one-directional. Note that the entailment resolution has the con-
traction Σ \ {¬f}, but the semantic equivalence resolution has the expansion
Σ ∪ {e,¬k, q}. Note that a semantic equivalence resolution is stricter than an
entailment resolution, and an entailment resolution is stricter than a satisfiabil-
ity resolution. Each type of resolution corresponds to agent’s attitude of how
much closeness between cognitive and semantic acceptability they require.

5 Conclusions and Discussion

Our motivation of this work is that, as with us human beings, agent’s percep-
tive development can be achieved by resolving the gaps between cognitive and
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semantic acceptability. In this paper, we introduced equilibrium-based satisfia-
bility resolutions, entailment resolutions and semantic equivalence resolutions.
We showed generality of our proposal by proving existence conditions of their
resolutions. We demonstrated its applicability to online forums. The limitations
of this paper is that our equilibrium-based resolutions mention nothing about
sentences additional arguments should have. Our expansion-based resolutions
only mention about an attack relation that additional arguments should have
with other arguments.

This paper relates to research studies of belief revisions on abstract argu-
mentation frameworks (AFs). [11] proposes a typology of revisions of AFs in
terms of changes on extensions. [6] addresses a problem of how to modify AFs
so that a desired set of arguments becomes an extension of revised AFs. [7] han-
dles changes of AFs by introducing several revision operators that satisfy AGM
(Alchourrón, Gärdenfors, and Makinson) postulates [2]. These research studies
commonly focus on changes of AFs. In contrast, [16] focuses on belief revisions on
agents’ perceptions about acceptability status of arguments, and provide web-
platform ArgTech that alerts users to irrational agents’ perceptions through
incompatibility checking with the complete labelling [3]. [9,15] focus on changes
of both AFs and agents’ perceptions, and deal with resolutions of incoherence
of agent’s beliefs by expanding AF and constraints on its outcomes. In contrast,
we primarily focus on balancing between perceptions (or constraints) and out-
comes of argumentation. We thus introduce equilibrium mechanisms to handle
simultaneous changes of them although the related work handles, at most, each
of them. Notice that the resolutions analysed in Sect. 4.2 can only be achieved
as an equilibrium, and a change of either AF or agents’ perceptions is a spe-
cial case of our equilibrium-based resolutions. Moreover, although the related
work focuses on expansions and incoherence (“satisfiability” in this paper), this
paper further deals with contraction and introduces entailment and semantic
equivalence resolutions.

Acknowledgments. The authors thank Dr. Martin Caminada for his valuable dis-
cussion. This work was supported by JSPS KAKENHI Grant Number 15KT0041.

A Proofs

Proof. (Theorem 1) (⇒) Assume Σ |= ¬ΦAF . ΦAF↑ |= ΦAF holds because att(AF↑) ⊇
att(AF ) holds, for all AF↑ � AF . Thus, Σ |= ¬ΦAF↑ holds. Since ε(AF↑) |= ΦAF↑
holds, {ΦAF↑} ∪ Σ is unsatisfiable and ε(AF↑) �|= Σ holds. Thus, there is neither
minimally satisfiable framework nor minimally entailing framework with respect to Σ.
(⇐) It is sufficient to show entailment resolutions. Assuming that Σ �|= ¬ΦAF holds,
there is a model M of Σ and ΦAF , i.e., M |= Σ ∪ {ΦAF }. We want to show that there
is AF↑ � AF such that, for all x ∈ M (resp. x /∈ M), ε(AF↑) |= x (resp. ε(AF↑) |= ¬x)
hold. Consider AF⇑ adding a new argument Y attacking only all arguments X where
x /∈ M holds. Obviously, ε(AF⇑) |= ¬x, for all x /∈ M . Consider AF↑ adding another
new argument Z attacking only all arguments attacking X where x ∈ M holds. Here,
since M |= ΦAF holds, for all (X, Y ) ∈ att(AF ), if y ∈ M then x /∈ M , and vice versa.
Thus, ε(AF↑) |= x, for all x ∈ M . 
�
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Proof. (Theorems 2, 3, 4, 5 and 6 (Sketch)) Similar to Theorem 1 or obvious from the
case AF = 〈∅, ∅〉 or Σ = ∅. 
�
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Abstract. Recent years have witnessed more and more frequent abnormal fluc-
tuations in stock markets and thus it is important to real-time monitor dynamically
such fluctuations. To that end, this paper first proposes a realized trading volatility
(RTV) model and analyzes its properties. Next, based on the RTV model, it
develops a critical jump point test for the joint volatility of volume and price using
matrix singular values. Finally, the proposed models are evaluated on the minute
transaction data of China’s Shanghai and Shenzhen A-share stock markets over
2009.01.05–2009.03.31. With the PV, VV and RTV sequence values extracted
from the transaction data, case studies are performed on certain stocks and empirical
suggestions are offered for the maintenance of the stability of the market index.

Keywords: Realized trading volatility �Matrix singular values �Matrix norm �
Multivariate statistical

1 Introduction

Volatility in stock markets refers to the variance range of stock trading. It is charac-
teristic of stock market. Volatility within certain range keeps stock market running
properly. However, if share price changes sharply, from a market macro-structure point
of view, the risk of the whole financial system will be increased. From a micro-structure
point of view, the investors will face a larger risk and lose confidence in the market in the
long run. Therefore, many countries emphasize on the monitoring of stock market.

The volatility behavior of the stock return rates is characterized by its continuity
and jumps. Continuity means the stock price and return change stably most of time.
However, at certain times they may abruptly change radically upward or downward,
which is called jumps in financial econometrics. Although jumps happen rarely, when
they do happen, they make huge impact on the stock market. Hence, the detection and
regulation of jumps is an important problem for both theory and practice.

Recent studies on jumps of high frequency financial data can be divided into two
classes. One views financial sequences as random processes and separates the continuous
diffusion from the pure jumps. For instance, the RRV model was proposed in [1, 2], the
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RBVmodel was proposed in [3] and improved in [4]. [5] offered an empirical analysis for
jumping volatility. [6] compared jumping volatility for a few models. The other class
directly tests the jump point by improving the classic RV model. [7] proposed the
HAR-RV-J, which was later improved in [8] to detect change points with penalty
functions. [9, 10] developed the point-by-point methods for jump test.

Although these models are able to offer interpretation for volatility jumps of stock
return, all of them used stock index. In contrast, this paper focuses on specific stocks
and analyzes their trading data.

With the advent of network, it has been easier for the institutions and large traders
to cover their manipulation of stock trading and insider trading. However, as long as it
is abnormal trading, there will be traces left in the transaction data. Take large traders
for example. Their operation can be divided into four phases: accumulation, washing,
elevating, and shipping. Usually the jump happens on the eve of washing and shipping.

The remainder of the paper is organized as follows. First we introduce a Realized
Trading Volatility (RTV) model for price and volume of high frequency trading data.
Based on the RTV model, we develop a point-by-point detection method for critical
jump points of return volatility using matrix singular values. Finally, with the minute
transaction data of the Shanghai and Shenzhen A-share stock market from Jan 5 2009
to Mar 31 2009, we perform empirical analysis of certain stocks with high volatility.

2 Bivariate Normal Distribution

Suppose bivariate normal random variable X ¼ X1

X2

 !
�N2ðl;RÞ, with density

function:

f xð Þ ¼ 1
2p

� 1ffiffiffiffiffiffiffiffiPj jp � exp � 1
2

x� lð Þ0�
X�1 � x� lð Þ

� �

where x ¼ x1
x2

� �
, l ¼ l1

l2

� �
covariance matrix

P ¼ r11 r12
r21 r22

� �
,expectation

li ¼ EðXiÞ, covariance rij ¼ covðXi;XjÞ; i; j ¼ 1; 2, correlation coefficient (between X1

and X2): q ¼ r12ffiffiffiffiffi
r11

p � ffiffiffiffiffir22
p .

Lemma 1. For x�N2ðl;RÞ, hyper-elliptic

D ¼ fx : x� lð Þ0�R�1 � x� lð Þ� v21�að2Þg

we have

1. x� lð Þ0�R�1 � x� lð Þ� v2ð2Þ.
2. P x 2 Df g ¼ 1� a.
3. For any area D*, if P x 2 D�f g ¼ 1� a, then hyper-elliptic D’s volume VD� D�’s

volume V�. Among all D for which P x 2 Df g ¼ 1� a holds, the hyper-elliptic D’s
volume is the smallest.

Discovery of Jump Breaks in Joint Volatility 175



4. Suppose V� is the volume of the unit hypersphere, D� ¼ ðx1; x2Þ : x21 þ x2
2
� 1

n o
,

we have VD ¼ RD dx ¼ V� � v21�að2Þ �
ffiffiffiffiffiffi
Rj jp
. It means a smaller Rj j leads to a

smaller VD and a denser distribution of X.

3 Realized Trading Volatility of Price and Volume

3.1 Price Volatility

Let P(t) denote the settlement price of some stock on t-th day, pj(t) the share price for
the j-th transaction on t-th day, rj(t) = log pj(t) −log P(t−1) the logarithmic yield of the
j-th transaction on t-th day. Let T denote the number of transactions on the t-th day,
then the average logarithmic yield on the t-th day is:

rðtÞ ¼ 1
T

XT
j¼1

rjðtÞ

Definition 1. The stock’s Price Volatility (PV) on the t-th day is defined as the vari-
ance of its logarithmic yield, as in Eq. (1).

PVðtÞ ¼ 1
T � 1

XT
j¼1

½rjðtÞ � rðtÞ�2 ð1Þ

3.2 Volume Volatility

Let Q denote the number of circulating shares of some stocks, qj(t) the turnover of the
j-th transaction, hj tð Þ ¼ qj tð Þ=Q the turnover rate, then the average turnover rate is:

hðtÞ ¼ 1
T

XT
j¼1

hjðtÞ

Definition 2. The stock’s Volume Volatility (VV) is defined as the variance of the
turnover rate, as in Eq. (2).

VVðtÞ ¼ 1
T � 1

XT
j¼1

½hjðtÞ � hðtÞ�2 ð2Þ

3.3 Volatility Rate of Price and Volume of Realized Trading

To reflect the joint volatility between trading price and volume, we propose a new
model: Realized Trading Volatility.
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Definition 3. The stock’s realized trading volatility is defined as RTV = c � f x, yð Þ,

c ¼ 1= 2 1� q2ð Þ ln 20½ �; f ðx; yÞ ¼ ðx� l1Þ2
r21

� 2qðx� l1Þðy� l2Þ
r1r2

þ ðy� l2Þ2
r22

ð3Þ

the random variable x, y denote the price volatility and the volume volatility respec-
tively, l1 ¼ EðxÞ; l2 ¼ EðyÞ; r21 ¼ DðxÞ; r22 ¼ DðyÞ; q is the correlation coefficient.

From Lemma 1, let RTV tð Þ ¼ c � f PV tð Þ;VV tð Þ½ �; then P x, yð Þ 2 Df g ¼ 95% i.e.
PV and VV fall in D 95% of the time. This means RTV is suitable to describe the
trading volatility.

Below we seek extreme values of f(x, y):

@f
@x

¼ 2ðx� l1Þ
r21

� 2qðy� l2Þ
r1r2

¼ 0

@f
@y

¼ 2ðy� l2Þ
r22

� 2qðx� l1Þ
r1r2

¼ 0

8>>><
>>>:

Solving the above equation, we have extreme values of f(x, y) at q2¼ 1. At this
time, Y is linearly dependent on X. Let Y ¼ aXþ b, l1 ¼ EðXÞ; l2 ¼ EðYÞ ¼
al1 þ b, r21 ¼ DðXÞ; r22 ¼ DðYÞ ¼ a2r21. Substituting them into f(x, y) gives the fol-
lowing theorem:

Theorem 1. When q ¼ 1; fminðx; yÞ ¼ 0;
When When q ¼ �1; fmaxðx; yÞ ¼ 4ðx� l1Þ2=r21
This shows that when q ¼ 1 the price volatility is positively correlated with the

volume volatility. At this time, there is no trading at daily limit. When q ¼ �1 the price
volatility is negatively correlated with the volume volatility. At this time, the price goes
from limit up to limit down.

4 The Jump Point Model for High-Frequency Trading
Volatility Break

Suppose m-dimensional random vector X1;X2; � � � ;Xm has been observed n times and
we record the results in matrix

A ¼ ðaijÞm�n ¼ a1; � � � ; anð Þ 2 Rm�n

We perform singular decomposition for A:

A ¼ U � Rr

0

� �
� VT
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Then the singular values of A is, r1 	 � � � 	 rr [ 0, r ¼ Rank Að Þ ,F norm of A is:

Ak k2F¼ a1k k22 þ � � � þ ank k22¼ r21 þ � � � þ r2r

We have

r � r2r � a1k k22 þ � � � þ ank k22 � r � r21

If X1;X2; � � � ;Xm �Nð0; 1Þ, then X2
1 þ � � � þX2

m � v2ðmÞ
For the given significance value 1� e, we have

Pf
Xm
i¼1

X2
i � v21�e=2 or

Xm
i¼1

X2
i 	 v2e=2g ¼ e

Let the realized trading volatility for a certain stock on day t be denoted by

XðtÞ ¼
PVðtÞ
VVðtÞ
RTVðtÞ

0
@

1
A, Observing n times for X gives:

AðtÞ ¼ ðaijÞ3�n ¼
PVðt � nþ 1Þ � � � PVðtÞ
VVðt � nþ 1Þ � � � VVðtÞ
RTVðt � nþ 1Þ � � � RTVðtÞ

0
@

1
A

3�n

where PV(t), VV(t), RTV(t) denote the price volatility, volume volatility, and the
realized trading volatility, respectively. Since all of them follow the normal distribu-
tion, we make the following conclusion:

Theorem 2.

Pf XðtÞk k22 �
r
n
� r2r or XðtÞk k22 	

r
n
� r21g ¼ r

n

From Theorem 2, we get two jump points for the volatility change of
high-frequency trading stocks. When XðtÞk k22 	 r � r21=n, X(t) is called jump upward
point, and it is on the eve of washing. When XðtÞk k22 � r � r2r=n, X(t) is called jump
downward point, and it is on the eve of shipping.

5 The Algorithm of Point-by-Point Test for Jump Critical
Points

It takes a long time, e.g., one to a few years, for the large traders to manipulate the
stocks, from accumulation, washing, elevating to shipping. In such a period, there are
only a few jump critical points, e.g., 5–10 points. To test the points accurately, we take
30 days as sample size ðn ¼ 30Þ.
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6 The Empirical Analysis of Jump Critical Points

We collect the minute trading data of 888 stocks from the Shanghai and Shenzhen
A-share stock markets in China from Jan 5 2009 to Mar 31 2009. Then we select a few
stocks with high volatility and perform simulation analysis. In detail, from the
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3-dimensional volatility data for 30 consecutive days, we compute the singular values,
compare them with the values of the 31st day, and determine if the 31st day is the jump
critical point. This operation is repeated point-by-point for every point in the trading
sequence.

Below is the case for stock SZ000718. From Jan 5, 2009 to Mar 31, 2009, despite
small volatility in 2 days, it is stable most of the time. On Mar 23, 2009, however, there
was huge volatility, apparently indicating a jump critical point.

To find the reasons for the abnormal fluctuation of SZ000718 on Mar 23, 2009, we
checked the details of its minute transaction data. Over the previous month, neither the
price volatility nor the volume volatility of its trading is significant, both ranging from
0.01% to 0.1%. On Mar 23, 2009, however, there came a sudden increase in the
volume volatility. At 10:38, a trading volume of 2347.1 K was observed with
21506.9 K in value. At 14:00, we saw another huge trading volume of 5768.6 K with
52897.6 K in value. As a consequence, the stock price was raised 9.95% that day,
indicating an obvious price lift. This case shows that due to the daily price limit, for the
manipulators to evade regulation, it is easier to manipulate trading volume that has no
limit. However, as the trading volume goes high, even a small amount of price
volatility will magnify the value of RTV, which is beyond the manipulators’ control
(Fig. 1 and Table 1).

Table 1. The realized trading volatility for stock SZ000718

Date PV VV RTV

2009.01.05 0.00482 0.000081 0.10591
2009.01.06 0.00277 0.000001 0.00826
… … … …

2009.03.20 0.02301 0.00024 0.02602
2009.03.23 0.13051 0.16905 8.70686
2009.03.24 0.01402 0.00217 0.42850
… … … …

2009.03.31 0.03499 0.00016 0.19356
Avg 0.02151 0.00061 0.32795

Fig. 1. The jump critical point for SZ000718 Fig. 2. The jump critical point for SH600537
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Figure 2 illustrates the case for stock SH600537. Within the test period, its price
and turnover rate varied in [4, 5] and [1%, 2.5%], respectively. The jump point is
detected on Feb 26 2009. The stock price was elevated drastically half a year later to 60
and went down slowly afterward.

Our method works for stocks with varying marketable volume. Figure 3 shows the
result for stock SH600146 whose marketable volume is 0.2 billion. Figure 4 shows the
result for stock SH600028 whose marketable volume is 95.5 billion.

7 Conclusion

It is a challenge in both theory and practice to recognize and monitor dynamically
abnormal volatility caused by anomalous trading. This paper first proposed the RTV
model, and then developed a test for jump critical point of high-frequency trading
volatility based on a percentiles of matrix singular values. They were evaluated over
high-frequency trading data of Shanghai and Shenzhen A-share stock markets over half
a year. The following empirical conclusions can be drawn from the case studies.

• It is suitable to use 30 consecutive trading days as the time window.
• In point-by-point test in a period (e.g., a month), a stock may exhibit more than one

jump critical points, as shown in Fig. 4. Although some signals are of moderate
volatility, those jump points with abrupt radical change must be of significant
information that will be reflected in later trading.

• Our evaluation only identified critical points for jump upward and no jump
downward. This may be dependent on the specific data we chose and remains a
question for future study.

In summary, the case studies demonstrated that due to the power to capture the joint
volatility of price and volume, the RTV model and the resultant test using matrix
singular values are capable of capturing the jump critical points for both blue-chip and
small-cap stocks. In the future, we plan to improve the model for clearer signals of
jump points.

Fig. 3. The jump critical point for SH600146 Fig. 4. The jump critical point for SH600028
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Abstract. With the development of smart indoor spaces, intruder sens-
ing has attracted great attention in the past decades. Realtime intruder
sensing in intelligent video surveillance is challenging due to the var-
ious covariate factors such as walking surface, clothing, carrying con-
dition. Gait recognition provides a feasible approach for human iden-
tification. Pioneer systems usually rely on computer vision or wearable
sensors which pose unacceptable privacy risks or be limited to additional
devices. In this paper, we present CareFi, a device-free intruder sensing
system that can identify a stranger or a burglar based on Commercial
Off-The-Shelf (COTS) WiFi-enabled devices. CareFi extracts the fine-
grained physical layer Channel State Information (CSI) to analyze the
distinguishing gait characteristics for intruder sensing. CareFi can iden-
tify the intruder under both line-of-sight (LOS) and non-line-of-sight
(NLOS) situations. CareFi does not require any dedicated sensors or
lighting and works in dark just as well as in light. We prototype CareFi
using commercial off-the-shelf WiFi devices and experimental results in
typical indoor scenarios show that it achieves more than 87.2% detection
rate for intruder sensing.

Keywords: Intruder sensing · Channel State Information · Privacy ·
COTS WiFi devices

1 Introduction

Intruder sensing system, also called security monitoring system, has attracted
much interest in both research and industry community in the past decades. If
an intruder sensing system can satisfy the following requirements: device-free,
non-intrusive, deployable, and low cost, we can imagine that this system can
automatically give an alarm when a stranger enters the office and automatically
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open the door when the staff arrives. Gait, a pattern of walking, reflect a unique
biometric trait as a result of habitat differences [2,20]. It can be extracted for
intruder sensing without subject cooperation.

Traditional methods use camera [4,6,28], wearable sensor [10,13,14,18], and
radar [19,25]. Camera based method tracks human motion in video and then
does the feature extraction phase and pattern classification phase. Wearable
sensor based method leverages the signal characteristics, such as acceleration,
temperature, and gyroscope, produced by walking for gait recognition. Radar
based method measures the change of Doppler shift in wireless signals. However,
they are faced with the fundamental limitations respectively.

– Camera based method needs enough lighting with line-of-sight (LOS). At the
same time, privacy intrusion is one of the most crucial concerns.

– Wearable sensor based method is inconvenient since it requires that all sensors
are worn and connected correctly, which brings additional burden especially
for elderly.

– Radar based method is with high cost since it requires very specialized
hardware.

In a wireless network, Channel State Information (CSI) is used to estimate
the channel properties of wireless communication. It has been recently employed
to recognize some simple activities. Zheng et al. [31] proposed Smokey that
leverages the CSI variation to automatically detect smoking. Wu et al. [27]
presented WiDir that estimates walking direction of human by analyzing the
phase change dynamics of CSI. Qian et al. [16] proposed to detect and recognize
human motions by correlating Doppler shifts with human activity directions.
Kotaru and Katti [11] presented a virtual reality position tracking method. Zhu
et al. [33] proposed an isolation-based abnormal activity detection on commercial
WiFi devices. Wang et al. [26] proposed WiFall that employs the wireless signal
properties CSI to achieve device-free fall detection. The goal of intruder sensing
system is to automatically identify whether there is any stranger or burglar at
home or not. This system should meet the following requirements: device-free,
non-intrusive, deployable, and low cost.

In this paper, we propose CareFi, a device-free intruder sensing system lever-
aging fine-grained physical layer signatures. As shown in Fig. 1, CareFi consists
of only two COTS WiFi devices. The sender (such as a router) continuously
emits signals to the receiver (such as a laptop). The first challenge for CareFi
is to extract the features of detailed Channel State Information (CSI) affected
by different person. The most challenging task is to accurately characterize the
walking pattern of human. The gait cycle time, walking speed, and other gait
metrics should be precisely measured for intruder sensing. We show that the
gait information is available to sense an intruder under both LOS and NLOS
situations. It will save the human interventions needed.

Experiment results in different scenarios including meeting room and apart-
ment demonstrate that CareFi can achieve great performance. More specifically,
CareFi accurately senses intruder with an average accuracy of 87.2%. In sum-
mary, the main contributions are as follows:
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AP Laptop

LOS

Reflected signal

Fig. 1. CareFi system overview.

– By exploiting Channel State Information (CSI), we validate the feasibility of
non-invasive WiFi-based intruder sensing.

– We propose a walking pattern estimation method based on sliding window
of step analysis to accurately measure the gait characteristic such as the gait
cycle time and walking speed.

– We implement CareFi on COTS WiFi devices, and extensive evaluations
show that human gait information extracted by physical layer signatures is
rich enough to identify an intruder in typical meeting room and apartment
environments.

The rest of this paper is organized as follows. Section 2 motivates the problem
of related work. Section 3 presents the design details of CareFi. Section 4 presents
our experimental results. Finally, we conclude the whole paper in Sect. 5.

2 Related Work

We review the existing research work from two perspectives: related work on gait
based human identification and related work on WiFi based activity recognition.

2.1 Gait Based Human Identification

Computer vision based method records human walking and extracts step infor-
mation from depth cameras. It brings serious privacy disclosure and introduces
higher cost by deploying depth camera. Yu et al. [29] evaluated the performance
of different gait recognition methods. Hu et al. [9] presented to detect, track and
recognize gait by employing Local Binary Pattern (LBP). Wearable sensor based
systems sense the sound, velocity or acceleration on three axises by embedding
sensors in belt, coat, or watch [17]. Pan et al. [15] utilize footstep induced struc-
tural vibration to identify different people. However, additional sensors need to
be installed or worn, which is difficult for many people to comply with.
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2.2 WiFi Based Activity Recognition

Recently, Channel State Information (CSI) are increasingly adopted to fine-
grained activity recognition since it discriminates multi-path characteristics [12,
21,31]. Zeng et al. [30] presented WiWho that exploits CSI-based gait to identify
a person. Wang et al. [24] presented location-oriented activity recognition system
to recognize activities such as bathing and washing dishes. Wang et al. [23]
presented CARM that correlates CSI dynamics and human activities. WiFigure
[5,7,12] have demonstrated the viability of micro-movement sensing with high
accuracy. WiWho [30] exploits CSI to identify human walking gait and steps.
Zhu et al. [32] proposed WiseFi that leverages the CSI and the Angle-of-arrival
(AOA) values to recognize and localize human activities. WifiU [22] captures
fine-grained gait patterns to identify humans. WiGer [3] used the fluctuations
in CSI for gesture recognition.

3 System Design

CareFi is a device-free intruder sensing system leveraging fine-grained physical
layer signatures. Figure 2 shows the system architecture of CareFi. It consists of
four main phases: CSI extraction, data preprocessing, step analysis, and intruder
sensing phase.

– Channel State Information (CSI) Extraction
The transmitter propagates wireless beacon signals continuously to the
receiver. CareFi extracts CSI measurements at the receiver of a WiFi link.

Laptop

AP

Channel State Information 
Extraction Data Preprocessing

Low-pass FilterWiFi Signal

Principle Component 
Analysis

Subcarrier Correlation

Step Analysis (Feature Extraction)

Intruder Sensing

Gait Cycle Time 

Speed Signal Entropy

Normalized Standard Deviation (STD) Median Absolute Deviation (MAD)

Support Vector Machine (SVM)

Fig. 2. System architecture of CareFi.
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– Data Preprocessing
The raw CSI values are too noisy to be directly used in intruder sensing. Low-
pass filter and Principal Component Analysis (PCA) are adopted to smooth
CSI.

– Step Analysis
This is the most challenging phase in this work. Accurately characterize the
walking pattern including the gait cycle time and walking speed is critical for
intruder sensing.

– Intruder Sensing
Based on the walking features extracted from physical layer signatures,
machine learning methods are employed to build an intruder sensing system.

3.1 Channel State Information Extration

The channel can be represented as

Y = Hx + N,

in which x is transmitted signal vector, H is channel matrix, N represents chan-
nel noise vector, and y is received signal vector. The estimated H for N sub-
carriers can be expressed as

Hi =| Hi | ej sin(∠Hi),

where ∠Hi is the phase information and | Hi | is the amplitude information,
respectively. We extract CSI channel matrix Hi,j from Network Interface Card
(NIC) based on the developed CSI-tools [8] as following.

Hi,j =

⎡
⎢⎢⎢⎣

h1,1 h1,2 h1,3 · · · h1,30

h2,1 h2,2 h2,3 · · · h2,30

...
...

...
. . .

...
h6,1 h6,2 h6,3 · · · h6,30

⎤
⎥⎥⎥⎦, (1)

where hi,j is the CSI value for the ith stream of the jth subcarrier. Each CSI
stream is the CSI values captured from each transmitter-receiver pair. 30 repre-
sents the number of readable subcarriers.

3.2 Data Prepocessing

The CSI values extracted from commercial WiFi cards include too much noise
from electromagnetic interference or environment change. Low-pass filter is not
enough to remove most of the noise for intruder sensing. The filtered CSI-based
gait across different subcarriers has the property that the impacts of human
activity on CSI vary dynamically on a single subcarrier [31]. Principal Com-
ponent Analysis (PCA) can automatically correlate CSI streams and recombine
CSI streams to extract components that represent the variation caused by human
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activity. The first 15 PCA components from the 180 CSI streams are extracted
and the rest, which are mostly noisy components, are discarded. We captured
CSI values when three persons was asked to walk on the same path in one room.
Figure 3 shows the initial CSI values and filtered CSI-based gait of the three per-
sons. The results show that the step lengths and the other differences between
the CSI-based gait shape are quite clear.
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Fig. 3. CSI-based gait information of 3 persons.

3.3 Step Analysis

Step analysis is used to accurately characterize the walking pattern of human.
The gait cycle time, walking speed, and other gait metrics should be precisely
measured for intruder sensing. CareFi involves following steps as shown in Fig. 4:

– (1) A sliding window with a bandwidth wi is created for CSI waveforms. We
set w1 to 0.90. wi < 1.5.

– (2) The sum of CSI amplitude in the sliding window is calculated as sj(0 <
j < l). We set l to 15 in this paper.

– (3) The sliding window moves k seconds. We set k to 0.1 in our experiment.
The variance between sj is calculated as qi.

– (4) Starting from wi + 0.01, step (2) and (3) are repeated until qi < r.

The gait cycle time is wi when the variance qi < r. To verify that the gait
cycle time extracted by CareFi is accurate, a person is asked to wear smartphone
in pocket as the ground-truth, the average accuracy where the deviation is lower
than 0.03 seconds is more than 96%.
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Fig. 4. Sliding window based step analysis.

3.4 Device-Free Intruder Sensing

To extract more obvious features affected by human walking, we then adopt
the Short-Time Fourier Transform (STFT) to construct the spectrogram. In
each walking instance, we extract features including gait cycle time, speed, the
normalized standard deviation (STD), signal entropy, and the median absolute
deviation (MAD). Support vector machine (SVM) classifier has been applied to
distinguish different human or sense intruder. We took the data from testbed
in four hours, which consists of 16 volunteers walking straight, and each sample
lasts 6 s. The human subjects are 10 male and 6 female students, with similar
ages in the range of 26–28 years. We collect 50 walking instances for each human.

4 Experimentation Evaluation

4.1 Equipment

We conducted CareFi in a typical meeting room and an apartment as shown
in Fig. 5: (a) a meeting room covering an area of around 9 × 9 m2 with one
sofa and two tables; (b) an apartment covering about 8 × 9 m2 area with two
bedrooms. In addition to evaluating CareFi in different test environments, we
extensively evaluate CareFi ’s performance under two typical scenarios: LOS and
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Fig. 5. Meeting room (a), Apartment (b).

NLOS scenarios. We used Think-pad X200 with Intel 5300 NIC and TP-LINK
TL-WDR4300 router. The laptop runs Ubuntu 10.04, and the AP runs in the
5 GHz frequency bandwidth channels of 20 MHz as the transmitter. We use MAT-
LAB to process CSI value in real-time. The laptop has two antennas while the
access point has three antennas. We collect CSI measurements by modifying
Intel driver [8]. Our sampling rate is set to 100 packets per second.

4.2 Experimental Results

Accuracy. We elaborate the intruder sensing accuracy of CareFi here in two
scenarios as shown in Fig. 5. The person walked along the red five-pointed star
area. The receiver in Fig. 5 is the blue rectangle, while the transmitter is the green
circular. For each person over the randomly selected 5 persons, we calculate the
mean accuracy of 50 instance. Figure 6 plots the average accuracy of CareFi in
LOS and NLOS. The overall intruder sensing accuracy for CareFi is 87.2% in
meeting room LOS, 83.8% in meeting room NLOS, 86.7% in apartment LOS,
and 82.4% in apartment NLOS. For person 13, the result shows that the average
accuracy is around 80%, which is obviously lower than others. The reason is that
the walking posture is distinctly different from others.

Impact of Multiple APs. We change the number of APs up to 4 to evaluate
the performance impact. The Fig. 7 indicates that CareFi can achieve average
accuracy as high as 90.8% when there is four APs. The accuracy 87.2% in the
above evaluation is satisfied in some scenes. The performance of CareFi is robust
in different scenarios.

Impact of Different Group Size. We evaluate the performance of intruder
sensing with different group size. Take the meeting room for an example, we
consider there are totally 8 persons as normal. The Fig. 8 plots the performance of
intruder sensing in meeting room where the persons are with different height,age,
and weight. The average accuracy is as high as 93% when the group size is less
than 4, which is appropriate for whole-home intruder sensing. The result also
shows the accuracy decreases as the group size increases. It is because that more
persons will have similar gait information.
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(a) LOS

(b) NLOS

Fig. 6. Intruder sensing accuracy for each person in different scenarios.

Fig. 7. Impact of multiple APs. Fig. 8. The accuracy of different
group size.

5 Conclusion

Intruder sensing has been an important component in various applications rang-
ing from health care and building surveillance. In this paper, we presented
CareFi, a non-invasive device-free intruder sensing system leveraging fine-grained
physical layer signatures. CareFi can work under both LOS and NLOS condi-
tions. This current implementation of CareFi, however, has the limitation. When
there are multiple strangers moving at the same time, the CSI variance patterns
captured by CareFi are complex mixtures of multiple steps. For future work,
we will be observed in separating concurrent steps and then track them respec-
tively [1].
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Abstract. Knowledge management in agile software development has typically
been treated as a broad topic resulting in major classifications of its schools and
concepts. What inherent knowledge is involved in everyday agile practice and
how agile teams manage it is not well understood. To address these questions,
we performed a Systematic Literature Review of 48 relevant empirical studies
selected from reputed databases. Using a thematic analysis approach to the
synthesis, we discovered that (a) agile teams use three knowledge management
strategies: discussions, artifacts and visualisations to manage knowledge
(b) there are three types of software engineering knowledge: team progress as
project knowledge; requirements as product knowledge; and coding techniques
as process knowledge. (c) this knowledge is presented in several everyday agile
practices. A theoretical model describing how knowledge management strate-
gies and knowledge types are related to agile practices is also presented. These
results will help agile practitioners become aware of the specific knowledge
types and knowledge management strategies and enable them to better manage
them in everyday agile practices. Researchers can further investigate and build
upon these findings through empirical studies.

Keywords: Agile software development � Knowledge type � Knowledge
management strategies

1 Introduction

Agile Software Development (ASD) methods such as Scrum and Extreme Program-
ming (XP) ushered in an era of lightweight software development [1]. Unlike tradi-
tional software methods such as waterfall, which was driven by detailed specifications
and design upfront and involved rigorous documentation [2] as a process of managing
knowledge, agile methods emphasize social interactions and collaboration among team
members in applying and sharing knowledge.

Prior reviews and investigations of knowledge management in ASD have typically
treated it as a broad topic resulting in major classifications of its schools, concepts [3],
strengths, weaknesses, opportunities and threats [4]. However, what inherent knowledge
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is involved in everyday agile practice and how agile teams manage this knowledge is not
well understood. To address this gap, we performed a Systematic Literature Review
(SLR) involving 48 relevant empirical studies [5] filtered from an initial pool of 2317
articles selected from the reputed academic databases of Springer, Scopus, and IEEE
Xplore.

This SLR aims to provide an overview of the studies on this particular topic by
answering the following research questions (RQ):

RQ1: Which specific agile practices support knowledge management?
RQ2: What is the inherent knowledge involved in these agile practices and how do
agile teams manage that knowledge?

The next section provides an overview of background and related work of this
research. Section 3 gives the research method used and Sect. 4 discusses the results of
this study. Section 5 provides the discussions of the findings and Sect. 6 provides the
conclusion.

2 Background and Related Work

The relevant ASD and knowledge management concept definitions and summaries of
prior reviews are presented in this section to aid in the understanding of the findings
described later.

2.1 Knowledge Classifications

Knowledge is defined as: “A fluid mix of framed experience, values, contextual
information, and expert insight that provides a framework for evaluating and incor-
porating new experiences and information” [6]. Knowledge is described in two basic
forms: tacit knowledge or the knowledge that is implicit and not clarified in an
accessible form; and explicit knowledge or the knowledge that is visualised or clarified
in accessible forms such as writing on sticky notes, drawing pictures to describe the
processes or feelings, drawing progress charts, etc. [7].

A classification of knowledge in software engineering describes three types of
knowledge: project, product and process knowledge [8]. Project knowledge is defined
as “the knowledge about resources, functional and attributes requirements, work
products, budget, timing, milestones, deliverables, increments, quality targets and
performance parameters” [8]. Documentation and resources include contracts and
project plans based on requirement designs; and the parameters are analysed through
comparisons between the planned and actual cost, effort and time [9].

Product knowledge is defined as “the knowledge about [the] product features and
how they relate to other products, standards, protocols and the like” [8]. Specifically,
product knowledge is related to the product features, its interface and its dependency on
technology (e.g. specific programming language or platform), network configurations,
standards (related to components of the product) and protocols.
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Process knowledge is defined as “the knowledge about business processes, work-
flows, responsibilities, supporting technologies and interfaces between processes” [8].
In other words, process knowledge comprises of work targets and task information
retrieved from the business model; the workflow and responsibilities referring to how
the various artifacts are produced and who is responsible for specific tasks and how they
accomplish them based on the milestones [8].

2.2 Prior Reviews on Knowledge Management in ASD

Knowledge management in organizations is defined as: “A method that simplifies the
process of sharing, distributing, creating, capturing and understanding the company
knowledge” [6]. Knowledge management in traditional software development involved
the use of various documents to capture and represent the knowledge related to the
various stages of software development life cycles [3]. In contrast to traditional
methods, agile methods emphasize tacit knowledge over explicit knowledge, relying on
individual, team and customer communications and interactions [4].

Prior reviews and investigations on knowledge management in software engi-
neering in general and ASD, in particular, have classified knowledge schools [10] and
concepts [3]. Bjørnson and Dingsøyr [10] classified two types of knowledge man-
agement schools in software engineering. The first category is the technocratic school,
which refers to knowledge management strategies that focus on explicating knowledge
and its flows. The second category is the behavioural school, which focuses on col-
laboration and communication as knowledge management strategies.

Yanzer et al. [3] presented several concept maps about knowledge management in
agile projects. The first map covers ways of communication that focus on techniques
and tools to manage the conversation. The second is about human and social factors,
which discusses knowledge management adoption in agile projects and knowledge
artifact usage in the projects. Other concepts include tools for knowledge management
and knowledge representation forms related to managing tacit knowledge, and
emphasize the managing of tacit knowledge by using tools to clarify the knowledge.

Analysing the prior reviews on knowledge management in ASD, we could see that
there was a need for a specific explanation of knowledge management in ASD from the
viewpoint of daily agile practice.

3 Review Method

A Systematic Literature Review (SLR) aims to collect evidence from the prior literature
based on research questions to provide guidelines for practitioners [11]. We followed
the specific steps of performing a SLR as recommended by Kitchenham [11], such as
planning, study selection, data extraction and synthesis, and reporting the review.

3.1 Planning the Review and Identifying Relevant Literature

We constructed a search strategy to identify relevant literature by deriving major terms
from the research questions, listing the keywords and developing search strings from
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these major terms and their synonyms using AND/OR operators. The search string that
we used was: (“knowledge manag*” OR “learning manag*”) AND (“agile” OR
“scrum” OR “XP” OR “Lean”) AND (“software” AND “team”).

The search string was used to filter articles from three reputed academic databases:

• Springer, http://www.springer.com
• Scopus, www.scopus.com
• IEEE Xplore, http://www.ieeexplore.ieee.org

A total of 2317 papers were obtained initially, of which 195 papers were from
Scopus based on title and abstracts while Springer Link resulted in 2097 papers and 25
results were from IEEE Xplore.

3.2 Publication Selection

Inclusion and exclusion criteria (described in [5]) were designed to help select from the
initial pool of papers resulting from the searches. The results from the search string
generated 2317 papers, which were screened in the next stage (see Fig. 1). The second
stage generated 2297 papers, which screened the papers based on how the abstract and
keywords related to the RQs and the inclusion and exclusion criteria [5]. Stage 3
involved reading the introduction section of the 2297 papers checked against the
inclusion and exclusion criteria and resulted in 116 papers being filtered. All 116
papers were read in stage 4 resulting in a total of 48 papers selected as the primary
studies based on the inclusion and exclusion criteria. Most papers were excluded
because they only provided theoretical explanations and no empirical evidence.

3.3 Data Extraction and Synthesis

Data extraction involved extracting detailed information from the 48 primary studies,
such as the paper citation details, answers to the review questions and the main stufy
findings into an excel sheet. The emphasis was placed on extracting evidence to
support the review questions. The first author was responsible for data extraction
overseen by the co-authors who provided guidance throughout the process and helped
reach consensus in certain cases.

Stage 1: Search String (n=2317) 

Stage 2: Exclude papers based on abstracts and keywords (n=2297)

Stage 3: Exclude papers based on introduction (n=116)

Stage 4: Final primary studies (n=48)

Fig. 1. SLR screening process
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Data was analysed by determining themes from the selected papers using thematic
analysis [12]. Initial codes summarizing key ideas were selected after reading the
primary studies thoroughly. For example, the specific artifacts used in ASD, such as
product backlog, user stories etc. were collectively classified as artifacts since they
contained useful knowledge about the software requirements. Similarly, UML mod-
eling, burn down charts etc. were classified as visualisations.

Themes were derived as the next level of abstraction, gathering similar codes
together [12]. For example, the codes artifacts, visualisation and discussion collectively
formed the theme knowledge management strategies since each of them is a type of
knowledge management strategy. Figures 2 and 3 depict the emergence of the themes

Fig. 2. Emergence of knowledge types (KT) theme categories

Fig. 3. Emergence of knowledge management strategies (KMS) theme categories
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‘knowledge management strategies’ (KMS) and ‘knowledge types’ (KT) from the
underlying codes. Another theme that emerged naturally from the codes was ‘agile
practices’ (AP) which included the specific agile practices reported in the primary
studies.

4 Results

4.1 Agile Practices Supporting Knowledge Management

In response to RQ1 “Which specific agile practices support knowledge management?”
we identified the following agile practices to support knowledge management [5]:

• Scrum Practices: Sprint/Release Planning [S11, S13, S14, S20, S24, S38–S40],
Daily Scrum [S6, S7, S10–S12, S23, S24, S41–S43], and Sprint Retrospective
[S11, S13, S16, S24, S44–S46].

• XP Practices: Pair Programming [S3–S5, S7, S17, S19, S22, S48], Refactoring
[S15, S17, S19, S25], and Planning Game [S16, S17, S19, S27].

The agile practices above support knowledge management practices through
activities such as discussions, artifacts and visualisations [5]. The most commonly
referred to agile practice was daily Scrum across ten primary studies, followed by
sprint/release planning meeting and pair programming across eight primary studies
each and sprint retrospective across seven primary studies. Refactoring and the plan-
ning game were referred to by four studies each.

Some agile practices were not covered, such as sprint review, product backlog
refinement, testing and small releases. One possible explanation is that the product
backlog refinement is a relatively new, optional and lesser known Scrum practice [13].
The knowledge involved in other practices such as the sprint review, testing, and small
releases, focuses more on the product knowledge which is presented as a deliverable
product or a product increment in a ‘demo’ meeting [13], and released in small units of
functionality to customers [1].

Although the sprint review, product backlog refinement, small releases, and testing
were not covered in the primary studies, it does not imply that they do not involve any
knowledge management. Knowledge based on product refinement, re-prioritisation,
customer feedback, team reviews, are all valuable knowledge that needs to be managed
by agile teams. Thus, further investigation is required to understand how agile teams
use, manage and refer to the knowledge involved in these practices.

4.2 Knowledge Involved in Agile Practices

In response to RQ2: “What is the inherent knowledge involved in these agile practices
and how do agile teams manage that knowledge?” we discovered that the three types
of software engineering knowledge – product, project, and process knowledge [8] were
captured in everyday agile practices.
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Table 1 presents a summarized view of the knowledge types involved in agile
practices. These knowledge types are managed in six agile practices. For example,
product knowledge found to be involved in the release and sprint planning meetings
included domain context [S6] and product features (systems requirements) [S12],
which facilitates agile teams to gain knowledge about the product to be developed. In
daily stand-up, a wall or Scrum board [S12] is used to stick up story cards that contain
several tasks, which are broken-down from the product backlog.

Project knowledge is managed in several agile practices, such as sprint/release
planning, daily stand-up, sprint retrospective, and planning game. For example, in a
daily stand-up meeting agile teams clarify their cumulative work done by the team in a
burn-down chart [S10]. In a sprint retrospective project knowledge is shared when agile
teams share issues about lack of time to accomplish some tasks and uncompleted tasks
in the last sprint which can lead to some changes in the timeline [S6, S11].

Process knowledge is managed in several agile practices, such as sprint/release
planning, daily stand-up, sprint retrospective, pair programming and refactoring [S6,
S11, S19, S24]. Process knowledge in these practices includes the knowledge about the
system flows that are visualised in UML modeling or other visualisations that represent
coding flow, features and business processes [S11].

With regards to knowledge management strategies applied, agile teams were seen
to use: discussions (e.g. sharing requirements), artifacts (e.g. user stories) and visual-
isations (e.g. burn-down charts), to manage the project, product and process knowledge
[5]. See summarized description in Table 2.

Table 1. Knowledge types (KT) in ASD (based on [8])

Knowledge
types (KT)
based on [8]

Description [8] Examples in ASD practices

Product
knowledge

“The knowledge about [the] product
features and how they relate to other
products, standards, protocols and the
like”

Domain context [S6]; product
features on user stories [S12]; coding
[S12], testing [S11]

Project
knowledge

“The knowledge about resources,
functional and attributes requirements,
work products, budget, timing,
milestones, deliverables, increments,
quality targets and performance
parameters”

Project/daily goals [S6]; timeline
[S10]; progress line; lack of time for
testing and work targets [S10]

Process
knowledge

“The knowledge about business
processes, workflows, responsibilities,
supporting technologies and interfaces
between processes”

Systems flows [S11]; business
process [S11]; other team member’s
role and their interdependencies [S6];
synchronizing teamwork; ideas of
improvement [S24]; workflow of
coding and working code [S19]
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Discussion was the most commonly used knowledge management strategy across
all agile practices (e.g. release/sprint planning, daily stand-up and retrospective). This
strategy facilitates agile teams to share knowledge, in particular process and project
knowledge [S11, S13, S20, S24, S47]. Process knowledge was shared during discus-
sions where agile teams share issues, ideas, solutions, new techniques in solving
problems [S13] (e.g. coding, testing) and feedback, and negotiate with team members
in making plans or decisions [S24]. Project knowledge was also included in the dis-
cussions where the content of the discussion related to the project, such as blockers in
the last sprint which can affect the project timeline and other team members’ progress
[S11].

Artifacts in agile practices were commonly used to share product knowledge which
included product requirements (e.g. in the form product backlog) and were further
broken down into user stories. The product backlog also helped capture product
knowledge through task cards for coding [S46], design and user interface development
[S20].

Visualisation is the technique used to manage knowledge in a visible and accessible
form. This strategy helped agile teams to support tacit knowledge sharing among team
members. For example, the Scrum board was used to show progress based on the story
cards; the whiteboard for information such as feedback, feelings and action points in

Table 2. Knowledge management strategies (KMS) in ASD

Knowledge
management
strategies
(KMS)

Description Examples in ASD practices

Discussions Verbal communication that involves
interaction among agile team
members which aims to share
knowledge

Sharing requirements [S20];
progress; plan and impediments
[S13]; feedback; ideas/solutions
[S24]; system flow; coding;
techniques; design problems [S11];
coding problems; techniques;
analysing; estimating and negotiate
to agree; communication over video
conference (e.g. Skype) [S47]

Artifacts Physical forms that contain specific
product features and project
information

Story cards from Product backlog
and Sprint backlog [S20]; user
stories; task card [S46]; the card of
code; code repositories [S13], JIRA
[S47], Wiki [S6]

Visualisations Strategies that clarify the resources
about product, process and project
into a visualised form

Information radiators; UI
prototyping [S13]; UML modelling
[S11]; Burn down chart [S25]; story
cards on the Scrum board; wall;
action points [S46]; showing the
code/working code [S5], JIRA, Wiki
[S47], Microsoft Excel [S8]
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the retrospective meetings [S46]; the burn-down chart for showing team progress,
achievements and performance [S25] and software code on display screens for showing
working code in pair programming [S48]. The most commonly used visualisation
strategy in agile practices was the Scrum board, which contained all user stories and
presented teamwork progress through the work status of team members [S11].

5 Discussion

In this section, we discuss a theoretical model of knowledge management in ASD
which emerged from analyzing the knowledge types (KT), knowledge management
strategies (KMS) and agile practices (AP) as described in the previous section.

Table 3 presents a summarized view of the agile practices, knowledge types, and
knowledge management strategies identified in this review. The first column lists the
agile practices (AP) identified in the literature (Sect. 4.1); the ‘Knowledge Types
(KT) Supported’ column lists the knowledge types as related to agile practices
(Sect. 4.2 and Table 1); ‘Knowledge Management Strategies (KMS)’ column lists the
knowledge management strategies inherent in the agile practices (Sect. 4.2 and
Table 2); and the primary studies, which can be seen in [5], supporting these findings.
We found that all three types of knowledge were addressed in all the Scrum practices in
varying degrees.

Table 3. Agile practices that support knowledge management

Agile practices (AP) Knowledge types
(KT) supported

Knowledge
management
strategies (KMS)

Supporting
primary studies

Scrum
practices

Sprint/release
planning

Product knowledge; project
knowledge; process
knowledge

Discussions;
artifacts;
visualisations

S11, S13, S14,
S20, S24,
S38–S40

Daily Scrum Product knowledge; project
knowledge; process
knowledge

Discussion;
artifacts;
visualisations

S6, S7,
S10–S12, S23,
S24, S41–S43

Sprint
retrospective

Product knowledge; project
knowledge; process
knowledge

Discussion;
artifacts;
visualisations

S11, S13, S16,
S24, S44–S46

XP
practices

Pair
programming

Product knowledge;
process knowledge

Discussion;
artifacts;
visualisations

S3, S5, S7, S17,
S19, S22, S48

Refactoring Product knowledge;
process knowledge

Discussion;
artifacts;
visualisations

S15, S17, S19,
S25

Planning
game

Product knowledge; project
knowledge

Discussions;
artifacts;
visualisations

S16, S17, S19,
S27
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Furthermore, in synchronising teamwork through practices such as the daily
stand-up and inspecting the process through retrospectives, agile teams combine pro-
duct, project and process knowledge and build a framework to solve the problems or
find ways to improve. Dingsøyr [14] explained that agile teams gather and link the
knowledge through several processes referring to Nonaka and Takeuchi’s knowledge
creation theory. We expand on this work by highlighting the knowledge types and
management strategies involved in these processes: Socialization, a process of sharing
tacit knowledge (e.g. sharing mental models and technical skills) is achieved through
discussion (identified as a KM strategy in our study). Externalization occurs when agile
teams gain the shape of metaphors, concepts and models in written form, such as
documentation, diagrams or artifacts (i.e. types of product and project knowledge).
Agile teams gain and process the externalized knowledge to understand about
“know-how” (i.e. a type of process knowledge) as part of the internalization process.
The final process is a combination, where agile teams compile the knowledge from
different sources (e.g. artifacts, meetings, board) in order to transform it into action.

Despite the inclusion of product, process and project knowledge in daily agile
practices, some knowledge management related challenges were also identified in other
reviews. Ringstad et.al. [15] and Stray et.al. [16] mention some challenges including:
lack of focus on what was working well; no specific discussion about improving
teamwork; and difficulty in transforming lessons learned into action [17].

The results of this review indicate that there is a discrepancy between Scrum theory
and real practice, which could be attributed to the effectiveness of using knowledge in
each practice. In Scrum practices (e.g. sprint/release planning meeting, daily stand-up
and retrospective meeting) where product, process and project knowledge were
involved, agile teams do not fully pay attention to the knowledge at the same degree,
which means that they do not use the knowledge effectively. Another interesting
finding from Scrum practice was that agile teams also tend to discuss product and
project knowledge in the retrospective, which is theoretically meant to focus on the
process alone.

In XP practices, product and process knowledge are discussed in pair programming
and refactoring (see the description in Table 3). These findings are aligned with the
theoretical aims of these practices. Pair programming aims to enhance agile team skills by
working in pairs [1]. In practice, agile teams discuss coding issues, integrate with design
and learn from other teammember’s skills. Similarly, refactoring focuses on maintaining
coding and design, which involves product knowledge and process knowledge. In
addition, Table 3 shows that the planning game in XP refers to product and project
knowledge, being consistent with the theory [1] as this practice aims to capture and
analyse overall product requirements and build plans to accomplish the tasks.

The list of agile practices in Table 3 shows that most primary studies pay more
attention to practices such as pair programming, daily Scrum and release/sprint plan-
ning meetings. Because meetings embody interaction and communication, these
practices emphasize tacit knowledge sharing rather than explicit knowledge; however,
there is evidence about some ways to transform tacit knowledge into explicit knowl-
edge, such as storing it on sticky notes, paper or online documentation. Thus, important
information or knowledge-related artifacts could be managed and used as a reference
for team members.
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Based on the findings of this SLR, a theoretical model of knowledge management
in ASD was developed. The theory consists of Knowledge Types (KT), Knowledge
Management Strategies (KMS) and Agile Practices (AP). Figure 4 depicts the theo-
retical model that illustrates two layers involved in knowledge management in ASD: a
knowledge layer and a practice layer. The knowledge layer includes the three
knowledge types and is a fundamental layer on which the practice layer functions. The
practice layer includes agile practices and knowledge management strategies (or
practices). The knowledge types from the knowledge layer are required and used in the
agile practices and knowledge management strategies in the practice layer.

Our hypothesis is that the three knowledge types are managed by performing agile
practices and knowledge management strategies, and the practices work using the
knowledge types involved. For example, in daily stand-up (an agile practice), dis-
cussion, artifacts and visualisations (knowledge management strategies) are imple-
mented to manage product, project and process knowledge (knowledge types). It can be
seen that artifacts, visualisation and discussion in daily stand-up require particular
knowledge to be managed. Without using artifacts on the Scrum board and discussing
the stories, the knowledge in daily stand-up cannot be managed effectively.

5.1 Implications

For practitioners, this SLR shows that there are three specific types of knowledge
involved in everyday agile practice, which suggests that knowledge is necessary to be
embedded and referred to by agile teams. It also seems important for agile teams to
identify the three types of knowledge included in each knowledge management strategy
(e.g. discussions, artifacts and visualisations), which must be applied by agile teams in
everyday practice. Thus, in order to gain benefits of knowledge management, we sug-
gest that practitioners need to pay more attention to the types of knowledge described in
this review, focus on how to manage that knowledge using the strategies discussed and
implement the knowledge management concepts consciously in agile practices.

In terms of research, the SLR results suggest that instead of managing knowledge in
ASD by classifying it as tacit and explicit knowledge, the specific explanation of
knowledge management in ASD based on software engineering would be more rele-
vant for agile teams, such as product, project and process knowledge involved in each
agile practice. It also seems there is a need for further study into the knowledge types
and management strategies involved in agile practices.

Agile Practices 
(AP) 

Knowledge Management 
Strategies (KMS) 

Are implemented 
through Practice Layer 

Knowledge Layer Knowledge Types (KT) 

Fig. 4. A theoretical model of knowledge management in agile software development
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5.2 Limitations

We now discuss some of the limitations of this SLR. First is related to completeness.
Despite our best efforts, and as common with most SLRs, there is a possibility that
some articles published in some journals and conferences, which can address the
research questions, were missed in this SLR. Thus, our results must be classified as
applying to the papers selected from the three major digital libraries.

Furthermore, we are aware that some questions might arise about the selected
articles. Thus, we defined inclusion and exclusion criteria (listed in [5] due to space
constraints) as a protocol in selecting primary studies guided by the research questions.
As well as some papers that described knowledge management theories in ASD, the
implementation of knowledge management theories was reported but not discussed in
detail in the primary studies, and are therefore not included in this SLR. We also
assumed that selecting primary studies based on industrial empirical results would be
more valuable for agile practitioners than summarizing findings from educational
settings.

6 Conclusion

This systematic literature review set out to analyse and summarize the empirical
research on knowledge management in agile software development (ASD). We anal-
ysed 48 primary studies filtered from an initial pool of 2317 papers using inclusion and
exclusion criteria, presenting agile practices that support knowledge management in
ASD.

The results of this SLR describe the knowledge types and knowledge management
strategies in everyday agile practices. The most important contribution of this SLR is
providing a new understanding of knowledge management in ASD that involves
managing three different types of knowledge – process, project and product – by
implementing three knowledge management strategies – discussions, artifacts and
visualisations – during every day agile practices. Understanding these specific dimen-
sions of knowledge and specific knowledge management strategies will help agile
practitioners become aware of, and enable them to manage, the knowledge in everyday
agile practices effectively.
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Abstract. Multi-view learning is a hot research topic in different
research fields. Recently, a model termed multi-view intact space learn-
ing has been proposed and drawn a large amount of attention. The
model aims to find the latent intact representation of data by integrating
information from different views. However, the model has two obvious
shortcomings. One is that the model needs to tune two regularization
parameters. The other is that the optimization algorithm is too time-
consuming. Based on the unit intact space assumption, we propose an
improved model, termed multi-view unit intact space learning, without
introducing any prior parameters. Besides, an efficient algorithm based
on proximal gradient scheme is designed to solve the model. Extensive
experiments have been conducted on four real-world datasets to show
the effectiveness of our method.

Keywords: Multi-view learning · Unit intact space · Clustering

1 Introduction

Due to the rapid development of information technology, an increasing amount of
multi-view data has been generated from diverse domains [21]. Different domains
can be taken as different views. For example, in web page classification task,
the description of a web page can be partitioned into two views, namely the
words occurring on that page and the words occurring in hyperlinks pointing
to that page [3]. Although different views exhibit heterogeneous properties of
data, they are coupled by some underlying relations and exhibit some common
structures. Properly combining the information from different views by exploring
the relations will improve the learning performance. This leads to the emergence
of multi-view learning, which is a challenging task in the field of machine learning.

Many multi-view learning approaches have been proposed from different per-
spectives. In [9,10], two simple schemes are introduced to combine multiple
views. One is feature concatenation, which concatenates variables in all views
into one view and applies the single-view learning method on the combined view.
The other is to combine the single-view learning objective functions of all views
into a multi-view learning model. However, both two schemes do not work quite
well in improving the learning performance, especially when the multiple views
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are from different representation spaces [17]. An alternating improved variant is
the weighted combination scheme. Instead of naive convex combination of objec-
tive functions of different views, a hyperparameter is used to control the distrib-
ution of weight parameters [5,18,19]. Furthermore, an auto-weighted multi-view
learning framework is proposed to learn an optimal weight without introducing
any additional parameter [11]. The weighted scheme is effective in some relatively
simple applications but may easily degenerate in some complex tasks.

Apart from the weighted combination based approaches, the co-training
based approach has also been utilized [3]. Three main assumptions are made,
namely sufficiency, compatibility and conditional independence. Based on these
assumptions, the co-training approaches can produce relatively good perfor-
mance by iteratively maximizing the mutual agreement between two distinct
views. The scheme is attractive due to its effectiveness and some variants have
been developed such as co-EM [4,12] and co-regularization [10,15]. However, the
co-training approaches may produce poor results in some cases where the three
rigorous assumptions cannot be satisfied.

Subspace learning approach has also been used for multi-view learning, which
is based on the idea that all the views share a latent subspace. One representative
technique is canonical correlation analysis (CCA), which models the relationships
between several sets of variables [6]. Multi-view Fisher discriminant analysis is
another subspace learning approach based on Fisher discriminant analysis [23].
Additionally, some efforts have been made to find low-dimensional embedding
of data to fulfill the multi-view learning tasks, such as spectral analysis [19] and
stochastic neighbor embedding [20].

Recently, an interesting model has been proposed termed multi-view intact
space learning, which has drawn a large amount of attention [22]. The model
is based on the view insufficiency assumption, i.e. each individual view only
captures partial information. It aims to integrate the information from different
views and find a latent intact space of data which contains all information.
It is demonstrated to be effective on several real-world applications. Despite
the success, this method has two shortcomings. First, the model adopts two
regularization terms to control the scale of the latent feature vectors. Due to
this reason, two regularization parameters are needed for trade-off between the
reconstruction error and regularization terms. Determining these parameters by
cross validation costs extra computation resources and does not work well in
unsupervised learning. The second drawback is that the optimization process for
solving the problem is too time-consuming because it involves matrix inversion.

To address the above two shortcomings, we propose a variant model, which
is based on an assumption that the latent intact space of data is actually the
surface of a unit hypersphere, namely unit intact space assumption. Based on
the assumption, the latent intact space representations of objects are points on
the surface of the unit hypersphere. Therefore, there is no need of regulariza-
tion terms for controlling the scale of the latent feature vectors. An efficient
optimization algorithm is designed to solve the model based on the proximal
gradient method [13]. Extensive experiments have been conducted on four real-
world datasets to demonstrate the effectiveness of our model.
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2 The Proposed Model

2.1 Background

Recently, an interesting multi-view learning model termed multi-view intact
space learning was proposed in [22] and has drawn a large amount of atten-
tion. Based on the view insufficiency assumption, the model aims to find a latent
intact space which integrates information of data from all views. Given a dataset
containing N objects collected from M views, the data representation in the v-th
view can be represented using a data matrix Xv = [xv

1, . . . ,x
v
N ] ∈ R

Dv×N where
Dv is the dimensionality of the v-th view. In this work, the view generation func-
tions are assumed to be linear which extracts the feature from the intact space
Z to a Dv-dimensional feature space X v. Therefore, a view generation function
from the intact space to the v-th view can be expressed as fv(zi) = W vzi where
W v ∈ R

Dv×d,∀v = 1, . . . ,M is the view generation matrix and zi is the feature
representation of an object in the d-dimensional intact space. The feature rep-
resentation of the latent intact space for the whole dataset can be expressed in
matrix form as Z = [z1, . . . ,zN ] ∈ R

d×N . Adopting the Cauchy loss to measure
the reconstruction error, the model is formulated as

min
Z,W v

1
MN

M∑

v=1

N∑

i=1

log
(

1 +
‖xv

i − W vzi‖22
c2

)
+ C1

M∑

v=1

‖W v‖2F + C2

N∑

i=1

‖zi‖22
(1)

where ‖ · ‖F is the Frobenius norm and ‖ · ‖2 is the L2 norm. In the model,
two regularization terms are introduced to control the scale of the latent fea-
ture vectors and two regularization parameters are needed for trade-off between
reconstruction error and regularization, which can be determined by cross vali-
dation. An iteratively reweighted residuals (IRR) algorithm is designed to solve
the model.

2.2 Multi-view Unit Intact Space Learning

Despite the success, the aforementioned method has two shortcomings. First,
the model adopts two regularization terms to control the scale of the latent fea-
ture vectors. Due to this reason, two regularization parameters are needed for
trade-off between the reconstruction error and regularization terms. Determin-
ing these parameters by cross validation costs extra computation resources and
does not work well in unsupervised learning. The second drawback is that the
optimization process for solving the problem is too time-consuming because it
involves matrix inversion. Therefore, we propose an improved model to solve the
two shortcomings.

Our model is based on an assumption that the latent intact space of data is
actually the surface of a unit hypersphere, namely unit intact space assumption.
Based on the assumption, the latent intact representations of objects are points
on the surface of the unit hypersphere so that all the feature representation
vectors in the latent intact space have the same length, i.e. all the vectors are
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unit vectors. The assumption is reasonable for data clustering or classification
problem when measuring the similarity among data points by the angles between
two feature vectors [7]. Given two objects with unit feature vectors x and y,
the Euclidean distance between them is ‖x − y‖2 =

√
2 − 2xTy and the cosine

distance is 1−xTy. It is easy to find that the two distance measures are positively
correlated, i.e. the Euclidean distance is equivalent to the angles between the two
unit vectors. Therefore, after obtaining the unit intact space representation of
data, the Euclidean distance can be used to measure the similarity between data
objects. For illustration purpose, Fig. 1 shows the main idea of the model.

Fig. 1. Illustration of unit intact space assumption: the red point on the hypersphere
stands for an object in the unit intact space Z. Applying the view generation matrix
W v, we get the view representations of all the objects in feature space X v. (Color
figure online)

According to the assumption, instead of introducing two regularization terms,
the scale of latent intact feature vectors is controlled by directly adding a unit-
length constraint for all the objects. The model is called Multi-View Unit Intact
space Learning (MVUIL). The formulation of the model is

min
Z,W v

M∑

v=1

‖Xv − W vZ‖2F

s.t. ‖zi‖2 = 1,∀i = 1, . . . , N.

(2)

Compared with the multi-view intact space learning, our model is much sim-
pler where no prior parameters are needed.

3 Optimization

By using alternating optimization scheme, the optimization problem in Eq. (2)
can be decomposed into two subproblems over the view generation matrices
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{W v} and the latent intact feature vectors {zi} respectively. In particular, an
iterative optimization method based on proximal gradient scheme [13] is pro-
posed to solve the problem.

3.1 Update Latent Feature Vectors in Unit Intact Space

In this subsection, by fixing the view generation matrices {W v}, the latent intact
feature vectors {zi} are updated. By introducing a penalty function

g(zi) =

{
0, ‖zi‖2 = 1,

∞, otherwise,
(3)

the subproblem with respect to zi is equivalent to minimizing the following

Lz(zi) = fz(zi) + g(zi) (4)

where fz(zi) =
∑M

v=1 ‖xv
i − W vzi‖22. Denoted by z

(k)
i the solution during the

k-th iteration, we consider a quadratic model to approximate fz(zi) in the form

qtk

(
zi,z

(k)
i

)
= fz

(
z
(k)
i

)
+

〈
zi − z

(k)
i ,∇fz

(
z
(k)
i

)〉
+

1
2tk

∥∥∥zi − z
(k)
i

∥∥∥
2

2
(5)

where 〈·, ·〉 is the inner product of vectors, tk is the step size in the k-th iteration,
and ∇fz

(
z
(k)
i

)
= 2

∑M
v=1 W

vT (W vz
(k)
i −xv

i ) is the partial gradient of fz with

respect to zi at z(k)
i . In Eq. (5), the first two terms stand for the linearized part

of fz at z(k)
i and the last term measures the local error. Then an approximation

model of Lz is given by

Qtk

(
zi,z

(k)
i

)
= qtk(zi,z

(k)
i ) + g(zi). (6)

We can get the (k + 1)-th solution in following closed form

z
(k+1)
i = arg minzi

Qtk

(
zi,z

(k)
i

)

= arg minzi

{
g(zi) +

1
2tk

∥∥∥zi −
(
z
(k)
i − tk∇fz

(
z
(k)
i

))∥∥∥
2

2

}

= proxtkg

(
z
(k)
i − tk∇fz

(
z
(k)
i

))
(7)

where proxtkg(·) is the proximal operator of g with parameter tk. Accordingly,
the updating formula of zi is given by

z
(k+1)
i =

⎧
⎨

⎩
b
(k)
i ,

∥∥∥b(k)i

∥∥∥
2

= 1,

b
(k)
i /

∥∥∥b(k)i

∥∥∥
2
, otherwise,

(8)

where b
(k)
i = z

(k)
i − tk∇fz

(
z
(k)
i

)
.
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Algorithm 1. Multi-view unit intact space learning
Input: Data of M views {X1, . . . ,XM}, dimensionality of latent intact space d
1: Randomly initialize view generation matrices W v(0)

2: repeat
3: For each object i, update zi by Eq. (8)
4: For each view v, update W v by Eq. (10)
5: until Convergence or reaching the maximum number of iterations
Output: Latent intact feature vectors {zi} for all objects

3.2 Update View Generation Matrices

In this subsection, by fixing the latent intact feature vectors {zi}, the view
generation matrices {W v} are updated. The subproblem with respect to W v

becomes minimizing the following

Lw(W v) = ‖Xv − W vZ‖2F (9)

which is an unconstrained minimization problem. We can solve the problem by
the following updating formula

W v(k+1) = W v(k) − ηk∇Lw

(
W v(k)

)
(10)

where W v(k) is the solution during the k-th iteration, ηk is the step size in the k-
th iteration, and ∇Lw

(
W v(k)

)
= 2

(
W v(k)Z − Xv

)
ZT is the partial gradient

of Lw with respect to W v at W v(k).
Using the above alternating update scheme, we can get the latent unit intact

feature representations of data from their multi-view feature representations.
The pseudo code of the optimization algorithm is given in Algorithm1.

3.3 Convergence Analysis

Since we utilize the proximal gradient method to solve the optimization problem,
the convergence analysis about {zi} can be obtained as follows. Assume that the
gradient ∇fz satisfies the Lipschitz condition and L(fz) is the Lipschitz constant.
We can get the convergence condition of zi according to the theorems in [2]. Let
{z(k)

i } be the sequence generated by the proximal gradient method with either
a constant or a backtracking step-size rule, then by applying the theorems in [2]
for every n > 1 we have

min
2≤k≤n

∥∥∥z(k−1)
i − z

(k)
i

∥∥∥
2

≤ 1√
n

(
2Lz(z

(1)
i ) − L∗

z

βL(fz)

)1/2

(11)



Multi-view Unit Intact Space Learning 217

where L∗
z is the optimal value of Lz, β = 1 for the constant step-size setting

and β = L0/L(fz) for the backtracking case1. Moreover,
∥∥∥z(k−1)

i − z
(k)
i

∥∥∥
2

→ 0

as k → ∞. Therefore, the value of {zi} will gradually converge in the iteration.

3.4 Complexity Analysis

In order to demonstrate the efficiency of our algorithm, we give computational
complexity analysis and make comparison with the multi-view intact space learn-
ing algorithm. We first analyze the time complexity of our method. Since the
optimization procedure is iterative, we begin with analyzing the complexity in
each iteration and then obtain the total complexity of the whole algorithm. For
simplicity, we denote D1 =

∑M
v=1 Dv. In each iteration, the computation time

of calculating the gradient during updating unit intact feature vectors {zi} is
O(D1dN). The computation time of calculating the gradient during updating
view generation matrices {W v} is O(D1dN). The updating time for {zi} and
{W v} are respectively O(dN) and O(D1d). Therefore, the total time complexity
of our algorithm is O(T1D1dN) where T1 is the number of iterations.

Similarly, the computational complexity of multi-view intact space learning in
[22] can be analyzed as follows. Like the analysis before, we first consider the com-
plexity in each iteration. According to the description in [22], the computational
complexity for calculating the weight function is O(D1dN). The time complexity
for evaluating the latent intact feature for one object is O(D1d

2 + d3) since the
complexity for calculating the matrix inversion is O(d3). For N objects in the
whole dataset, the complexity is O(D1d

2N + d3N). For the v-th view, the com-
plexity of evaluating the view generation function is O(Dvd2+DvdN+d2N+d3).
For all views, the computation complexity is O(D1d

2 + D1dN + d2N + d3) in
one iteration. Therefore, assuming that the number of iterations is T2, the total
complexity of the algorithm is O(T2D1d

2N + T2d
3N), which is several orders of

magnitude larger than our method.

4 Experiments

In this section, extensive experiments are conducted to demonstrate the effec-
tiveness of our method by regarding it as the preprocessing step of the multi-view
clustering task. That is, k-means is applied on the unit intact space representa-
tions of the multi-view data, the performance of which is compared with several
start-of-the-art clustering algorithms.

4.1 Datasets and Evaluation Measures

Handwritten Numeral Dataset: Multiple Features (Mfeat) dataset is a hand-
written numeral image dataset from UCI machine learning repository [1]. The

1 L0 is the initial Lipschitz constant in backtracking step-size rule. More detailed
description about the theorem for proof and step-size setting can be found in [2].
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dataset contains 2000 images from 10 classes. In our experiment, three kinds of
features are used to represent each image. The fac feature stands for 216 profile
correlations, the fou feature stands for 76 Fourier coefficients and the kar feature
stands for 64 Karhunen-Love coefficients.

Multi-source News Dataset: 3Sources dataset2 is a multi-source news dataset
whose objects are all news stories collected from three news sources, namely
BBC, The Guardian and Reuters. The original dataset contains 984 new articles
covering 416 distinct news stories. However, not all news are reported by all
three medias. In our experiment, only 169 stories reported by all three sources
are used so that each object has three views. All the stories from three sources
use TF-IDF representaion.

Multi-view Text Datasets: BBC and BBCSport3 are two multi-view text
datasets constructed from the single-view BBC and BBCSport corpora by split-
ting news articles into related segments of text. The construction is done by
first separating the raw documents into segments and then assigning segments
randomly to views. Both datasets are split into four views and every view uses
TF-IDF features to represent the data. For the BBC dataset 685 news objects
are collected and for the BBCSport dataset 116 news objects are collected.

In our experiment, three measures are used for evaluating clustering per-
formance namely normalized mutual information (NMI), clustering accuracy
(ACC) and purity (PUR), which are all widely used. We can see [16] for detailed
information.

4.2 Parameter Analysis

In this subsection, we analyze the effect of the dimensionality d of the latent
unit intact space on the learning performance. By using different dimensionality
d, we analyze the clustering performance on three evaluation measures. The
results are shown in Fig. 2. From the figure, our algorithm performs well when
the dimensionality d lies in some relatively wide range. For example, it produces
good results with d ∈ [100, 160] on Mfeat and with d ∈ [3500, 5000] on 3Sources.
The empirical results show that a value closed to the average dimensionality of
all views is a suitable choice for generating good results.
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Fig. 2. Parameter analysis on four real-world datasets.

2 http://mlg.ucd.ie/datasets/3sources.html.
3 http://mlg.ucd.ie/datasets/segment.html.

http://mlg.ucd.ie/datasets/3sources.html
http://mlg.ucd.ie/datasets/segment.html
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4.3 Comparison Results

In this subsection, comparison experiments are conducted on the clustering per-
formance between the proposed Multi-View Unit Intact space Learning (MVUIL)
for clustering and several state-of-the-art algorithms, including clustering algo-
rithms and the original multi-view intact space learning for clustering. We will
first briefly introduce the compared algorithms and then analyze the comparison
results on the four real-world datasets.

Two types of clustering algorithms are used to conduct our comparison
experiments. The first type is the traditional single-view clustering algorithm,
including k-means (KM) [24], affinity propagation (AP) [8] and normalized cut
(NC) [14]. The other type is the state-of-the-art multi-view clustering algo-
rithm, including multi-view k-means (MVKM) [5], co-training spectral clustering
(CTMS) [9], co-regularized spectral clustering (CRMS) [10] and multi-view affin-
ity propagation (MVAP) [17]. Besides, we also compare the performance of our
method with multi-view intact space learning (MVIL) [24]. After obtaining the
intact representation of data, we utilize k-means to get clustering results.

In the experiment, for the methods requiring pre-specifying the number of
clusters, the ground-truth cluster number is used. For the single-view methods,
different features from several views are concatenated to generate a combined
view for each dataset, on which the single-view methods are applied. For single-
view and multi-view affinity propagation, the similarity graphs are set as recom-
mended in the original papers. For single-view and multi-view spectral clustering
methods, we use Gaussian kernel to measure the similarity between two objects
x and y in the dataset, i.e. Sim(x,y) = exp (−‖x − y‖22/(2σ2)) where the stan-
dard deviation σ is set as the median of Euclidean distances between all pairs of
objects [16]. For both MVIL and the proposed MVUIL, the same dimensionality
of intact space is used for each dataset. And for MVIL, the two regularization
parameters are tuned to generate the best clustering performance. The results on
three evaluation measures are given in Table 1, Tables 2 and 3. In what follows,
we analysis the comparison results.

Mfeat: From the tables, we can see that the AP and MVAP algorithms achieve
the highest purity. However, the two algorithms produce the worst performance
in terms of ACC. It is because that the true number of clusters are not given for
the two algorithms so that the two algorithms tend to separate some ground-
truth classes into several small clusters. Considering all the three measures, we
find that CRMS produces the best results. This is mainly due to the fact that
spectral methods outperform other clustering methods on image datasets. Nev-
ertheless, our method still achieves relatively good performance on this dataset.

3Sources: Unlike the Mfeat dataset, it is more difficult for single-view clustering
algorithms to generate good clustering results. Besides, the multi-view learning
approach based on weighted combination (i.e. MVKM) is also not applicable
for this dataset. When comparing KM and MVKM, we find MVKM produces
worse results than KM in terms of all the three measures. The phenomenon
implies that the weighted combination approach is not suitable for improving the
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Table 1. Comparison on NMI over 100 runs. For each dataset, the first line represents
mean and the second line represents standard deviation. The highest mean NMIs are
highlighted in bold.

Datasets KM NC AP MVKM CRMS CTMS MVAP MVIL MVUIL

Mfeat 0.616 0.596 0.628 0.719 0.769 0.755 0.643 0.720 0.758

0.024 0.013 0.000 0.036 0.035 0.023 0.000 0.020 0.034

3Sources 0.390 0.385 0.274 0.321 0.513 0.565 0.437 0.475 0.626

0.065 0.051 0.000 0.073 0.019 0.028 0.000 0.054 0.055

BBC 0.305 0.032 0.271 0.233 0.229 0.296 0.287 0.459 0.583

0.149 0.063 0.000 0.058 0.031 0.008 0.000 0.060 0.068

BBCSport 0.317 0.158 0.214 0.235 0.273 0.407 0.389 0.566 0.665

0.110 0.065 0.000 0.033 0.025 0.044 0.000 0.089 0.105

Table 2. Comparison on ACC over 100 runs. For each dataset, the first line represents
mean and the second line represents standard deviation. The highest mean ACCs are
highlighted in bold.

Datasets KM NC AP MVKM CRMS CTMS MVAP MVIL MVUIL

Mfeat 0.613 0.549 0.161 0.717 0.803 0.778 0.294 0.761 0.767

0.054 0.036 0.000 0.072 0.072 0.042 0.000 0.046 0.067

3Sources 0.498 0.470 0.515 0.495 0.562 0.626 0.254 0.535 0.652

0.066 0.046 0.000 0.069 0.029 0.065 0.000 0.054 0.082

BBC 0.472 0.330 0.310 0.417 0.457 0.454 0.168 0.571 0.641

0.080 0.087 0.000 0.038 0.015 0.020 0.000 0.087 0.083

BBCSport 0.453 0.360 0.310 0.406 0.461 0.591 0.224 0.603 0.746

0.075 0.043 0.000 0.029 0.033 0.057 0.000 0.103 0.110

Table 3. Comparison on PUR over 100 runs. For each dataset, the first line represents
mean and the second line represents standard deviation. The highest mean PURs are
highlighted in bold.

Datasets KM NC AP MVKM CRMS CTMS MVAP MVIL MVUIL

Mfeat 0.663 0.605 0.906 0.751 0.817 0.794 0.909 0.771 0.798

0.038 0.025 0.000 0.055 0.061 0.034 0.000 0.033 0.051

3Sources 0.574 0.563 0.527 0.535 0.691 0.732 0.757 0.655 0.764

0.048 0.045 0.000 0.068 0.015 0.019 0.000 0.041 0.049

BBC 0.479 0.333 0.577 0.434 0.483 0.543 0.639 0.642 0.716

0.081 0.077 0.000 0.040s 0.028 0.007 0.000 0.074 0.058

BBCSport 0.458 0.371 0.405 0.409 0.532 0.636 0.716 0.740 0.802

0.076 0.049 0.000 0.027 0.029 0.052 0.000 0.087 0.095
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clustering performance. We also find that CTMS and CRMS are both effective
approaches to combine information from different views. MVAP has relatively
better performance that it improves the values on NMI and purity. It is shown
that MVIL produces worse result than CTMS but our method produces better
result, implying that MVIL fails to find the intact space but our method succeeds.
Overall, our method achieves the best clustering result compared with other
methods in terms of all three measures.

BBC: Similar to the 3Sources dataset, the multi-view learning approach based
on weighted combination (i.e. MVKM) is not applicable, i.e. it produces worse
results than single-view KM. Besides, we find MVAP produces lower ACC and
higher PUR than AP, implying that it tends to separate the true clusters into
small clusters. CTMS also performs relatively well on this dataset. Compared
with these methods, both our method and MVIL have made significant improve-
ment on clustering performance. Our method performs better and it nearly dou-
bles the NMI produced by CTMS. All the other algorithms, including both
single-view and multi-view algorithms, produce poor results whose NMI values
are all below 0.31. The main reason may be that, on this dataset, each original
news article is split into four segments, taken as four different but complementary
views. All the compared clustering methods fail to recover a complete feature
space, leading to poor clustering performance. However, our method finds a unit
intact space for data, which provides a relatively complete feature representation
for clustering.

BBCSport: Since the dataset is obtained by using the same data extraction
method as BBC, the dataset has the similar property. Therefore, the multi-
view approaches mentioned above have similar performance to those on the
BBC dataset. Our method has also made significant improvement on clustering
performance. The underlying reason is the same as the previous BBC dataset.

5 Conclusion

In this paper, we propose a multi-view learning method termed multi-view unit
intact space learning. It is an improved model of multi-view intact space learn-
ing which aims to learn a latent intact space integrating the information from
different views. Although multi-view intact space learning succeeds in finding
intact space, the model has two obvious shortcomings, namely the adoption of
two regularization parameters and the high time complexity of optimization.
Based on the unit intact space assumption, our model can find the intact feature
representation without introducing any prior parameters. An efficient algorithm
is designed to solve the model based on proximal gradient method. Experiments
on real-world datasets demonstrate the effectiveness of our method.
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Abstract. In the camera manufacturing, there exist dusts, fingerprints, and
water spots on the image sensor and lens. Hence, the resultant effects of darker
region is called blemish, which causes a significant reduction in camera quality.
The shapes of blemishes are diverse and irregular. Traditional method detects
blemishes using image median filtering in a single direction which leads to false
alarm and mis-detection for images with high level of noises. Thus, we present a
novel filtering method for blemish detection, which utilizes four directional
filters in the 0, 45, 90, 135 degrees directions. Compared to the conventional
single direction filter, the multidirectional filters take into account more spatial
information to more accurately detect blemishes for both weak and strong
blemishes. Moreover, the proposed method uses a new adaptive threshold to
better accommodate different image noise levels automatically. Experimental
results on two batches of production samples (600 images) show the effec-
tiveness of the proposed method over the conventional method.

Keywords: Blemish detection � Camera manufacturing � Multidirectional filter

1 Introduction

Image capture devices, including cell phone cameras, handheld digital cameras and
video cameras, are prone to lens smudges and blemishes due to the industrial design
and the production environment of the devices [1]. It is an important task to control the
quality in the camera manufacturing and one of the pivotal issues is blemish detection.
Inspection by human operator is depended on their physical and psychological state [2]
and thus is inconsistent. Human visual inspection is time-consuming, tedious and
highly dependent on inspector experience, conditions or mood [3]. Compared with
human inspection, the automated blemish detection system is more accurate and cuts
down the costs. Currently, the use of various filtering techniques is common in auto-
mated visual inspection tasks, for example, by using various texture filters [4]. One
growing area of the blemish detection is the manufacturing process of flat liquid-crystal
device displays [5] and light-emitting device chips [6].

The appearance of blemish will affect the quality of the camera in camera manu-
facturing. Blemish is a darker area than the surrounding pixels. Most blemishes are
caused by dust on sensor, blemishes can be caused also by water spot or fingerprint on

© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-63558-3_19



lens as shown in Fig. 1. The majority of blemishes are not only very small but also they
are extremely diverse and can assume various forms [7]. Blemishes appear as low
contrast, non-uniform brightness regions, typically larger than single pixels [8].
A blemish defect in a camera may be manifested by one or more blurred spots as seen
when a resulting digital image produced by the camera is displayed.

Blemishes may be contrasted with other defects such as vignettes. A photograph or
drawing whose edges gradually fade into the surrounding paper is called a vignette.
The vignetting means a phenomenon of radial falloff of the image intensity from the
image center [9]. Vignettes are usually minor defects that are present in almost every
manufactured specimen, and may be alleviated by post-capture image processing that
can correct for vignetting and less shading defects. But the blemishes are difficult to
detect because their edges are smooth and slow changes in the image signal. The
number of pixels in high resolution complementary metal oxide semiconductor camera
sensors has increased rapidly in recent years. Hence, a physically small dust can cause a
large amount of blemish pixels. Blemishes may be severe enough so as to result in a
particular specimen being flagged as a failed unit.

In this paper, we propose an efficient filtering method for blemish detection. The
method is based on image scaling, filtering, difference calculation and thresholding.
The novel method performs well on testing 600 production samples. The rest of
organization of this paper is as follows. Section 2 describes the related works, and
Sect. 3 gives the details of the proposed method. Section 4 shows the experimental
results and Sect. 5 conclude the paper.

Fig. 1. (a) Blemish caused by dust on sensor, or by water spot or fingerprint on lens
(b) blemishes caused by dust on sensor (c) blemishes caused by water spot on lens (d) blemishes
caused by fingerprint on lens.
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2 Related Works

2.1 Traditional Methods Based on Image Filtering

There are several methods to detect blemishes [10, 11] by using various filtering
techniques to detect blemish. These traditional methods are based on an image taken on
a bright flat surface by the camera being tested. The raw image may contain certain
artifacts such as noise and vignetting. Specifically, the traditional method [11] uses the
single direction median filter to detect blemishes. The method has four major steps:
(i) image size reduction by scaling, (ii) blemish detection by filtering, (iii) image
subtraction, and (iv) thresholding. Let us describe the details of the traditional method
as follows.

2.2 Image Size Reduction by Scaling

First, the raw image is scaled down to a smaller size scaled image. Scaling the raw
image speeds up the processing and reduces the noise. Image size reduction can speed
up the processing and reduce the influence by noise to some extent.

2.3 Median Filtering

Next, a median filtering operation is performed on the scaled image. Since blemish is a
darker area than the surrounding pixels, the intensity profile of the scaled image will
drop when there is a blemish as shown in Fig. 2. Hence, we can calculate the difference
image between the median filtered image and original image, where the positive values
of the difference image are considered as blemishes.

Fig. 2. Intensify profile for line x
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After scaling down the raw image, a traditional approach for this would be to use a
filter, presented in Fig. 3, to reduce the effect of blemish and then calculate a difference
image between the filtered image and original image. The filter is applied on the rows
x of the scaled image, where the width d is experimentally tuned, as follows,

ValueL ¼ median A x� 1; y� dð Þ; A x; y� dð Þ; A x + 1; y� dð Þ½ �
ValueR ¼ median Aðx� 1; yþ dÞ; Aðx; yþ dÞ; A xþ 1; yþ dð Þ½ �
A

0
x; yð Þ ¼ ðValueL þValueRÞ=2

ð1Þ

However, shape of blemishes is so diversified and irregular that it is difficult to
detect all kinds of blemishes in only one direction.

2.4 Image Subtraction

Then we calculate the difference between the scaled image and the filtered image,

Adifference ¼ A
0 ðx; yÞ � Aðx; yÞ ð2Þ

Blemish is a region darker than the surrounding pixels. So, the positive values in
the difference image between the filtered image and the scaled image will be considered
as blemishes.

2.5 Thresholding

Once the difference is calculated, a thresholding operation will be applied to the dif-
ference image to retain the blemish pixels from background noises. Pixels which are
greater than the threshold will be considered as blemishes. The traditional threshold
value can be written as

T ¼ Ms ð3Þ

where the parameter M can be founded according to experiments, and the variable
s stands for standard deviation of the difference image. Traditional threshold formula
(3) can hardly deal with both low and high noisy images with one parameter M.

Due to the single direction filter and the traditional threshold formula with one
parameter, the detection result is not promising by using traditional method which
cannot alleviate the interference by noise but considers noise as blemishes. In order to
overcome this difficulty, a new type of filter which can detect blemishes accurately in
both high and low noisy images with a new threshold formula is needed.

Fig. 3. Single directional median filter

A Novel Blemish Detection Algorithm for Camera Quality Testing 227



3 Novel Filtering Method

3.1 Influences of Image Noises

Image noise is random variation of brightness or color information in images, and is
usually an aspect of electronic noise. It can be produced by the sensor and circuitry of a
scanner or digital camera. Image noise can also originate in the unavoidable shot noise
of an ideal photon detector. Image noise is an undesirable by-product of image capture
that adds spurious and extraneous information [12]. Intensity profile will drop when
image is noisy as shown in Fig. 4. Blemish is a region darker than the surrounding
pixels. Traditional approach aims at detecting the drops of intensity profile and

Fig. 4. A low noise image for test with size 300 � 400. (a) Raw image (b) RGB image
(c) intensity profile for row 140 (d)–(f) intensity profile for row 140 after adding (d) Gaussian
noise (e) salt and pepper noise (f) multiplicative noise.
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considers any drops as blemishes. This is the major cause of the unsatisfactory
detection results by using traditional method. In order to better separate noises from
blemish, the filter needs to take into account more spatial information.

Drops caused by image noise are random and it is uncertain that drops appear in
which directions. Detection results in different directions can be seen in Fig. 5. In the
test image, pixels located within the red rectangle are in a noise region, pixels located
within red circle are in a blemish region. It is obvious that the drops caused by noise
region can only be detected in vertical direction and is almost non-existent in horizontal
direction, but the drops caused by blemish can be detected in both horizontal and
vertical directions. This implies detecting blemishes in multiple directions and

(a)Test image in raw format             (b)The intensity profile of the whole image

(c) Intensity profile for row x (noise)     (d) Intensity profile for column y (noise)

(e) Intensity profile for row m (blemish) (f) Intensity profile for column n (blemish)

Fig. 5. (a) The test image in raw format with size 300 � 400, line x is 170th row, line y is 80th
column, line m is 150th row, line n is 160th column (b) intensity profile of the whole image
(c) intensity profile for line x (d) intensity profile for line y (e) intensity profile for line m (f)
intensity profile for line n (Color figure online)
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averaging all filtering results in different directions can alleviate the influence caused by
noise. Besides, the shapes of blemishes are irregular, the proposed multidirectional
filter can detect blemishes with various shapes more accurately.

3.2 Proposed Multi-directional Median Filter

In order to improve the detection results of the blemishes in noisy images, we proposed
a novel filtering method. The filter we used contains four filters in different directions,
respectively, in the horizontal direction, clockwise rotation of 45° from the horizontal
direction, clockwise rotation of 90° from the horizontal direction, clockwise rotation of
135° from the horizontal direction as shown in Fig. 6. The parameters d and f are
experimentally tuned.

The Filter1 detects blemish in horizontal direction,

ValueL ¼ median½Aðx� 1; y� dÞ; Aðx; y� dÞ; Aðxþ 1; y� dÞ�
ValueR ¼ median½Aðx� 1; yþ dÞ; Aðx; yþ dÞ; Aðxþ 1; yþ dÞ�
Aðx; yÞ1 ¼ ðValueL þValueRÞ=2

ð4Þ

The Filter2 detects blemish in the direction that clockwise rotation of 45° from the
horizontal direction,

ValueLT ¼ median½Aðx� dþ 1; y� d � 1Þ; Aðx� d; y� dÞ; Aðx� d � 1; y� dþ 1Þ�
ValueRB ¼ median½Aðxþ dþ 1; yþ d � 1Þ; Aðxþ d; yþ dÞ; Aðxþ d � 1; yþ dþ 1Þ�
Aðx; yÞ2 ¼ ðValueLT þValueRBÞ=2

ð5Þ

Fig. 6. Multidirectional filter contains four single direction filters
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The Filter3 detects blemish in the direction that clockwise rotation of 90° from the
horizontal direction,

ValueB ¼ median½Aðxþ d; y� 1Þ; Aðxþ d; yÞ; Aðxþ d; yþ 1Þ�
ValueT ¼ median½Aðx� d; y� 1Þ; Aðx� d; yÞ; Aðx� d; yþ 1Þ�
Aðx; yÞ3 ¼ ðValueB þValueTÞ=2

ð6Þ

The Filter4 detects blemish in the direction that clockwise rotation of 135° from the
horizontal direction,

ValueLB ¼ median½Aðxþ d � 1; y� d � 1Þ; Aðxþ d; y� dÞ; Aðxþ dþ 1; y� dþ 1Þ�
ValueRT ¼ median½Aðx� d � 1; yþ d � 1Þ; Aðx� d; yþ dÞ; Aðx� dþ 1; yþ dþ 1Þ�
Aðx; yÞ4 ¼ ðValueLB þValueRTÞ=2

ð7Þ

Finally, the value of A′(x, y) is the average of the results of the four filters in
different directions,

A
0 ðx; yÞ ¼ ðAðx; yÞ1 þAðx; yÞ2 þAðx; yÞ3 þAðx; yÞ4Þ=4 ð8Þ

Then we calculate the difference between the scaled image and the filtered image,

Adifference ¼ A
0 ðx; yÞ � Aðx; yÞ ð9Þ

3.3 Adaptive Threshold with Bias

After that, a thresholding operation will be applied to the difference image. Compared
to the traditional thresholding method, we proposed a novel thresholding method, and
the thresholding value can be written as

T ¼ MsþN ð10Þ

where the parameters M and N can be found empirically, and the variable s stands for
standard deviation of the difference image. Because of blemish effects, the standard
deviation is not sufficient to describe the image noise in all scenarios, the bias N is
added to make the threshold formula more robust to image noise and more accurate
than traditional threshold formula. The adaptive threshold formula can get more
appropriate threshold according to the noise level of difference image.

Compared with the traditional method, the multidirectional filter with new
threshold can reduce the interference caused by noise effectively as shown in
Fig. 7.
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4 Results and Discussion

Experiments were conducted on images taken by two batches of camera samples at
different production periods to evaluate the performance of proposed approach and
traditional approach. Due to different production environments, 300 low noise raw
images and 300 noisy raw images were captured for experiment. We have evaluated the
detection results on low noise images and noisy images by using traditional method
[11] and the method proposed in this paper. For traditional method, we adopted dif-
ferent thresholds (T = 2s, T = 3.4s) for low noise and noisy images for better perfor-
mance. For the proposed method, the same threshold (T = 8.82s − 3.27) was adopted
throughout the experiments. The experimental results are as follows.

4.1 Low Noise Samples

The filter we proposed takes into more spatial information and can detect the blemish
with various shapes. By using the novel method, blemishes in low noise image can be
detected accurately. The low noise image detection result can be seen in Figs. 8 and 9.

(a) Raw image                           (b) Traditional method T=2s

(c) Proposed method T=2s              (d) Proposed method T=8.82s-3.27

Fig. 7. (a) A noisy test image in raw format (b) the single direction filter detection result by
using the thresholding value T = 2s (c) the proposed multidirectional filter detection result by
using the thresholding value T = 2s (d) the proposed multidirectional filter detection result by
using the new thresholding value T = 8.82s − 3.27
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(a) Raw image                                  (b) Intensity profile

 (c) Traditional method T=2s (d) Proposed method T=8.82s-3.27 

Fig. 8. (a) A low noise test image in raw format (b) the intensity profile of the whole image (c) the
single direction filter detection result by using the thresholding value T = 2s (d) the proposed
multidirectional filter detection result by using the thresholding value T = 8.82s − 3.27.

(a) Raw image                              (b) Intensity profile

 (c) Traditional method T=2s (d) Proposed method T=8.82s-3.27 

Fig. 9. (a) A low noise test image in raw format (b) the intensity profile of the whole image (c) the
single direction filter detection result by using the thresholding value T = 2s (d) the proposed
multidirectional filter detection result by using the thresholding value T = 8.82s − 3.27.
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(a) Raw image                                   (b) Intensity profile

(c) Traditional method T=3.4s         (d) Proposed method T=8.82s-3.27 

Fig. 10. (a) A noisy test image in raw format (b) the intensity profile of the whole image (c) the
single direction filter detection result by using the thresholding value T = 3.4s (d) the proposed
multidirectional filter detection result by using the thresholding value T = 8.82s − 3.27.

(a) Raw image                                  (b) Intensity profile

(c) Traditional method T=3.4s (d) Proposed method T=8.82s-3.27 

Fig. 11. (a) A noisy test image in raw format (b) the intensity profile of the whole image (c) the
single direction filter detection result by using the thresholding value T = 3.4s (d) the proposed
multidirectional filter detection result by using the thresholding value T = 8.82s − 3.27.
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4.2 High Noise Samples

In addition, by using the blemish detection method proposed in this paper, the blem-
ishes in noisy images can be detected accurately and alleviate the interference caused
by noise. The detection results in noisy images can be seen in Figs. 10 and 11.

Experimental results show that the proposed novel method can detect blemishes
in low noise images more accurately than traditional method. Besides, the novel
method also can detect blemishes in noisy images and alleviate the influence caused
by noise.

5 Conclusion

In this paper, we proposed a novel method for blemish detection. The method goes
through image scaling, filtering, difference calculation and thresholding to detect
blemish. Compared to the traditional filter presented in Fig. 3, the proposed multidi-
rectional filter considers more spatial information to detect the blemish in four direc-
tions. Besides, we proposed a novel threshold formula which makes the thresholding
value to be more flexible and accurate to accommodate various noise levels. The novel
detection method proposed in this paper can detect blemishes with various shapes and
reduce the influence caused by noise, as verified by extensive experiments.
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Abstract. To satisfy business requirements of various platforms and
devices, developers often need to migrate software code from one plat-
form to another. During this process, a key task is to figure out API
mappings between API libraries of the source and target platforms. Since
doing it manually is time-consuming and error-prone, several code-based
approaches have been proposed. However, they often have the issues of
availability on parallel code bases and time expense caused by static or
dynamic code analysis.

In this paper, we present a document-based approach to infer API
mappings. We first learn to understand the semantics of API names and
descriptions in API documents by a word embedding model. Then we
combine the word embeddings with a text similarity algorithm to com-
pute semantic similarities between APIs of the source and target API
libraries. Finally, we infer API mappings from the ranking results of API
similarities. Our approach is evaluated on API documents of JavaSE
and .NET . The results outperform the baseline model at precision@k
by 41.51% averagely. Compared with code-based work, our approach
avoids their issues and leverages easily acquired API documents to infer
API mappings effectively.

Keywords: API mappings · API similarity · API documents

1 Introduction

To support business requirements of different platforms or devices, software
developers often need to release several corresponding versions of their soft-
ware projects or products. Open source projects, like Lucene and JUnit, often
support different versions for Linux, Windows and Mac OS X. Then with the
development of mobile devices, application products also release versions corre-
sponding to iOS, Android and Windows Phone. Usually, developers often write
code under one platform first, then migrate them from the current platform

c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 237–248, 2017.
DOI: 10.1007/978-3-319-63558-3 20
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(annotated as “the source platform”) to another (annotated as “the target plat-
form”). Compared with developing different versions independently, it is usually
more economical to make the migration shown in Fig. 1. Since the program-
ming languages used in the source and target platforms may be different, this
migration process is often called language migration or code migration.

Fig. 1. Migrating software projects from one platform to another platform

During the process of code migration, a key task is to figure out API map-
pings between API libraries of the source and target platforms [1,4,10]. Here API
mappings are defined as the mappings of APIs that belong to different libraries
but implement the same or similar functionality. Since modern software develop-
ment heavily relies on API libraries [9], code migration usually need to replace
APIs according to the knowledge of API mappings. For example, JavaSE is
the basic library for Java projects and .NET for C# projects. Then API map-
pings between the JavaSE library and the .NET library are important for the
migration process of software code from platforms supporting Java to platforms
supporting C#.

Since it is time-consuming and error-prone to discover API mappings manu-
ally [10], researchers proposed several code-based approaches to mine API map-
pings automatically. These approaches mostly built parallel code bases from
software projects’ different versions and took API calling information parsed by
static [4,7,8,10] or dynamic [1] code analysis to figure out API mappings. How-
ever, they have the issues that there may be no available corresponding versions
of software projects and it is usually slow to parse API calling information with
the static and dynamic code analysis.

In this paper, we propose a document-based approach to infer API mappings.
We find that API documents provide functional information of APIs in API names
and descriptions, which can be leveraged to infer APIs of the same or similar func-
tionality. Our assumption is that two APIs have the mapping relation if their
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names or descriptions express similar semantics in functionality. So our approach
tries to understand the semantics of API names and descriptions first by learning
embeddings of words in them. On this basis, we use a text similarity algorithm to
compute the semantic similarity of APIs and infer API mappings. Our experiments
on JavaSE and .NET libraries outperform the baseline model at precision@k
(1, 5, 10, 20) by 41.5% averagely. Compared with current code-based work, it is
easy to access API documents. Then the process of word embedding learning and
similarity computation is fast and effective to infer API mappings.

The rest of this paper is organized as follows: Sect. 2 introduces related work;
Sect. 3 illustrates our approach to infer API mappings from API documents;
Sect. 4 presents details of the dataset and the experiment results; Sect. 5 gives
the conclusion and discusses future work.

2 Related Work

The state-of-art work of discovering API mappings mostly takes code-based
approaches.

Zhong et al. [10] proposed the MAM model to mine API mappings from dif-
ferent versions of software client code. They first constructed API transformation
graphs (ATGs) based on aligned client code snippets, then leveraged heuristic
rules to infer API mappings between JavaSE and .NET libraries.

Gokhale et al. [1] developed a prototype tool named Rosetta to infer API
mappings between JavaME and Android libraries. They crawled mobile graphic
applications using the above two libraries and recorded the information parsed
by dynamic code analysis to mine API mappings.

Nguyen et al. [4,5] proposed the StaMiner model which takes the task of
discovering API mappings as a machine translation task. They also built parallel
code bases from different version of client code. Then they extracted API usage
sequences from source code with static analysis and applied the IBM translation
model to align API usages and infer API mappings.

After the work of StaMiner, Nguyen et al. [6] applied word2vec model on API
sequences extracted from Java and C# source code and proposed the API2VEC
model to learn APIs’ vector representations. Then based on API2VEC’s vectors
and a large amount of known API mappings between JavaSE and .NET , they
trained a transformation classifier (implemented as a multilayer perceptron) to
find API mappings.

In the above code-based approaches, MAM, Rosetta and StaMiner need the
alignment relations between method-level code snippets. These relations acquire
parallel code bases of different client versions which may be unavailable for parts
of projects. Then API2VEC needs a large amount of known API mappings. These
approaches also have the issue of high time expense caused by static or dynamic
code analysis.

Our work presents a document-based approach to infer API mappings on the
basis of understanding words in API documents. API documents are available
from official websites of API libraries. Compared with code analysis, it is fast
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to processing documents, learning word embeddings and ranking potential API
mappings via similarity in our approach. Also, our approach is unsupervised. It
can avoid issues of the above code-based approaches and be effective for any two
API libraries without available code bases.

3 Approach

3.1 Overview

In API documents, API names and their descriptions provide useful semantic
information of APIs’ functionality. Because API documents are originally pub-
lished to help developers understand what functions APIs have implemented. If
we could understand the semantics of API names and descriptions, it seems to
be feasible to infer API mappings based on their similarity.

Table 1 gives examples of API mappings between JavaSE and .NET from
the literature [4]. We can find that mapped APIs share words in their names
and descriptions, such as “io”, “exception”, “length” and “xml”. Besides the
same words in API names and descriptions, there are also words of relevant
semantics in them, such as “length” and “number”, “sequence” and “string”. So
we proposed the following approach to capture semantic relevance of API names
and descriptions based on word embeddings and evaluate API similarity to infer
API mappings.

Table 1. Examples of API mappings (left: JavaSE, right: .NET )

java.io.IOException System.IO.IOException

Exception Class

Signals that an I/O exception of some sort
has occurred

The exception that is thrown when an I/O
error occurs

java.lang.CharSequence.length System.String.Length

Methods Properties

Returns the length of this character sequence Gets the number of characters in the current
String object

org.w3c.dom System.Xml

Package Namespace

Provides the interfaces for the Document
Object Model (DOM) which is a component
API of the Java API for XML processing

The System.Xml namespaces contain types
for processing XML. Child namespaces
support serialization of XML documents or
streams, XSD schemas, XQuery 1.0 and
XPath 2.0, and LINQ to XML, which is an
in-memory XML programming interface that
enables easy modification of XML documents

Figure 2 shows the overview of our approach. We crawl raw documents of the
source and target libraries from their official website and use HTML parser to
extract names, descriptions and types of APIs as the preliminary corpus. Then
our approach uses the following four steps to infer API mappings:
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– We clean the preliminary corpus with text processing operations, which
mainly contain removing analphabetic characters, removing stopwords, split-
ting words and lowercasing. Specifically, we add a decomposition operation
of CamelCase words and package prefixes before lowercasing. This is to dense
the semantic space and capture semantic relevance implicated in shared or
similar words of API names and descriptions.

– Then we learn word embeddings so that we can capture semantic relevance
between words. Here we train a CBOW model [3] on the processed corpus of
the source and target libraries. We concatenate the name and description as
training sentences, then merge vocabularies of the source and target libraries
as one vocabulary.

– Before matching APIs based on the names and descriptions, we need to group
APIs based on their types. Because the API in the source library should
find candidates with the same type from the target library to avoid wrong
mappings and reduce time expense of computation. However, API types in
the source library are usually different from the ones in the target library (e.g.
“Package” and “Namespace”, “Methods” and “Properties” in Table 1). So in
this step, we transfer their API types into a unified list with a predefined
transfer map. Details are introduced in Sect. 4.1.

– Finally, for a given API in the source library, we take APIs of the same
(unified) type as its candidates. Then we compute and rank APIs’ semantic
similarity based on word embeddings and a text similarity algorithm. Based
on the ranking results, the top ones are inferred as potential API mappings.

Fig. 2. Overview of our approach
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3.2 Understanding API Documents

In this paper, we leverage the CBOW model to learn and represent the seman-
tics of words in API documents. The CBOW model is proposed by Mikolov [3]
to learn the language model from the natural language corpus. As shown in
Fig. 3, its basic idea is predicting the intermedia word wt through the previous
k words {wt−k, . . . , wt−1} and posterior k words {wt+1, . . . , wt+k} to capture
semantic relevance implicated in co-occurrence of words. Its training objective
is to maximize the following log-likelihood function:

1
T

T−k∑

t=k

log p(wt|wt−k, . . . , wt−1, wt+1, wt+k) (1)

Fig. 3. CBOW model of learning word embeddings

During the training process, we concatenate the name and description of each
API to sentences, and merge all the sentences of the source and target libraries
together as the training corpus. We expect that the learnt word embeddings by
the CBOW model can capture the shared semantics between words in documents
of the source and target libraries.

3.3 Computing Similarity Between APIs

On the basis of learnt word embeddings, we take a text similarity algorithm
proposed in the literature [2] to compute the similarity between APIs. Here one
concatenated sentence of the API name and description is treated as one bag-
of-words. The similarity of two APIs As and At is computed as the similarity of
two bag-of-words based on the word-to-word similarity, that is:

sim(As, At) = sim(As → At) + sim(At → As) (2)

The directed similarity sim(As → At) is computed by the weighted summation
of the similarity between words in As and the text At. The weights here use IDF
(Inverse Document Frequency,) values.

sim(As → At) =

∑
ws∈As

sim(ws, At) ∗ IDF (ws)∑
ws∈As

IDF (ws)
(3)
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As for the similarity sim(ws, At) between As’s word ws and the text At, it is
defined as the maximal similarity between word ws and all the words in At.

sim(ws, At) = max
wt∈At

sim(ws, wt) (4)

Then the key point of this algorithm is a reasonable measure of the similarity
between words. Here we use the cosine similarity between learnt embeddings of
words from Sect. 3.2, which is used widely in natural language processing tasks.

4 Evaluation

4.1 Dataset

We use the documents of JavaSE and .NET libraries to evaluate our approach.
The text processing operations have been introduced in Sect. 3.1. Here we present
details of transferring API types. Ideally, given an API As in the source library,
its matching candidate At in the target library should have the same type so
that mappings with mis-matched types will not be inferred. For example, APIs
of the “Package” type should not be matched with APIs of the “Class” type.
However, API types of different libraries are usually different, especially when
they support different programming languages. Thus we do statistics on API
types of JavaSE and .NET (the “Original” column in Table 3) and predefine a
transfer map of API types based on their definitions (Table 2). Finally we get 8
unified API types for these two libraries (the “Transfered” column in Table 3).

4.2 Experimental Settings

We use the Word2Vec module in gensim 0.13.31 to implement the CBOW model.
Its basic parameters are set as: embedding dimension = 128, the context win-
dow = 10 words, training epoch = 200. The training process of CBOW is fast

Table 2. The transfer map of API types

JavaSE .NET

Original types Transfered types Original types Transfered types

Annotation type Class Attached properties Method

Error Class Enumeration Enum

Exception Class Events Other

Nested classes Class Namespace Package

Enum constants Other Properties Method

Optional elements Other Attached events Other

Required elements Other Delegate Other

Operators Other

Structure Other

1 http://radimrehurek.com/gensim.

http://radimrehurek.com/gensim
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Table 3. Dataset information of JavaSE and .NET API documents

# Sample Original Filtered

49,150 44,762

JavaSE Grouped
by API
type

Original Transfered

Annotation type 78 Class 3,370

Class 2,261 Constructor 4,088

Constructors 4,088 Enum 71

Enum 71 Field 5,096

Enum constants 430 Interface 1,026

Error 33 Method 30,350

Exception 506 Package 197

Fields 5,096 Other 564

Interface 1,026

Methods 30,350

Nested classes 492

Optional elements 113

Package 197

Required elements 21

# Sample Original Filtered

366,772 366,609

.NET Grouped
by API
type

Original Transfered

Attached events 21 Class 9,005

Attached properties 80 Constructor 12,464

Class 9,005 Enum 1,645

Constructors 12,464 Field 5,332

Delegate 592 Interface 925

Enumeration 1,645 Method 306,887

Events 28,220 Package 95

Fields 5,332 Other 30,256

Interface 925

Methods 206,815

Namespace 95

Operators 1,127

Properties 99,992

Structure 296

which takes less than 30 min on the dataset of Table 3 in the Core i7 CPU. Then
the process of computing API similarity is also quick which outputs results aver-
agely for 5–10 given APIs per minute of the source libraries. The speed is related
to the number of candidate APIs with the same type in the target library.
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We use the one-hot model as the baseline. Each API is represented as a
vector, for which the dimension is the same as the vocabulary size. If the name
or description of the API contains the ith word of the vocabulary, then the value
at the ith position of the one-hot vector is 1, otherwise 0. API similarity in the
baseline is computed by the cosine similarity of one-hot vectors.

The standard test set comes from the literature [4]. After filtering meaningless
mappings like “@1”, we finally get 145 standard mappings from JavaSE to
.NET . The inferred API mappings is evaluated by precision@k. Given an API
As from the source library, if the standard mapped API As→t of the target
library is at the top-k results of inferred matched At, then we record it as one
hit at top-k. The final precision@k is the ratio of the hitting count at top-k to
the total number of test mappings.

4.3 Results

Table 4 shows precision@k (k = 1, 5, 10, 20) results of the baseline and our
work (embedding dimension = 128, the context window = 10 words, training
epoch = 200). It shows that our work outperforms the baseline at all the k-
values, which improves precision@k (1, 5, 10, 20) by 61.95%, 47.60%, 34.63%,
21.86% respectively. The average promotion is 41.51%.

Furthermore, we make groups of experiments to analysis the effect brought
by training parameters of word embeddings. First, we compare results with dif-
ferent embedding dimensions (Table 5). We find that precision@1 and preci-
sion@5 decrease distinctly with the growth of dimension from 128 to 256 then
to 512. It shows that 128 dimension is enough for the current corpus to avoid
over-fitting. Then we analyze results with different training epochs (Table 6).

Table 4. precision@k(%) of API migration

Model One-hot Our work

precision@1 14.48 23.45

precision@5 28.97 42.76

precision@10 35.86 48.28

precision@20 44.14 53.79

Table 5. precision@k(%) with different embedding dimensions

Dimension 128 256 512

precision@1 23.45 23.45 21.38

precision@5 42.76 40.00 40.00

precision@10 48.28 50.34 48.28

precision@20 53.79 53.79 53.79
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Table 6. precision@k(%) with different training epochs

Train iteration 200 300 400 500

precision@1 23.45 24.83 25.51 24.83

precision@5 42.76 43.45 42.76 41.38

precision@10 48.28 48.28 48.90 50.34

precision@20 53.79 52.41 53.10 53.79

These experiments use 128 dimension of embeddings. We find that the growth
of training epochs after 200 has little effect on the precision@k results.

Finally, we want to figure out the contribution of API names and descrip-
tions in the process of inferring API mappings. We concatenated the name and
description of an API as a sample in the above experiments. Here we try to
divide these two parts from the corpus. Table 7 shows the statistical information

Table 7. Corpus information of different types

API library JavaSE .NET

NAME DESC FULL NAME DESC FULL

MinLength 1 1 4 1 1 5

MaxLength 21 84 88 36 80 88

AvgLength 7.14 7.19 14.32 8.82 10.89 19.71

VocabSize 4,250 6,489 7,372 4,960 7,457 8,232

MergedVocabSize NAME: 6,882; DESC: 9,588; FULL: 11,019

Table 8. precision@k(%) with different kinds of corpus

Corpus Iteration precision@1 precision@5 precision@10 precision@20

NAME 200 20.69 32.41 38.62 44.83

300 20.00 35.17 40.00 45.52

400 20.69 31.72 41.37 45.52

500 21.38 34.48 39.21 45.52

DESC 200 7.59 16.55 20.69 28.97

300 7.59 14.49 19.31 28.28

400 7.59 15.86 20.69 26.80

500 7.59 15.17 17.24 28.97

FULL 200 23.45 42.76 48.28 53.79

300 24.83 43.45 48.28 52.41

400 25.51 42.76 48.90 53.10

500 24.83 41.38 40.34 53.79
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about different kinds of training corpus. “NAME” and “DESC” means use only
API names and only API descriptions respectively. “FULL” means the concate-
nated corpus of names and descriptions. Table 8 presents precision@k results
with different kinds of corpus. We can find that the results only using names is
better then the results only using descriptions, but both of them can not achieve
the results of concatenated corpus. It shows that the name part contributes
most semantics in the process of inferring API mappings and the description
part provides supplementary information for this process.

5 Conclusion

Software developers often need to release different versions of projects or prod-
ucts to support different platforms or devices. They usually migrate developed
code from one platform to another. API mappings provide the key knowledge
acquired in the process.

In this paper, we propose a document-based approach of understanding words
in API documents and computing API similarity to infer API mappings. Our
approach achieves averagely 41.51% improvement of precision@k (k = 1, 5, 10, 20)
to the baseline model. While existed code-based approaches may come across the
unavailability of parallel code and high time expense of code analysis, API doc-
uments is easy to access and our approach can infer API mappings more quickly
by learning word embedding and computing API similarity. Then our approach
only leverages weak-supervised knowledge of API types rather than strong super-
vision of method-level alignment on code or many known API mappings.

As for future work, we hope to measure similarity better with other algo-
rithms or other networks, such as recurrent neural networks or convolutional
neural networks. Then the available number of known API mappings for us is
too small to provide supervision knowledge. We expect to collect more available
API mappings and extend our approach by training supervised modules in the
future.
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Abstract. Camera lens distortions are widely observed in different applications
for achieving specific optical effects, such as wide angle captures. Moreover, the
image with lens distortion is often limited in resolution due to the cost of
camera, limited bandwidth, etc. In this paper, we present a learning-based image
super-resolution method for improving the resolution of images captured by
cameras with barrel lens distortions. The key to the significant improvement of
the resolution loss due to lens distortions is to learn a sparse dictionary with a
post-processing step. During the training stage, the training images are used to
learn the sparse dictionary and projection matrixes. During the testing stage, the
observed low-resolution image uses the projection matrixes for two step
super-resolution reconstructions of the final high-resolution image. Experi-
mental results show that the proposed method outperforms the conventional
learning-based super-resolution methods in terms of PSNR and SSIM values
using the same set of training images for algorithm trainings.

Keywords: Super-resolution � Learning-based � Barrel distortion

1 Introduction

Recently, due to the rapid development of wide-angle lens for cameras, the research
community is paying more attention to the camera nonlinear lens distortions such as
radial barrel distortions [1, 2]. The lens distortion is that when the picture passes
through the optical lens, it results in the loss of perspective, and forms the distortion
effects. Barrel distortion is a distortion phenomenon that the image appears to be a
barrel shape and it is caused by the physical properties and structure of the lens. Barrel
distortion is the most common and the most widely used one. Hence, in our paper, we
discuss the image enhancement algorithm for images with barrel distortions.

In general, cameras with fisheye lens produce images with barrel distortions. The
image formation procedure of a typical camera with fisheye lens includes two major
processes: barrel distortion and un-distortion (distortion correction) processes. How-
ever, the current research directions of enhancing the image quality captured from the
wide-angle lens are limited to improving the accuracy of the un-distortion process
[1, 2]. There are very limited researches on enhancing the resolutions of the images
with nonlinear lens distortions. In [1], the authors proposed a reconstruction-based
super- resolution algorithm for improving the resolutions of fisheye cameras; however,
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this method requires multi-frame captures and the quality of reconstruction-based
methods is generally worse than learning-based methods in various applications [3–6].

In this paper, a new learning-based image super-resolution method is proposed to
address the resolution enhancement of the images captured from the barrel lens. Our
method includes two processes: image formation process (Fig. 1) and image restoration
process (Fig. 2). During image formation process, the original high-resolution
(HR) image is initially distorted through fisheye lens and image sensor. Then, we get
a low-resolution (LR) distorted image due to down-sampling (such as limited resolution
of cameras, limited network bandwidth, etc.). During image restoration process, the
observed LR image with barrel distortion is initially interpolated using bicubic method.
In the next step, we restore the rectilinear image through the un-distortion process and
then carry out super-resolution process to improve image quality.

The major novelty of this paper is to make use of the state-of-the-art learning-based
method [3] to train a sparse dictionary for the images affected by the nonlinear barrel
distortion and add a spatially varying post-processing refinement, in order to restore the
image details of the distorted images. Due to the sophisticated performance of the
super-resolution algorithms [3, 4] through adapting the training images to learn the
sparse dictionary [4, 7] for training the ridge regressors, the resolution of the testing
images is significantly improved. Meanwhile, the post-processing process is used to
classify the image patches to compute coefficient matrixes, where these coefficients are
then used to refine the HR image for producing the final resulting image.

Experimental results show that the proposed learning-based super-resolution
method can improve the objective and subjective quality of the distorted images in
PSNR and SSIM values compared with the bicubic interpolation and various state-of-
the-art super-resolution algorithms [3–5] using the same training and testing images.

The rest of this paper is organized as follows. In Sect. 2, we describe the camera
distortion and un-distortion processes using classical barrel lens models for simulating

Fig. 1. Image formation process.

Fig. 2. Image restoration process.
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the image formation and image restoration processes. Section 3 presents the proposed
method in details. We conduct experiments and demonstrate the performance of our
method in Sect. 4. Finally, in Sect. 5, we conclude this paper.

2 Related Work

For an image with an arbitrarily shaped lens radial distortion, the classical distortion
method can be described as polar angle transformation [8–10]. Given an image with
Cartesian coordinates (x, y), the polar coordinates are transformed as

r; h ¼ T x; yð Þ ð1Þ

where the radius r and angle h are the polar coordinates of (x, y) in the polar domain.
One of the commonly used nonlinear distortion model for wide-angle cameras is to

transform the radius of the polar coordinates in a nonlinear manner from radius r to the
new radius rnew, through low-order polynomial functions, as follows,

rnew ¼
Xn
i¼1

air
i ð2Þ

where the radius r is modified to rnew but the angle h is kept constant, and the parameter
ai represents the distortion coefficients. Figure 3 shows the physical effects of this
distortion model for various values of ai, after inverse transformation to the Cartesian
coordinates. To restore the radial distortion, the new radius rnew is restored back to the
original radius r through forward and inverse polar transformations.

3 Proposed Method

In this paper, we propose a super resolution method used for images with barrel lens
distortions. Our method first utilizes sparse dictionary to reconstruct the high-resolution
image, and then use a post-processing procedure to reconstruct the image again. We
will introduce the detail process of our method in this section.

a1 = 1, a2 = 0.22                a1 = 1, a2 = 0.3               a1 = 1, a2 = 0.4

Fig. 3. Physical effects of barrel distortion using different parameters a1 and a2 in Eq. (2).
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3.1 Pretreatment Process

For the given high-resolution training images, the distortion process in Eqs. (1) and
(2) is used to obtain the high-resolution barrel distortion images. Then, we utilize the
given up-scaling factor u to obtain the corresponding low-resolution distortion
images from the HR distortion images by down sampling. The LR distortion images
are then interpolated to middle images by bicubic method with the same factor.
Note that the high frequency information of these middle images is missing. After
that, the middle images are un-distorted to recover the rectilinear shapes using polar
transformations.

We follow the same feature extraction process as A+ [3] and TLA [11]. In order to
extract local features and obtain high frequency contents, we use R high pass filters to
convolute all the un-distorted middle images (for simplicity of notation, let us call the
middle images as LR images in the following contexts). Thus, each LR image forms
R filtered images. Gridding method is then used to extract patches from these images,
and the patches from the same position are aggregated as a feature. High-resolution
features from the original HR image are extracted by the same gridding method.

3.2 Training Stage

Dictionary and Projection Matrix
Since we have computed the LR and HR features, at this stage, we will compute
low-resolution dictionary and projection matrixes. We use the same computational

process as A+ [3]. The LR dictionary DL ¼ dL;k
� �K

k¼1, (where dL,k denotes the dic-
tionary atom and K is the dictionary size), is computed as follows,

min
d

DLd�xk k22 þ k dk k1 ð3Þ

where d is the sparse representation, x is low resolution features and k is a weighting
factor. The general super-resolution methods use training samples in training pool to
generate neighbors for regression. The LR and HR features extracted from the original
high-resolution images and the un-distorted low-resolution images form the training
pool. Hence, the optimization problem can be transformed into

min
c

xi � NL;kc
�� ��2

2 þ k ck k2 ð4Þ

where c is a coefficient vector, NL,k includes m neighbor samples from training pool.
These m training samples lie closest to the dictionary atom to which the input feature xi
is matched. The closed-form solution is given as follows

ci ¼ NT
L;kNL;k þ kI

� ��1
NT

L;kxi ð5Þ
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The corresponding high-resolution neighbors are defined as NH,k. Hence, for each
input LR feature xi, we compute the nearest atom in dictionary, and the HR patch yH,i
can be reconstructed by the following equation,

yH;i ¼ NH;k NT
L;kNL;k þ kI

� ��1
NT

L;kxi; k ¼ 1; 2; . . .;K ð6Þ

Therefore, we define the projection matrix Pk in Eq. (7) since it can be computed
offline. Each dictionary atom dL,k has a corresponding projection matrix Pk.

Pk ¼ NH;k NT
L;kNL;k þ kI

� ��1
NT

L;k ð7Þ

Post-processing Refinement
In the above process, the high-resolution patch has been computed, but the spatially
varying characteristics of barrel distortion image are ignored in the former procedure.
The information loss in the edge region and the center region of the image is different.
Hence, we add a spatially varying post-processing procedure to refine the HR image.

First, for the original HR features y and the reconstructed HR features yH from the
reconstructed HR image, we divided them into ngroup classes according to the geo-
metric distance to image center. We denote the class of y and yH as yc and yH,c
respectively (where c = 1,…, ngroup). Figure 4 shows an image divides into three and
four classes.

We use Hc represents the coefficient matrix for spatially varying post-processing. In
training stage, we compute a coefficient matrix for each feature class (representing
different geometric distances to the image center in the spatial domain) by

min
Hc

HcyH;c � yc
�� ��2

2 ð8Þ

The close-form solution is given by

Hc ¼ ycy
T
H;c yH;cy

T
H;c

� ��1
ð9Þ

Fig. 4. An image divides into three and four classes.
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3.3 Testing Stage

At this stage, for the given test images (after the un-distortion process), we first extract
LR features from them by the same extraction process in training stage. Then, the
nearest dictionary atom dL,k for each low-resolution feature xT,j is determined. Mean-
while, we also obtain the corresponding projection matrix Pk. Therefore, the
high-resolution patch yT,j of the first reconstruction procedure can be calculated by

yT ;j ¼ PkxT ;j ð10Þ

Then, we utilize a post-processing procedure for the second reconstruction. The
reconstructed HR patches yT are divided into ngroup classes based on the geometric
distance to image center. For each class, we utilize the corresponding coefficient matrix
to conduct the second reconstruction process. The equation we used to compute the
reconstructed features yR,c is given by

yR;c ¼ HcyT ;c ð11Þ

In the end, these HR patches yR,c are aggregated to form the final high-resolution
image, where the merging method is same as the decomposition process.

4 Experiments

In this section, we introduce experiment settings, explain the parameters, and analyze
the results compared with other state-of-the-art approaches.

4.1 Experiment Settings

In this paper, the training dataset includes 91 nature images that were provided by Yang
et al. [6]. We use two test datasets Set5 and Set14 proposed by Zeyde et al. [4]. They
contain five and fourteen commonly used nature images, respectively. The evaluation
metrics utilized in our paper are PSNR (Peak Signal-to-Noise Ratio) and SSIM
(structural similarity) [12]. We compare our method with the bicubic interpolation
method and the state-of-the-art super resolution methods, including K-SVD method
[4], GR (Global Regression) method [5], ANR (Anchored Neighborhood Regression)
method [5] and A+ method [3].

In our experiments, we set the up-scaling factor u equals to 2. Other parameter
settings are the same as A+ method. The high-pass filter number R is 4, dictionary size
K equals to 1024, k is 0.1 and neighborhood size m is 2048. The class number ngroup is
set to 4 in post-processing procedure. The parameter a2 that controls the distortion
degree of image is set to 0.25 and 0.28 (a1 is set to 1) throughout the experiments.

4.2 Experimental Results

In this section, we introduce the results of our method and other comparative methods
[3–5]. Table 1 shows the average PSNR and SSIM results on Set5 and Set14 when
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distortion parameter a2 = 0.25 while Table 2 shows the results when a2 = 0.28. Figure 5
represents the resulting images of various methods for the parameter a2 = 0.25.

In these two tables, the PSNR and SSIM results indicate that the performance of our
method improves significantly over other state-of-the-art super-resolution methods for

Table 1. Average PSNR (dB) and SSIM results on Set5 and Set14 when a2 = 0.25.

Dataset Bicubic K-SVD GR ANR A+ Ours

Set5 26.18 27.91 27.91 27.96 28.00 28.23
0.7908 0.8318 0.8273 0.8326 0.8424 0.8466

Set14 24.36 25.93 25.94 25.97 25.89 26.20
0.7547 0.8072 0.8092 0.8099 0.8097 0.8180

Table 2. Average PSNR (dB) and SSIM results on Set5 and Set14 when a2 = 0.28.

Dataset Bicubic K-SVD GR ANR A+ Ours

Set5 25.71 27.66 27.68 27.70 27.72 28.02
0.7775 0.8259 0.8219 0.8266 0.8365 0.8422

Set14 24.25 25.69 25.70 25.73 25.70 25.90
0.7515 0.7995 0.8012 0.8018 0.8035 0.8097

(a) Original image       (b) LR image        (c) Up-sampled image    (d) Un-distorted image 

(e) K-SVD            (f) ANR            (g) A+          (h) Ours 

Fig. 5. Super-resolution results when a2 = 0.25.
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different values of a2. Table 1 shows that our method provides higher PSNR values of
Set5 and Set14 by 0.23 dB and 0.21 dB respectively. Meanwhile, the SSIM
improvement is more than 0.0042 and 0.0083 on Set5 and Set14. Table 2 gives similar
results, where our method has an advantage of 0.30 dB in PSNR on Set5 dataset.

Figure 5 shows the original images, low-resolution distorted images, bicubic
interpolated images, un-distorted images, and resulting images of our approach and the
several comparative approaches. The results indicate that our super-resolution method
has successfully compensated more accurate high-frequency information, and
improved the quality of reconstructed images. Specifically, the edges and the texture
regions of the images reconstructed by the proposed method have better fidelity.

Experimental results show that our method is better than A+ method in terms of
PSNR, SSIM values and visual evaluations. That is because for the given barrel dis-
tortion images, our approach uses both dictionary-based method and post-processing
procedure, and utilizes different coefficient matrixes according to different spatially
varying distortion characteristics of image. Therefore, our results show further
improvements, such that the reconstructed high resolution images are better.

5 Conclusion

In this paper, we propose a novel super-resolution method for images with barrel
distortions. Specifically, the popular A+ method is applied to conduct the first recon-
struction procedure to form the reconstructed high-resolution image. After that, we use
post-processing procedure to classify the image patches for spatially varying refinement
to reconstruct the images again, in order to produce the final high-resolution images.
Experimental results show that the proposed method can obtain significantly better
objective and subjective quality than various state-of-the-art super-resolution approa-
ches for images with barrel lens distortions.
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Abstract. Datasets on the Web of Data (WoD) are often published
without a precise schema which may discourage their reuse. Methods
for schema acquisition from linked data have been proposed that mainly
exploit the regularities in property and/or value distributions in resources
to discover potentially useful classes as homogeneous clusters. Yet the
crucial task of interpreting and naming the discovered classes is left to
the human analyst. We prone a more holistic approach to schema dis-
covery that, beside clustering, assists the analyst by suggesting plausible
names for clusters. In doing that we: (1) rely on concept analysis for
class discovery from linked data and (2) exploit known DBpedia types
and shared properties to form candidate names. An evaluation of our
approach with a dataset from the WoD showed it performs well.

Keywords: Linked data · Schema discovery · Formal concept analysis ·
DBpedia · Semantic web

1 Introduction

The Web of Data (WoD) is a rapidly expanding part of the general Semantic Web
(SW) landscape where hundreds if not thousands Linked Data (LD) datasets are
published every year. When publishing their dataset, authors often do not care
to provide a dedicated schema but rather refer to openly available sources such as
DBpedia, YAGO, GeoNames, etc. While these resources enable a rapid expansion
of the WoD by reducing the publication effort, a more precise schema –tailored
to the dataset content– would facilitate its further exploiting, e.g., querying or
integration with other dataset [1].

The need to provide tightly-fitting schemas for already published datasets
motivated the design of methods and tools for schema discovery from LD
[2–4]. In its most general wording [3], the corresponding task is aimed at mining
relevant schema elements, esp. classes (both identifying and producing defini-
tions/descriptions thereof), subclass and subproperty links, rules, etc.

The overall schema discovery may be roughly split into the following sub-
tasks: (1) class identification, (2) class hierarchy construction, (3) definition of
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 261–273, 2017.
DOI: 10.1007/978-3-319-63558-3 22
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property domains and ranges, (4) class name assignment. The first two steps can
be automated to a large extent: Many methods from the literature would address
them as a single task and apply hierarchical clustering to 1 and 2 whereby the
similarity measure is based on shared properties among resources. In particular,
formal concept analysis (FCA) techniques have been frequently used to that
end, due to the nice structural properties of its final result, the concept lattice.
Compared to that, task 3 has often been implicitly addressed by the proposed
methods.

In stark contrast to the clustering and domain/range assignment that exploit
regularity in the distribution of the predicates or the (predicate, object) pairs
across the triples of the LD dataset, class naming is inherently manual task.
Indeed, it involves interpreting the resource cluster behind a new class and hence
assessing its relevance. To the best of our knowledge, none of the methods from
the literature have addressed the (partial) automation of the process, e.g., by
providing plausible candidates for class names. Yet this could be a great relief for
the human analyst, especially with approaches which tend to generate a large
number of classes such as those exploiting FCA or affiliated pattern mining
techniques.

In this paper, we address the problem of maximizing the automation of
schema discovery from data. As the emphasis is on the aforementioned step
4, we choose a relatively unambitious variant of the first stage of the process:
Our goal is to define the class hierarchy and feed in property domains and ranges
(whenever applicable), which amounts to designing an RDF Schema for the ini-
tial dataset. More thorough class descriptions in expressive languages, e.g., OWL
2 EL, although relevant, are beyond our scope. Thus, our method applies FCA
to jointly address the first three steps of the schema discovery task. For class
naming, typing information from generally available external sources such as
DBpedia is factored in whereas the properties of the FCA output, i.e., the con-
cept lattice, are exploited to ensure produced names are both most specific and
unique.

We conducted a preliminary evaluation of our method with a Russia-related
dataset from the WoD. Its choice was dictated by the need to keep the FCA
output reasonably-sized without applying strong filtering techniques so that the
potential of our naming technique could be assessed in a fair manner. The output
set of classes was assessed in terms of recall, precision and f-measure w.r.t. to a
reference class set and the results were judged promising.

The remainder of the paper is as follows: Sect. 2 summarizes related work
whereas Sect. 3 provides background to the study. Sections 4 and 5 describe our
method and the experimental study, respectively. Finally, Sect. 6 concludes.

2 Related Work

The aforementioned schema discovery tasks are dealt with in the larger field of
ontology learning [1] whereas individual methods address specific subsets thereof.
Most methods only address the first two of them, i.e., the construction of the
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class hierarchy, a.k.a. the taxonomy. To that end, they apply a hierarchical clus-
tering algorithm, either FCA-based or a statistical one, e.g., nested k-means. In
[5], a comparison is drawn between three clustering paradigms, FCA and two
statistical ones, with their respective merits for ontology learning. The authors
conclude that FCA performs better and produces clusters that are easier to
interpret yet there is a price to that as concept lattices tend to grow rapidly.

An interesting variant of the ontology learning from LD problem is addressed
in [3]: An LD dataset where a schema, albeit present, is unexpressive (RDFS)
and unmarked within the overall RDF graph is provided with a richer, OWL
EL-level ontology. A related FCA application is presented in [4] where authors
use FCA to detect incorrect or incomplete typing in LD datasets. Here FCA is
a mere means to the discovery of strong associations between types to use as
correcting templates for the RDF data.

Mining conceptual knowledge from RDF data dates back at least to the work
of Delteil et al. [2]. The proposed method is FCA-based, yet the target concepts
are not intended to become RDFS classes, as in our case, but rather fit the
conceptual graph template. Thus, their intents comprise chains of triples of a
fixed length (gradually increasing along an iterative construction process), rather
than being set of attributes translating RDF properties as proposed here.

FCA has been applied to RDF data to acquire conceptual knowledge in
a variety of other contexts: For instance, enhancing the functionalities of RDF
repositories or the entire WoD w.r.t. navigating, browsing, visualizing, etc., moti-
vated a large body of work [6–9]. Noteworthily, relational extensions of FCA
to fit graph-shaped data are used in [6] and [8], called logical concept analysis
(LCA) [10] and relational concept analysis (RCA) [11], respectively. Similarly,
mining queries or query answer by means of FCA has been actively researched
on [12–14].

Finally, assigning names to automatedly discovered concepts, a.k.a. concept
labeling, has been addressed in the context of ontology learning from texts [15].
Yet, given the specific nature of the input data, the techniques used to that end
are totally unrelated to the one we present here.

To sum up, no known and comparable method has jointly addressed the
above four tasks.

3 Background

3.1 The RDF/S Data Models

As a generic data model, RDF1 represents the information on the web in the
form of subject-predicate-object triples. Each triple is a sentence describing
a resource. A resource is an entity which can be a subject, predicate or object in
an RDF triple. The subject or first part of an RDF triple is a resource which the
statement describes. The predicate or second part of the triple is the property

1 https://www.w3.org/TR/REC-rdf-syntax/.

https://www.w3.org/TR/REC-rdf-syntax/
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or aspect which relates the resource to an object. Therefore, the object is the
third part of the triple which could be another resource or a literal value defined
as a string or a number, a date, etc.

On top of the RDF which does not provide significant semantics, RDFS2 is
an extensible knowledge representation language which adds vocabulary to RDF
in order to express the information about classes and their relations including
superclass/subclass relations and properties (predicate relationships between the
classes).

3.2 DBpedia

DBpedia3 is a project which aims at extracting structured information from the
Wikipedia content. In addition to free text information, DBpedia also uses the
different types of structured information from Wikipedia including the infobox
templates4, title, abstract, categorization information, images, geo information,
and external url links. This open source data set is available on the web as linked
data (RDF triples) [16].

3.3 Formal Concept Analysis

Formal Concept Analysis (FCA) is a lattice theory-based approach towards the
discovery of conceptual knowledge from data [17]. Datasets are introduced as
formal contexts, i.e., objects-to-attributes cross tables.

Definition 1 (Formal Context). A formal context is a triple K(G,M, I),
where G and M are sets of objects and attributes, respectively, and I ⊆ G × M
is an incidence relation.

With the above definition, (g,m) ∈ I is interpreted as the object g having the
attribute m. Figure 1 depicts on the left a sample context drawn from a Russia-
related dataset found on the WoD (In this figure, labels are shown instead of full
URIs). It is made of five resources as objects and six properties as attributes,
whereas the incidence reflects the composition of the triples from the dataset.

Every incidence relation induces a Galois connection [18] that helps reveal
hidden regularities in the distribution of attributes over the set of objects. The
revealed conceptual structure of the context is called (formal) concepts in FCA:

Definition 2 (Concept). A pair (A,B) ∈ ℘(G) × ℘(M) is a (formal) concept
of the context K(G,M, I) iff A′ = B and B′ = A. A is called the extent and B
the intent of the concept.

For instance, ({O2, O5}, {A1, A3, A5}) is a formal concept of the context in
Fig. 1.

2 https://www.w3.org/TR/rdf-schema/.
3 http://dbpedia.org/.
4 http://en.wikipedia.org/wiki/Help:Infobox.

https://www.w3.org/TR/rdf-schema/
http://dbpedia.org/
http://en.wikipedia.org/wiki/Help:Infobox
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An additional advantage of FCA as a tool for extracting conceptual knowl-
edge comes from the hierarchical structure that is implicit in the concept set CK.
In fact, concepts are partially ordered by the set-theoretic inclusion of extents.
Thus, a subconcept-of relation ≤K is defined by:

(A1, B1) ≤K (A2, B2) iff A1 ⊆ A2(⇔ B1 ⊇ B2).

Moreover, following the Central Theorem of FCA [17], the partial order induces
a complete lattice on the concept set.

property 1 (Concept Lattice). For a formal context K(G,M, I) with its concept
set CK, the partially ordered set LK = 〈CK,≤K〉 is a complete lattice where the
join (

∨
) and meet (

∧
) operators over an arbitrary set of concepts {(Ai, Bi)}i∈[1,k]

are defined as follows:

–
∨k

i=1(Ai, Bi) = ((
⋃k

i=1 Ai)′′,
⋂k

i=1 Bi),
–

∧k
i=1(Ai, Bi) = (

⋂k
i=1 Ai, (

⋃k
i=1 Bi)′′).

In the above property, ′′ stands for both compound mappings �� and ��

which are known to be closure operators [18] in any Galois connection.

Fig. 1. Formal context drawn from a dataset about Russia (left) with its concept
lattice (right)

The concept lattice is typically represented as the Hasse diagram where nodes
representing concepts are annotated with respective intents and extents. Math-
ematically, the graph of that diagram follows the transitive restriction of the
lattice order ≤K, i.e., the precedence ≺ relation. The lattice of our sample con-
text is shown next to it in Fig. 1.
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4 Schema Extraction

Our method comprises three steps: At step one, FCA algorithms are applied to
an appropriate transformation of the RDF dataset to construct its concept lat-
tice. At step two, the concepts are converted into RDFS classes and subconcept-
of links from the lattice into subclass assertions. Moreover, property domains
and ranges are set to the classes gathering the resources referred in the prop-
erty triples. Finally, at step three tentative names are composed for the newly
designed classes using labels recovered from DBpedia.

4.1 Mining Conceptual Knowledge from LD

In this step, the RDF data is converted to a formal context depicted as a binary
table. As illustrated before, binary table has objects and attributes respectively
in its rows and columns as well as binary values which indicate if an object
has a specific attribute or not. Individuals that are not part of any RDF triple
are considered noise in our data, i.e., they do not play any role in constructing
our lattice. Each resource in RDF data is an object in the binary table and
the predicates of that resource are attributes in the table. For example, to map
the RDF triple (Marc Chagall, live-in, Germany) to formal context the first
member of RDF triple Marc Chagall is extracted as an object in the table and
its predicate live- in is extracted as an attribute in the table. One can see that
only the two first parts of a triple are used in formal context. The last member
of any RDF triple can be a subject of a new triple to be considered in the table.
For example, from the previous triple Germany is the first member of another
triple in RDF data which is (Germany, has-tel-code, 49), i.e., Germany is an
object in the table but one cannot continue on since 49 is a literal and cannot
be a subject of any other triple in the RDF data, i.e., 49 is not an object in the
binary table. Note that, if there exist resources without any predicate in dataset
unlike literals they can be included in the formal context as the objects without
any attributes.

Now, the lattice is built from the resulted binary table using an FCA tool.
The resulted lattice demonstrates the conceptual hierarchy of our data. Each
concept contains similar objects (RDF individuals); in other words, objects with
similar attributes (predicates). Hierarchy structure also shows the superconcept
and subconcept relations between the concepts.

4.2 Translating the Concept Lattice into RDFS

At this step, four basic rules are applied to turn the lattice into an RDFS schema:

Class Rule: All concepts, but the lattice top (G′′, G′) (extent comprises all
dataset resources) and bottom become RDFS classes. Unless the extent of the
lattice bottom (M ′,M ′′) is non void (at least one resource has triples for all
properties from the dataset), it is ignored as well.
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Subclass Rule: For each pair of concepts c1 and c2 such that (c1, c2) ∈≺, a
rdfs:subClassOf assertion is created for their respective RDFS translations
whenever those exist (see above).

Domain Rule: To establish domains of properties, we exploit a basic structural
regularity of the concept lattice. In fact, for any attribute m, there is a unique
maximal concept that has m in its intent. The concept c = (m′,m′′), called the
attribute concept of m, is such that for any other concept c̄ = (A,B), m ∈ B
entails c̄ ≤K c. Now given an RDF property p, its domain is set to the class
yielded by translation of the attribute concept of m(p), the counterpart of p in
the formal context. For example, the equivalent RDFS for the concept Person
with three attributes has-name and has-birthplace and live-in is a class with the
domain of the three predicates has-name and has-birthplace and live-in. Finally,
in the generated RDFS, there is no need to draw the same properties for the
subclasses of Person such as Politician ( This also applies to the ranges).

Range Rule: Property ranges are a bit trickier to establish as our context does
not reflect the (predicate, object) pairs in the RDF triples. Thus, there is no
equivalent of the above attribute concept to rely on. However, another structural
property of the lattice comes into play here: In fact, for any object subset A ⊆ G,
there is a unique minimal concept whose extent contains A, i.e., (A′′, A′). Now,
for any property whose values are resources, we set its range to the class that
translates the minimal concept comprising all property values (as objects) in its
extent. For properties of literal values, ranges are not established. For example,
both has-birthplace and live-in are related from one resource to another resource
which are respectively the individuals of the concept Person and Country ; but,
has-name relates from one resource (individuals of the concept Person) to a
literal. Therefore, the equivalent RDFS is a class Country (and Person) with
range (and domain) of only two predicates has-birthplace and live-in.

4.3 Naming RDFS Classes

The final stage of our method generates candidate names for the discovered
classes. The basic idea behind our method is to bring in typing knowledge from
DBpedia and to exploit its ontological structure. We posit that for each class,
an appropriate name must be designed which represents every class member.

Sources of Naming Information. For each dataset resource, we query DBpe-
dia resources that match it. There are alternative typing sources in DBpedia,
the most obvious being its ontology. Indeed the DBpedia classes shared by the
members of an FCA-discovered concept can be a good starting point for nam-
ing. However, these classes might not be very specific and provide for a dis-
criminant names in some cases. Another source is the dc:description property
of DBpedia resources, yet it requires some light-weight NLP to be applied as
explained below. Finally, discriminant names might be obtained by append-
ing some dataset-specific information to overly general class names, e.g., the
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properties shared by class members (from the underlying concept intent). In the
next paragraph, we describe four techniques to compose names from external as
well as internal information.

Naming Techniques. We factor out shared DBpedia typing information in a
much similar way FCA factors out the shared properties into concept intents.
Thus, for a set of DBpedia resources that are recognized as matches for our
dataset resources, we collect all the known types from the DBpedia ontology.
Then, we intersect the resulting class lists and take the most specific type in the
intersection. For instance, consider Lake Onega and Neva River as the resources
to be grouped together and their concept should get a name based on the types
they share in DBpedia. The types of any resource in DBpedia are retrieved
from the rdf:type predicate. Figure 2 shows the DBpedia content for both
Lake Onega and Neva River resources (dbpedia-owl prefix indicates the classes
belong to the OWL ontology of DBpedia). The intersection list of the types in
our example is [Place, BodyOfWater, NaturalPlace] whereby BodyOfWater is
the most specific one.

Fig. 2. Objects of the rdf:type predicate of Lake Onega and the Neva River
in DBpedia

Resources with Several Known Names. The first challenge is to correctly spot the
relevant resources inside DBpedia even though they are recognized by different
names in a different context, e.g., Neva is used instead of the Neva River in
some data. Luckily, DBpedia has a ready-made solution: For every such resource,
the dbpedia-owl:wikiPageRedirects predicate lists known alternative names.
Figure 3 shows the DBpedia page for the Neva River with different names.

Fig. 3. Objects of the dbpedia-owl:Wikipagesdirect predicate for the Neva
River in DBpedia

Beyond Shared DBpedia Types. Another challenge arises with overly general
types retrieved by our basic naming technique. For instance, assume a resource
represents a person and the rdf:type predicate only refers to the Person class.
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Assume also two FCA-output classes whose members are in fact famous musi-
cians and famous writers, respectively, but all we can retrieve from DBpedia is
their common type Person. We have a clear naming conflict and a natural way
out would the to retrieve the more specific information about their professions.

Such information is often comprised in the dc:description predicate of
the DBpedia resources which represent people. The retrieval process is a bit
more complex here as the content of the predicate is free text with few con-
straints, hence it requires some light-weight NLP. We illustrate it below through
an example.

Assume Rihanna and John Bottomley are the only members of a newly dis-
covered class. The dc:description for Rihanna contains the “Singer, song-
writer” string while for Facundo Cabral it is“Canadian singer and songwriter”.
Notice that “and” and “,” are phrase separators in the overall literal that are
easy to spot. Moreover, in English multi-term phrases only the last word is of
interest as it is the leading noun. Thus, with this heuristic rule, we can easily
guess the types of the resource, in particular, the profession-related ones for
representations of famous people.

Past that step, in our example, Rihanna has a profession list comprising
“Singer” and“Songwriter” and so has John Bottomley (capitalization is ours).
The intersection of the lists is again “Singer” and “Songwriter”, hence, the
assigned class name will be “Singer Songwriter”.

Appending Property Information. In a number of cases, the above techniques
will output identical names for a number of classes. In such cases, we artificially
produce discriminant names by appending the name of a property to the one
retrieved by the previous techniques. The structural regularities of the lattice
help again: due to the uniqueness of concept intents, there is at least one more
attribute in an intent w.r.t. the intent of the parent concept. By choosing these
differential properties, we ensure classes are named differently from their imme-
diate super-classes, which, inductively, ensures the uniqueness of all names.

Finally, there might be a small number of classes for which no sensible name
will be produced as they group resources of totally unrelated types. We keep
their automated names and leave them to the analyst’s judgment.

5 Experimental Study

We conducted an experimental study on the validity of our approach. A single
dataset from the WoD was chosen to run on our schema discovery tool.

5.1 Dataset

We used an LD dataset about Russia which comprises 1159 triples. It covers
data about Russia’s culture (theaters, museum, galleries, etc.), nature (rivers,
lakes, parks, etc.), famous Russian people, entertainments and other features.
The dataset contains both instance and schema level triples. Since our goal is
to assess the discovery of schema level by only looking at the instance level, we
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hid the former part from our method. Thus we used only the 539 triples about
individual resources as input to the FCA-based tool. The remainder was used as
a ground truth in the evaluation for the final schema.

5.2 Experimental Results

The formal context of the Russia dataset has 92 objects and 47 attributes. There
are 256 (object, attribute) pairs in the context. The concept lattice of the Russia
dataset has 69 concepts whereas the top and the bottom ones are trivial.

Figure 4 shows the RDFS graph extracted from the dataset. DBpedia is used
to name the nodes in the graph. The version of DBpedia used for this research
work is 3.8. The algorithm chooses the names for the classes according to the
common information their objects share in DBpedia. Therefore, there is a reduc-
tion in the number of nodes compared to the concept lattice due to the same
names applied to some nodes. In order to tune this reduction, the attribute con-
catenation technique (refer to Sect. 4.3 in the paper) has been applied for naming
same nodes differently as much as possible.

Fig. 4. Parts of the RDFS graph of the Russia dataset

The attribute concatenation is used for the concepts with the same name as
their parents: The differential attribute name is appended to the temporal name.
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For example, both concepts 7 and 23 got “PopulatedPlace”. Since 7 is the parent
of 23 a differential attribute, e.g., distance unit region is added, hence the name
of 23 changes to “PopulatedPlace with distance unit region”.

5.3 Evaluation

To evaluate our approach, we assess how well our method categorizes the dataset
against the provided schema by the dataset. Notice that the naming process also
indirectly affects our evaluation since applying the attribute concatenation tech-
nique which decreases the number of concepts with the same names (i.e., overall
increasing in the number of concepts) can drastically improve the clustering
performance.

In the following, the quantitative results of the evaluation are provided in
terms of Precision, Recall and F-Measure.

To evaluate the approach against the provided schema by the dataset, only
the relevant classes in the dataset are considered. Since in the provided schema
there are also some classes without any instances (or instances with no prop-
erties), in the evaluation the relevant classes the provided schema stands for
the classes which have instances and at least one of their instances is used to
construct the concept lattice, i.e., the instances with properties.

Recall is a measure which calculates the number of the relevant classes
extracted from the dataset:

Recall =
relevant classes ∩ discovered classes

relevant classes
(1)

The number of relevant classes in the dataset is 35 and the number of classes
which are extracted to construct the resulted RDFS graph is 36. Among all of
the discovered classes, only 27 are relevant. Therefore, the value is 27/35.

Precision shows the number of extracted classes from the dataset which are
relevant:

Precision =
relevant classes ∩ discovered classes

discovered classes
(2)

The exact value is 27/36.
By applying the attribute concatenation technique the number of relevant

classes increases from 17 to 27. The table below shows the improvement in
the Precision, Recall, and F-Measure after applying that technique (Table 1).
Figure 4 shows the final RDFS graph.

Table 1. Measurement table

Precision Recall F-Measure

Without attribute concatenation 0.472 0.485 0.478

With attribute concatenation 0.75 0.771 0.763
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5.4 Discussion

A comparison between the class names we produced and the original ones is
provided below.

First, while the dataset is about Russia, our approach seems to distin-
guish better by considering locations. For example, the approach created both
classes Museum and Art Museums And Galleries In Russia whereas the provided
schema only contains Museum. Another example covers people with different pro-
fessions. Our approach created both classes Novelist and Writer whereas initially
we only had Author. It seems the automated approach provides more accurate
names although there are also some deficiency compared to the original schema.
Indeed, unnamed classes remain in our case: For example, the concept 13 com-
prises two objects Russian Winter Folk Festival and the Festival of the North.
Since no information is retrieved from DBpedia for those objects, no name can be
created. Another example is concept 16 with ice skating. The resource should be
typed sport but the information is missing from DBpedia (search with ice skating
is fruitless). The corresponding classes in the original schema are Festival and
Sport, respectively.

Finally, classes with only one instance might be considered as spurious. In a
more general view, it would be reasonable to ignore the concepts with too few
instances. Depending on the size of dataset one can decide about a threshold.

6 Conclusion

We presented here a method for extracting exploitable schema knowledge from
datasets on the WoD. It reveals the implicit conceptual structure in RDF data by
applying concept analysis to a straightforward representation of the linked data
as a resource-to-property cross-table. The method then assigns names to discov-
ered RDFS classes that reflect both known DBpedia types and shared properties
of the member resources. The approach underwent a preliminary experimental
evaluation whose results indicate it performs well.

Our next step is a comprehensive validation study of our method using
datasets of variable sizes and provenance. In a future refinement of the app-
roach, combining a range of external resources, e.g., WordNet or Wikipedia, for
class naming will be investigated. Another avenue consists in feeding in property
values into the conceptual analysis: For instance, links between resources could
be mined to yield richer class descriptions, e.g., by means of dedicated mining
frameworks [11].
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Abstract. We propose a novel method to infer missing attributes (e.g., occu-
pation, gender, and location) of online social network users, which is an
important problem in social network analysis. Existing works generally utilize
classification algorithms or label propagation methods to solve this problem.
However, these works had to train a specific model for inferring one kind of
missing attributes, which achieve limited precision rates in inferring multi-value
attributes. To address above challenges, we proposed a convolutional neural
network architecture to infer users’ all missing attributes based on one trained
model. And it’s novel that we represent the input matrix using features of target
user and his neighbors, including their explicit attributes and behaviors which
are available in online social networks. In the experiments, we used a real-word
large scale dataset with 220,000 users, and results demonstrated the effective-
ness of our method and the importance of social links in attribute inference.
Especially, our work achieved a 76.28% precision in the occupation inference
task which improved upon the state of the art.

Keywords: User attributes mining � Deep neural network � Social network
analysis

1 Introduction

Online social networks have become increasingly important platforms for users to
interact with each other, process information, and diffuse social influence. A user in an
online social network essentially has a list of social friends, a digital record of
behaviors and a profile. To address users’ privacy concerns, however, online social
network provide users with fine-grained privacy settings. And users’ private infor-
mation is difficult to acquire. So, inferring social network users’ profile get more and
more attention in both industry and academia. In existing works, researchers aim to
utilize social network user’s explicit information (i.e. information which is registered or
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easy to acquire) to infer their missing or incomplete attributes. To perform such privacy
inference, they attempted to collect available data from online social networks and
leverage several kinds of methods to analysis these explicit information.

Thus, existing attribute inference works can be roughly classified into two cate-
gories, classification-based method and label propagation-based one. Classification-
based works are based on the intuition of you belong to what. Specially, they infer
attributes for a user based on his neighbours’ explicit attributes, and users’ similarity is
an important character for missing attributes classification. In general, SVM model
obtains good performance in inferring gender, age, personality, etc. [17]. Other clas-
sification algorithms, such as Naïve Bayes, Logic Regression, Decision Tree also do
well in similar tasks.

Label-propagation-based works propagate missing attribute values from label nodes
to the unlabel nodes in a graph. The foundation of label-propagation-based work is
homophily, which means that two linked users share similar attributes. The intuition
behind label-propagation-based works is what belongs to you. For example, users are
more likely to be friends with who has the same attributes. For instance, if more than
half of the user’s friends major in Computer Science in the certain university, the user
might also major in Computer Science in the same university with a high probability.
Motivated by this hypothesis, GSSL [11] attempted to infer users’ university attributes.

However, these works generally train one specific model to infer one target attri-
bute. That is to say, one trained model can only infer one kind of attribute and thus they
need serval models to infer various attributes. Moreover, many classifiers are designed
to candle binary classification problem, so the precision of inferring multi-valued
attributes is much lower than inferring two-valued ones.

Our Work. We aim to precisely infer users’ multi-valued attributes in one trained
model. To this end, we first proposed a definition of ego-network to gracefully integrate
social structures and user attributes in a unified framework. We used a matrix to
represent this ego-network and its features.

Here, we design a convolutional neural network (CNN) architecture under the
ego-network (UPE) to perform attribute inference. The information belong to a
ego-network is used as the UPE input feature. Specially, CNN extract higher level
features of users’ public information, which performs better on inferring multi-valued
attributes. Moreover, we could train our architecture once for inferring several attri-
butes simultaneously.

In the experiments, we demonstrate the effectiveness of CNN architecture empir-
ically. We used a large-scale dataset with 22,000 users collected from Zhihu, and
compared UPE with several previous works for inferring gender and status. Experi-
mental results showed that our work achieved a 76.28% precision in the occupation
inference task which improved upon the state of the art which is 52.85%. Moreover, we
observed that social structures are private in some social network, so we design another
model to prove the importance of social structures in attributes inference. The result
shows that social links have less influence when infer gender but have great influence
when infer status.
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In summary, our key contributions are as follows:

• We propose a ego-network to gracefully integrate social structures and users’
attributes.

• We design a convolutional neural network architecture under ego-network (UPE) to
infer users’ missing attributes, which specially performs well on multi-valued
attribute inference.

2 Related Work

Classify-Based Works. Lindamood et al. [9] transformed attributes inference to Naïve
Bayes classification. They evaluated their method using Facebook social network with
political attitudes—positive or negative. However, their approach is not applicable to
user that share no attributes.

Kosinski et al. [2] studied various approaches to consider attributes might have
various possible values. For instance, to infer a user’s age, their method used logistic
regression model. However, their approach need train a target model for an attribute.
Thomas et al. [18] studied the inference of attributes such as gender, political views,
and religious views. They used multi-label classification methods and leverage features
from users’ friends and wall posts. Moreover, they proposed the concept of multi-party
privacy to defend against attributes inference.

Weinsberg et al. [19] investigated the inference of gender using the rating scores
that users gave to different movies. In particular, they constructed a feature vector for
each user; the ith entry of the feature vector is the rating score that the user gave to the
ith movie if the user reviewed the ith movie, otherwise the ith entry is 0. They com-
pared a few classifiers including Logistic Regression (LG), SVM, and Naïve Bayes,
and they found that LG outperforms the other approaches.

Label-Propagation-Based Works. Li et al. [1] present a hidden factor in social
connections—relationship type and propose a co-profile users’ attributes and rela-
tionship types based on this development. Through iteratively profiles attributes by
propagation via certain types of connections, and profiles types of connections based
on attributes and the network structure, their algorithm profiles various attributes
accurately. However, the weight matrix used large time to compute.

Ding et al. [7] design different strategies for computing the relational weights
between users’ attributes and social links and used a graph-based semi-supervised
learning (GSSL) algorithm to infer attributes. Similar to the work performed by
Mo et al. [11], they used a co-training method.

Dougnon et al. [3] note that several algorithms do not consider the rich information
that is available on social networks, such as, group memberships. The authors proposed
a new lazy algorithm named PGPI that can infer user profiles by using the rich
information without training. Although this approach was successful, it requires large
time to compute the scores in each iteration.
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Yin et al. [14, 15] proposed a social-attribute network (SAN) to gracefully integrate
social link and attribute information in a scalable way. They focused on a Random
Walk with Restart (RWwR) algorithm to the SAN model to predict links as well as
infer profile. Gong et al. [13] review this model and extend it to incorporate negative
and mutex attributes. They generalize several leading supervised and unsupervised link
and attribute-prediction algorithms in this improved model. Moreover, they make a
novel observation that inferring attributes could help predict links. However, they did
not make full use of this conclusion in their experimental section.

Other Approaches. Otterbacher et al. [21] studied the inference of gender using users’
writing styles. Kosinski et al. [2] also construct an user-like martix. The dimensionalty
of the user-like matrix was reduces using singular-value decomposition (SVD). Thus
can be trained by its prediction model. Individual traits and attributes can be predicted
to a high degree of accuracy based on records of users’ likes.

Attributes inference using various mode could also be solved by a social recom-
meder system (e.g. [20]). However, such approach need train target model for different
attributes and have a limitation when infer other attributes.

3 Problem Definition

As motivated in Sect. 1, we aim to study the problem of user profiling in both social
network and ego networks and propose a novel model of inferring user’s attributes and
behaviors to suit the neural network. In this section, we will formally introduce some
definition of the problem of inferring user profiles (Fig. 1).

Definition 1 (full social graph). A social graph G is a quaternion G ¼ V ;A;B;Ff g. V
is the set of nodes in the social graph, and we assume the number of full social graph
nodes is m. A ¼ A1;A2; � � �Ai � � � ;Amf g contains for each node Vi’s attributes Ai and Aij

represents the value of node Vi’s jth attribute. Meanwhile, B ¼ B1;B2; � � �Bi � � � ;Bmf g
is the set of each node’s behaviors records. We define F ¼ F1;F2; � � �Fi � � � ;Fmf g, and
Fi ¼ Ai [Bi.

v1 v2

v3

v5v4

Name John
Gender:  male
Status:  student

Name Alice
Gender:  female
Status:  student

Name Tom
Gender:  male
Status: professor

Name Mary
Gender:  female
Status:  painter 

Name Mary
Gender:  female
Status:  painter 

Fig. 1. An example of full social graph and ego-network. All of nodes and edges are belong to a
full social graph and ego-network is represent as orange nodes and edges.
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Example 1. Let be a social graph with five nodes V ¼ John; Alice; Tom;f
Mary; Alang. Consider three attributes name, gender and status, and two behaviors
review John’s moments and take part in a basketball discussion. Therefore, the relation
assigning attributes values to nodes are A1 ¼ John; male; studentf g; A2 ¼ Alice;f
female; studentg; A3 ¼ Tom; male; professorf g; A4 ¼ Mary; female; painterf g and
A5 ¼ Alan;f male; studentg. Thus the relation between the behavior’s value and
the node are B1 ¼ John; nullf g; B2 ¼ Alice; review Johnmomentf g; B3 ¼ Tom;f
joinbasketball disscusiong; B4 ¼ Mary; public picture in her momentf g and B5 ¼
Alan; likeMary picturef g. Then F1 ¼ John; male; student; nullf g; F2 ¼ Alice;f

female; student; review Johnmomentg; F3 ¼ Tom; male; professor; join basketballf
disscussiong; A4 ¼ Mary; female; painter; pubic picturef g and A5 ¼ Alan; male;f
student; like mary pictureg.
Definition 2. (User profiling in a social graph by using attributes and behavior’s
information, called UPS). The problem of inferring the user profile of a node n in a
social graph G is to correctly guess the missing attributes’ value using other’s attributes
and behavior’s information provided in the social graph. We address this problem
using a CNN architecture and we will discuss the detail in next section.

Definition 3 (ego network). A user’s ego network can be represented as a graph
G

0 ¼ V
0
;E

0
;A

0
;B

0
; L

� �
where the A

0
and B

0
are defined as previously. V

0
is a set of the

ego node’s (e.g. v0) social friends. In addition, we define E
0
contains both the con-

nections between the ego and his friends and the connections among their friends. L is a
relation L 2 V 0 �M (M is the sum of kinds of attributes and behavior records), which
include the ego node and his friends’ both attributes and behaviors records. Besides, a
matrix L includes all information about an ego network.

Example 2. Let John, as an ego node, and his friends are Alice and Tom. The A
0
and B

0

are represented as A and B previously. E
0 ¼ f John; Tomð Þ; Alice; Tomð Þ; ðJohn;

AliceÞg. The all information of this ego network can be represent as the matrix
L ¼ f John; male; student; 0; 0ð Þ; Alice; female; student; review Johnmoment; 0ð Þ;
ðTom; male; professor; join basketball disscusionÞg, which zero represents the corre-
sponding attribute or behavior value is not observed in his profile.

Definition 4 (User profiling in ego network, named UPE). The problem of inferring
the user profile of an ego node n 2 V in an ego network G

0
is to correctly guess the

attributes value of n using the information in his ego network.

4 Proposed Architecture

In this section, we present our CNN architecture UPE and explain each layer of our
architecture. UPE that designed for infer user attributes in the ego network using
attributes, behaviors and links data. The foundation of our method is that CNN is a
feedforward neural network, which could extract its topology from a matrix, and use
back-propagation algorithm to optimize the network structure and compute the
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unknown parameters. Based on this, we could capture a relationship between these
connections and missing attributes and compute the missing attributes value.

We observe that in some social network, such as Wechat and QQ, the social
structures is private and hard to crawel. In order to address this problem we first
propose neural network under public information (UPS) as our method’s first version.
UPS only used users’ attributes. And the second version of our method is UPE. Then,
we explain how these two versions infer users’ missing attributes.

4.1 User Profiling in Social Network

Our proposed algorithm UPS for inferring profiles in social network by using attributes
and behaviors information. This algorithm is inspired by the good performance of NN
model in Natural Language Processing [12]. In the NLP, NN model changes each
sentence as a feature vector. Similarly, we defined the set F, which includes the
attributes and behaviors information of each user, as the feature vector. Then we will
try to pro-process our features as numeric feature vectors and then fed to a multilayer
convolutional neural network, trained in an end-to-end fashion. Contrasting with the
traditional Attributes Infer approach, neural network (NN) architecture could achieve
better performance when we fed it a larger dataset.

Our model is summarized in Fig. 2. The first layer extracts feature for each user.
The second layer translates those features into the numeric feature vectors. In addition,
the following layers are standard NN layers.

First, we given a Notation, we consider a neural network f(.). Any feed-forward
neural network with P layers can be seen as a composition of functions f, corresponding
to each layer p.

fh �ð Þ ¼ f Ph f P�1
h � � � f 1h �ð Þ � � �� �� � ð1Þ

And initially, f 0h �ð Þ ¼ Fi where i 2 1; nð Þ. In the following, we will describe each
layer we used in our architecture shown in Fig. 2.

...............

...

... ...

Input Lookup 
Table

Hidden
layer

Hidden
layer

Output
(softmax)

Fig. 2. UPS architecture
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Transforming User’s F into Feature Vectors (Lookup Table Layer)
In NLP, researcher use word representing to transform each input word into a vector
through looking up embedding. Similarity, in order to classify the attributes to each
nodes in our attribute classification (we prefer consider our profile inferring problem as
classification problem); we should first concentrate on learning discriminative word
embedding, which carry less syntactic and semantic information. And, it usually takes a
long time to train the word embedding. In addition, there are many trained word
embedding that are freely available, for example, Google word2vec. Our experiments
firstly utilize the trained embedding provided by Google. However, the size of those
vector is abhorrent, so we take the KNN algorithms to cluster them into serval cate-
gories for each kind of attributes. Besides, some attributes are construct by serval words
and we trained a small lookup table to represent those attributes perfectly.

More formally, for any node i
0
s word vector Fi, a numeric vector representation

MFi is given by the Lookup table layer LTF �ð Þ:

f 1h �ð Þ ¼ MFi ¼ LTFðFiÞ ð2Þ

Hidden Layer
These two hidden layers are fully connected layers. The first hidden layer has n*n
neuron, and dropout half of these neuron in the second hidden layer. We used ReLU as
active function, which is represent by the following equation:

f ph �ð Þ ¼ ReLU f p�1
h �ð Þ

� �
ð3Þ

Besides, in order to compute the parameters quickly, we used SGD in our training
steps.

Softmax Classifier (Output Layer)
To compute the finally value of the target user’s missing attributes, we used a softmax
classifier in our output layer. Softmax classifier could compute a score of each possible
attribute value if we give the final weight matrix W and bias b.

Formally, the final output of each input vector Fi can be interpreted as follow:

f p�1
h ¼ softmax Wf p�1

h Fið Þþ b
� �

ð4Þ

4.2 User Profiling in Ego-Network

UPE use the CNN model to catch latent relations of users’ attributes and social links
and predict user attribute value using this relationship. This algorithm is inspired by the
good performance of CNN in image Identification. In the process of image recognition,
researchers catch the feature of the image through the CNN, and the input of CNN is an
array of pixel values of the image. Similarly, when we add social links in our neural
network, the input become a matrix L, as the feature matrix in image classification.
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The pre-process is the same as UPS algorithm, but we construct a more fixed network
to trained our dataset and predict the missing attribute (or classify the target user into
the missing attribute possible values).

Our model is summarized in Fig. 3. The first layer is the same as the UPS layer.
The second layer contains serval convolutional operation, and we take multiple con-
volutional kernels of different sizes to extract feature of input data. We would introduce
our model layer by layer in the following parts.

Convolutional Layer
The first two layer are same as UPS. That is to say, each word in L is first passed
through the lookup table layer, producing a numeric vector of MLi of the same size as
Li. This feature can be viewed as the initial input of the standard convolutional neural
network. More formally, the initial input feature fed to the convolutional layer can be
written as:

f ph �ð Þ ¼ MLi ¼ LTF Fið Þ ð5Þ

Convolutional can be seen as a linear operation between weight vector W and a
numeric represented by elements in a matrix MLi (in our lookup table (5)). Then the
vector MLi can be fed to one standard neural network layer which perform affine
transformations over their inputs:

f ph �ð Þ ¼ ReLU Wf p�1
h �ð Þþ b

� �
ð6Þ

Where W is the weight matrix and b is the bias in this layer. We use ReLU as the
active function. As for standard affine layers, convolutional layers often stacked to
extract higher level features.

Max Pooling layer
The size of the output Eq. (6) depend on the number of ego nodes social friends in the
ego-network fed to the network. Local feature vectors extracted by the convolutional
layers have to be combined to obtain a global feature vector, with a fixed size inde-
pendent of the Li, in order to apply subsequent standard affine layers. Traditional
convolutional network often apply an average or a max operation over the convolutional

Lookup 
table Convolution layer Fully connected Output

softmax

Convolution Max pooling Convolution Max pooling

Fig. 3. UPE architecture
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layer. The average operation does not make much sense in our case; as in general most
friends attribute value in an ego-network do not have any influence on the attributes
prediction. Instead, we used a max approach, which forces the network to capture the
most useful local features produced by the convolutional layers. Given a matrix f p�1

h

output by a convolutional layer p−1, the Max layer l output a vector f p�1
h

f ph
� 	

i¼ max
t

f p�1
h

h i
i;t

ð7Þ

Where t is the number of layer p-1 output. The fixed size global size feature vector
can be then fed to the standard affine network layers Eq. (4). As in the UPS approach,
we then finally produce one score per possible attribute values for the given.

5 Experiment

We performed several experiments to access the accuracy of the proposed UPE and
UPS algorithms for predicting different kinds of attribute values of nodes in our
datasets, such as, gender, status and major. Contrast experiment were performed on a
computer with a fourth generation 64-bit Core i5 processor running Ubuntu 14.5 and
16 GB of RAM.

We compared the performance of the proposed algorithm with four state-of-the-art
algorithms: Linear Regression, Naïve Bayes classifiers [9], Graph Semi-Supervised
Learning and Majority Voting. These four algorithms predict the value of target user’s
gender, status and major respectively.

Linear Regression (LR): we construct a linear function by using our training
dataset, and predict the missing values using this function. Naïve Bayes (NB) classi-
fiers: NB infer user profiles strictly based on correlation between attributes values
which is as well as our UPS model.

Both the Linear Regression and Naïve Bayes classifiers have the state-of-art per-
formance on binary classification. However, inferring user’s missing profiles is a
problem of multi-classification. Therefore, we extend those two algorithms to solve this
problem by using One vs. Rest ways.

Graph Semi-Supervised Learning (GSSL) [11] and Majority Voting (MV) [6] infer
user’s profiles by using the social structures which is the same as our UPE model. For
algorithms which need specific parameters, the best values have been empirically found
to provide the best results.

5.1 Dataset

Experiments were carried on datasets are crawled from the real online social network
websites: Zhihu. A series of data processing such as target attribute selection and data
cleaning are conducted before running algorithms.
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A series of data processing such as target attribute selection and data cleaning are
conducted before running algorithms.

Target attribute selection: there are 15 features for each user, however, not all of
them are needed. In fact, some features such as username provide little information for
our classification problem. Besides, most people fill only a few of these features. Thus,
we select 13 features for our algorithms. After excluding useless attributes, we finally
choose gender, status and major as basic profile information of each target user.

Data cleaning: although we select 13 attributes which are most useful information
for our problem, the number of missing value is still very large and noise information,
like status values are love money, exist widespread in our datasets. For gender, 0.5 is
used to represent missing value (1 represents male and 0 represents female). For status
and major, 20 is represent the noise information and 0 is represent the missing value
(we assume the possible value of status and major are 15 and 19 and represent by 1–15
and 1–19 respectively). And we also take the same method to clean other 10 attributes.

5.2 Experiment Result

Tables 1 and 2 give the results of experiments, from which various algorithms’ per-
formance can be evaluated. Figure 4 describes the accuracy of predict target users
gender and status attributes via public information respectively.

Gender, the first version of Fig. 4 illustrates various algorithms’ performance on
gender prediction. It is clear to see in most cases the result of all methods are similarly.
The reason leads to this result is that gender prediction is a binary classification. In
specific, UPS and UPE methods perform better than other methods, and MV achieve
the worst performance. This is because that the attribute of gender did not depend on
the target user social friends.

Table 1. Result of experiment

Algorithms UPS UPE NB LR GSSL MV

Accuracy-gender 76.25% 79.11% 73.70% 72.80% 74.30% 52.50%
Accuracy-status 37.20% 76.28% 40.05% 41.60% 52.85% 32.90%
Time-gender 2 ms 3.2 ms 3.5 ms 4.2 ms 4.9 ms 5 ms
Time-status 2 ms 3.2 ms 3.5 ms 4.2 ms 5.2 ms 5.1 ms

Table 2. Result of UPE and UPS

Algorithms UPSNN UPENN UPSCNN UPECNN

Accuracy-gender 76.25% 77.41% 76..27% 79.11%
Accuracy-status 37.20% 74.62% 39.20% 76.28%
Time-gender 2 ms 2.1 ms 3.1 ms 3.2 ms
Time-status 2 ms 2.1 ms 3.1 ms 3.2 ms
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Status, another version gives another experiment result. That is, UPE outperform
other methods. In detail, the accuracy most of methods is between 30% and 40%.
However, UPE algorithms obtain a rate of 76.28% of correctly predicting status, in
which the accuracy is improved almost 40%. This result demonstrates that UPE have
the great advantages when deal with multi classification problem.

Analysis Table 2, we can see two phenomena. The first one is UPE have same
experiment result used NN and CNN architecture. So, we choice NN architecture in our
UPS algorithms because it cost less time to predict the missing attributes and can
achieve the same accuracy. Second, the accuracy of UPECNN is improved when used
CNN architecture both in gender and status prediction. Compared UPE and UPS, the
result improved significantly when we add the social links in the neural network, which
is to see, UPE could easily learn the hidden relation between the ego node and its
friends. And, this hidden relation, in our definition, is the nonlinear relation exist in our
ego-network.

6 Conclusion

In contrast to machine learning algorithms, UPE predicts multi candidate attributes
such as status in online social network more accurately. From our result, we find it is
possible to learn hidden users’ attributes based on relational information and profile
similarity among users. However, we did not demonstrate the less time neural network
used in our experiment. Thus, there is a need of big data in real online social network to
test distinction between our algorithms and other methods. In addition, some attributes
are mutex, such as gender. But we did not consider this relation in our algorithms. As
our future work, we would like to add this mutex relation in our algorithms. Further, we
want to evaluate our algorithms in a large dataset and apply it to different social
networks.
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Abstract. The exiting co-saliency detection methods achieve poor performance
in computation speed and accuracy. Therefore, we propose a superpixel clus-
tering based co-saliency detection method. The proposed method consists of
three parts: multi-scale visual saliency map, weak co-saliency map and fusing
stage. Multi-scale visual saliency map is generated by multi-scale superpixel
pyramid with content-sensitive. Weak co-saliency map is computed by super-
pixel clustering feature space with RGB and CIELab color features as well as
Gabor texture feature in order to the representation of global correlation. Lastly,
a final strong co-saliency map is obtained by fusing the multi-scale visual sal-
iency map and weak co-saliency map based on three kinds of metrics (contrast,
position and repetition). The experiment results in the public datasets show that
the proposed method improves the computation speed and the performance of
co-saliency detection. A better and less time-consuming co-saliency map is
obtained by comparing with other state-of-the-art co-saliency detection methods.

Keywords: Content-sensitive � Superpixel pyramid � Superpixel clustering �
Co-saliency

1 Introduction

In recent years, co-saliency has become a research hotspot. Due to more information
can be obtained from multiple images shared common objects, co-saliency detection
can extract common foreground more accurately than saliency detection. Therefore,
it has a very wide range of applications, such as image retrieval [1], co-segmentation
[2, 3], video compression [4] and target tracking [5].

Co-saliency Detection is still a challenging problem. First, the change of illumi-
nation, occlusion, angle, etc. will impact the result of co-saliency detection seriously
under complex background. Second, it’s difficult to obtain the co-saliency cues on
different scales. Third, co-saliency detection needs to process multiple images leading
to high computation complexity.
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To solve these problems, the framework of our proposed co-saliency detection
method is illustrated in Fig. 1. First, we generate a superpixel pyramid for each image
in group, and obtain the saliency map by computing the saliency value for each
superpixel. Then, we cluster all superpixels into several classes to capture global
correlation. By using the clustering results to calculate the three cues, we obtain weakly
co-saliency maps. Finally, the saliency maps and weak co-saliency maps are fused to
form the final co-saliency maps.

In summary, our paper offers the following contributions:

(1) A superpixel clustering based co-saliency detection method is proposed, we
compute the superpixel-level co-saliency instead of pixel-level co-saliency.

(2) Multi-scale visual saliency map is generated by multi-scale superpixel pyramid
with content-sensitive.

2 Related Works

Co-saliency detection involves two parts: saliency detection and common detection
from two or more relevant images. In 1998, Itti et al. [6] proposed a saliency model
based on neurobiology research firstly. Harel et al. [7] proposed a graph-based saliency
model based on Itti model. This model used the markov random field instead of
original linear combination to fuse multiple feature maps. In order to address the
problem of noisy detection results and limited representations from bottom-up meth-
ods, Tong et al. [8] proposed a novel algorithm for salient object detection via bootstrap
learning. Lee et al. [9] introduced an encoded low level distance map to denote low
level saliency information, which assist high level semantic feature gained by deep
framework gain detect salient regions. While saliency detection can find the regions

Build superpixel pyramid

cluster

Compute weak co-saliency

Final co-saliency map

Input image group

Superpixel pyramids

Cluster 1

Cluster 2

Cluster resultssuperpixels

Saliency map Weak co-saliency map

Compute saliency

Integration

cluster3

Fig. 1. Overview of the proposed superpixel clustering based co-saliency detection.
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with rich information, it cannot detect common foreground in multiple images. To
obtain the common foreground, co-saliency detection was proposed.

The concept of co-saliency was first introduced by Jacobs et al. [10] in 2010. In
[11, 12], the manually designed co-saliency cues are used to explore the co-saliency
between images. It costs much time to cluster similar pixels. A serious problem these
methods faced is how to choose proper features to describe co-saliency. Multiple
saliency maps are fused to discover co-saliency information from the collection of
multiple related images in [13, 14]. These methods compute multiple saliency maps,
increase the computational complexity. We only compute one saliency map to guide
the weak co-saliency map. Methods in [15, 16] transferred co-saliency detection
problem to classification problem for each image region. These methods haven’t been
mature, and need much time to train the model. We use the bottom-up cues to detect the
co-saliency can decrease the detection time.

3 Proposed Method

Our proposed co-saliency detection method is shown in Fig. 1. For the following
brief description, our superpixel clustering based co-saliency detection method is
named SCCD.

3.1 Build Superpixel Pyramid

To obtain content-sensitive superpixels on multi-scale, our idea is to build a superpixel
pyramid for each image. Firstly, we build a Gaussian pyramid with three layers for the
purpose of obtain saliency and co-saliency information on three scales in our experi-
ments. Then we segment image on every scale by MSLIC [17], using MSLIC to
segment image we can capture content-sensitive superpixels, i.e., small superpixels in
content-dense regions and large superpixels in content-sparse regions.

3.2 Content-Sensitive Based Multi-scale Saliency (CSMS) Detection

After building the superpixel pyramid, we detect the salient object via bootstrap learning
[8]. First, a weak saliency map is constructed based on three bottom-level features to
generate training samples for a strongmodel. Second, a strong classifier based onmultiple
kernel boosting is learned to measure saliency where three features are extracted and four
kernels are used to exploit rich feature representations, and then a strong saliency map is
obtained. Third, in order to generate the final saliency map, we fuse the weak saliency
maps and strong saliency maps on different scales by a weighted combination [8].

3.3 Superpixel Clustering

The clustering breaks the limit of an image by gathering the similar superpixels to same
cluster. In our method, K-means clustering method is used [12]. We choose RGB,
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CIELab and texture feature as the clustering features. We compute the texture feature
by combining 8 orientations of Gabor filter. In order to obtain proper cluster number,
we adopt a flexible equations to set the cluster number as

K ¼ min max 2� Nimg; 10
� �

; 30
� � ð1Þ

where Nimg denotes the superpixel numbers of image.

For notation, the i th superpixel is denoted by pji in image Ij, where i range from 1 to

Nj, Nj denotes the superpixel number of the j th image. Given M images Ij
� �M

j¼1, we

obtain K clusters ck
� �K

k¼1. The clusters are denoted by a set of vectors uk
� �K

k¼1, in
which uk denotes the cluster center.

3.4 WCS (Weak Co-saliency) Computation

Our method describes WCS by calculating the contrast cue, the repetition cue, and the
position cue. The foreground regions often have high contrast, and the image center
usually attract the first attention of human eyes, so we use contrast cue and position cue
to find the salient regions. The contrast cue of cluster ck is calculated by:

wc kð Þ ¼
XK

i¼1; i6¼k

ni
N

uk � uik k ð2Þ

where N denotes the sum of superpixels in all images, and ni denotes the superpixel
number of cluster ci. And the position cue is expressed by:

wp kð Þ ¼ 1
nk

XM

j¼1

XNj

i¼1
D i; jð Þ½ � ð3Þ

where D i; jð Þ equals:

D i; jð Þ ¼ z ji � o j
�� ��2; if p j

i2ck
0; otherwise

�
ð4Þ

The repetition cue describes the frequency of which cluster appears in multiple
images, and it is an important global attribute that reflects the co-saliency. It is easy to
understand that the distribution of a cluster in all images is more uniform, its synergy is
stronger. We employ the variances of clusters to roughly measure how widely is the

cluster distributed among the multiple input images [12]. A M-bin histogram q̂k ¼
q̂k

� �M

j is adopted to describe the distribution of cluster ck in M images:

q̂kj ¼
1
nk

XNj

i¼1
d b p j

i

� � � ck
� 	

; j ¼ 1; . . .;M ð5Þ
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where d �ð Þ is the Kronecker delta function, b p j
i

� �
returns the cluster index of superpixel

p j
i . Then, the repetition cue wr kð Þ is defined as:

wr kð Þ ¼ 1

var q̂k
� �þ 1

ð6Þ

where var q̂k
� �

denotes the variance of histogram q̂k of the cluster ck. In order to avoid
the denominator is 0, usually with 1. The cluster with the high repetition cue represents
that the superpixels in this cluster evenly distribute in each image.

3.5 Integration

The process of co-saliency detection mainly contains three integrating operation. First,
the weak co-saliency map on each scale is formed by pixel-wise multiplying three cues.
Second, the WCS maps are generated by fusing weak co-saliency maps on different
scales with the weight 2:3:5. Third, the final co-saliency map is obtained by linear
summing and multiplying integration based on weak co-saliency map and saliency map.

4 Experimental Results

We evaluate our works on two aspects: the single image saliency detection, and the
co-saliency detection on the multiple images. We compare our method with the
state-of-the-art methods on a variety of benchmark datasets, more detail about datasets
can be found in [18–21]. All the experiments are carried out using MATLAB R2013R
on a desktop computer with an Intel i7-4790 CPU (3.60 GHz) and 12 G RAM.

4.1 Evaluation of CSMS Method

Firstly, we present some results of saliency maps generated by our CSMS method and
other three methods (RARE [22], BL [8] and ELD [9]) on benchmark MSRA [18] and
PASCAL-S [19] dataset in Fig. 2. Experiment shows CSMS method can get more
complete and salient regions, and the residuals of the background are also less. It is
obviously that the boundary and detail processing of CSMS is better, and the saliency
maps are closer to the truth map.

Figure 3 shows the Precision and Recall (PR) curves of these four methods for
quantitative evaluation, we can find CSMS’s PR curve is close to the position of (0, 0),
this indicates the performance of CSMS is better than other three methods.

4.2 Evaluation of SCCD Method

We present some results of co-saliency maps generated by our SCCD method and other
three methods (CCD [12], CDRP [13] and MSG [14]) on benchmark iCoseg [20] and

Co-saliency Detection Based on Superpixel Clustering 291



MSRC [21] dataset in Fig. 4. The SCCD method can obtain the meticulous co-salient
object region by using the MSLIC, and get the correlation among the images by the
clustering method. Therefore, the combination of the two can better detect the
co-saliency among multiple images.

Figure 5. PR curves results on two datasets shows the PR curves of these four
co-saliency methods on two datasets, we can find SCCD’s PR curve is close to the
position of (0, 0), this indicates the performance of SCCD is better than other three
methods.

Furthermore, we compare the average running time of these four methods in
Table 1. Our SCCD method adopts the bottom-up cues to measure the co-saliency.
Comparing with the individual pixel based methods, it achieves an efficient and rapid
computation. We can see that SCCD’s computation is faster than other three methods’.

(a) Input Images

(b) Ground Truth 

(f) CSMS

(e) ELD

(d) BL

(c) RARE

(a) Input Images

(b) Ground Truth

(c) RARE

(d) BL

(e) ELD

(f) CSMS

( ) saliency maps on MSRA dataset ( ) saliency maps on PASCAL-S dataset

Fig. 2. Comparison of our saliency maps with three state-of-the-art methods on MSRA and
PASCAL-S dataset. Maps in dashed box (I) and (II) are results on MSRA and PASCAL-S dataset
respectively.

(b) PR curves of saliency detection methods on PASCAL-S dataset(a) PR curves of saliency detection methods on MSRA dataset

Fig. 3. PR curves results on two datasets. CSMS is our result.
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5 Conclusion

In this paper, we propose a novel co-saliency detection method SCCD. SCCD uses
superpixel clustering to break the limit of single image, makes similar superpixels to
gather in one cluster. And using the superpixels instead of pixels to calculate the
co-saliency shorts the computation time. Simultaneously, with the help of a
content-sensitive superpixel segmentation method and superpixel pyramid, a saliency
detection (CSMS) is proposed. CSMS can describe the boundary and internal detail of
salient object accurately. Extensive experimental results demonstrate that the proposed
approaches perform favorably.

( ) co-saliency maps on iCoseg dataset ( ) co-saliency maps on MSRC dataset( ) co-saliency maps on iCoseg dataset ( ) co-saliency maps on MSRC dataset

(a) Input Images

(b) Ground Truth

(c) CCD

(d) CDRP

(e) MSG

(f) SCCD

(a) Input Images

(b) Ground Truth

(c) CCD 

(d) CDRP

(e) MSG

(f) SCCD

Fig. 4. Comparison of our co-saliency maps with three state-of-the-art methods on iCoseg and
MSRCdataset.Maps in dashed box (I) and (II) are results on iCoseg andMSRCdataset respectively.

(a) PR curves of co-saliency detection methods on iCoseg dataset (b) PR curves of co-saliency detection methods on MSRC dataset

Fig. 5. PR curves results on two datasets

Table 1. Average running time (seconds per image).

Methods CCD CDRP SMG SCCD

Time on iCoseg 7.35 30.04 8.65 5.43
Time on MSRC 13.20 70.56 17.96 10.31
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Abstract. With increasing in amount of available data, researchers try to
propose new approaches for extracting useful knowledge. Association Rule
Mining (ARM) is one of the main approaches that became popular in this field.
It can extract frequent rules and patterns from a database. Many approaches
were proposed for mining frequent patterns; however, heuristic algorithms are
one of the promising methods and many of ARM algorithms are based on these
kinds of algorithms. In this paper, we improve our previous approach,
ARMICA, and try to consider more parameters, like the number of database
scans, the number of generated rules, and the quality of generated rules. We
compare the proposed method with the Apriori, ARMICA, and FP-growth and
the experimental results indicate that ARMICA-Improved is faster, produces
less number of rules, generates rules with more quality, has less number of
database scans, it is accurate, and finally, it is an automatic approach and does
not need predefined minimum support and confidence values.

Keywords: Association rules mining � Data mining � Imperialist Competitive
Algorithm (ICA)

1 Introduction

Association Rules Mining (ARM) is a data mining technique to extract frequent rules
and patterns from a database. Many challenges are still remained in ARM techniques.
Being a single dimension solution and focusing only on one aspect of ARM problems
is the main drawback of these methods. For instance, many of them tend to be a fast
approach and do not consider other parameters like the number of generated rules or
accuracy; or only focus on accuracy of generated rules and do not investigate other
factors like being a fast approach or having the least number of database scans. In
conclusion, an efficient ARM approach should consider all these parameters at the
same time.
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One of the main parameters that have been frequently considered in many ARM
approaches is having low execution time. Generating frequent and interesting rules in a
short period of time is one of the primary goals of many ARM approaches. To be a fast
approach, many researchers have worked on other parameters that may affect the
execution time, like the number of database scans or the number for generated rules. In
contrast, in many cases generating accurate rules or even rules with more quality, in
this paper we assume that rules with more confidence are more qualify, is in higher
priority compared to having low execution time. Finally, an automatic ARM method
could be independent from user knowledge and can be applied on any databases. For
this reason, some researchers have worked on making their approaches automatic.

In this paper, we focused on different aspects of ARM at the same time. We
proposed a new ARM approach, named ARMICA-Improved, which extracts frequent
rules accurately and in a short period of time. This approach is based on a heuristic
algorithm called Imperialist Competitive Algorithm (ICA) [1]. ARMICA-Improved
scans the database only once and generates less number of rules compared to the
well-known ARM approaches. It does not consider infrequent items and only selects
the most frequent items. In addition, it eliminates the transactions that do not contain
any of these frequent items. Finally, our approach is an automatic approach and set the
minimum support automatically and does not need minimum confidence to extract
frequent rules. The experimental results indicate that ARMICA-Improved has lower
execution time, less number of database scans, less number of generated rules, set the
minimum support automatically and does not need minimum confidence value; also its
generated rules are accurate, and generating more qualify rules compared to the Apriori
[2, 3] and FP-growth [4].

The rest of this paper is organized as follows. Section 2 reviews the literature.
Description of our proposed method and an example could be found in Sects. 3 and 4,
respectively. Our experimental results would be in Sect. 5. Section 6 discusses the
experimental results and there would be a conclusion statement in Sect. 7.

2 Literature Review

Apriori [2, 3] is the most famous ARM. Many algorithms tried to improve Apriori
whilst others follow different approaches compared to Apriori. Apriori’s mechanism is
as: T = {t1, t2,…, tn} and I = {i1, i2,…, in} are the set of transactions and set of items
that this dataset has, respectively. The algorithm tries to find all {X,Y} that both X and
Y may contain at least one item. The extracted rule may be like: X ! Y

This rule means that if we find X in a transaction, then with a probability (Con-
fidence) we also find Y in that transaction. The important thing is X and Y should not
have any item in common: X \ Y = U

Most of ARM algorithms have two steps: first, finding the frequent itemsets.
Frequent itemsets are sets of items that frequently occur together in the database.
Secondly, generate frequent rules from the frequent itemsets. In Apriori, there is a
parameter, named minimum support that items and itemsets with frequency of more
than minimum support are frequent. Support of each item is the number of occurrence
of that item in the database. In each level, Apriori generates candidate list of frequent
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items and itemsets. Then, it removes the items and itemsets with support of lower than
minimum support. In this step, the algorithm employs a technique, named pruning to
check that is there any itemsets, which has an item that was not on the candidate list in
the previous levels; if it find one, so it removes this itemset. After pruning, it joins all
the items and itemsets in the candidate list with each other and produces new candidate
list. This process will continue and Apriori generates 2-length, 3-length, 4-length,…
itemsets. It is worth to mention that, in this algorithm user should set the minimum
support in advance and manually.

Finally, the last candidate list is the frequent list. At that point, Apriori extracts all
non-empty subset of each item generates rules. In this step, Apriori needs another user
defined parameter, named Minimum Confidence. Based on that, the algorithm removes
the weak rules. Confidence of each rule could be calculated by:

Support ðX [ YÞ=Support Xð Þ ð1Þ

In the literature, many heuristic approaches have been proposed. One of heuristic
approaches in ARM is [5]. Authors have proposed two new ARM algorithm based on
GA, named IARMGA and Memetic algorithm, named IARMMA. They claim that
most of bio-inspired-based algorithms have two main drawbacks: Generating false
rules and considering some rules with low support and confidence as high qualify rules.
They considered two parameters to evaluate their approaches and compared them with
each other: Execution time and Accuracy of generated rules. Accuracy in this
approached has been considered as value of their fitness function. For this reason, they
propose a new method, named “delete and decomposition strategy” to have better
accuracy. Finally, their experimental results indicate that IARMMA has higher exe-
cution time compared to IARMGA especially in a big dataset. However, IARMMA has
better solution quality. In the end, they claimed that their approaches solved the
problems of generating false and inaccurate rules. The main drawback of this work may
be lack of comparison with other famous methods like Apriori.

Yan et al. have proposed a novel approach based on Genetic algorithms for ARM
[6]. In their method, they did not use any fixed minimum support threshold. Instead,
they employ relative minimum confidence term as fitness function to select only the
best rules. At the beginning, they propose an algorithm, named ARMGA, which is
designed to deal with Boolean association rule mining. However, since they also want
to deal with quantitative association rule discovery, they propose another Genetic
algorithm based method, named EARMGA which is an expansion of ARMGA. They
also designed a FP-tree approach based on FP-growth for implementing EARMGA.
Experimental results illustrate that their algorithms reduces computation costs and
generates interesting association rules only.

In our previous work [7], we proposed an ARM approach, named ARMICA. Our
main focus was on proposing a fast algorithm that extract frequent rules with small time
consumption value. Hence, we employed Imperialist Competitive Algorithm (ICA) to
extract frequent rules automatically. This approach did not required any predefined
minimum support and confidence. Our experimental results illustrated that ARMICA is
faster than Apriori. Moreover, ARMICA generates the same rules as Apriori, which can
be the proof of its accuracy. However, what was the drawbacks of ARMICA? First, it
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requires a predefined parameter, named Number of Imperialists. Although defending a
value for this parameter is not a complex task compared to the defining minimum
support and confidence, it still relies on user to have this value. Secondly, ARMICA
should be compared with other ARM approaches not only the Apriori. Finally, we
should consider more parameters to improve the ARMICA, like number of database
scans or number of generated rules.

3 Proposed Method

We propose new ARM approach based on ICA algorithm called ARMICA-Improved,
which is a heuristic approach. This approach is an improved version of our previous
method ARMICA [7]. ARMICA-Improved has some significant improvements com-
pared to the ARMICA. One of the parameter that has a great impact on execution time
is the number of database scans. Having higher number of database scans may increase
the execution time. For this reason, ARMICA-Improved scans the database only once
and at the same time calculate the frequency of each item in the database.

In this algorithm, we consider the frequency of each item as cost of that item in ICA
and each item is a country. In addition, we assume that a country with more cost has
more power. In the other worlds, a country (item) with high cost (frequency) is
powerful. In the first step, the algorithm sends the countries’ names and their cost
(which were calculated in the database scan stage) to the ICA. ICA selects some of the
most powerful countries as imperialists and divides other countries between them based
on the power of each imperialist. More powerful imperialist can have more colonies. In
this stage, the empires are built. At that point, ICA establishes competition between the
empires. The more powerful empires try to steal the colonies of weaker empires. In the
original ICA algorithm, the stolen colony become one the new colonies of the powerful
empire, but like ARMICA, in ARMICA-Improved, this colony would be removed and
added to a list, named Reserve List. Moreover, the stolen colony should be the weakest
colony of the weaker empire. This process continues until there is only one colony left
for the weaker empire. In this occasion, the colony and imperialist of the weaker empire
become colonies of the powerful empire. This completion continues until there is only
one empire left. At that point, the algorithm checks if there is any colony in the reserve
list, which has more power than any colony in the final empire and exchange them.
Finally, the members of the final empire are our frequent itemset. It is noticeable that
since ICA selects the most powerful countries as imperialists and because we working
on offline databases and the items have fix frequency, there is no chance for a colony to
become more powerful than its imperialist; as a result, there is no need for Revolution
process.

Next, the algorithm sorts the frequent rules based on their costs and calculates the
median cost of them as the universal minimum support. Hence, ARMICA-Improved
determines the minimum support automatically and it does not require any user
knowledge to set this parameter in advance. One of the differences between ARMICA
and ARMICA-Improved is that at this stage ARMICA-Improved removes each items
that has frequency less than minimum support. Hence, when it extracts each combi-
nation of the remained frequent items, it is rarely to have infrequent itemsets (itemset,
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which their support value is less than minimum support). This could reduce the number
of generated itemsets, significantly. At that point, the algorithm removes each trans-
action of the database that does not contain any of the frequent items. It also removes
the columns of infrequent items. This process could dramatically decrease the size of
the database.

Just like Apriori, FP-growth and ARMICA, ARMICA-Improved tries generate all
the possible k-length frequent itemset that k is 1, 2, …, n. However, in contrast to
ARMICA, it in each stage, it stores all the generated frequent item sets along with their
frequency to avoid any recalculation in the future. This could make the algorithm more
efficient compared to the ARMICA. In the other worlds, one of the biggest difference
between ARMICA and ARMICA-Improved is that in ARMICA-Improved we calcu-
late the cost of frequent itemsets few times. We store all the costs of all itemsets in
previous steps. This save us lots of time compared to ARMICA, which requires cal-
culating costs of all frequent items and itemsets repeatedly.

4 Example

To familiarize the readers with ARMICA-Improved, here we made an example.
Assume that we have transactional database like Table 1. This database has 17 items
and 7 transactions. ARMICA-Improved scans this dataset and calculate the frequency
of each items at the same time. At this stage, it sends the items and their frequency to
the ICA. ICA selects some of them as imperialist. As it was mentioned before, the
number of imperialists is a free parameter in the original ICA. As a result, since here we
only have 17 countries, we cannot consider 10 percent of them as imperialist and we
assume that we have 4 imperialist and distribute the rest of them between these
imperialists based on their power. At this time, we the empires are built. Then the
algorithm calculates the power of each empire based on power of their colonies and
imperialists. The most powerful empire is empire 1 and the weakest one is empire 4. At
this stage. Empire 1 tries to steal the I12 from the empire 4. The algorithm removes this
colony from empire 4 and adds it to the reserve list. This process continues until there is
only one empire left (Level n). The members of the last empire are the frequent items.
ARMICA-Improved stores their names and costs in a list, named Save List for the
future references.

Next, the algorithm tries to extract 2-lenth frequent itemsets. It generates them and
calculate their costs, and stores them in the Save list. This process continues until all the
possible frequent itemsets be produced. Then, ARMICA-Improved extract the frequent
rules from these itemsets. Since the algorithms stores all the possible items and temsets
and their costs in the Save list, in contrast to the ARMICA, there is no need to calculate
the support of different parts of rules again. This would increase the execution time of
the algorithm. Finally, ARMICA-Improved generate the frequent rules like other ARM
approaches (Table 1).
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5 Evaluation

We evaluated ARMICA-Improved using Java 1.7 in Netbeans IDE 7.2 and ran it on an
Intel (R) Core (TM) i5 CPU at 2.40 GHz and 2 GB RAM. We also used the imple-
mentation of Apriori and FP-growth from Weka 3.6 [8] along with the Supermarket,
Mushroom, Spect_Train, and Vote datasets from the UCI Machine Learning Reposi-
tory [9] to benchmark our method. Moreover, to further study on ARMICA_Improved,
we also employed LUCS-KDD ARM data generator [10] to generate different data-
bases with different data density. In the other word, we wanted to investigate our
approach under the different circumstances and see what is its characteristics in dif-
ferent databases with different data density. In addition, we considered four factors for
this evaluation: the quality of generated rules (formula 2), the number of database
scans, the number of generated rules, and execution time. Figure 1 indicates that in the
Supermarket dataset ARMICA-Improved has the least number of generated rules with
347 rules. After that, FP-growth generates 350 and Apriori and ARMICA generate 372
rules.

Table 1. Example database

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 I15 I16 I17
T1 t t t t t t t t
T2 t t t t t t t t t t
T3 t t t t t t 
T4 t t t t t t t t
T5 t t t t t t t
T6 t t t t t t t 
T7 t t t t t t T
Frequency 6 4 3 3 1 4 6 3 4 3 2 1 2 1 3 4 3

Empire 1              Empire 2             Empire 3       Empire 4

Level 1
Imperialist1: I1 Imperialist2: I7 Imperialist3: I2 Imperialist4: I6

I3 I9 I5 I10 I8 I15 I11 I4 I16 I13 I17 I14 I12

Power: 17 Power: 15 Power:13 Power:9

Level 2

Imperialist1: I1 Imperialist2: I7 Imperialist3: I2 Imperialist4: I6 Reserve List

I3 I9 I8 I15 I4 I16 I17 I14

I10 I5 I11 I13 I12

Power: 17 Power: 15 Power:13 Power:8 

Reserve List

I12 I13 I14 I4 I15 I11

Level
n 

Imperialist1: I1

I3 I1 I9 I5 I8 I17 I7 I I16 I2

Final
Level    

Imperialist1: I1 Reserve List

I3 I9 I6 I15 I10 I2 I8 I17 I7 I16 I14 I12 I13 I4 I5 I11

Frequent 
Items

I3 I9 I1 I6

I10 I15 I8 I2

I16 I7 I17
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The quality of generated rules ¼ AVG Generated Rules0 Confidenceð Þ ð2Þ

Figure 2 illustrates that, in the supermarket database the execution time of
ARMICA-Improved is the lowest time compared to the other approaches. Its execution
time is around 17 times less than Apriori. After ARMICA_Improved, FP-growth,
ARMICA have the lowest execution times, respectively. The results in Fig. 3 indicate

Table 2. The characteristics of databases

Data set Items Transac-
tions 

Input Distribu-
tion (Density) 

% 

Algorithm Predefined 
Min. Support 

Predefined Min. 
Confidence 

Supermarket 217 4627 - 

Apriori 28.3 39  
ARMICA ― ―

FP-growth 28.3 39 

ARMICA-Improved ― ―

Mushroom 119 8124 - 

Apriori 36.18 47 
ARMICA ― ―
FP-growth 36.18 47 

ARMICA-Improved ― ―

DataGenerator 1 110 1200 50 
Apriori 1132.3 91 

ARMICA ― ―
FP-growth 1132.3 91 

ARMICA-Improved ― ―

DataGenerator 2 110 1200 70 
Apriori 94 95 

ARMICA ― ―
FP-growth 94 95 

ARMICA-Improved ― ―

DataGenerator 3 110 1200 40 
Apriori 75.8 78 

ARMICA ― ―
FP-growth 75.8 78 

ARMICA-Improved ― ―

DataGenerator 4 140 2400 55 
Apriori 91.43 92 

ARMICA ― ―
FP-growth 91.43 92 

ARMICA-Improved ― ―

Spect_Train 46 267 - 
Apriori 23.14 82 

ARMICA ― ―
FP-growth 23.14 82 

ARMICA-Improved ― ―

Vote dataset 32 435 - 
Apriori 52 86 

ARMICA ― ―
FP-growth 52 86 

ARMICA-Improved ― ―

347 415 665
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Fig. 1. The number of generated rules
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that, in the Supermarket database the average quality of generated rules, which we
considered it as average confidence value of all generated rules, in ARMICA, Apriori
and FP-growth is the same and is equal to 61.09. According to this figure,
ARMICA-Improved with 62.2 has the highest average quality of rules compared to the
other methods. It is worth to mention that Apriori needs many database scans to
generate the frequent rules. After that ARMICA do few scans on the database for
mining frequent rules. However, compared to many ARM approaches, FP-growth has
one of the lowest number of database scans with 2 scans. This may have effect the
execution time of this algorithm. Scanning the database is an I/O operation and having
less I/O operation could make the approach faster. ARMICA-Improved with one
database scan, scans the database even less than FP-growth.

1 0.63 0.11 0.24 0.23 0.21 0.22 0.423
5 0.98 0.45

0.4
0.35 0.4 0.45

0.47

17.3

1.38 0.61
0.44

0.4 0.41 0.6
0.5

1.25
0.74 0.35

0.38
0.31
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0
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Fig. 2. Execution time
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Fig. 3. Average quality of generated rules
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6 Discussion

We believe that an ARM approach should optimize more than on parameter at the same
time. This makes the approach more productive. At our previous research, ARMICA,
we only focused on execution time and automatic procedure. However, in this paper,
we considered other parameters like the number of generated rules, the number of
database scans, execution time, and the quality of generated rules. Finally, like
ARMICA, ARMICA-Improved also is an automatic approach.

Many researches have been done to propose fast ARM approaches. Extracting
frequent rules from the database was also one of our primary goal in this paper.
Consequently, ARMICA was improved in this paper. ARMICA-Improved tried to
decrease the number of database scans, which may have some impact on execution
time. It only scans the database once which is even less than number of database scans
in FP-growth. Scanning the database is an I/O operation and having less number of I/O
operation may decrease the execution time. In addition, ARMICA needs to calculate
the frequency of each items and itemsets several times, which could result in increasing
the execution time. However, ARMICA-Improved calculates the frequency of items at
the same time that it scans the database. Moreover, it has mechanism to decrease the
database size. After ICA algorithm finds the frequent items, ARMICA-Improved
removes each items (columns) of database that is not frequent. It also removes each
transactions, which does not include at least one of the frequent items. This approach
will decrease the size of database, significantly. Hence, it is easier to calculate the
frequency of each generated itemset in the next steps of the algorithm. In addition, in
contrast to ARMICA, ARMICA-Improved stores all the generated itemsets and their
frequency in the Save list. This helps the algorithm to prevent any recalculation
especially when it tries to calculate the confidence of generated rules; the algorithm
easily finds the support of each part of the rules in the save list and find the confidence
of those rules.

Although extracting frequent rules in a short period of time is important, the
generated rules also should be accurate and have the high quality. In the other words,
generating false rules or rules with low quality in a short period of time, may not be
suitable for users. As a result, we also considered the accuracy and the quality of
extracted rules. Although ARMICA-Improved in the supermarket database produces
the least number of rules compared to the Apriori, ARMICA, and FP-growth, it has
generated rules with more quality. The experimental results indicate that
ARMICA-Improved generates rules with average confidence of 62.2%, which is more
than the quality of generated rules by Apriori, ARMICA, and FP-growth with average
confidence of 61.09. Moreover, experimental results did not show any false rules
generation. Apriori and FP-growth generated all the rules that ARMICA-Improved
generated. This could illustrate that the ARMICA-Improved is also an accurate
approach.

Finally, like ARMICA, ARMICA-Improved is an automatic approach. Many
current ARM approaches require fixed and user defined minimum support and mini-
mum confidence values. Setting these parameters before running the algorithm, espe-
cially in the bigger databases, is a hard task. In many case it needs a try and error
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approach to set these parameters. As a result, ARMICA-Improved tries to be inde-
pendent from user knowledge about the database and set the minimum support auto-
matically. This algorithm also does not need any minimum confidence. This feature
makes ARMICA-Improved a database independent approach, which could be applied
in any databases. However, it requires a predefine parameter like the number of
imperialists. Although setting this parameter is not comparable with setting minimum
support and confidence, like ARMICA we consider 10 percent of all countries as
imperialist, it should be addressed in the future references; we should find a proper
mechanism for setting this parameter.

After all, ARMICA-Improved showed some significant improvement in extracting
frequent rules from the database. It is a fast approach, scans the database only once,
generates less number of rules, generates rules with higher quality, does not generate
false rules, removes unnecessary items and transactions from the database, decreases
the database’s size, and finally, it is an automatic approach and does not need any
predefined minimum support and confidence values.

7 Conclusion

With the dramatic increase in amount of available data, applying data mining tech-
niques to extracting useful knowledge from databases became more popular. One of
these techniques is ARM. ARM approaches try to extract frequent patterns and rule
form the databases. There have been proposed many ARM algorithms; however, many
of them only focused on one aspect of the problem. This paper proposed a new ARM
approach called ARMICA-Improved, which is an improved version of our previous
research, ARMICA. The experimental results indicate that it is faster than Apriori,
ARMICA, FP-growth. It scans the database only once; it decreases the size of database;
it generates less number of rules and rules with higher quality compared to the other
three mentioned approaches. Finally, it is an automatic approach and it does not need
any predefined minimum support and confidence. For the future research, we should
consider other parameters like interestingness and amount of memory usage. We also
should try to test ARMICA-Improved on big data. Finally, ARMICA-Improved needs
a proper mechanism to set the number of imperialists, which should be addressed in the
future researches.
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Abstract. Recently, social network websites start to provide third-
parity sign-in options via the OAuth 2.0 protocol. For example, users
can login Netflix website using their Facebook accounts. By using this
service, accounts of the same user are linked together, and so does their
information. This fact provides an opportunity of creating more complete
profiles of users, leading to improved recommender systems. However,
user opinions distributed over different platforms are in different prefer-
ence structures, such as ratings, rankings, pairwise comparisons, voting,
etc. As existing collaborative filtering techniques assume the homogene-
ity of preference structure, it remains a challenge task of how to learn
from different preference structures simultaneously. In this paper, we
propose a fuzzy preference relation-based approach to enable collabo-
rative filtering via different preference structures. Experiment results on
public datasets demonstrate that our approach can effectively learn from
different preference structures, and show strong resistance to noises and
biases introduced by cross-structure preference learning.

Keywords: Recommender system · Pairwise preference · Data mining

1 Introduction

Personalized recommendation is an important component of today’s business. By
observing user behaviors, recommender systems can identify potential users of a
product, or products that could be interested by a targeted user. An important
technique to make recommendations is collaborative filtering (CF). CF is based
on the intuition that there exist shared patterns to transfer preferences across
like-minded users. For example, whether a targeted user will like a movie can be
inferred by other users who have similar taste to the targeted user. The taste
of a user can be extracted from user preferences in different structures, such as
ratings [7], rankings [8], pairwise comparisons [5], voting [11], text reviews, etc.
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A common assumption made by CF is the homogeneity of preference structures,
where only one type of preference structure is accepted at a time.

The last decade has seen a growing trend towards creating and managing
more profiles in social network, such as Facebook, LinkedIn, Netflix, etc. Further-
more, the popularization of third-party sign-in via the OAuth 2.0 protocol has
made it possible to link multiple profiles of the same user together. In light of this
trend, it becomes possible to alleviate the cold-start problem by learning user
preferences from multiple profiles, e.g., a new user of Netflix may have been used
Facebook for a while. Nevertheless, user preferences collected from different plat-
forms are often expressed in different preference structures. For example, 5-star
rating is used by Netflix, but voting (thumbs up) is used by Facebook. Despite of
explicit preferences, additional complexity is added if implicit preferences such
as page views and mouse clicks are also taken into consideration.

Moreover, user preferences collected from different platforms may contain
different noises and biases, as the user preferences not only reflect inherent qual-
ity of the product but also quality of the product providers. For example, a
user may rate a movie 3 star on one platform, but 5 star for the same movie
on another platform due to 3D support, which is called misattribution of mem-
ory [13] in psychology. Nevertheless, different preference structures need to be
placed on the same scale for accurate discovering of shared patterns to achieve
quality recommendations.

In this work, we propose a fuzzy preference relations-based approach to learn
from different preference structures. Rather than trying to learn an independent
model for each type of preference structure, we propose to simultaneously learn
user preferences in all structures in one model. With the assistance of PR, user
preferences in different forms can be fused seamlessly. For example, user pref-
erences expressed as 5-star ratings, binary ratings, and page views can not be
directly fused in general. However, all those user preferences can be deduced
into the PR format by performing pairwise comparison on items. Once the user
preferences are represented in PR, a direct merge can be performed. In fact,
converting user preferences into PR not only provides a method to merge het-
erogeneous data but also reduces the biases that come with heterogeneity, i.e.,
the relative ordering of items is resistant to biases. The main contribution of this
work is proposing an approach to learn from multiple data sources with different
preference structures such as ratings, page views, mouse clicks, reviews, etc.

The rest of the paper is organized as follows. Section 2 introduces the basic
concepts of CF and preference structures. Section 3 is devoted to describe the
proposed method. In Sect. 4, the proposed method is applied to public datasets
for top-N recommendation. Finally, conclusions are drawn in Sect. 5.

2 Preliminaries and Related Work

This section briefly summarizes necessary background related to the heteroge-
neous sources problem and the preference relations that form the basis of our
solution.
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2.1 Heterogeneous Sources

User preferences are usually assumed to come from a single homogeneous source.
This assumption is becoming invalid given the rapid development of online social
networks in which users maintain multiple profiles and the form of preferences
diverges. We define two sources as heterogeneous if their preferences are (1)
in different forms, e.g., ratings and clicks; (2) in different scales, e.g., 5-star
scale and 6-star scale; (3) or biased differently due to factors irrelevant to the
items’ quality, e.g., quality of the service providers. Based on this definition, not
only the physically separated sources are heterogeneous but a source changed
significantly is also considered heterogeneous to itself.

In general, user preferences from heterogeneous sources cannot be merged
directly as they may be in different forms. Even if their forms are the same,
the scales could be different, where a force casting may change the meaning of
preferences. In case that the scales are the same, biases are still introduced by
the sources which make the recommendations inaccurate.

2.2 Preference Relation

Preference relation (PR) encodes user preferences in the form of relative ordering
between items, which is a useful alternative representation to absolute ratings
as suggested in recent works [3,5,9]. In fact, existing preferences such as ratings
or other types of preferences can be easily represented as PR and then merged
into a single dataset as shown in Fig. 1. This property is particularly useful for
the cold-start problem but has been overlooked in literature.

User 
Preferences

Implicit 
Preferences

Source 1

Source 2

Source n

PR

PR
Purchases

Played count

Clicks

Page views

...

Explicit 
Preferences

Source 1

Source 2

Source n
Thumbs up/down

5-star ratings

6-star ratings

...

5-star ratings

PR

PR

PR

PR

PR

Fig. 1. Flow from user preferences to PR

We formally define the PR as follows. Let U = {u}n and I = {i}m denote the
set of n users and m items, respectively. The PR of a user u ∈ U between items
i and j is encoded as πuij , which indicates the strength of user u’s preference
relation for the ordered item pair (i, j). A higher value of πuij indicates a stronger
preference to the first item over the second item.
The preference relation is defined as

πuij =

⎧
⎪⎨

⎪⎩

( 23 , 1] if i � j( u prefers i over j )
[13 , 2

3 ] if i � j ( i and j are equally preferable)
[0, 1

3 ) if i ≺ j ( u prefers j over i )
(1)

where πuij ∈ [0, 1] and πuij = 1 − πuji.
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An interval is allocated for each preference category, i.e., preferred, equally
preferred, and less preferred. Indeed, each preference category can be further
break down into more intervals, though here in this paper we consider the min-
imal case of 3 intervals.

Similar to [3], the PR can be converted into user-wise preferences over items
which encode the ranking of items evaluated by a particular user. The user-wise
preference is defined as

pui =

∑
j∈Iu\i[[πuij > 2

3 ]] − ∑
j∈Iu\i[[πuij < 1

3 ]]

|Πui| (2)

where [[·]] gives 1 for true and 0 for false, and Πui is the set of user u’s PR
related to item i. The user-wise preference pui falls in the interval [−1, 1], where
1 and −1 indicate that item i is the most and the least preferred item for u,
respectively.

3 Preference Relation-Based Conditional Random Fields

In this section, we propose the Preference Relation-based Conditional Random
Fields (PrefCRF) to model both the heterogeneous preferences and the side
information. The rest of this section defines the PR-based RecSys problem, and
introduces the concept of the PrefNMF [5] that forms our underlying model,
followed by a detailed description of the PrefCRF and discussion on issues such
as feature design, parameter estimation, and predictions.

3.1 Problem Statement

Generally, the task of PR-based RecSys is to take PR as input and output Top-N
recommendations. Specifically, let πuij ∈ Π encode the PR of each user u ∈ U ,
and each πuij is defined over an ordered item pair (i, j), denoting i ≺ j, i � j, or
i � j. The main task towards Top-N recommendations is to estimate the value
of each unknown πuij ∈ Πunknown, such that π̂uij approximates πuij . This can
be considered as an optimization task that performs directly on the PR

π̂uij = arg min
π̂uij∈[0,1]

(πuij − π̂uij)2 (3)

However, it can be easier to estimate the π̂uij by the difference between
two user-wise preferences pui and puj , i.e., π̂uij = φ(p̂ui − p̂uj), where φ(·) is a
function that bounds the value into [0, 1] and ensures φ(0) = 0.5. For example,
the inverse-logit function φ(x) = ex

1+ex can be used when user-wise preferences
involve large values. The objective of this paper is then to solve the following
optimization problem

(p̂ui, p̂uj) = arg min
p̂ui,p̂uj

(πuij − φ(p̂ui − p̂uj))2 (4)

which optimizes the user-wise preferences directly, and Top-N recommendations
can be obtained by simply sorting the estimated user-wise preferences.
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3.2 Preference Relation-Based Matrix Factorization

Matrix Factorization (MF) [7] is a popular RecSys approach that has mainly
been applied to absolute ratings. Recently, the PrefNMF [5] model was pro-
posed to accommodate PR input for MF models. Like traditional MF models,
the PrefNMF model discovers the latent factor space shared between users and
items, where the latent factors describe both the taste of users and the charac-
teristics of items. The attractiveness of an item to a user is then measured by
the inner product of their latent feature vectors.

Formally, each user u is associated with a latent feature vector uu ∈ R
k, and

each item i is associated with a latent feature vector vi ∈ R
k, where k is the

dimension of the latent factor space. The attractiveness of items i and j to user
u are u�

u vi and u�
u vj , respectively. When u�

u vi > u�
u vj , the item i is said to

be more preferable to the user u than item j, i.e., i � j. The strength of this
preference relation πuij can be estimated by u�

u (vi − vj), and the inverse-logit

function is applied to ensure π̂uij ∈ [0, 1]: π̂uij = eu�
u (vi−vj)

1+eu�
u (vi−vj)

.
The latent feature vectors uu and vi are learned by minimizing regularized

squared error with respect to the set of all known preference relations Π:

min
uu,vi∈Rk

∑

πuij∈Π∧(i<j)

(πuij − π̂uij)2 + λ(‖uu‖2 + ‖vi‖2) (5)

where λ is the regularization coefficient.

3.3 Conditional Random Fields

Conditional Random Fields (CRF) [14] model a set of random variables hav-
ing Markov property with respect to an undirected graph G, and each random
variable can be conditioned on a set of global observations o. The undirected
graph G consists of a set of vertexes V connected by a set of edges E without
orientation, where two vertexes are neighboring to each other when connected.
Each vertex in V encodes a random variable, and the Markov property implies
that a variable is conditionally independent of others given its neighbors.

In this work, we use CRF to model interactions among user-wise prefer-
ences conditioned on side information with respect to a set of undirected graphs.
Specifically for each user u, there is a graph Gu with a set of vertexes Vu and a
set of edges Eu. Each vertex in Vu represents a user-wise preference pui of user
u on the item i. Each edge in Eu captures a relation between two preferences by
the same user.

Each vertex is conditioned on a set of global observations o, which is the side
information in our context. Specifically, each user u is associated with a set of
L attributes {ou}L such as age, gender and occupation. Similarly, each item i is
associated with a set of M attributes {oi}M such as genres for movie. Those side
information is encoded as the set of global observations o = {{ou}L, {oi}M}.

Formally, let pu = {pui | i ∈ Iu} be the joint set of preferences expressed by
user u, then we are interested in modeling the conditional distribution P (pu | o)
over the graph Gu.
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P (pu | o) =
1

Zu
Ψu(pu,o) (6)

Ψu(pu,o) =
∏

(ui)∈Vu

ψui(pui,o)
∏

(ui,uj)∈Eu

ψij(pui, puj) (7)

where Zu(o) does normalization to ensure
∑

pu
P (pu | o) = 1, and ψ(·) is a

positive function known as potential. The potential ψui(·) captures the global
observations associated to the user u and the item i, and the potential ψij(·)
captures the correlations between two preferences pui and puj

ψui(pui,o) = exp{w�
u fu(pui,oi) + w�

i fi(pui,ou))} (8)
ψij(pui, puj) = exp{wijfij(pui, puj)} (9)

where fu, fi, and fij are the features to be designed shortly in Sect. 3.4, and
wu, wi, and wij are the corresponding weights realizing the importance of each
feature. With the weights estimated from data, the unknown preference pui can
be predicted as

p̂ui = arg max
pui∈[−1,1]

P (pui | pu,o) (10)

where P (pui | pu,o) measures the prediction confidence.
The Ordinal Logistic Regression [10] is then used to convert the user-wise

preferences pui into ordinal values, which assumes that the preference pui is
chosen based on the interval to which the latent utility belongs:

pui = l if xui ∈ (θl−1, θl] and pui = L if xui > θL−1 (11)

where L is the number of ordinal levels and θl are the threshold values of interest.
The probability of receiving a preference l is therefore:

Q(pui = l | u, i) =
∫ θl

θl−1

P (xui | θ) dθ = F (θl) − F (θl−1) (12)

where F (θl) is the cumulative logistic distribution evaluated at θl.

3.4 PrefCRF: Unifying PrefNMF and CRF

The CRF provides a principled way of capturing both the side information and
interactions among preferences. However, it employs the log-linear modeling as
shown in Eq. 7, and therefore does not enable a simple treatment of PR. The
PrefNMF, on the other hand, accepts PR but is weak in utilizing side infor-
mation. The complementary between these two techniques calls for an unified
PrefCRF model to take all the advantages.
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Unification. Essentially, the proposed PrefCRF model captures the side infor-
mation and promotes the agreement between the PrefNMF and the CRF. Specif-
ically, the PrefCRF model combines the item-item correlations (Eq. 9) and
the ordinal distributions Q(pui | u, i) over user-wise preferences obtained from
Eq. 12.

P (pu | o) ∝ Ψu(pu,o)
∏

pui∈pu

Q(pui | u, i) (13)

where Ψu is the potential function capturing the side information and interaction
among preferences related to user u. Though there is a separated graph for each
user, the weights are optimized across all graphs.

Feature Design. A feature is essentially a function f of n > 1 arguments that
maps the n-dimensional input into the unit interval f : Rn → [0, 1]. We design
the following kinds of features:

Correlation Features. The item-item correlation is captured by the feature

fij(pui, puj) = g(|(pui − p̄i) − (puj − p̄j)|) (14)

where g(α) normalizes feature values and α plays the role of deviation, and
p̄i and p̄j are the average user-wise preference for items i and j, respectively.

Attribute Features. Each user u and item i has a set of attributes ou and
oi, respectively. These attributes are mapped to preferences by the following
features

fi(pui) = oug(|(pui − p̄i)|)
fu(pui) = oig(|(pui − p̄u)|) (15)

where fi models which users like the item i and fu models which classes of
items the user u likes.

Since one correlation feature exists for each pair of co-rated items, the num-
ber of correlation features can be large, and makes the estimation slow to con-
verge and less robust. Therefore, we only keep strong correlation features fstrong
extracted based on the Pearson correlation between items using a user-specified
minimum correlation threshold.

Parameter Estimation. In general, CRF models cannot be determined by
standard maximum likelihood estimations, instead, approximation techniques
are used in practice. This study employs the pseudo-likelihood [1] to estimate
parameters by maximizing the regularized sum of log local likelihoods:

logL(w) =
∑

pui∈Π

log P (pui | pu,o) − 1
2σ2

w�w (16)

where w are the weights and 1/2σ2 controls the regularization. To optimize the
parameters, we use the stochastic gradient ascent procedure.
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Item Recommendation. The PrefCRF produces distributions over the user-
wise preferences, which can be converted into point estimates by computing the
expectation

p̂ui =
lmax∑

pui=lmin

puiP (pui | pu,o) (17)

where l refers to the intervals of user-wise preferences: from the least to the most
preferred. Given the predicted user-wise preferences, the items can be sorted and
ranked accordingly.

4 Experiment and Analysis

To study the performance of the proposed PrefCRF model, comparisons were
done with the following representative algorithms: KNN [12], NMF [7], Pre-
fKNN [3], and PrefNMF [5]. We employ two evaluation metrics Normalized
Cumulative Discounted Gain@T (NDCG@T) [6] that is popular in academia,
and Mean Average Precision@T (MAP@T) [4] that is common in contests.

4.1 Experimental Settings

Datasets and Experiment Design. Experiments are conducted on four pub-
lic datasets: MovieLens-1M1, Amazon Movie Reviews2, EachMovie3, and Movie-
Lens-20M (see footnote 1). These datasets or their subsets are transformed to
simulate four scenarios of heterogeneous data:

Side Information. The impact of side information is studied on the Movie-
Lens-1M dataset which provides gender, age, and occupation information
about users and genres of movies. The dataset contains more than 1 mil-
lion ratings by 6, 040 users on 3, 900 movies. For a reliable comparison, the
dataset is split into training and test sets with different sparsities.

Different Forms. Amazon Movie Reviews dataset contains two forms of pref-
erences: textual reviews and 5-star ratings. We extracted a dense subset by
randomly selecting 5141 items with at least 60 reviews for each, and 2000
users with at least 60 movies reviews for each, and this results in 271K rat-
ings. For each user, 50 random reviews are selected for training, and the rest
are put aside for testing. The training set is further split into half ratings and
half textual reviews. Rating-based models are trained on the ratings only,
where PR-based models utilize textual reviews as well.

Different Scales. EachMovie dataset contains ratings in 6-star scale that can
be easily converted into binary scale, i.e., ratings 1–3 and 4–6 are mapped to
0 and 1 respectively. We extract a subset by randomly selecting 3000 users
who have rated at least 70 items as a dense dataset is required for splitting.

1 http://grouplens.org/datasets/movielens.
2 http://snap.stanford.edu/data/web-Movies.html.
3 http://grouplens.org/datasets/eachmovie.

http://grouplens.org/datasets/movielens
http://snap.stanford.edu/data/web-Movies.html
http://grouplens.org/datasets/eachmovie
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The resultant dataset contains 120K ratings on 1495 items. For each user we
randomly select 60 ratings for training and leave the rest for testing, and half
of the ratings in the training set are mapped into binary scale. Rating-based
models are trained on the 6-star ratings while PR-based models will exploit
the binary ratings as well.

Different Biases. We study the impact of biases by adding biases into a stable
dataset with minimal existing biases. To prepare such dataset we extract a sta-
ble subset from the latest MovieLens-20M released on April-2015. Specifically,
258K ratings by 2020 users on 4408 movies released between 2010 and 2015
are extracted, where each user has rated at least 60 ratings. Biases are then
introduced by adding a different Laplace noise sampled from Laplace(0, b) to
each user and item.

For PR-based methods, the same conversion method as in [5] is used to con-
verted ratings into PR. For example, 1, 0 and 0.5 are assigned to the preference
relation πuij when pui > puj , pui < puj , and pui = puj , respectively.

Parameter Setting. For a fair comparison, we fix the number of latent factors
to 50 for all algorithms. The number of neighbors for KNN algorithms is set to
50. We vary the minimum correlation threshold for the PrefCRF to examine the
performance with different number of features. Different values of regularization
coefficient are also tested.

4.2 Results and Analysis

Algorithms are compared on four heterogeneous scenarios: side information, dif-
ferent forms, different scales and different biases. The impact of sparsity levels
and parameters is studied on the MovieLens-1M dataset, while these settings
for other experiments are fixed. Each experiment is repeated ten times with dif-
ferent random seeds and we report the mean results with standard deviations.
For each experiment, we also performed a paired t-test (two-tailed) with a sig-
nificance level of 95% on the best and the second best results, and all p-values
are less than 1 × 10−5.

Fusing Side Information. Table 1 shows the NDCG and MAP metrics on
Top-N recommendation tasks by compared algorithms. It can be observed that
the proposed PrefCRF, which captures the side information, consistently out-
performs others. To confirm the improvement, we plot the results in Fig. 2b by
varying the position T . The figure shows that PrefCRF not only outperforms
others but has a strong emphasize on top items, i.e., T < 5.

The impact of sparsity is investigated by plotting the results against sparsity
levels as in Fig. 2a. We can observe that the performance of PrefCRF increases
linearly given more training data, while its underlying PrefNMF model is less
extensible to denser dataset.
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Table 1. Mean results and standard deviation over ten runs on MovieLens-1M dataset.

Given 30 Given 40

Algorithm NDCG@1 NDCG@10 MAP@1 MAP@10 NDCG@1 NDCG@10 MAP@1 MAP@10

UserKNN 0.4306 ± 0.0011 0.4081 ± 0.0029 0.3539 ± 0.0071 0.2744 ± 0.0025 0.3695 ± 0.0048 0.4252 ± 0.0036 0.3663 ± 0.0047 0.2877 ± 0.0034
NMF 0.5274 ± 0.0084 0.5195 ± 0.0040 0.5225 ± 0.0081 0.3549 ± 0.0037 0.5424 ± 0.0067 0.5291 ± 0.0034 0.5377 ± 0.0066 0.3631 ± 0.0035
PrefKNN 0.3462 ± 0.0073 0.4048 ± 0.0038 0.3430 ± 0.0072 0.2720 ± 0.0037 0.3651 ± 0.0065 0.4283 ± 0.0024 0.3620 ± 0.0063 0.2904 ± 0.0023
PrefNMF 0.5778 ± 0.0112 0.5680 ± 0.0041 0.5724 ± 0.0109 0.3992 ± 0.0033 0.5883 ± 0.0073 0.5732 ± 0.0028 0.5832 ± 0.0073 0.4019 ± 0.0032
PrefCRF 0.6206± 0.0076 0.5856± 0.0028 0.6150± 0.0073 0.4195± 0.0028 0.6395± 0.0064 0.5990± 0.0023 0.6340± 0.0062 0.4294± 0.0021

Given 50 Given 60

Algorithm NDCG@1 NDCG@10 MAP@1 MAP@10 NDCG@1 NDCG@10 MAP@1 MAP@10

UserKNN 0.3831 ± 0.0063 0.4424 ± 0.0027 0.3803 ± 0.0060 0.3015 ± 0.0026 0.4035 ± 0.0090 0.4622 ± 0.0035 0.4002 ± 0.0085 0.3163 ± 0.0027
NMF 0.5430 ± 0.0083 0.5326 ± 0.0036 0.5390 ± 0.0082 0.3669 ± 0.0025 0.5547 ± 0.0109 0.5409 ± 0.0063 0.5504 ± 0.0113 0.3734 ± 0.0055
PrefKNN 0.3831 ± 0.0092 0.4483 ± 0.0030 0.3803 ± 0.0089 0.3070 ± 0.0022 0.3979 ± 0.0075 0.4689 ± 0.0039 0.3948 ± 0.0069 0.3223 ± 0.0033
PrefNMF 0.5873 ± 0.0096 0.5745 ± 0.0035 0.5830 ± 0.0098 0.4019 ± 0.0033 0.5854 ± 0.0145 0.5733 ± 0.0048 0.5808 ± 0.0142 0.4007 ± 0.0037
PrefCRF 0.6548± 0.0055 0.6068± 0.0018 0.6499± 0.0059 0.4372± 0.0024 0.6677± 0.0074 0.6139± 0.0018 0.6625± 0.0072 0.4436± 0.0016

(a) Sparsity (b) Given 60 (c) NDCG@T

(d) MAP@T (e) Regularization (f) Parameters

Fig. 2. Plots of experimental results

Fusing Preferences in Different Forms. In this experiment, we first con-
verted textual reviews into negative (−1), neutral (0), and positive (1) values
using the NLTK library [2], and then converted them into PR. We study how
these additional information can assist PR-based methods, and results over ten
runs are shown in Table 2. Surprisingly, the performance of all PR-based methods
except PrefCRF have decreased by incorporating textual reviews. We suspect
that this is due to the misclassification errors introduced by sentiment classi-
fication on text. However, in the next subsection we will see that an accurate
conversion can actually improve the performance.

Fusing Preferences in Different Scales. In this experiment preferences in
different scales are fused into PR to boost the performance of PR-based methods.
The binary scale ratings are similar to the positive/negative textual reviews,
however without incorrect values introduced by text classification.
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Table 2. Results over ten runs on Amazon dataset.

Algorithm Ratings Ratings + Textual reviews

NDCG@10 MAP@10 NDCG@10 MAP@10

UserKNN 0.6244 ± 0.0040 0.4599 ± 0.0035 0.6244 ± 0.0037 0.4599 ± 0.0025

NMF 0.8073± 0.0040 0.6689± 0.0038 0.8073± 0.0041 0.6689± 0.0000

PrefKNN 0.6410 ± 0.0038 0.4690 ± 0.0029 0.5765 ± 0.0039 0.4083 ± 0.0029

PrefNMF 0.7495 ± 0.0040 0.5924 ± 0.0031 0.7377 ± 0.0030 0.5806 ± 0.0031

PrefCRF 0.8223± 0.0033 0.6813± 0.0027 0.8259± 0.0035 0.6890± 0.0026

Table 3. Results over ten runs on EachMovie dataset.

Algorithm 6-Star ratings 6-Star ratings + Binary ratings

NDCG@10 MAP@10 NDCG@10 MAP@10

UserKNN 0.4374 ± 0.0047 0.3418 ± 0.0029 0.4374 ± 0.0047 0.3418 ± 0.0029

NMF 0.5211 ± 0.0078 0.3710 ± 0.0034 0.5211 ± 0.0078 0.3710 ± 0.0034

PrefKNN 0.4908 ± 0.0070 0.3793 ± 0.0031 0.5074 ± 0.0061 0.3938 ± 0.0044

PrefNMF 0.5233 ± 0.0061 0.3820 ± 0.0033 0.5454 ± 0.0060 0.3881 ± 0.0032

PrefCRF 0.5439± 0.0056 0.4006± 0.0045 0.5506± 0.0053 0.4038± 0.0043

From Table 3, we can observe that the performance of all PR-based methods
has increased by incorporating additional binary ratings, while the performance
of rating-based methods remains the same.

Fusing Preferences with Different Biases. In this experiment we inves-
tigate the impact of different biases, particularly the user-wise and item-wise
biases, which are sampled from Laplace(0, b). From Table 4 we can see that the
performance of rating-based methods has decreased while PR-based methods
are unaffected by such biases.

Table 4. NDCG@10 on MovieLens-20M dataset.

Algorithm Bias = None User-bias = Laplace(0, 2) Item-bias = Laplace(0, 2)

UserKNN 0.4465 ± 0.0033 0.3729 ± 0.0033 0.2914 ± 0.0017

NMF 0.4982 ± 0.0034 0.4566 ± 0.0032 0.3074 ± 0.0019

PrefKNN 0.4683± 0.0027 0.4683± 0.0027 0.3157 ± 0.0021

PrefNMF 0.4950± 0.0035 0.4950± 0.0035 0.3137 ± 0.0017

PrefCRF 0.5288± 0.0037 0.5288± 0.0037 0.3729 ± 0.0023
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Impact of Regularization and Correlation Threshold. The proposed Pre-
fCRF method has two user specified parameters: the regularization coefficient
and a minimum correlation threshold that controls the number of correlation fea-
tures. For the regularization, we can see from Fig. 2e that the performance gets
better when a small regularization penalty applies. In other words, PrefCRF can
generalize reasonable well without too much regularization. For the correlation
threshold, Fig. 2f shows that a smaller threshold results better performance by
including more correlation features, however, at the cost of more training time
and more training data.

5 Conclusions and Future Works

In this paper we talcked the learning from different preference structures prob-
lem by the PrefCRF model, which takes advantages of both the representational
power of the CRF and the ease of modeling PR by the PrefNMF. Experiment
results on four public datasets demonstrate that different preference structures
have been properly handled by PrefCRF, and significantly improved Top-N rec-
ommendation performance has been achieved. For future work, the computation
efficiency of PR-based methods can be further improved given that the number
of PR is usually much larger than ratings. Parallelization is feasible as each user
has a separated set of PR that can be processed simultaneously.

Acknowledgment. This work was partially supported by the Guangxi Key Labora-
tory of Trusted Software (No. KX201528).
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Abstract. Recommendation systems (RS) play an important role in
directing customers to their favorite items. Data sparsity, which usually
leads to overfitting, is a major bottleneck for making precise recom-
mendations. Several cross-domain RSs have been proposed in the past
decade in order to reduce the sparsity issues via transferring knowledge.
However, existing works only focus on either nearest neighbor model or
latent factor model for cross domain scenario. In this paper, we intro-
duce a Multifaceted Cross-Domain Recommendation System (MCDRS)
which incorporates two different types of collaborative filtering for cross
domain RSs. The first part is a latent factor model. In order to utilize
as much knowledge as possible, we propose a unified factorization frame-
work to combine both CF and content-based filtering for cross domain
learning. On the other hand, to overcome the potential inconsistency
problem between different domains, we equip the neighbor model with
a selective learning mechanism so that domain-independent items gain
more weight in the transfer process. We conduct extensive experiments
on two real-world datasets. The results demonstrate that our MCDRS
model consistently outperforms several state-of-the-art models.

Keywords: Knowledge-boosted recommender systems · Collaborative
filtering · Cross domain · Knowledge transferring

1 Introduction

With the boosting of online services, recommendation systems (RS) are playing
an increasingly important role in filtering information for customers. Since most
users are only connected to a small set of items, data sparsity becomes a major
bottleneck for building an accurate RS. This is especially true for newly joined
users/items, which is known as the cold start problem. To address this problem,
researchers have introduced cross domain RSs which can transfer knowledge
from some relatively dense source domains to the target domain. They assume
that there are some consistent patterns across domains. Take book domain and
movie domain for example, users with similar interests in the movie domain may
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also have similar interest in the book domain (rule of collaborative filtering); and
users who like fantasy movies have a higher probability of liking fantasy books
than users who do not (rule of content-based filtering). Therefore, when we do
not have enough data on the book domain, leveraging the data from movie
domain appropriately can improve the quality of book recommendations.

According to whether the items or users from different domains have overlap-
ping or not, existing literatures for cross domain RSs can be roughly divided into
two categories: with overlap and without overlap. CMF [26], CST [21], TCF [20],
MV-DNN [8] and [9] assume the users or/and items from multiple domains are
fully or partially aligned, and the knowledge is transferred through the known
common user/item factors; On the contrary, CBT [12], RMGM [13] and [6] do
not require any overlap of users/items between auxiliary domains and the target
domain. They transfer useful knowledge through cluster-level rating patterns.

In this paper, we assume the users between multiple domains are overlapped.
This can be the case when a company owns multiple products but only a few
of them provide enough data, while the others’ data are too sparse to build
effective models; or when a company wants to promote new services or prod-
ucts to its customers, they can leverage customer data on existing services or
products. The aforementioned cross domain methods only focus on transfer-
ring either content-based filtering or collaborative filtering knowledge. However,
models which combine the two algorithms have been widely discussed in the
single domain case. Thus we consider the first challenge: will it produce a large
amount of improvement if we transfer both content-based filtering and CF across
different domains simultaneously? To address the question, we propose a uni-
fied factorization model to transfer both CF and content-based filtering cross
domains. The key idea is to learn content embeddings so that the content-based
filtering has a same latent factor formulation as model-based CF. Actually we
propagate the CF not only to user-item level but also to user-content level.

Meanwhile, we notice that the multifaceted model can outperform the pure
latent factor model [10]. However, there may be some inconsistency between
different domains so that the neighborhood built from the source domain may not
hold for the target domain. Take news and movie recommendation for instance,
suppose Bob and David come from the same city, they may be similar in the
news domain because they both love to read news related to the city. However,
the similarity between them in movie domain may be low, since their interest in
movies are not quite related to where they live. Motivated by this, we propose
a novel selective mechanism which can iteratively learn a specific weight for
each item in the source domain. The goal is to transfer preference on domain-
independent items rather than domain-dependent items.

The key contributions of this paper are summarized as follows:

• We introduce the multifaceted model for cross domain RSs, which includes
collective learning (the latent factor model) and selective learning (the neigh-
bor model) modules.

• We propose a novel selective neighbor model to automatically assign weights
to items so that domain inconsistency problem can be mitigated.
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• We propose a unified factorization model to collectively learn content-based
filtering and CF for cross domain RSs. Although models for combining the
CF and content have been widely studied in the single domain situation, we
aim to figure out the improvement in the cross domain scenario.

• We conduct extensive experiments on two real-world datasets, and the experi-
mental results reveal that our proposed model consistently outperform several
baseline methods.

2 Content-Boosted CF for Cross Domain RS

Suppose we have two domains: the target domain and the source domain. For
each domain the data are comprised of user-item ratings and item attributes.
In the target domain, we denote the user-item ratings as a matrix R(1) =
[rui]N×M(1) with rui ∈ {[rmin, rmax], ?}, where ? denotes a missing value, N

and M (1) denote the number of users and items respectively. The item content
is denoted as a matrix A(1) = [aik]M(1)×T (1) , where each row represents an item,
T (1) is the number of attributes, aik ∈ [0, 1] is a normalized weight on attribute
k, and aik = 0 indicates item i does not have attribute k. Our goal is to predict
the missing value in R(1). For various reasons R(1) is sparse, and we want to
improve the model with the help of the auxiliary domain, whose correspond-
ing data is denoted as R(2) = [rui]N×M(2) and A(2) = [aik]M(2)×T (2) . Note that
the users are fully or partially overlapped, and we know the mapping of users
between domains.

A widely used method in collaborative filtering is latent factor model. It
factorizes the rating matrix RN×M into two low-rank matrices, UN×D and
VM×D, as latent factors for users and items. In probabilistic matrix factoriza-
tion (PMF) model [24], these latent factors are assumed to be generated from
zero-mean spherical Gaussian distributions, while each rating is generated from
a uni-variate Gaussian. Actually, the PMF model only learns from the user-item
rating pairs and makes recommendations through clustering similar rating pat-
terns. However, auxiliary signals such as user demographics and item attributes
can help improve the restaurant recommendation model. Motivated by [19], we
try to embed the attributes into a shared latent space, and then augment the
item latent vector Vj with the weighted average of the embedded representation
of attributes.

Formally, for each attribute k, k ∈ 1 . . . T , we denote its embedding repre-
sentation by Bk = 〈bk1, bk2, . . . , bkL〉. So we have a attribute embedding matrix
B with each row indicates an attribute. The augmented latent vector for item j
is denoted by ˜Vj = {Vj , Pj} where Pj = AjB. The user latent vector is simply
extended as ˜Ui = {Uia, Uib}, where Uia denotes the original CF part while Uib

denotes the content preference part. Then the mean rating of user i on item j is
changed as follows:

rij = ˜Ui · ˜Vj = Uia · Vj + Uib · (AjB) (1)
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and the generative procedure is updated as follows:

(i) For a user i, sample two vectors: Uia ∼ N (0, σuaI), Uib ∼ N (0, σubI).
(ii) For an item j, sample a vector: Vj ∼ N (0, σvI).
(iii) For an attribute k, sample a vector: Bk ∼ N (0, σbI).
(iv) For each user-item entry, generate the rating rij ∼ N (Uia · Vj + Uib ·

∑

k ajkBk, σr).

We name the new model Probabilistic Preference Factorization (PPF).

Cross Domain Collective Learning. When R(1) is too sparse, the learning
of latent factors may be inadequate and thus lead to overfitting on the training
set. Next we study how to make use of the data from the auxiliary domain.
We adapt the Collective Matrix Factorization (CMF) [26] model to our situ-
ation. The key idea of CMF is to factorize multiple matrices jointly through
a multi-task learning framework. Since we have one-one mapping on the user
side between the target domain and source domain, we simply assume the users
share the same latent factors across these domains: U = U(1) = U(2), just like
the approach in [17]. We also apply the aforementioned PPF generative process
to the source domain. This model can be easily extended by introducing priors
on the hyperparamenters and applying fully Bayesian methods such as MCMC
[23]. However, to avoid high computational cost, here we regard σu∗, σv, σr as
constant hyperparameters and use grid search to find their best values. The
parameter set are reduced to Θ = {Ua,Ub,V(1),V(2),B(1),B(2)} and we want
to maximize the following Bayesian posterior formulation:

p(Θ|R1,R2) ∝ p(R1,R2|Θ)p(Θ) (2)

Maximizing Eq. (2) is equivalent to minimizing the following loss function:

L =
∑

i,j

(r(1)ij − Uia · V
(1)
j − Uib ·
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where we replace σ∗ with λ∗ after eliminating some constants for notation
simplicity.

3 The Multifaceted Model

Koren [10] introduces a multifaceted model to smoothly merge the factor and
neighborhood models. Following this idea, we plan to equip the PPF model
with a neighborhood module. However, as we have discussed before, in the cross
domain situation, the neighborhoods of the same user under different domains
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may be different. Thus it is questionable to compute the user similarity scores
directly through items from the source domain. To address this problem, we
propose a selective learning algorithm to assign weight for each item in the
source domain. Our goal is to select those domain-free items to build an accurate
neighborhood for the target domain. The new prediction rule becomes:

r̂ij = bij +
w(i)

√|Nm(i, j)|
∑

k∈Nk(i,j)

(rkj − bij)s(i, k) (4)

Here, bij represents the prediction of the aforementioned latent factor model.
w(i) = 0.2e−0.5|R(1)

i∗ | is a tradeoff function controlling the weight of the neighbor-
hood model, and it decreases when the number of rating records of user i in the
target domain increases. Nm(i, j) represents user i ’s top m nearest neighbors
who have rated item j. s(i, k) denotes the similarity value between user i and k.
Due to the sparsity of target domain, we have to compute s(i, k) using the data
from source domain. In the traditional neighbor-based CF model, the similarity
is static and calculated from their common rated items. Now we assign each item
in the source domain with some parameters, which determine the weight of the
item for the similarity calculation:

s(i, k) = e
−γ1

∑
t∈V (i,k) D(i,k,t)∗β(t)
∑

t∈V (i,k) β(t) (5)

V (i, k) indicates the common items rated by user i and k. D(i, k, t) measures
the difference of ratings on item t from user i and user k. We assign a small
value, δ, to it when rit equals to rkt:

D(i, k, t) = max{(rit − rkt)2, δ} (6)

β(t) ∈ (0, 1) represents the weight of item t. We assume that the weight
is determined via item id and item’s content information. So for each item t,
there is a corresponding parameter ηt; similarly, for each item attribute k, its
corresponding parameter is denoted by αk. We apply a logistic regression process
to learn the optimal parameters:

β(t) =
1

1 + e−(ηt+α0+
∑

k αkAtk)
(7)

Now, with Eq. (4) we introduce a Multifaceted model for Cross Domain Rec-
ommendation Systems (MCDRS). Its first part is a collective latent factor
model, in which we embed both collaborative filtering and content-based filter-
ing in order to exploit as much knowledge as possible. And its second part is
a novel neighborhood model whose main purpose is to learn residuals based on
the latent factor model.

Learning. There are several groups of parameters in our multifaceted model,
i.e. latent factors for CF, latent factors for content, and weights in the neighbor
model. It is hard for SGD to learn a good solution due to the fact that it
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does not discriminate between infrequent and frequent parameters. So we use
AdaDelta [30] to automatically adapt the learning rate to the parameters, leading
to the update rule:

Δxt = −RMS[Δx]t−1

RMS[g]t
gt (8)

where RMS represents the root mean squared criterion with exponentially
decaying:

RMS[g]t =
√

E[g2]t + ε (9)
E[g2]t = ρE[g2]t−1 + (1 − ρ)g2t (10)

In the experiments we set ρ = 0.9 and ε = 1e − 8.

4 Experiments

We evaluate the proposed model on two rating datasets: Douban1 and MovieLens
20M2.

Douban is a leading Chinese online community which allows users to record
information related to multiple domains such as movies, books and music. Users
can rate movies/books/songs on a scale from 1 to 5, and each movie/book/song
has a list of tags (tag id,count) indicating how many users have rated the tag id
on this item, and the tags can be used as the item’s attributes. Thus Douban
is an ideal source for our cross domain experiments. We build a distributed
crawler to fetch the item information and user-item rating records from Douban.
After filtering out users who appear in only one domain or have less than 20
ratings, and movies/books/songs which have fewer than 10 ratings, we randomly
sample 100k users, 50k books, 30k movies and 30k music for experiments. Via
switching the choice of source domain and target domain, we report the results of
three cross domain tasks, i.e., 〈movie → music〉, 〈movie → book〉, and 〈book →
music〉. In each task we split the target domain into training/valid/test set by
70%/15%/15%. In order to study the performance lift under different sparsity
levels, we keep the validation and test set unchanged and randomly sample a
subset from the training set with different sparsity levels of 1%, 2%, 5%, 8%,
10% correspondingly.

Besides the Douban dataset, we also evaluate the proposed algorithm on a
widely used benchmark dataset, MovieLens 20M. It is currently the latest stable
benchmark dataset from GroupLens Research for new research, and it contains
more than 20 million ratings of 27,000 movies by 128,000 users, with rating score
from 0.5 to 5.0. Because our proposed model is to study the combination of CF
and content-based methods, we filter out the movies which have no tags, and
then use tags as the movie attributes.

Since the MovieLens dataset has only one domain, we split the movies into
two disjointed parts to simulate two different domains. This approach has also
1 http://www.douban.com.
2 http://grouplens.org/datasets/movielens/.

http://www.douban.com
http://grouplens.org/datasets/movielens/
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been used in existing works such as [20,21]. Specifically, denote the full rating
matrix as R1∼N,1∼M . We take the first half sub-matrix R1∼N,1∼ M

2
as the target

domain, while the other half R1∼N, M
2 +1∼M is the auxiliary domain. Again we

split the target domain into training/valid/test set by 70%/15%/15% and extract
several subsets from the training set according to different sparsity levels.

4.1 Baselines and Evaluation Metrics

We compare our model with the following methods:

Bias Matrix Factorization (BMF) [11]. This is a standard SVD matrix
decomposition with user and item bias: r̂uv = μ + bu + bv + Uu · Vv, where bu, bv

indicate the deviations of user u and item i respectively, and Uu, Vv are latent
factor vectors.

SVDFeature [5]. This is a famous recommendation toolkit for feature-based
CF. The authors of the toolkit have used it to win the KDD Cup for two con-
secutive years. It can include attributes into CF process and is one of the state-
of-the-art recommendation methods for single domain.

STLCF [17]. This is a selective knowledge transfer method and can outperform
some cross domain RSs such as CMF. It applies the AdaBoosting framework in
order to capture the consistency across domain in CF settings, and it does not
consider the rich content information of items.

MV-DNN [8]. This is a content-based multiple domain recommendation. It
uses deep learning to match rich user features to item features. However, it does
not exploit collaborative filtering.

MCDRS-. This is a variant of our proposed method which removes the neighbor
model submodule.

We adopt Root Mean Square Error (RMSE) to evaluate the performance of
different methods, where R indicates the test set:

RMSE =

√

√

√

√

1
|R|

∑

(u,v,ruv)∈R

(ruv − r̂uv)2

We use grid search to find the best parameters for each method. We have
tried λ∗ from {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1.0}. To reduce computational
cost, for all algorithms we use a same fixed latent feature dimension, i.e. we fix
the dimensions of BMF, SVDFeature and STLCF to be 16, and fix the size of
the last layer in MV-DNN model to be 16 while changing the sizes of previous
hidden layers in {32, 64, 128}. For our proposed model, we set the CF dimension
to be 8 and the content-related dimension to be 8, so that the total size of the
latent factors is 16. After running these groups of parameters, we pick the best
parameter set for each model according to the validation set. We re-run the
experiment pipeline five times for each model by fixing the best parameter set,
and report the corresponding average RMSE on the test set. For our model,
the best setting is {λ1 = 0.8, λ3 = λ5 = 0.005, λ4 = λ2 = 0.1}.



A Multifaceted Model for Cross Domain Recommendation Systems 329

4.2 Results

Figure 1 shows the RMSE results of different algorithms. Generally speaking, due
to consistency problem across domains, a small volume of new data in the target
domain matches up to a large volume of data from the source domain. And our
MCDRS is designed to consider as much knowledge as possible in the target
domain, and at the same time transfer knowledge from the source domain. So it
is expected to observe the fact that our proposed model consistently outperforms
the other models under various tasks.
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Fig. 1. RMSE evaluation on Douban dataset (a–c) and MovieLens 20M dataset (d).
Here, “movie to book” represents the source domain is movie and target domain is
book.

Figure 1a reports the performance comparison when we use movie domain
as the source domain and take book domain as the target domain. The BMF
model is the weakest one because it is a single domain CF algorithm, and it
does not consider the rich content information. SVDFeature is the single domain
model which combines both CF and content information. It’s no surprise that
SVDFeature significantly outperforms BMF. STLCF and MV-DNN work better
than SVDFeature only under the low sparsity levels, and the superiority trend
to disappear when the data become denser. MCDRS- significantly outperforms
STLCF and MV-DNN due to its utilization of both collaborative filtering and
content-based filtering in the cross domain situation. At last, MCDRS shows
a further improvement, which demonstrates the necessary of selective learning
part.
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We observe some difference in RMSE trends when comparing Fig. 1b, c
with 1a. Movie and book are two close domains and they share a lot of top-
ics, such as adventure, history fiction, and science fiction. Some movies are even
adaptations of famous books. So it will be easier to build cross domain RSs
between movie and book domain. However, music domain is relatively not so
close with movie or book domain. Thus in Fig. 1b and c, STLCF and MV-DNN
are worse than SVDFeature when the sparsity level is above 5%. MCDRS model
works well in the two tasks, which verifies that our designed selective learning
module can mitigate the inconsistency problem between domains.

In the MovieLens task, there is no consistency problem since both the two
domains are actually derived from the original movie domain. So all the cross
domain models can easily outperform the single domain models. Comparing
MCDRS- with STLCF and MV-DNN, we again observe that it is quite necessary
to incorporate both collaborive filtering and content-based filtering in the cross
domain RSs.
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Fig. 2. RMSE improvement of MCDRS against single domain model at various spar-
sity levels. Here, “movie2book” represents the source domain is movie and the target
domain is book.

Figure 2 summarizes the performance gain when comparing MCDRS against
the SVDFeature. There is a clear pattern that the cross domain RS works well
when data in the target domain is severely sparse, and the degree of improvement
decreases when the data of target domain becomes denser. Relatively speaking,
the MovieLens task shows the greatest improvement as expected. Results of the
task movie2book is better than the movie2music because that the inconsistency
on the movie-book domain is smaller than that on the movie-music domain.

5 Related Works

Single Domain Recommendation Systems. In general, recommendation
systems can be divided into content-based model, collaborative filtering (CF)
models and hybrid models [4]. Content-based models represent user and item
under a same feature space and make recommendation according to their simi-
larity [15]. CF models make predictions about the interests of a user by collecting
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preferences or taste information form many users. Among CF models the latent
factor models are the most widely studied methods [7,23,24]. Hybrid models try
to integrate content-based method and CF method into one unified intelligent
system [2,16,18,28]. In the recent years, the great success of deep learning models
on computer vision and natural language processing has motivated researchers
to develop deep learning models for recommender systems [1,25,27,29,31].

Cross Domain Methods with User/Item Aligned. [3] studies some earliest
CDCF models including the cross domain neighbor model. CMF [26] simulta-
neously factorizes several matrices while sharing latent factors when an entity
participates in multiple relations. CST [21] is an adaptation style tri-factorization
algorithm which transfers knowledge from the auxiliary domain to improve per-
formance in the target domain. TCF [20] uses the tri-factorization method to
collectively learn target and auxiliary matrices. In their case both users and items
are aligned between the two matrices. The major advantage of the TCF approach
is that through tri-factorization it is able to capture the data-dependent effect
when sharing data independent knowledge. [17] proposes a criterion which can
be embedded into a boosting framework to perform selective knowledge transfer.
[22] suggests a cross domain CF based on CCA to share information between
domains. [8,14] use multi-view deep learning models to jointly latent features for
users and items from multiple domains. Our paper belongs to this category of
cross domain RSs. While the existing works focus on transfer knowledge through
collaborative filtering or content-based filtering, we focus on incorporating the
advantages of both the two models and further explore how to reduce the incon-
sistency problem through the rich information.

Cross Domain Methods with Latent Clusters. CBT [12] studies the cases
in which neither users nor items in the two domains overlap. It assumes that
both auxiliary and target domains share the cluster-level rating patterns. So it
compresses the auxiliary rating matrix into a compact cluster-level rating pattern
representation referred to as a codebook, and reconstructs the target rating
matrix by expanding the codebook. RMGM [13] extends CBT to a generative
model and they share the same assumption. [6] exploits tensor factorization to
model high dimensional data and transfers knowledge from the auxiliary domain
through a shared cluster-level tensor. In this paper, we discuss the scenario in
which users of the two domains are well aligned, and thus is different from these
hidden cluster-linking approaches.

6 Conclusion

In this paper, we introduce a multifaceted model for cross domain RSs. It
includes two parts which are delicately designed for cross domain situation. First
we propose a latent factor model to incorporate both collaborative filtering and
content-based filtering, and different domains are bridged through the aligned
latent user features. Second, we propose a selective neighbor model to reduce the
inconsistency problem across domains. Experimental results demonstrate that
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our proposed model consistently outperforms several state-of-the-art methods
on both Douban and MovieLens datasets. For future works, we will explore how
to exploit deep learning techniques to learn better representation from the rich
content information for cross domain RSs.
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Abstract. Cross-Domain Collaborative Filtering solves the sparsity problem by
transferring rating knowledge across multiple domains. However, how to
transfer knowledge from auxiliary domains is nontrivial. In this paper, we
propose a model-based CDCF algorithm by Integrating User Latent Vectors of
auxiliary domains (CDCFIULV) from the perspective of classification. For a
user-item interaction in the target domain, we first use the trivial location
information as the feature vector, and use the rating information as the label.
Thus we can convert the recommendation problem into a classification problem.
However, such a two-dimensional feature vector is not sufficient to discriminate
the different rating classes. Hence, we require some other features for the
classification problem with the help of the rating information from the auxiliary
domains.
In this paper, we assume the auxiliary domains contain dense rating data and

share the same aligned users with the target domain. In this scenario, we employ
UV decomposition model to obtain the user latent vectors from the auxiliary
domains. We expand the trivial location feature vector in the target domain with
the obtained user latent vectors from all the auxiliary domains. Thus we can
effectively add features for the classification problem. Finally, we can train a
classifier for this classification problem and predict the missing ratings for the
recommender system. Hence the hidden knowledge in the auxiliary domains can
be transferred to the target domain effectively via the user latent vectors.
A major advantage of the CDCFIULV model over previous collective matrix
factorization or tensor factorization models is that our model can adaptively
select significant features during the training process. However, the previous
collective matrix factorization or tensor factorization models need to adjust the
weights of the auxiliary domains according to the similarities between the
auxiliary domains and the target domain. We conduct extensive experiments to
show that the proposed algorithm is more effective than many state-of-the-art
single domain and cross domain CF methods.

Keywords: Cross domain collaborative filtering � User latent vectors � UV
decomposition � Classification problem

© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 334–345, 2017.
DOI: 10.1007/978-3-319-63558-3_28



1 Introduction

The rapid growth of the information on the Internet demands intelligent information
agent that can sift through all the available information and find out the most valuable
to us. In recent years, recommender systems [1, 2] are widely used in e-commerce sites
and online social media and the majority of them offer recommendations for items
belonging to a single domain. Collaborative Filtering (CF) algorithm [3] is the most
widely used method for recommender systems and it can be boiled down to analyzing
the tabular data, i.e., the user-item rating matrix.

However, in real-world recommender systems, users usually dislike rating items
and the items rated are very limited. Thus the rating matrix is very sparse. The sparsity
problem has become a major bottleneck for most CF methods. To alleviate this diffi-
culty, recently a number of Cross-Domain Collaborative Filtering (CDCF) methods
have been proposed [4]. CDCF methods exploit knowledge from auxiliary domains
(e.g. movies) containing additional user preference data to improve recommendation on
a target domain (e.g. books). They can effectively relieve the sparsity problem in the
target domain. Currently, CDCF methods can be categorized into two classes. One
class assumes shared users or items [5–8]. This assumption is an important and
commonly appeared case in many large-scale websites. For instance, Amazon website
contains different domains, including books, music CDs, DVDs and video tapes. They
share the identical users though their items are totally different. This is also the scenario
studied in this paper. The other class do not require shared users or items [9, 10].

Among the previous works of the first class, Berkovsky et al. [5] mention an early
neighborhood based CDCF (N-CDCF), which can be considered as the cross-domain
version of a memory-based method, i.e., N-CF [11]. Likewise, the traditional matrix
factorization (MF) model can also be developed to solve the CDCF problems. The
cross-domain version of a matrix factorization method is denoted by MF-CDCF [6], in
which an augmented rating matrix is constructed by horizontally concatenating all the
rating matrices in different domains. With this matrix in hand, any classical MF
algorithm, such as UV Decomposition (UVD) model [12], can be exploited to construct
user factor matrix and item factor matrix. These factor matrices are used for prediction.
Both N-CDCF and MF-CDCF accommodates items from all domains into a single
matrix so as to employ single-domain CF methods. However, single domain models
assume the homogeneity of items. Obviously, items in different domains may quite
heterogeneous, and the above two models fail to take this fact into account.

Pan et al. [7] explore how to take advantage of knowledge in the form of binary
ratings (like and dislike) to alleviate the sparsity problem in numerical ratings. They
propose a novel transfer learning framework, Transfer by Collective Factorization
(TCF). However, they require users and items of the target rating matrix and the
auxiliary like/dislike matrix be both aligned besides the heterogeneity of the two
matrices. In addition, they can only deal with the scenario of one auxiliary domain.

Singh and Gordon propose a Collective Matrix Factorization (CMF) [8] model,
which is a multi-task learning (MTL) [13] version of UV decomposition model. CMF
couples ratingmatrices for all domains on theUser dimension so as to transfer knowledge
through the common user-factormatrix. Hu et al. [6] propose a generalized Cross Domain
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Triadic Factorization (CDTF)model over the triadic relation user-item-domain. Since not
all the auxiliary domains are equally correlated with the target domain (for example, the
task of predicting user preferences on books should be more related to predicting user
preferences on movies than predicting user preferences on food), CMF and CDTF
consider the different degrees of relatedness between each auxiliary domain and the target
domain. This is an advantage of them over N-CDCF and MF-CDCF. However, CMF
does not provide a mechanism to find an optimal weights assignment for the auxiliary
domains. Though CDTF assigns the weights based on genetic algorithm (GA), the per-
formance is susceptible to the setting of the initial population.

Among the previous works of the second class, Li et al. [9] propose a
codebook-based knowledge transfer (CBT) for recommender systems. CBT achieves
knowledge transfer with the assumption that both auxiliary and target data share the
cluster-level rating patterns (codebook). Further, Li et al. [10] propose a rating-matrix
generative model (RMGM). RMGM can be considered as a MTL version of CBT with
the same assumption. Both CBT and RMGM require two rating matrices to share the
cluster-level rating patterns. In addition, CBT and RMGM cannot make use of user side
shared information, and only take a general explicit rating matrix as its auxiliary input.
Hence, both CBT and RMGM are not applicable to the problem studied in this paper.

In this paper, from the perspective of classification, we propose a model-based
CDCF algorithm by Integrating User Latent Vectors of auxiliary domains
(CDCFIULV). We first extract the location information of a user-item interaction in the
target domain as the feature vector, and use the corresponding rating information as the
label. Thus we can convert the recommendation problem into a classification problem.
However, the two-dimensional feature vector is not sufficient to discriminate the dif-
ferent rating classes, {1, 2, 3, 4, 5}. In our experimental tests, the classification model
cannot obtain a satisfactory result. Hence we require more features in the classification
model.

Note that the first dimension of the feature vector is the location information of the
user, representing the user feature in the recommender system, and the second
dimension of the feature vector is the location information of the item, representing the
item feature in the recommender system. Inspired by this observation, we try to expand
the feature vector in the target domain with some other significant features of users or
items. Since we assume that the auxiliary domains contain dense rating data and share
the same aligned users with the target domain, it is possible to extract user features
from the auxiliary domains. In this scenario, we use the user latent vector obtained by
UV decomposition model from the auxiliary domains as the extra features and add
them to the feature vector in the target domain. As a result, we can effectively expand
the feature vector for the classification problem. Our classification-based model has
three advantages, (a) the hidden knowledge in the auxiliary domains can be transferred
to the target domain effectively via the user latent vectors; (b) the importance of the
features will be adaptively adjusted during the training process; (c) it can easily deal
with the scenario of multi auxiliary domains.

The remainder of this paper is organized as follows: Sect. 2 reviews the related
works on CDCF methods. Section 3 proposes our CDCFIULV model. In Sect. 4, we
conduct extensive experiments to test the performance of the proposed algorithm. We
conclude the paper and give future works in Sect. 5.
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2 Related Works

Currently, CDCF methods can be categorized into two classes. One class assumes
shared users or items, and the other class requires shared users and items in different
domains. In the first class, Berkovsky et al. [5] mention a neighborhood based CDCF
(N-CDCF). As neighborhood based CF (N-CF) computes similarity between users or
items, which can be sub-divided into two types: user-based nearest neighbor (N-CF-U)
and item-based nearest neighbor (N-CF-I), the N-CDCF algorithm can also be divided
into two types: a user-based neighborhood CDCF model (N-CDCF-U) and an
item-based neighborhood CDCF model (N-CDCF-I). For simplicity, we only give a
detail review on N-CDCF-U, and the detail method of N-CDCF-I is in the same
manner.

Let D ¼ fD0;D1; � � � ;Dmg denote all the domains for modeling, U ¼
fu1; u2; � � � ; ung denote the users in D and Ik ¼ fik1; ik2; � � � ; iknðkÞg denote items

belonging to the domain Dk (0� k�m), where n(k) denotes the item set size of Dk . For
a user-based CDCF algorithm, we first calculate the similarity, su;v, between the users
u and v who have co-rated the same set of items. The similarity can be measured by the
Pearson correlation:

su;v ¼
P

i2iu;v ðru;i � �ruÞðrv;i � �rvÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2iu;v ðru;i � �ruÞ2

P
i2iu;v ðrv;i � �rvÞ2

q ð1Þ

where iu;v ¼ iu \ iv (iu ¼
S

d2D idu , iv ¼
S

d2D idv ) denotes the items over all domains
D co-rated by u and v; ru;i and rv;i are the ratings on item i given by users u and v
respectively; �ru and �rv are the average ratings of user u and v for all the items rated
respectively. Then the predicted rating of an item p for user u can be calculated by a
weighted average strategy [11]:

r_u;p ¼ �ruþ
P

v2Uk
u;p
su;vðrv;p � �rvÞ

P
v2Uk

u;p
su;v
�� �� ð2Þ

where Uk
u;p

denotes the set of top k users (k neighbors) that are most similar to user u

who rated item p.
Since there are more co-rated items in all the domains, the total similarity over all

the domains may be more accurate. However it is not very reasonable to replace the
local similarity in the target domain with this total similarity, as the user preference will
vary on different domains. Thus the performance of N-CDCF-U is not always
satisfactory.

In addition to the above model, the traditional MF model can also be developed to
solve the CDCF problems straightforward. We can pour all the items from different
domains together and then an augmented rating matrix, MD, can be built by horizon-
tally concatenating all matrices. Thus we can use MF model to obtain the latent user
factors and latent item factors. These latent factors are used for prediction. In this paper,
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the MF model on CDCF problems is denoted as MF-CDCF. MF-CDCF accommo-
dates items from all domains into a single matrix so as to employ single-domain MF.
However, single domain model assumes the homogeneity of items. Obviously, items in
different domains may quite heterogeneous, so N-CDCF-U and MF-CDCF fail to take
this fact into account.

Pan et al. [7] present a novel transfer learning framework, Transfer by Collective
Factorization (TCF), to transfer knowledge from auxiliary data of explicit binary rat-
ings (like and dislike), which alleviates the data sparsity problem in numerical ratings.
TCF collectively factorizes a 5-star numerical target data R and a binary like/dislike
auxiliary data, and assumes that both user-specific and item-specific latent feature
matrices are the same. Besides the shared latent features, TCF uses two inner matrices
to capture the data-dependent information, which is different from the inner matrix used
in CBT [9] and RMGM [10]. TCF requires users and items of the target rating matrix
and the auxiliary like/dislike matrix be both aligned. Also, they can only deal with the
scenario of one auxiliary domain. Hence, it is not applicable to the problem studied in
this paper.

Singh and Gordon [8] propose the Collective Matrix Factorization (CMF) model.
CMF jointly factorizes multiple matrices with correspondences between rows and
columns while sharing latent features of matching rows and columns in different
matrices. Hu et al. [6] propose the CDTF model, in which they consider the full triadic
relation user-item-domain to effectively exploit user preferences on items within dif-
ferent domains. They represent the user-item-domain interaction with a tensor of order
three and adopt a tensor factorization model to factorize users, items and domains into
latent feature vectors. The rating of a user for an item in a domain is calculated by
element-wise product of user, item and domain latent factors. A major problem of
tensor factorization however, is that the time complexity of this approach is exponential
as it is O(km) where k is the number of factors and m is the number of domains.
Both CMF and CDTF need to adjust the weights of the auxiliary domains according to
the similarities between the auxiliary domains and the target domain.

In the second class, Li et al. [9] propose a CBT model. They first compress the
ratings in the auxiliary rating matrix into an informative and yet compact cluster-level
rating pattern representation referred to as a codebook. Then, they reconstruct the target
rating matrix by expanding the codebook. CBT achieves knowledge transfer with the
assumption that both auxiliary and target data share the cluster-level rating patterns
(codebook). Further, Li et al. [10] propose a RMGM model. In this model, the
knowledge is shared in the form of a latent cluster-level rating model. Each rating
matrix can thus be viewed as drawing a set of users and items from the user-item joint
mixture model as well as drawing the corresponding ratings from the cluster-level
rating model. RMGM is a MTL version of CBT with the same assumption. Both CBT
and RMGM require two rating matrices to share the cluster-level rating patterns. They
assume that the items in an auxiliary data source (e.g. books) is related to the target data
(e.g. movies). Hence they are not applicable to the scenario studied in this paper.
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3 Our Model

3.1 Convert the Recommendation Problem into a Classification Problem

Assume D1 is the target domain, and U1 and I1 are the sets of users and items in domain
D1. We model the standard recommendation problem in the target domain D1 by a
target function y : U1 � I1 ! R. We represent each user-item interaction ðu; i; rÞ 2
U1 � I1 � f1; 2; 3; 4; 5g with a feature vector ðLu; LiÞ and a class label r, where Lu and
Li denote the location information of user u and item i respectively. Thus we can
represent each user-item interaction as a training sample, and the original rating
problem can be converted into a classification problem. We use Fig. 1 to illustrate our
method.

In Fig. 1, u1, u2, u3, and u4 are four users, and i1, i2, and i3 are three items. Firstly,
we use 1, 2, 3, and 4 to denote the location of u1, u2, u3, and u4, and use 1, 2, and 3 to
denote the location of i1, i2, and i3. Then we can use (1, 1) to denote the features of the
user-item interaction (u, i1, 2), and use 2 to denote the corresponding class label. In the
same manner, we can also represent other user-item interactions as training samples.
Thus the rating matrix can be converted into a training set and we can convert the
recommendation problem into a classification problem.

3.2 Feature Vector Expansion

The training samples of the converted classification problem have only two location
features. However, the two-dimensional feature vector is not sufficient to discriminate
the different rating classes, {1, 2, 3, 4, 5}. In our experimental tests, the classification
model with two-dimensional feature vector cannot obtain a satisfactory result. Hence
we require more features in the classification model. Note that the first dimension of the
feature vector represents the user feature in the recommender system, and the second
dimension of the feature vector represents the item feature. Inspired by this observation,
we try to expand the feature vector in the target domain with some other significant
features of users or items.

i1 i2 i3

u1 2 5

3 4

u3 3 2
21u4

u2

Fig. 1. The rating matrix
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Though different domains may not share the same item set, they share the same user
set. In addition, we also assume that the auxiliary domains contain dense rating data.
Thus it is possible to extract the user features from the auxiliary domains and transfer
them to the target domain. In our model, we first use the UV decomposition model to
obtain the user latent vectors from the auxiliary domains. We will use the user latent
vectors to expand the user feature vector in the target domain.

In the UV decomposition model, each item i is associated with a latent vector
qi 2 Rf , and each user u is associated with a latent vector pu 2 Rf . qi measures the
distribution of item i on those latent factors, and pu measure the interest distribution of
user u on those latent factors. The resulting dot product, qTi pu, captures the interaction
between user u and item i. This approximates user u’s rating on item i, which is denoted
by r̂ui in the following form

r̂ui ¼ qTi pu ð3Þ

To learn the latent vectors (pu and qi), the UV decomposition model minimizes the
regularized squared error on the set of known ratings

min
q�;p�

X

ðu;iÞ2j
ðrui � qTi puÞ2þ kð qik k2þ puk k2Þ ð4Þ

Here, j is the set of the (u, i) pairs for which rui is known. The constant k controls
the extent of regularization to avoid over-fitting and is usually determined by
cross-validation [14]. An effective approach to minimize optimization problem (4) is
stochastic gradient descent, which loops through all ratings in the training set. For each
given training case, the system predicts rui and computes the associated prediction error

eui ¼def rui � qTi pu ð5Þ

Then it modifies the parameters by a magnitude proportional to c (i.e., the learning
rate) in the opposite direction of the gradient, yielding:

qi  qiþ cðeuipu � kqiÞ
pu  puþ cðeuiqi � kpuÞ

ð6Þ

Next, we will give the reason why we select the user latent vectors as the user
features in the auxiliary domains. Firstly, since we assume the auxiliary domains
contain sufficient rating data, the UV decomposition model can obtain relatively
accurate user latent vectors. In other words, the accuracy of the user latent vectors can
be guaranteed. Secondly, as the UV decomposition model can find a low-rank
approximation for the rating matrix [12], so the user latent vectors are a good
low-dimensional representation of the user features, which will make the classification
model more efficient.

Then we expand the two-dimensional feature vectors in the target domain with
them. Given a user-item interaction ðu; i; rÞ 2 U1 � I1 � f1; 2; 3; 4; 5g in the target
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domain, we can expand the location feature vector ðLu; LiÞ of the target domain with
the latent vectors of user u from the auxiliary domains. Thus the user-item interaction
can be represented by ðLu; Li; p1u; . . .; pmu Þ, where piu (i ¼ 1; . . .;m) represents the latent
vector of user u in the i-th auxiliary domains.

3.3 Classification Problem Solving and the Proposed Algorithm

Many traditional classification algorithms can be employed to solve the converted
classification problem. In this part, we employ Support Vector Machines (SVMs) [15]
to solve the problem. Since the converted classification problem in this paper is a
multi-class classification problem, we select one-against-all (1–v–r) approach [16],
which transforms a c-class problem into c two-class problems. Also we select the
following radial basis function (RBF) as the kernel function [15],

Kðx; yÞ ¼ expð� x� yk k2
2r2

Þ ð7Þ

where r is a width parameter, x and y are n-dimensional vectors in the original feature
space. Note that SVMs can implement feature selection [17] by adjusting the kernel
functions. Hence our model can adaptively select significant features during the
training process.

We summarize our algorithm, a model-based CDCF algorithm by Integrating User
Latent Vectors of auxiliary domains (CDCFIULV) in Algorithm 1.

Algorithm 1: the CDCFIULV algorithm
Input: the rating matrix M in the target domain; the rating matrix M1,…,Ms in the aux-
iliary domain
Output: the missing ratings in the target domain
Method: 
(1) Convert the recommendation problem in the target domain into a classification 
problem;
(2) Perform UV decomposition in each auxiliary domain to obtain the user latent vec-
tors;
(3) Expand the feature vectors with the user latent vectors;
(4) Train a classifier on the obtained training set;
(5) Predict the missing ratings.

4 Experiments

In this section, we conduct extensive experiments to test the performance of the pro-
posed algorithm. We compare our algorithm to six state-of-the-art algorithms, namely,
N-CF-U, UVD, N-CDCF-U, MF-CDCF, CMF, and CDTF, where N-CF-U and UVD
are two single domain CF algorithms, and N-CDCF-U, MF-CDCF, CMF and CDTF
are four cross domain algorithms. All experiments are run on 2.20 GHz, Intel (R) Core
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(TM) i5-5200U CPU with 8 GB main memory under windows 7. All algorithms are
implemented with Matlab 2015B on top of two open source libraries for recommender
systems: MyMediaLite [18] which implements most common CF approaches including
Matrix Factorization, and LibSVM [19] which implements SVMs learning algorithms.

4.1 Data Sets

We conducted our experiments on Amazon dataset [20] which consists of rating
information of users in 4 different domains: books, music CDs, DVDs and video tapes.
The dataset contains 7,593,243 ratings on the scale 1–5 provided by 1,555,170 users
over 548,552 different products including 393,561 books, 103,144 music CDs, 19,828
DVDs and 26,132 VHS video tapes.

We build the training and testing set in two different ways similar to [6] to be able
to compare our approach with them. In detail, we selected Book and Music CD as the
target domain to evaluate respectively. We filtered out users who have rated at least 50
books or 30 music CDs so that there are enough observations to be split in various
proportions of training and testing data for our evaluation. Finally, 2,505 users were
selected, and in addition we retrieved all items rated by these users in these four
domains and set aside top K rated items for each domain respectively. Table 1 shows
the statistics of the data for evaluation. Then, we constructed rating matrices over
filtered out data for each domain.

To simulate the sparse data problem, we constructed two sparse training sets, TR20

and TR75, by respectively holding out 80% and 25% data from the target domain Book,
i.e. the remaining data of target domain for training is 20% and 75%. The hold-out data
server as ground truth for testing. Likewise, we also construct two other training sets
TR20 and TR75 when choosing Music as the target domain.

4.2 The Setting of the Compared Methods

(1) N-CF-U: A user-based neighborhood CF model. In this experiment, we use
k = 10 closest users.

(2) UVD (the UV decomposition model): Map both users and items to a joint latent
factor space of dimensionality f. In the empirical tests, we observed that the
performance is rather stable when f is in the range of [30, 70]. Here we simply set

Table 1. Statistics of amazon data for evaluation

Domain Items Avg. # ratings for each user Density

Book 6000 57 0.0097
Music 5000 30 0.0062
DVD 3000 37 0.0124
VHS 3000 35 0.0117
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f = 50 from the range. The weight of the regularization terms k is determined by
cross-validation. The learning rate c is a constant typically having a value between
0.0 and 1.0. If the learning rate is too small, then learning will occur at a very slow
pace. If the learning rate is too large, then oscillation between inadequate solutions
may occur. In this paper, for simplicity, we set c ¼ 0:3.

(3) N-CDCF-U: A cross domain version of N-CF-U. In this experiment, we use
k = 10 closest users.

(4) MF-CDCF: A cross domain version of UVD. Here we also set f = 50 and c ¼ 0:3.
(5) CMF: Collective matrix factorization, which couples rating matrices for all

domains on the User dimension so as to transfer knowledge through the common
user-factor matrix.

(6) CDTF: Cross Domain Triadic Factorization, which takes one of the above
domains as target domain to perform prediction and others as auxiliary domains to
borrow knowledge. We use the same setting as in [6].

(7) CDCFIULV: The proposed method, which first converts the recommendation
problem into a classification problem, then expands the feature vectors with user
latent vectors from the auxiliary domains, and finally employs SVMs to solve the
classification problem. In this experiment, we also set f = 50 and c ¼ 0:3. The
parameters in the SVMs are determined by cross-validation.

4.3 Evaluation Protocol

We used mean absolute error (MAE) as evaluation metrics in our experiments. MAE is
defined as

ð
X

i2T ri � ~rij jÞ= Tj j ð8Þ

where T denotes the set of test ratings, ri is the ground truth and ~ri is the predicted
rating. A smaller value of MAE means a better performance.

4.4 Results

The comparison results are reported in Table 2.
As shown in Table 2, the five CDCF models (N-CDCF-U, MF-CDCF, CMF,

CDTF and CDCFIULV) all perform better than UVD and N-CF-U, because UVD and
N-CF-U are single domain CF algorithms which cannot deal with the sparsity problem
effectively. The performances of N-CDCF-U and MF-CDCF are roughly equal. Since
both N-CDCF-U and MF-CDCF fail to consider the differences among domains, as
expected they perform worse than the three models (CMF, CDTF and CDCFIULV)
which take this differences into account. Our model CDCFIULV perform much better
than CMF and CDTF. This is because the classification-based model can adaptively
implement feature selection from the whole feature vector according to the perfor-
mance of the classification. However, CMF does not provide a mechanism to find an
optimal weights assignment for the auxiliary domains. Though CDTF assigns the
weights based on genetic algorithm (GA), the performance is susceptible to the setting
of the initial population.
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It is also worth noting that from TR20 to TR75, our method possesses the largest
performance improvements. Because with the number of training ratings increasing, the
training set size of the converted classification problem is increased greatly. Thus the
classification model can effectively avoid over-fitting, and the performance can be
improved. N-CDCF-U also achieves a not bad performance when the data is relative
dense, i.e. TR75, but the performance decreases very fast when the data becomes
sparser. Because when the data are sparse, the total similarity used in N-CDCF-U
cannot represent the local similarity in the target domain well. However, according to
Eq. (1), with the number of training ratings increasing, the total similarity can represent
the local similarity in the target domain better.

5 Conclusion

In this paper, from the perspective of classification, we propose a model-based CDCF
algorithm by Integrating User Latent Vectors of auxiliary domains (CDCFIULV). We
expand the feature vectors in the target domain with user latent vectors obtained from
auxiliary domains. Hence the hidden knowledge in the auxiliary domains can be
transferred to the target domain via the user latent vectors. We use SVMs to train
classifiers for the converted classification problems. Since SVMs can implement feature
selection by adjusting the kernel functions, so our model can adaptively select significant
features during the training process. The experiment results have shown that
CDCFIULV significantly outperform all other state-of-the art baseline algorithms at
various sparsity levels. Since we have only discussed how to expand the feature vector in
the target domain with some other significant features of users, in the future we will also
explore how to expand the feature vector with some other significant features of items.
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Table 2. MAE scores

Methods Target
domain:
book

Target
domain:
music

TR75 TR20 TR75 TR20

N-CF-U 0.672 0.903 0.779 0.973
UVD 0.622 0.886 0.753 0.951
N-CDCF-U 0.475 0.796 0.703 0.931
MF-CDCF 0.492 0.789 0.718 0.925
CMF 0.461 0.763 0.701 0.812
CDTF 0.335 0.675 0.677 0.769
CDCFIULV 0.306 0.659 0.501 0.738

344 X. Yu et al.



References

1. Bobadilla, J., Ortega, F., Hernando, A., et al.: Recommender systems survey. Knowl.-Based
Syst. 46(1), 109–132 (2013)

2. Goldberg, D., Nichols, D., Oki, B.M., et al.: Using collaborative filtering to weave an
information tapestry. Commun. ACM 35(12), 61–70 (1992)

3. Liu, H., Hu, Z., Mian, A., et al.: A new user similarity model to improve the accuracy of
collaborative filtering. Knowl.-Based Syst. 56(3), 156–166 (2014)

4. Cremonesi, P., Tripodi, A., Turrin, R.: Cross-domain recommender systems. In: Data
Mining Workshops, pp. 496–503 (2011)

5. Berkovsky, S., Kuflik, T., Ricci, F.: Cross-domain mediation in collaborative filtering. In:
User Modeling 2007, Proceedings of the International Conference, Um 2007, Corfu, Greece,
June 25–29 2007, pp. 355–359 (2007)

6. Hu, L., Cao, J., Xu, G., Cao, L., Gu, Z., Zhu, C.: Personalized recommendation via cross-
domain triadic factorization. In: WWW 2013, Rio de Janiero, Brazil, pp. 595–606 (2013)

7. Pan, W., Liu, N.N., Xiang, E.W., et al.: Transfer learning to predict missing ratings via
heterogeneous user feedbacks. In: IJCAI 2011, Proceedings of the, International Joint
Conference on Artificial Intelligence, Barcelona, Catalonia, Spain, July 2011

8. Singh, A.P., Kumar, G., Gupta, R.: Relational learning via collective matrix factorization. In:
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, Las
Vegas, Nevada, USA, pp. 650–658. DBLP, August 2008

9. Li, B., Yang, Q., Xue, X.: Can movies and books collaborate? Cross-domain collaborative
filtering for sparsity reduction. In: IJCAI 2009, Proceedings of the, International Joint
Conference on Artificial Intelligence, Pasadena, California, USA, pp. 2052–2057, July 2009

10. Li, B., Yang, Q., Xue, X.: Transfer learning for collaborative filtering via a rating-matrix
generative model. In: International Conference on Machine Learning, ICML 2009, Montreal,
Quebec, Canada, pp. 617–624, June 2009

11. Resnick, P., Iacovou, N., Suchak, M., et al.: GroupLens: an open architecture for
collaborative filtering of netnews. In: Proceedings of the 1994 ACM Conference on
Computer Supported Cooperative Work, pp. 175–186. ACM (1994)

12. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender systems.
Computer 42(8), 30–37 (2009)

13. Caruana, R.: Multitask learning. Mach. Learn. 28(1), 41–75 (1997)
14. Kohavi, R.: A study of cross-validation and bootstrap for accuracy estimation and model

selection. In: International Joint Conference on Artificial Intelligence, pp. 1137–1143 (2001)
15. Vapnik, V.N.: The Nature of Statistical Learning Theory. Springer, New York (1995)
16. Hsu, C.W., Lin, C.J.: A comparison on methods for multi-class support vector machines.

IEEE Trans. Neural Netw. 13(2), 415–425 (2001)
17. Bishop, C.M.: Pattern Recognition and Machine Learning (Information Science and

Statistics). Springer, New York (2006)
18. Gantner, Z., Rendle, S., Freudenthaler, C., et al.: MyMediaLite: a free recommender system

library. In: ACM Conference on Recommender Systems, Recsys 2011, Chicago, IL, USA,
pp. 305–308, October 2011

19. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines. ACM Trans. Intell.
Syst. Technol. 2(3), 27 (2011)

20. Leskovec, J., Adamic, L.A., Huberman, B.A.: The dynamics of viral marketing. ACM Trans.
Web 1(1), 5 (2005)

Cross Domain Collaborative Filtering 345



Collaborative Filtering Based on Pairwise
User-Item Blocking Structure (PBCF):

A General Framework and Its Implementation

Fengjuan Zhang1,2(B), Jianjun Wu1,2, Jianzhao Qin1,2, Xing Liu1,2,
and Yongqiang Wang1,2

1 GF Securities, Guangzhou, China
{zhangfengjuan,JianzhaoQin,gfliuxing,wangyongqiang}@gf.com.cn

2 University of Science and Technology of China, Hefei, China
wjianjun@mail.ustc.edu.cn

http://en.gf.com.cn

Abstract. To our knowledge, all existing collaborative filtering tech-
niques need to find neighbouring relationship between users or items by
using some kind of similarity measurement in the feature space. However,
a hypothesis hidden behind most existing works is that the similar rela-
tionship between users remains static over the whole item sets, which is not
true in reality. Users who share similar opinions on some items may have
totally different opinions on other items. Users can form many clusters
in terms of their opinions on a set of items, However, these clusters may
collapse and a new cluster structure will be built in terms their opinions
on the new item sets. Analogously, clusters of items formed based on their
popularity among a group of users would be disintegrated when encounter
a new group of users. In a nutshell, user cluster structure varies across item
sets, and vice versa, item cluster structure also varies across user sets.

To deal with this collapse problem, we strive to find block structures
embedded in the rating matrix in this paper. Block structure is used to
characterize the interaction between users and items. This paper proposes
a general framework of collaborative filtering based on pairwise user-item
blocking structure and its implementation. At last, existing collaborative
filtering algorithms are used to learn the latent factor at the global and
block level and further make prediction on the unknown rating in the rat-
ing matrix. Experiment evidences show that the recommendation perfor-
mance can be improved with utilization of these block structures.

Keywords: Collaborative filtering · Dynamically similar · Matrix
blocking

1 Introduction

With the explosive growth amount of content available on the web, customers
are suffering from the problem of information overload, which has motivated the
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development of recommendation system. Recommendation system aims at rec-
ommending ones from a tremendous number of items to users that might interest
them according to their historical behaviors and item attributes or some other
information. Collaborative Filtering (CF), as the most successful recommenda-
tion technique, has been very popular in both academia and industry because it
is easy-to-implement and highly effective.

As we all know, most of existing collaborative filtering methods need to mea-
sure similarity between users and items in some feature space. We find that
similarity is a basic problem in collaborative filtering. Similarity can be divided
into two kinds, independent similarity and dependent similarity. Independent
similarity means that there is no interaction between user and item similarity.
Independent similarity plays an important role in the early development of col-
laborative filtering. However, user similarity only exists over some items because
there can not be two users hold the same opinion over all items in the system.
It is possible that user similarity over partial item sets may be covered by user
similarity computed over all the items. Item similarity should be computed over
a certain user set in the same idea. So the relationship between user similarity
and item similarity should be close and mutually equal. Users and items can not
be simply divided separately as existing works.

However, all the existed dependent similarity methods assume that the user
similarity remains static when faced with different item sets. In reality, although
two users may hold similar opinions on some items, they may hold totally dif-
ferent opinions on other items. Users can be grouped into several clusters when
faced with some items, however, these clusters may collapse when faced with new
item sets. At the same, item clusters are constantly changing towards different
users.

To our delight, we are the first one to propose the idea that user similarity and
item similarity are dynamic dependent on each other mutually. Block structure
is used to describe user and item clusters and characterize their interdependence.
We put forward a general framework of collaborative filtering algorithm based
on pairwise user-item block structure. This framework includes extracting the
unified feature of users and items, user alignment based on items, improved
spectral clustering based on items and finally some existing collaborative filtering
techniques are used to predict unknown ratings. Simulation results show that our
method can effectively improve the performance of recommendation algorithm.

2 Related Work

We have mentioned that the basic of collaborative filtering algorithm is simi-
larity. In this section, we present some previous works based on independent
similarity and dependent similarity. We first introduce some famous CF algo-
rithms to show the foundation status of independent similarity. Our own new
understanding of dependent similarity comes later, because we find that user
similarity and item similarity are interacting with each other in reality.

The common feature of all CF algorithms based on independent similarity is
that they all use independent similarity between users or items. User-based and
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item-based CF algorithms [8,14] first measure the similarity of each pair users
or items, and then predict unknown ratings based on the similarity. Pearson
correlation coefficient(PCC) is usually used to measure similarity [8]. However,
this kind of similarity have false high correlation problem. In reality, there are
seldom two users rate totally the same item sets, in this condition the value of
|Ui

⋂
Uj | and |Iu

⋂
Iv| is very small. [17] proposes a kind of similarity fusion

algorithm. The core of this algorithm is that each known rating can be the
estimate value of the unknown ratings. Recently, matrix factorization has been
widely used in recommendation algorithms [10]. It mainly uses low-dimensional
parameters to characterize the interaction of users and items. SVD is the best
low-dimensional matrix approximation method if the approximate standard is
Frobenius norm.

There exist some works in which user similarity has relation with item simi-
larity. Co-clustering used in recommendation algorithm was first proposed in [6].
[6] partitions users and items simultaneously, then combine each user cluster and
item cluster and form many small rating matrixes. Finally, each unknown rating
was predicted according to the known ratings in each small matrix. [1,3] both use
this kind of similarity. Although user similarity and item similarity are depen-
dent on each other, their common deficiency is that user similarity is static when
faced with different item sets, which means that two users always have the same
opinions on all items. Another shortcoming in [6] is that the combination of user
cluster and item cluster has no clear reason and meaning. It doesn’t explain the
meaning of the combination of user and item cluster though they are generated
in turn. Although [1] doesn’t encounter this combination problem, the cluster
structure is just used to reduce the number of comparisons when finding neigh-
bors. Its objective is to linear combine user-based and item-based methods by
generating the two kinds of cluster structure simultaneously. However it dose not
fully use the obtained user and item clusters and neglect the global information.

3 The Framework of Pairwise User-Item Blocking

Most existing CF algorithms assume user similarity and item similarity are inde-
pendent. Although some works have realized user similarity and item similarity
are mutually influenced, they think user similarity is static when faced with dif-
ferent items. In reality it is not the case. Users can form clusters when faced with
a item set. This cluster structure may collapse and form a new cluster structure
when faced with a new item set (Fig. 1).

We present a general framework in the following to extract our expected
block structure from the rating matrix. The framework is divided into 6 steps.

1. Extract a unified low-dimensional feature representation of users and items.
This dimensionality reduction compression step helps avoid computing a large
number of users and items. Also we do not need to distinguish users and items,
if it is this case, we can apply typical clustering algorithms for users and items
simultaneously.
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Fig. 1. Expected block structure.

2. Divide users into groups based on each item. For each item, we divide users
into groups depending on their opinions on this item. A comparable way
should be used to represent the division results based on different items.

3. Cluster items depending on user division result based on each item. At this
step, each item is already represented in a standardized format which can be
used to clustering directly. However, it is a difficult problem because we need
to search for sparse cluster structure in high-dimensional sparse space. After
this step, we can extract the block structures hidden in the rating matrix.

4. Feature learning. There are two factors which may influence users’ opinions
on items. One is users themselves and items’ attributes, this factor is stable
and not easy to change, we call it global factor. The other factor is influences
caused by neighboring items and neighboring users, this factor is easy to
change so we call it local factor. For instance, it is a user’s inherent properties
if he loves comedy films. He may love comedy films more if many of his friends
also love it. In this case, the degree of his loving for comedy may be affected
by his neighbors. We will learn these two factors in this step.

5. Predication. In this step, the combination of global factor and local feature
is used to predict missing ratings in the rating matrix.

4 Implementation of Pairwise User-Item Block Learning

4.1 Unified Feature Extraction

In order to extract a unified low-dimensional representation of users and items we
need to reexpress users and items in a same space. The higher rating of an user
to an item, the closer they are in the feature space. On the contrary, the lower
rating of an user to an item, the farther they are in the feature space. Enlightened
by Laplacean Eigenmaps and Locality Preserving Projections(LPP), we define
our objective function:

∑
u,i ‖qu − pi‖2fRuiδ(Rui < rθ)

∑
u,i ‖qu − pi‖2fRuiδ(Rui ≥ rθ)

(1)
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qu ∈ R
k is the low-dimensional representation vector of user u. pi ∈ R

k is the
low-dimensional representation vector of item i. δ is an indicator function, if the
condition is true, it equals 1 otherwise it is 0. rθ is used to determine the distance
of users and items. If the rating of an user to an item is larger than rθ, we hope
their features are as close as possible, and the distance with the rating are inverse.
Missing values won’t affect the solution to this objective function because the
value of the objective function remains unchanged even when Rui = 0. However,
Eq. 1 has poor generalization performance, so we revise the object function as
follows:

∑
u,i ‖qu − pi‖2fRuiδ(Rui < rθ)

∑
u,i ‖qu − pi‖2fRuiδ(Rui ≥ rθ) + λ(

∑
u ‖qu‖2f +

∑
i ‖pi‖2f )

(2)

λ is used to control the degree of regularization.
∑

u,i

‖qu − pi‖2fRuiδ(Rui < rθ)

=
m∑

u=1

n∑

i=1

‖qu − pi‖2f [R2]ui ([R2]ui = Ruiδ(Rui < rθ))

=
m∑

u=1

n∑

i=1

(qT
uqu[R2]ui + pT

i pi[R2]ui) −
m∑

u=1

n∑

i=1

2qT
upi[R2]ui

=
m∑

u=1

qT
uqu[Rrow

2 ]uu +
n∑

i=1

pT
i pi[Rcol

2 ]ii − 2
m∑

u=1

n∑

i=1

qT
upi[R2]ui

= tr(QT Rrow
2 Q) + tr(PT Rcol

2 P ) − 2tr(QT R2P )

= tr([QT PT ]
[

Rrow
2 −R2

−RT
2 Rcol

2

] [
Q
P

]

We also know tr(QT R2P ) = tr(PT RT
2 Q). Equation 2 can be transformed into

the following formulation:

tr
(
XT M2X

)

tr (XT (M1 + λI)X)
(3)

where,

X =
[

Q
P

]

, QT = [q1,q2, . . . ,qm], PT = [p1,p2, . . . ,pn]

M1 =
[

Rrow
1 −R1

−RT
1 Rcol

1

]

,M2 =
[

Rrow
2 −R2

−RT
2 Rcol

2

]

[R1]ui = Ruiδ(Rui ≥ rθ), Rrow
1 is a diagonal matrix. The u-th element on the

main diagonal of Rrow
1 is

∑n
i=1[R1]ui. Rcol

1 is also a diagonal matrix, the i-th
element in the main diagonal is

∑m
u=1[R1]ui. Similarly, Rrow

2 is a diagonal matrix,
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each element in the main diagonal is the sum of elements in the corresponding
rows. Rcol

2 is also a diagonal matrix, each element in the main diagonal in the sum
of elements in the corresponding columns. I is an unit matrix. X ∈ R

(m+n)×k,
the former m rows represents user features and the latter n rows represents item
features.

Any multiple of the optimal solution X∗ to Eq. 3 is also an optimal solution.
We adopt column orthogonal constraint to get a unique to avoid the situation
when X = 0. So our formal formulation for the unified feature extraction objec-
tive function is:

⎧
⎪⎨

⎪⎩

max
tr

(
XT M2X

)

tr (XT (M1 + λI)X)

s.t XT X = I

(4)

Equation 4 is a standard form of the Trace Ratio optimization problem. This
problem often occurs in the lower dimension of literatures [16,18]. Recently [12]
proposes a method to solve Trace Ratio problem directly, which is more accurate
and efficient than other works. The matrix M2 − ρ(M1 + λI) is very large and
highly sparse, EIGFP [11] is used to get the largest eigenvalues of the matrix.

4.2 Users Align Base on Items

After getting an unified representation of users and items, we cluster users into
groups based on each item. The distance between users and items shows the
degree of users’ love for items. For each item, users are grouped into clusters and
then we examine the similarity of the cluster results on each item and combine
similar items into one cluster. What’s unique in this paper is that we use a
standard form of representation to express the cluster results which are useful
for us to compare results. The standard representation consists of values on all
the standard units. In this paper, the standard unit is a real interval. We divide
interval [0, 1] into nb intervals, each interval is called a bucket. The distribution
of users on buckets to represents the cluster results relative to each item. Users
belong to buckets based on the following condition:

bucket[u][i] = �f(qu,pi)nb�
bucket[u][i] represents the bucket number of user u towards item i. The distance
between users and items may vary in a wide range, so we need to map the distance
into the standard interval [0, 1]. Function f is the standardization function in
this paper which is used to measure the closeness degree between user u and
item i. In this paper, we have:

f(qu,pi) = e−α(‖qu−pi‖) (5)

f is called bucket mapping function, α is the bucket resolution parameter. If
we divide a movie into three buckets, corresponding to like so much, okay and
dislike respectively. Then each item can be represented by the distribution of
users among the buckets as shown in Fig. 2.
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Fig. 2. Aligned users based on items.

4.3 Compute Item Similarity by MinHashing

Each item can be represented by users’ clustering results. Item i can be repre-
sented by:

Ii = {Bi1, Bi2, . . . , Binb
}

Bil represents user sets in the bucket l towards item i. If item i and j have
similar user sets in the bucket Bl, then item i and item j will be combined into
one cluster. Jaccard similarity is used to measure the similarity between sets.

We have to explore efficient method to compute similarity between items. In
this paper, we use Min-Hashing to compute the Jaccard similarity between user
sets on each bucket. Hash function is used to simulate random permutation.
Algorithm 1 illustrates the detail of the similarity computing process. In this
algorithm, P is the smallest prime number larger than m. No(u) is the original
serial number of user u. The final similarity matrix is high-dimensional and
sparse. So sparse format is used to store the matrix.

Algorithm 1. Compute Jaccard similarity on the bucket l by Min-Hashing
1: Number all the users, {1, 2, 3, . . .}. Let k = 1

Determine the signature length Kh. Input user number m.
2: while k ≤ Kh do
3: Randomly generate an integer ξ ranges in [1, m].
4: Generate the k-th signature of each item i hl(i, k):

hl(i, k) = minu∈Bil{(No(u) + ξ)%P}
5: k++.
6: end while
7: for each item i do
8: for each item j do
9: ̂Jaccardl(i, j) = (

∑

k δ(hl(i, k) = hl(j, k)))/Kh.
10: end for
11: end for
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4.4 Improved Spectral Clustering Based on Items

Items can be grouped into clusters after getting the similarity between items.
Although there are many excellent cluster algorithms, spectral clustering is used
in this paper. Spectral clustering maps objects to points in an undirected graph,
similarity between objects is equivalent to the edge weight. Then some suitable
graph partitioning algorithms are designed. The most famous spectral cluster
algorithms are ratio-cut [7] and normalized-cut [15].

We improve spectral clustering algorithm in this paper to make it more
suitable for collaborative filtering. Graph G = (V,W ) is divided into V1,V2,
V1

⋃ V2 = V , V1

⋂ V2 = ∅. The division cost is:

cut(V1,V2) =
∑

u∈V1,v∈V2

w(u, v)

An item is more influential and important if it owns more known ratings. So our
objective is to minimize the following function:

cut(V1,V2)
(1 − ρ)nas(V1, V ) + ρR(V1)

+
cut(V1,V2)

(1 − ρ)nas(V2, V ) + ρR(V2)
(6)

nas(Vi, V ) =
assoc(Vi, V )
assoc(V, V )

(7)

assoc(V1, V ) =
∑

u∈V1,v∈V w(u, v). R(V1) =
∑

i∈V1
Ti/T . Ti is the number of

existing ratings owned by item i. T is the number of all existing ratings. ρ is an
adjustable parameter. The edge is standardized so that they all range in [0, 1],
which has no effect on the final optimal solution. In other words, the following
formulation defines the weight of each vertex:

weight(i) = (1 − ρ)

∑
j∈V W (i, j)

∑
i,j∈V W (i, j)

+ ρTi/T

Suppose

Wg =

⎡

⎢
⎢
⎢
⎣

weight(1) 0 · · · 0
0 weight(2) 0
...

. . .
...

0 0 · · · weight(|V |)

⎤

⎥
⎥
⎥
⎦

The object function in [4] is:

Q(V1,V2) =
cut(V1,V2)
weight(V1)

+
cut(V1,V2)
weight(V2)

(8)

weight(Vi) =
∑

v∈Vi
weight(v), it is a kind of method to define cluster size.

Suppose q represents a kind of division, then we can revise our objective Eq. 8 as:

Q(V1,V2) =
qTLq

qTWgq



354 F. Zhang et al.

L is the Laplacian matrix of the graph, L = D − W, D is a diagonal matrix.
The i-th element in the main diagonal is the sum of elements in i-th row in W.
Our objective is to minimize Q(V1,V2). So our objective is:

⎧
⎪⎨

⎪⎩

min
qTLq

qTWgq

s.t q �= 0,qTWge = 0

The solution is generalized eigenvalues:

Lx = λWgx (9)

If the number of defined clusters is kl, we only need to find the top 9 minimum
eigenvalues. Then we can get the final cluster results by doing k-means clustering
on these eigenvalues.

5 Prediction Based on the Block Structure

There are two factors which affect users’ opinions on items. One is users’ own
interests and items’ own attributes, which we call global feature. The other is
the influence caused by neighbors, which we call local feature.

5.1 Global Feature Learning

Matrix factorization has a good performance on extracting global feature. Similar
to RSVD, we learn a k-dimensional feature pu for each user and a k-dimensional
feature qi for each item. In reality, people’s ratings on items are always not in
the same scale, so we adopt Improved Regularized SVD [13]. The prediction
formulation is:

r̂u,i = μ + bu + bi + pT
uqi

bu represents the rating scale of user u, bi represents the scoring scale of item i,
μ is the mean value of all known ratings. Our objective function is:

L =
∑

(u,i)|ru,iknown

(ru,i − μ − bu − bi − pT
uqi)2

+
∑

(u,i)|ru,iknown

λ(‖pu‖2 + ‖qi‖2 + b2u + b2i )
(10)

Follow the discipline of stochastic gradient descent, we have the following
iterative formulas: The following iterative formula can be deduced if we let
ru,i − r̂u,i = eui and load each known rating successively rather than load them
all in a time. lrate is learning rate. We first use all known ratings to train the first
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dimensional feature, the second dimensional feature comes next. So the iteration
number k represents the dimension.

⎧
⎪⎪⎨

⎪⎪⎩

bu = bu + 2lrate ∗ (eui − λbu)
bi = bi + 2lrate ∗ (eui − λbi)
puk = puk + 2lrate ∗ (euiqik − λpuk)
qik = qik + 2lrate ∗ (euipuk − λqik)

(11)

5.2 Local Block Feature Learing

We decide to use RSVD to learn local block feature. After we learn the global
feature, we need to continue analyze the residual ratings. The final rating pre-
diction formulation is:

r̂u,i =

global
︷ ︸︸ ︷
μ + bu + bi + pT

uqi +

block
︷ ︸︸ ︷
(pb

u)Tqb
i (12)

b = block(u, i) is the block number which the user and item are in. pb
u ∈ R

k,
qb

i ∈ R
k is computed by learning the residual ratings in the block which (u, i) in.

At the first step, we make predictions according to the global features learned
from all the known ratings. If both the training ratings and testing ratings minus
the global prediction ratings, we can get the residual ratings. Each residual rating
associates with a block. Then we can treat each block as a small matrix, local
block features are learned by doing RSVD on the residual rating in each block.

6 Simulation

6.1 Experiment Setup and Evaluation Methodology

We use MovieLens ml-100k as our experimental data set. This data set consists
of 100,000 ratings by 943 users on 1682 movies. These ratings take value from
1(lowest rating) to 5(highest rating). Each user rated at least 20 movies. We
adopt 5-fold cross validation, which means the data set is divided into five disjoint
splits. One split is used for test and the rest are used for training, in turn. We
always report the average results, respectively in terms of several evaluation
metrics discussed in the following.

There are many metrics to evaluate the performance of a recommendation
system, which can be divided into three classes: predictive accuracy metrics,
classification accuracy metrics, and rank accuracy metrics [9]. Cacheda et al.
[2] takes predictive accuracy metrics MAE and classification accuracy metrics
Precision and Recall together into account and obtain two new metrics, GIM
and GPIM. GIM computes the absolute errors committed by the prediction on
the relevance of the user-item pairs that are really relevant and GPIM computes
that are thought to be relevant according to the prediction of recommendation
system. Analogously, in this paper, we compute ordinary RMSE, GPIR and
GIR. GPIR computes errors committed by the prediction for the pairs which are
relevant thought by recommendation system. GIR computes errors committed
by the prediction for truly relevant user-item pairs.
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6.2 Experiments Comparisons

In this section, we compare our method with typical collaborative filtering algo-
rithms RSVD [5] and IRSVD [13]. We randomly divide the data set MovieLens
ml-100k two times and conduct experiments respectively. 80% of the records are
used as training data, the rest is used as test data. Comparison results are shown
in Tables 1 and 2.

Table 1. Compare results (The first random division)

RMSE GPIR GIR MAE GPIM GIM

RSVD 0.9419 0.8723 0.8440 0.7374 0.6679 0.6678

IRSVD 0.9282 0.8605 0.8039 0.7259 0.6572 0.6367

PBCF-nc 0.9258 0.8626 0.7880 0.7229 0.6575 0.6232

PBCF-inc 0.9337 0.8719 0.8010 0.7229 0.6638 0.6333

Table 2. Compare results (The second random division)

RMSE GPIR GIR MAE GPIM GIM

RSVD 0.9319 0.8523 0.8460 0.7290 0.6539 0.6678

IRSVD 0.9282 0.8554 0.8256 0.7258 0.6573 0.6513

PBCF-nc 0.9254 0.8560 0.8076 0.7223 0.6565 0.6360

PBCF-inc 0.9265 0.8590 0.8092 0.7237 0.6586 0.6381

PBCF-nc in Tables 1 and 2 represents using normalized-cut algorithm to
cluster items in our pairwise user-item block collaborative filtering algorithm
(PBCF, Collaborative Filtering Based on User-item Pairwise Blocking). PBCF-
inc represents using improved normalized-cut algorithm to cluster items. RSVD
and IRSVD both set K = 30, lrate = 0.005, λ = 0.02. In PBCF-nc, α = 3000000,
ρ = 0. In PBCF-inc, α = 3000000, ρ = 0.01.

We can find that the performance of PBCF-inc is greatly improved than other
algorithms. In the two random divisions, PBCF-inc has slight improvements or
unchanged compared with RSVD and IRSVD over the measurements (RMSE,
MAE, GPIR, GPIM). However, PBCF-inc has significant improvement com-
pared with RSVD and IRSVD over the measurements GIR and GIM. GIR and
GIM specially measure the prediction accuracy that items which users really love.
In other words, our method can predict what users really love more accurate.

7 Conclusions

In this paper, we think that the user cluster structure is always changing when
faced with different items. At the same time, item cluster structure is also chang-
ing when faced with different users. So we propose that user similarity and item
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similarity should be dynamic dependent on each other mutually. We try to dis-
cover the hidden block structure in the rating matrix. A block structure is used
to characterize the interaction between uses and items. Each block consists of
many users and items. Users in each block hold similar opinions on the items in
that block.

We propose a general framework of pairwise user-item block structure algo-
rithm. This framework includes the unified feature extraction of users and items.
Divide users into groups based on each item. Cluster items according to user
division results and then extract our expected block structure. At last we use
existing collaborative filtering algorithms to learn global and local within block
feature and then predict unknown ratings.

Experiments shows that our method can efficiently improve the performance
of a recommendation system. After extracting blocks from the original rating
matrix, we can greatly improve the performance of CF algorithms. Especially
we can predict what users really love in reality accurately, which can promote
users’ satisfaction with our recommendation system. What’s more, our method
can deal with changing data efficiently. When new ratings come, we only need
to retrain the feature within the block which the new ratings located. We don’t
need to retrain their global feature.
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Abstract. This paper focuses on recommending items to group of users
rather than individual users. To model group profile, existing researches
almost aggregate preferences of members into a single value, and thus
cannot reflect actual group profile of groups with conflicting character-
istics. Therefore, we propose a novel group recommender system mecha-
nism. It views group profile as preference distribution, and then models
item recommendation process as a multi-criteria decision making process,
in order to obtain better recommendation results. Finally, experiments
are conducted to verify the proposed approach.

Keywords: Group recommender system · Aggregation method · Pref-
erence distribution · Multi-criteria decision making

1 Introduction

Recommending items to a group of users rather than individuals has become
a new problem in field of recommender systems. Group Recommender Systems
(GRS) suffer from a main barrier: how to formulate group profile because pref-
erences of members are conflicting.

This paper focuses on GRS targeting ephemeral groups whose members
gather occasionally or randomly, not because of social relation or anything in
common (e.g. passengers occasionally taking the same airplane). Existing rele-
vant researches primarily concentrate on aggregation of group members and can
be divided into two categories: (1) aggregation of individual ratings [6–8,13,18];
(2) aggregation of individual recommendation lists [1,2,10,15,17]. The former
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 359–370, 2017.
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aggregate members’ ratings towards candidate items into a single value as group
profile by simple aggregation functions like average. The latter merge members’
recommended lists into a singe list for the group by similar aggregation functions.
Nevertheless, single aggregations fail to distinguish conflicting characteristics of
groups, and thus cannot well reflect actual group profile. Figure 1 gives an typi-
cal example of such case. Let mean value μ denote aggregated group profile and
variance value σ2 denote conflicting degree of the group. Though μA and μB are
close, Group B is more heterogeneous than Group A.

Fig. 1. Even with similar average value, the actual group profiles of the two groups are
remarkably different

Instead of simple aggregations, this paper regards group profile as a distribu-
tion of preference (members’ ratings), which is able to represent comprehensive
preference characteristics of a group. Thus, a novel Group Recommender Sys-
tem From the Perspective of Preference Distribution (Greption) is proposed.
First, idea of Label Distribution Learning (LDL) [4] is introduced to finely model
group profile. Then, by proposing a modified VIKOR method, we transform the
process of selecting items for a group into a multi-criteria decision making process
(MCDM).

The rest of the paper is organized as follows. In Sect. 2, we summarizes
related work. Section 3 describes framework and mathematic modeling of the
Greption approach. Section 4 presents the experimental results and analysis.
And we conclude this paper in Sect. 5.

2 Related Work

In this section, we present the two general categories of approaches to generating
group recommendations, and review both types of approaches. Also, we give a
discussion of limitations of existing methods.

In [18], Wang et al. proposed a group recommender system which assigns each
member a member contribution score and aggregates members’ profiles into the
group profile. In [6], Kagita et al. took all members’ transitive precedence of
items into consideration, and constructed a virtual user to represent group. In
[7], Kim et al. presented a recommender system which adopts graph-based app-
roach to model relation between users and items and then aggregates members
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into a group. In [8], Lin et al. merged members’ historical records as a group’s
historical records, and then proposed a NLMS method to suggest group recom-
mendations. In [13], Ortega et al. aggregated members by average method, and
performed group recommendations using Matrix Factorization based Collabora-
tive Filtering.

In [17], Skowron et al. assumed that each user had some intrinsic utility on
each item, and that items are ranked accordingly. Then, rankings are aggregated.
In [1], Baltrunas et al. aggregated individual recommendation lists produced
by collaborative filtering to realize group recommendation. In [10], Meena and
Bharadwaj developed a novel approach based on Kemeny optimal aggregation
using genetic algorithm to aggregate rankings. In [15], Salehi and Boutilier firstly
predicted unknown individual preferences with form of ranking through prob-
abilistic inference, and then aggregated the individual preferences into a whole
by simple aggregation.

In all, principle rules of almost all of existing methods are simple aggregation
of group members. Some aggregate individual ratings, while some aggregate indi-
vidual rankings. However, these methods cannot comprehensively model group
profile in terms of conflicting characteristics.

3 Mathematic Modeling of Group Recommendation
Mechanism

In this section, we first introduce framework of the Greption Mechanism. Then,
its mathematical modeling is described.

3.1 Framework

As is shown in Fig. 2, suppose that a number of users make up a group G, and
that a set of candidate items Il (l = 1, 2, . . . , M) will be recommended to the
group. Firstly, LDL is introduced to formulate a model to predict group profile
concerning candidate items Il (l = 1, 2, . . . , M). To estimate model parameters,
user registry that contains historical items’ ratings given by group members will
be input as training set. The obtained group profile is a type of preference dis-
tribution, and is represented as dy

Il
. Then, recommendation results are suggested

on the basis of predicted group profile. To achieve this, we transform the process
into an MCDM and propose a modified VIKOR method. After that, top-m rec-
ommendation results for the group, represented as LG = {L1, L2, . . . , Lm}, are
obtained.

3.2 Modeling of Prediction of Group Profile

LDL is a general learning framework that views each instance as a distribution
of labels rather than a single label or multiple labels. In a label distribution, a
real number Py ∈ [0, 1] is assigned to each label y, representing the degree that
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Fig. 2. Greption framework

the corresponding label describes the instance. The numbers for all the labels
sum to 1, meaning full description of the instance.

We follow the idea proposed in [3] that group members’ rating distribu-
tion for an item is viewed as a label distribution. We assume that training
set contains a number of users constituting a group G as well as n items
rated by users, and that the ratings given by users comprise c levels. And
not all the items are rated by each user of the group. Let xi (i = 1, 2, . . . , n)
denote items of training set, yj (j = 1, 2, . . . , c) denote all the labels, and Pi (yj)
denote label distribution of xi. The input space of LDL is obtained as S =
{(x1, P1 (yj)) , (x2, P2 (yj)) , . . . , (xn, Pn (yj))}. Given above, the goal of LDL is
to learn a conditional p.d.f. d ∈ R

c with parameters:

dy
x = p (y|x; θ) (1)

where θ is the vector of parameters. Due to the fact that degree that each label
describes an item is in range of [0, 1], the description degree of labels of x is
modeled utilizing logistic function:

d = f (x) =
1

1 + exp [− (Wϕ (x) + b)]
(2)

where ϕ (x) is a nonlinear transformation of x to a higher feature space R
H,

W ∈ R
c and b ∈ R

c are the model parameters.
Next, in order to output distribution of the c labels, multi-dimensional regres-

sion analysis can be adopted to solve it. Logistic regression cannot well deal with
operations with high computational complexity, thus is not suitable for learning
from label distribution. Therefore, Multi-dimensional support vector regression
(MSVR) [16] is instead employed to solve the problem, leading to solving the
following optimization problem:

min
1
2

c∑

j=1

∥∥wj
∥∥2

+ C

n∑

i=1

L (ui) (3)

In MSVR, L1-norm loss function will be calculated for each dimension indepen-
dently, which will make solution complexity grow with the number of dimensions
[16]. Instead, loss function is expected to be formulated as L2-norm:

L (ui) =
{

0, ui < ε

(ui − ε)2, ui ≥ ε
(4)
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ui = ‖ei‖ =
√

eT
i ei, (5)

ei = di − f (xi) (6)

In order to predict group preference distribution, it is expected to learn model
parameters by finding solution of Eq. (3). Unfortunately, substituting Eqs. (2),
(4), (5), (6) into Eq. (3) cannot lead to a convex quadratic form. Therefore, it is
hard to find the optimum as well as to apply the kernel trick. In [3], Gent et al.
proposed an alternative loss function which can reform the Eq. (3) to a convex
quadratic programming process:

u′
i = ‖e′

i‖ =
√

(e′
i)

T
e′

i (7)

e′
i = − log

(
1
di

− 1
)

− (Wϕ (xi) + b) (8)

u′
i ≥ 4ui (9)

Replacing ui in Eq. (3) with u′
i/4, the goal of LDL can be transformed into

minimizing the following target function:

T (W, b) =
1
2

c∑

j=1

∥∥wj
∥∥2

+ C
n∑

i=1

L

(
u′

i

4

)
(10)

It is still hard to obtain exact solution of the transformed problem. Instead,
an iterative quasi-Newton method called Iterative Re-Weighted Least Square
(IRWLS) [14] is utilized to search for approximate solution. Due to the space
limit, we leave out the detailed process of derivation of optimal solution find-
ing. Finally, the optimal solutions wj and bj can be obtained and then sub-
stituted into Eq. (2) to calculate predicted the label distributions of candidate
items Il (l = 1, 2, . . . ,M) who are to be recommended. So far, group profile dy

Il
is obtained.

3.3 Decision of Recommendation Results

Having modeled group profile, the scope of this stage is to select appropriate
items for the group. However, preference distribution is highly ambiguous, and
is composed by some components. Here, we propose a modified VIKOR method
that incorporates fuzzy set theory, and transform the item selection problem into
a MCDM.

VIKOR, proposed by Opricovic and Tzeng [12], focuses on ranking and select-
ing from a set of alternatives under uncertainty with conflicting criteria. To
construct MCDM, following assumptions are established:
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1. Let Il (l = 1, 2, . . . ,M) be the set of items to be recommended, that is,
alternatives.

2. For items Il (l = 1, 2, . . . ,M), they have group preference distribution dy
Il

=
p (y1, y2, . . . , yc| Il) concerning c-level rating. Let all the yj (j = 1, 2, . . . , c)
denote the criteria for decision.

3. A set of preference distribution values of Il (l = 1, 2, . . . ,M) corresponding to
criteria yj(j = 1, 2, . . . , c) are called V = {Vlj ; l = 1, 2, . . . ,M, j = 1, 2, . . . , c}.

Given items Il and predicted group profile dy
Il

, the objective of the modified
VIKOR method is to find optimal ranking order for items Il (l = 1, 2, . . . ,M)
under c criteria.

Criteria Assessment: As c criteria possess different meanings, we firstly adopt
fuzzy set theory to assess the nature of criteria. Here, the c criteria are divided
into three clusters C1, C2, and C3 with the aid of membership function:

yj ∈
⎧
⎨

⎩

C1, 0 < μ̃j ≤ 0.3
C2, 0.3 < μ̃j ≤ 0.6
C3, 0.6 < μ̃j ≤ 1

(11)

where

μ̃j =
1
2

+
1
2

sin
π

c

(
j − c

2

)
, j = 1, 2, . . . , c (12)

Decision Matrix Generation: A pseudo decision maker is simulated to assess
criteria values of items Il (j = 1, 2, . . . ,M) and to give decision scores for each
criterion of items Il (j = 1, 2, . . . ,M). As for criteria of C3, higher values signify
utility. And for criteria of C1, higher values imply dissatisfaction. Their decision
scores are assumed to range from 0 to 100. Yet criteria of C2 are relatively
neutral, their decision scores are not expected to be too high or too low, and are
assumed to range between two positive integers a1 and a2. Therefore, decision
score of criteria can be calculated as follows:

Zlj =

⎧
⎨

⎩

50 · [
2
π arcsin (2Vlj − 1) + 1

]
, yj ∈ C3

b−Vlj

a2−a1
, yj ∈ C2

50 · [
2
π arcsin (1 − 2Vlj) + 1

]
, yj ∈ C1

(13)

where Zlj denotes the decision score of jth criteria of lth item. Thus, decision
matrix D of the pseudo decision maker can be constructed:

D =

⎡

⎢⎢⎢⎣

Z11 Z12 · · · Z1c

Z21 Z22 · · · Z2c

...
...

. . .
...

ZM1 ZM2 · · · ZMc

⎤

⎥⎥⎥⎦ (14)
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Item Ranking: For all criteria, we denote the best value by f∗
j and the worst

value by f−
j . Due to different nature of three categories of criteria, best value

and worst value can be determined as follows:

f∗
j =

{
max Zlj ; yj ∈ C3

min Zlj ; yj ∈ (C1 ∪ C2)
; f−

j =
{

min Zlj ; yj ∈ C3

max Zlj ; yj ∈ (C1 ∪ C2)
(15)

We denote the aggregated value of lth item with a maximum group utility by Sl

and compute as following formula:

Sl =
c∑

j=1

w̄j

(
f∗

j − Zlj

)
/
(
f∗

j − f−
j

)
(16)

We denote the aggregated value of lth item with a minimum individual regret
of “opponent” by Rl and compute it as following formula:

Rl = max
j=1,...,c

[
w̄j

(
f∗

j − Zlj

)
/
(
f∗

j − f−
j

)]
(17)

where w̄j is the weight of criterion j, and is initially defined as:

w̄j =
M∑

I=1

Vlj (18)

We denote value of benefit ratio for lth item by Ql and compute as following
formula:

Ql = υ (Sl − S∗)/(S− − S∗) + (1 − υ) (Rl − R∗)/(R− − R∗)
S∗ = min

l=1,...,M
Sl, S

− = max
l=1,...,M

Sl

R∗ = min
l=1,...,M

Rl, R
− = max

l=1,...,M
Rl

(19)

where υ is a weight for the strategy of maximum group utility, and 1 − υ is the
weight of individual regret.

So far, all the items are ranked by sorting the values Sl, Rl, and Ql respec-
tively in ascending order, obtaining three ranking lists. If the following two con-
ditions are satisfied simultaneously, then the scheme with minimum value of Q
in ranking is considered the optimal solution. The two conditions are:

i. Acceptable advantage:

Q
(
I∇) − Q

(
IΔ

) ≥ 1/(M − 1) (20)

where I∇ is the item with second position in the ranking list by Q, IΔ is the
item with first position, and M is the number of items.

ii. Acceptable stability in decision making: The item IΔ must be also the best
ranked by S and/or R.
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4 Experiments and Analysis

In this section, we present an empirical study of our approach on a real dataset,
and analyze the results.

4.1 Experimental Setup

We employ the “MovieLens 10 M” dataset1 which includes 10681 items and
10000054 ratings from 71567 different users. And the ratings range from 1 to 5.
In experiments, items that have been rated by group members but will not
be recommended to the group again. We randomly select 60% of the data for
training and 40% for testing. Groups are formed by randomly selecting users.
And the group size is set to 200, 300, and 400 respectively.

Table 1. Metadata included in the experimental dataset

Attribute Type φ Attribute Type

Genre Categorical 0 Year Numerical

Director Categorical 5 Running time Numerical

1st actor Categorical 5 Budget Numerical

2nd actor Categorical 5

Country Categorical 10

Language Categorical 10

Production company Categorical 20

To extract feature, metadata of the experimental dataset is obtained from
IMDb2. Table 1 lists all the metadata included in the dataset. Note that all the
attributes in Table 1 are either numerical attributes or categorical attributes.
Thus, we set a threshold φ and re-assign a new value ‘other’ to those who appear
less times in the dataset than the threshold, in order to simplify the complexity
of data. The categorical attributes are then transformed into numerical ones by
numbering each value of all the categorical attributes. Finally, all the numbers
are normalized to the same scale through the min-max normalization.

The penalty parameter C in Eq. (3) is set to 1, and the insensitivity parameter
ε in Eq. (4) is set to 0.1. a1 and a2 in Eq. (13) are set to 15 and 85 respectively,
and the weight υ in Eq. (19) is set to 0.5. As for the “MovieLens 10 M” dataset,
the number of labels is 5.

1 http://www.grouplens.org/.
2 http://www.imdb.com/.

http://www.grouplens.org/
http://www.imdb.com/


A Novel Group Recommender System 367

4.2 Metrics and Baselines

To evaluate the proposed recommender system based on recommendation lists,
we adopt several metrics that have been utilized in other relevant researches:
normalized discounted cumulative gain (nDCG) [18], F measure [13,18], preci-
sion@5 (P@5), precision@10 (P@10)[13], mean average precision@5 (MAP@5),
mean average precision@10 (MAP@10), mean reciprocal rank@5 (MRR@5),
mean reciprocal rank@10 (MRR@10) [5]. Detailed explanations of these mea-
sures are described in references and are left out here.

To measure the improvement of our Greption approach, we implement several
popular group recommendation approaches as baselines: LM [11], AVG [11], AM
[9], MCS [18].

4.3 Results and Analysis

Figure 3 shows the nDCG results obtained by LM, AVG, AM, MCS, and our
approach with the change of m and group size. And it has three subfigures,
denoting results with different group size values respectively: 200, 300, and 400.
Obviously, recommendation lists obtained by Greption method are more ideal
than other methods, because the Greption approach can model group profile
more finely. In the meanwhile, different from previous methods, the Greption
method is designed to serve groups with large scale. Therefore, when group size
grows, our Greption method has better performance.

Fig. 3. nDCG results with group size value of 200, 300, and 400 respectively
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Figure 4 shows the F measure results obtained by baselines and our approach
with the change of m and group size. And it has three subfigures, denoting
results with different group size values respectively: 200, 300 and 400. Obviously,
the Greption approach outperforms other methods under any group size in the
experiment. The MCS method has better performance than AVG, LM, AM in
most cases. However, when group size is increasing, performance of the MCS
method decreases distinctly. But the proposed Greption framework can work
well in the experiment.

Fig. 4. F measure results with group size value of 200, 300, and 400 respectively

Tables 2 and 3 shows experimental results of metrics P@5, P@10, MAP@5,
MAP@10, MRR@5, MRR@10 with group size of 250 and 350 respectively. It can
be easily found that the Greption approach has better performance in terms of
these metrics. This is because these metrics are used to measure recommenda-
tion precision and ranking effect. And the Greption contains two phases: finely
modeling group profile and optimizing recommendation ranking.

In all, experimental results shown in this section can well prove that the
Greption approach can better deal with problems that recommend items to
group of users than previous aggregation-based methods. First, it models group
profile as a preference distribution rather than a preference value. Second, given
preference distribution, it transforms the item selection process into a MCDM
and obtains an optimal ranking.



A Novel Group Recommender System 369

Table 2. Experimental results of Greption and baselines concerning metrics: P@5,
P@10, MAP@5, MAP@10, MRR@5, MRR@10 (Group size: 250)

P@5 P@10 MAP@5 MAP@10 MRR@5 MRR@10

Greption 0.7547 0.7291 0.7826 0.7419 0.6582 0.6948

LM 0.4651 0.4065 0.5082 0.4844 0.5526 0.5903

AVG 0.5023 0.4840 0.5327 0.5296 0.4739 0.5134

AM 0.4201 0.4018 0.4827 0.4416 0.4713 0.5228

MCS 0.7176 0.6854 0.7343 0.7110 0.6072 0.6328

Table 3. Experimental results of Greption and baselines concerning metrics: P@5,
P@10, MAP@5, MAP@10, MRR@5, MRR@10 (Group size: 350)

P@5 P@10 MAP@5 MAP@10 MRR@5 MRR@10

Greption 0.7378 0.6984 0.7562 0.7253 0.6674 0.7032

LM 0.4472 0.4283 0.4784 0.4639 0.5693 0.5889

AVG 0.5367 0.4971 0.5576 0.5363 0.4571 0.4966

AM 0.4158 0.3935 0.4425 0.4309 0.4467 0.4767

MCS 0.6946 0.6549 0.7207 0.7008 0.6076 0.6274

5 Conclusion

In order to tackle with problems that recommend items to group of users rather
than individual users, We propose Greption, a novel group recommender sys-
tem from the perspective of preference distribution. Specifically, framework of
Greption mechanism is proposed and its mathematical modeling is described.
Besides, we present a series of experiments as the demonstration of efficiency of
our approach.
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Abstract. Users in social networks usually have different interpersonal
relationships and various social roles. It is common that a user will
synthesize all of his/her roles before taking any action. Understanding
how products relate to each other is crucial in Recommender Systems
(RSs). Predicting personalized sequential behaviors which are influenced
by users’ various social roles and product bundle relationships is one of
key tasks for the success of RSs. In this paper, a novel method combin-
ing social roles and sequential patterns is proposed to explore the latent
bundle dimensions from the perspective of user’s sequential pattern and
his/her social roles as well. The extracted vector represents the most dis-
tinctive features of interpersonal relationships for users. The proposed
method tries to explore the latent bundle relationship by learning per-
sonal dynamics which is influenced by the user’s social roles. The method
is evaluated on Amazon datasets and demonstrates our framework out-
performs alternative baseline by providing top k recommendations.

Keywords: Social roles · Sequential patterns · Latent bundle
relationships

1 Introduction

Generally, the user has different roles in the society. And users with different
roles may have different conformity behaviors, which is missed and disregarded in
RSs. And, the types of relationships between products in which we are interested
can be mined from behavioral data and social roles, such as browsing, common
friends and co-purchasing logs. However the latent bundle information reflected
by user-level sequential patterns and social roles remains unutilized. Therefore,
there is a clear need to formally define the social roles, explicitly model role effect
to personalized sequential behaviors and latent bundle relationships. More over,
in order to predict user actions what is the next product to purchase, movie
to watch, or place to visit comprehensively considering her his roles in social
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network, it is challenging because putting user-level sequential patterns, social
roles and latent bundle relationships, them together need careful consideration
of both personal roles and sequential transitions.

In sequential recommendation domains, Markov chains have been studied by
several earlier works, from investigating their strength at uncovering sequential
patterns (e.g. [1,2]), and there is a line of work that employs (personalized)
probabilistic Markov embeddings to model sequential data like play lists and
POIs [3–5]. In a more recent paper [6] proposed to combine the strength of
Markov chains at modeling the smoothness of subsequent actions and the power
of Matrix Factorization at modeling personal preferences for sequential recom-
mendation, which captures the sequential behaviors with which the next product
to purchase. In addition, there has been a large body of work that models social
networks for mitigating cold-start issues in recommender systems [7–11]. Trust-
aware recommender systems have been widely studied, given that social trust
provides an alternative view of user preferences other than item ratings [12–14].
However, users are not just two roles in reality and users with different roles
often have different conformity tendency in a real life, and we introduce a role
vector to control user behavior tendency.

In the paper, we develop the framework Personal Social Sequential Behaviors
for Personalized Ranking (SSB-ranking) combining social influence from social
network and personal sequential behaviors, which incorporates latent bundling
features in social networking service environment for the task of personalized
ranking on feedback datasets. By learning the social dimensions people consider
when selecting products, the framework is able to alleviate cold start issues,
help explain recommendations in terms of social signals, and produce person-
alized rankings that are more consistent with users preferences. In terms of
latent bundle relationships intertwining with each product and the strength of
sequential behaviors in the sparse real-world datasets, the framework naturally
integrates sequential behaviors and hidden bundle relationships between prod-
ucts by learning a personalized weighting scheme over the sequence of items to
characterize users.

2 Problem Formulation

Formally, let U = {u1,u2, . . . ,u|U |} represent the set of users and I = {i1,i2, . . . ,
i|I|} the set of items. Each user u is associated with a sequence of actions Su (e.g.
items purchased by u, or places u has checked in): Su = (Su

1 ,Su
2 , . . . ,Su

|Su|), where
Su

k ∈ I. The action history of all users is denoted by S = (Su1 ,Su2 , . . . ,Su|U|).
Users may connect to others in a social network. We define T ∈ RU×U to indicate
user-user social relations, where Ti,j = 1 means user ui has a relation to uj and
zero otherwise. Notation is summarized in Table 1. The users with different roles
in the social network can show different rating behaviors.
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Table 1. Notations.

Notion Description

U, I, u, i, k User set, item set, a specific user, item, time step, positive item set of user u

Su
t , I+u The item user u interacted with at time step t

Su Action sequence of user u, Su = (Su1 ,Su2 , . . . , Su|Su|)

Nu The neighborhoods of user u in social network

K, D, L Dimension of latent factors, number of roles, order of Markov Chains

pu(j|i) Probability that user u chooses item j after item i

p̂u,i,t Prediction that user u chooses item i at time step t

ηu Personalized weighting vector, ηu = (ηu
1 , ηu

2 , . . . , ηu
L)

γu, ru, ri User u’s bias, item i’s bias, latent factors of user u, item i(K × 1)

θu Social role of user u(D × 1)

Definition 1. Role Vectors for Users: We use role vectors to describe users
profile. A user can play different roles while facing with different items. Here,
we allocate a vector θu ∈ RD×1 to each user u, which θq

u represents the proba-
bility that user u belongs to role q. And D is the number of roles in the model

(
D∑

q=1
θq

u = 1).

3 The Framework

3.1 Modeling Markov Chains Incorporating Social Roles

While the Factorizing Personalized Markov Chains(FPMC) [6] only makes use
of the collaborative data, without being aware of the underlying content of the
items themselves. Such a formulation may suffer from cold item issues where
there aren’t enough historical observations to learn accurate representations of
each item. Modeling the content of the items can provide auxiliary signals in
cold-start settings and alleviate such issues.

In this section, we are interested in modeling personalized actions with role
features. The role vector θu for user u adopted from multinomial distribution can
been incorporated into the SSB-Ranking. Given the previous action sequence Su

of user u and the latent features rSu corresponding to items in sequence Su of
user u, the probability that user u, as role q in her/his social surroundings, will
interact with item i in the next action is pq

u (i|Su). And when taking into account
various roles in social network, the final rating that user u will interact with item
i in the next action is pu (i|Su), where i is the choice u made at time step t and
|Su| = t − 1. Following this intuition, we propose to factorize the personalized
Markov chain with the following formulation:
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p̂q
u (i|Su) =γu + γu + θq

u

〈

ru +
L∑

l=1

rSu
t−l

, ri

〉

+ (1 − θq
u)

1
|Nu|

∑

f∈Nu

〈rf , ri〉

p̂u (i|Su) =
∑

q∈θu

p̂q
u

(1)

where ru and ri are employed to capture user u’s latent preferences and item
i’s latent properties respectively, Nu is the neighborhood of user u in the social
information, and θq

u is the weight to balance the users own preference and con-

formity tendency corresponded with role q.
〈

L∑

l=1

rSu
t−l

, ri

〉

brings together the

personalized set Markov chains with the factorized transition cube results in the
factorized personalized Markov chain.

3.2 Latent Bundle Relationships

While most recommender systems focus on analyzing personalized patterns influ-
enced by social roles to provide personalized recommendations, another impor-
tant problem is to understand relationships between products, in order to surface
recommendations that are relevant to a given social context. In this section, we
want to model the relationships that the transition of user u from sequential
actions Su to item i (at time step t) can be explained: in social environment,
there are latent bundling relationships between item i and the items in sequence
Su of user u, and users’ behaviors are influenced by the latent bundles. In other
words, users will choice items that most relevant to the previous action sequence
Su according to her/his social role. We propose that each user is associated with
a vector ηu =

(
ηu
1 , ηu

2 , . . . , ηu
|Su|

)
. The rationale behind this idea is that each of

the previous L actions should contribute with different weights to the high-order
smoothness. The transition of user u from item Su

t−1 at time step t − 1 to item i
at time step t in Eq.1 capture the long-term preferences of user u and temporary
interest of user u. Following this intuition, we want the personalized weighting
factor as:

p̂q
u (i|Su) = γu + γu + θq

u

〈

ru +
L∑

l=1

ηu
l rSu

t−l
, ri

〉

+ (1 − θq
u) 1

|Nu|
∑

f∈Nu

〈rf , ri〉
p̂u (i|Su) =

∑

q∈θu

p̂q
u

where ηu
l =

〈
ϕu, ψ(ri, rSu

t−l
)
〉

ψ(ri, rSu
t−l

) = (ri,1 + rSu
t−l,1

, ri,2 + rSu
t−l,2

, . . . , ri,k + rSu
t−l,k

)

(2)

where 〈ϕu, ψ (ri, rj)〉 takes a positive value if i is related with j ∈ Su. We want
the latent factors associated with each product to be related for logistic regression
in the sense that we are able to learn a logistic regressor parametrized by ϕu

that predicts. by defining our features to be the element wise product between
rSu

t−l
and ri, we are saying that products are likely to be linked. The logistic

vector ϕu for user u then determines which u’s personal preference for different
bundles.
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3.3 Model Learning

For each user u and for each time step t, a sigmoid function σ
(
p̂u,t,Su

t
− p̂u,t,i

)

(p̂u,t,· is a shorthand for the prediction in Eq. 2) is employed to characterize the
probability that ground-truth item Su

t is ranked higher than a negative item j
given the model parameters Θ, p(Su

t >u,ti|Θ). Assuming independence of users
and time steps, model parameters Θ are inferred by optimizing the following
Maximum A Posteriori (MAP) estimation:

arg max
Θ

=
∑

u∈U

|Su|∑

t=2

∑

i�=Su
t

ln σ
(
p̂u,t,Su

t
− p̂u,t,i

)
+ ln p(Θ) (3)

p(Θ) is a Gaussian prior over the model parameters. We adopt Stochastic
Gradient Descent (SGD) to train parameters. First, it uniformly samples a user
u from U as well as a time step t from(Su

1 ,Su
2 , . . . ,Su

|Su|). Next, a negative item
i ∈ I and i /∈ (Su

1 ,Su
2 , . . . ,Su

|Su|) is uniformly sampled, which forms a training
triple (u, t, i). Finally, the optimization procedure updates parameters in the
following fashion:

Θ ← Θ + τ(σ
(
p̂u,t,Su

t
− p̂u,t,j

) ∂
(
p̂u,t,Su

t
− p̂u,t,i

)

∂Θ
− λΘΘ) (4)

where τ is the learning rate and λΘ is a regularization hyperparameter.

4 Experiments

4.1 Dataset and Evaluation Metric

To evaluate the ability and applicability of SSB-ranking to handle different real-
world scenarios, we include a spectrum of large datasets from different domains
in order to predict actions ranging from the next product to purchase, next movie
to watch, to next review to write, and next place to check-in. Note that these
datasets also vary significantly in terms of user and item density (i.e., number
of actions per user/item).

The group of large datasets is obtained obtained from Amazon.com1 recently
introduced by [15]. This is one of the largest datasets available that includes
social information and time stamps spanning from May 1996 to July 2014. Each
top-level category of products on Amazon.com has been constructed as an inde-
pendent dataset by [15]. In this paper, we take four large categories including
Movies, Books, clothing, and Electronics, shown in Table.2.

Evaluation Methodology: For each dataset, we use the two most widely used
metric AUC (Area Under the ROC curve) the precision recall(@k).

Experimental Setting: To obtain ground-truth for pairs of latent bundling
products we select two types behaviors from Amazon: ‘Users who bought x also
1 https://www.amazon.com/.

https://www.amazon.com/
https://www.amazon.com/
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Table 2. Datasets statistics on Amazon.

Dataset Items Users Action Relationships

alse-brought

Avg.

action-user

Avg.

action-item

Social

relation

Movies 208K 211K 6.17M 5.3M 9.41 18.25 2.58M

Electronics 2498K 4.25M 11.4M 8.22M 7.3 12.3 1.2M

Books 2.73M 8.2M 25.9M 16.5M 5.88 6.41 7.85

Women’s Clothing 838K 1.82M 14.5M 10.61 5.66 7.23 7.58M

bought y and ‘Users frequently bought x and y together’, shown in Table 2. In
addition to the obtained bundle relationships (assuming there are N pairs), we
randomly generated a balanced dataset by sampling the same size of dataset
without any bundling relationships. As a result, we have 2*N pairs of items with
different subcategories. Note that and they share the same distribution over the
items.

4.2 Baselines

• BPR-MF: [16] combines the strengths of the BPR framework, which implic-
itly treats non-observed interactions as negative feedback, and the efficiency
of MF, and forms the basis of many state-of-the-art personalized methods.

• FPMC: [6] is a method that uses a Personalized Markov Chain for the
sequential prediction task we are interested in.

• FMC(Factorized Markov Chains): factorizes the item-to-item transition
matrix (|I| × |I|) to capture the likelihood that an arbitrary user transitions
from one item to another. Here we use a first-order Markov Chain as higher
orders to avoid a state-space explosion.

• SocTru: [17] proposed a social CF model, which is a truster and trustee
model on a twofold influence of trust propagation.

4.3 Performance and Quantitative Analysis

Error rates on both of all items and cold start sets, for all experiments
are reported in Table 3 (Lower is better). For experiments on also bought

Table 3. Test errors (1 −AUC) of the predictions on all items or cold start set using
products on datasets of the Amazon.

Dataset Setting SocTru(%) FMC(%) FPMC(%) BPR(%) SSB
Ranking

% impr. SSB
vs FPMC

% impr. SSB
vs SocTru

Movies All items 24.4 24.5 23.02 26.69 21.01 8.73 16.13

Cold start 28.51 29.2 28.21 31.81 25.84 8.4 8.57

Electronis All items 22.47 23.24 21.92 24.01 21.01 4.2 6.54

Cold start 27.5 28.98 27.12 29.55 24.56 9.43 11.05

Women’s Clothes All items 21.58 20.81 19.55 22.41 18.23 6.75 15.52

Cold start 28.54 28.8 27.03 29.5 24.15 10.65 15.38

Books All items 22.58 23.45 20.82 24.71 18.87 9.36 13

Cold start 28.57 28.14 27.25 28.83 23.25 14.67 18.6
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relationships, SSB-Ranking uses K = 30 dimensions for latent, D = 5 dimen-
sions for role factors and L = 5 order of Markov Chains, and BPR, FPMC and
FMC also use K = 30, L = 5. We make a few observations to explain and
understand our findings as follows:

Fig. 1. AUC with the role number increasing for four datasets in terms of all items
and cold start.

(1) BPR vs SocTru vs SSB-Ranking: BPR makes the worse than other meth-
ods whether for all items. This confirms our conjecture that only raw similar-
ity of products and relations of users are inappropriate for our task to tackle
sparse real-world datasets, and in order to learn the relationship dimensions
among products apart from similarity and diverse roles of users, some sort
of expressive transforms are needed for manipulating the raw features.

(2) SocTru vs FPMC vs SSB-Ranking: SocTru considers the influence of
roles lost the information between products. FPMC is an inherent combina-
tion of BPR-MF and FMC, which makes it strong on modeling long-term and
short-term dynamics respectively. SSB-Ranking is able to capture the latent
bundle relationships by modeling users’ ‘also-brought’ behaviors as well as
gains from a fully personalized Markov chains with higher orders. As such,
it beats FPMC in all settings significantly especially in related item recom-
mending scenarios to capture personal style, and makes the better accurate
than BPR and SocTru. SSB-Ranking outperforms BPR, SocTru, FMC and
FPMC in all datasets where pure SSB-Ranking extracts meaningful factors.

Users’ Roles in Social Environment: The learned parameter θq
u by SSB-

Ranking represents the roles of user u in social network. Our model learns the
mean value of each attribute for a role. Shown in Fig. 1, by using the users’
roles for rating the related items, we are able to learn the social information
for a person performed by the user’s conversion between different roles, and we
find SSB-Ranking not only learns the hidden bundles among products, but also
discovers users will have a lot of roles in life and the impacts of social context
for a user is a combination of multiple roles.

Latent Bundle Relationships: We want to examine whether the substitutes
in ranking for the query are complementary to user’s preference and needing.
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Fig. 2. Recall rates for Women’s Clothes latent bundles in terms of all items and cold
start.

A direct way to exhibit these dimensions extracted by Eq. 2 is to rank items
highly that achieve maximal values for each user, seen Fig. 2 (results for movies,
electronicsand women’s clothes are similar and suppressed for brevity). We find
that SSB-Ranking not only learns the hidden bundles, but also discovers the
most relevant underlying social dimensions and maps items and users into the
uncovered space.

5 Conclusion

Exploring the latent bundle relationships between items and social roles with
users sequential patterns is challenging especially when it comes to large real-
world datasets. In this paper, we tried to resolve the above issues by building
sequential patterns to model correlative items and users’ changing roles simul-
taneously. Empirically we evaluated our proposed framework on sequential pat-
terns to test its ability to handle both roles of users and the hidden bundle
relationships. Experimental results demonstrated the advantage of our approach
over other baseline models.
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Abstract. With the popularity of online social networks, social network
information is becoming increasingly important to improve recommendation
effectiveness of the existing recommender systems. In this paper, we propose an
improved trust-aware recommendation approach, called TRA. TRA constructs a
new social trust matrix based on users’ trust relationships derived from online
social networks to alleviate the problem of data sparsity, and meanwhile natu-
rally fuses users’ preferences and their trusted friends’ favors together by means
of probability matrix factorization. The experimental results show that TRA
performs much better than the state-of-the art recommendation approaches.

Keywords: Recommender systems � Trust-Aware recommendation � Social
networks � Social trust matrix � Probability matrix factorization

1 Introduction

Due to the exponential growth of information, it is difficult for people to find items they
need. Nowadays, recommender systems are becoming more and more important for
solving information overload problem. The traditional recommender systems usually
leverage the sparse user-item rating matrix to predict users’ preferences, while ignore
the social relationships among users. However, the fact is the social relationships, such
as trust relationship between users, play a very important role in influencing user
selection. For example, people are typically used to accept an item recommended by
their trusted friends. Online social networks are virtual communities, which allow
people to connect and interact with each other, and build the corresponding social
relationships to simulate the relationships of the real world. With the popularity of
online social networks, social network information (e.g. trust relationship) is becoming
increasingly important to improve recommendation effectiveness of the existing rec-
ommender systems.

In this paper, we give a fresh understanding to the relationships between users. We
incorporate the user-user trust relationship with the user-user similarity to construct a
new hybrid information matrix. Further, we employ a probabilistic framework to fuse
users and their trusted friends’ preferences together. The experimental results on a large
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Epinions dataset show that our approach outperforms the state-of-the-art matrix fac-
torization and trust relationship based recommendation methods.

2 Related Work

The collaborative filtering (CF) approach to recommenders has enjoyed much interest
and progress [1]. The basic idea of CF is that if users shared the same interests in the
past they will also have similar tastes in the future. CF methods utilize users’ behaviors
to infer a target user’s preference for a particular item. The two main techniques of CF
are the neighborhood approach [2–4] and matrix factorization technique [5, 6].
Neighborhood methods focus on relationships between items or users. Matrix factor-
ization methods transform both items and users to the same latent factor space.

The traditional CF methods ignore the social trust relationships between users. To
improve the recommendation accuracy and solve the data sparsity problem, users’
social network should be taken into consideration. Liu and Hong [7] exploit to use
social network information in a neighborhood approach. In [8], authors build factor-
ization models that incorporate users’ social network, action, tag, profile and items’
taxonomy information. Although their method takes social networks into consideration,
the authors’ core concern is the relationship between user and object. Ma et al. [9]
introduce social regularization to represent the social constraints on recommender
systems and propose a matrix factorization framework with social regularization.
Massa and Avesani [10, 11] exploit the trust-aware recommender systems. They
replace the similarity finding process with the use of a trust metric. Ma et al. [12]
propose a factor analysis approach based on probabilistic matrix factorization to solve
the data sparsity and poor prediction accuracy problems by employing both users’
social network information and rating records. The disadvantage of the approach is that
the authors ignore the fact that the indirect trust relationship between users can also
improve the accuracy of recommendation. In [13], authors propose a novel proba-
bilistic factor analysis framework, called RSTE, which fuses the users’ tastes and their
trusted friends’ favors together. Although RSTE employ the trusted friends’ opinions in
the social trust network to make recommendations for the users, it does not consider the
possible propagation of trusts between various users.

3 Preliminary

We use U to denote the set of users and P to denote the set of items. Let ui denote a user
in U, pj denote an item in P, and rij represent the rating of user ui for item pj. The
trust-aware recommendation in this paper involves three central elements: user-item
rating matrix, users’ trust network, and probability matrix factorization (PMF) [14].

A user-item rating matrix R is a |U| � |P| matrix, and each entry rij of R represents
the rating of user ui for item pj. A users’ trust network is modeled as a directed
edge-weighted graph G = (E, U, W), where U is a set of vertexes, corresponding to the
set of users of an online social network, E is a set of directed edges between two
vertexes in U, and W is the set of weight values of all directed edges. If there is an edge
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eij with weight wij from vertex ui to vertex uj, we say a direct trust relationship existing

from ui to uj, denoted by ui !
wij

uj, where wij represents the direct trust degree from ui to
uj, and is defined in the range of (0, 1]. The greater wij means ui more trusts uj. We use
Out(ui) to denote the set of the users trusted by ui, and In(ui) to represent the set of the
users trusting ui. We can infer that |Out(ui)| is equal to the out-degree of vertex ui in
graph G and |In(ui)| equal to the in-degree of vertex ui in graph G by the definitions of
Out(ui), In(ui) and graph G.

The probability matrix factorization (PMF) performs well on the large, sparse, and
very imbalanced dataset. Suppose we have M items, N users, and integer rating values.
Let column vectors Ui and Pj representing user-specific and item-specific latent feature
vectors respectively. Since PMF performance is measured by computing the root mean
squared error (RMSE) on the test dataset, a probability linear model with Gaussian
observation noise is adopted. The conditional distribution over the observed ratings is
defined as Eq. (1).

p RjU;P;r2� � ¼ YN

i¼1

YM

j¼1
N rijjgðUT

i PjÞ;r2� �� �Iij ð1Þ

Where Nðxjl;r2Þ is the probability density function of the Gaussian distribution with
mean µ and variance r2, Iij is the indicator function that is equal to 1 if user ui rated
item pj and equal to 0 otherwise, and g xð Þ ¼ 1

1þ exp �xð Þ is the logistic function, which

makes it possible to bound the range of UT
i Pj within the range [0, 1].

4 The Trust-Aware Recommendation Approach

In this section, we first construct a novel social trust matrix by fusing direct and indirect
trust relationships between users. Then, we propose an improved trust-aware recom-
mendation approach, called TRA, on the basis of the existing RSTE [13].

4.1 Social Trust Matrix

Suppose we have a users’ trust network graph G = (E, U, W), where the vertex set
U ¼ uif gNi¼1 represents all users in a social network, the edge set E denotes all direct
trust relationships between users, and the weight setW represents all weights associated
with the corresponding edges. In RSTE, authors define a user-user matrix S ¼ sikf gN�N
as the social network matrix, where sik ¼ wik if existing an edge eik from ui to uk in
graph G ¼ ðE;U;WÞ; sik ¼ 0 otherwise. Obviously, the above-mentioned social net-
work matrix is very sparse because it only considers the direct trust relationships
between users. In the real world, however, trust propagation is ubiquitous. For
example, if user A trusts user B and user B trusts user C, user A will also trust user C in
general. That is, except for the explicit direct trust relationship, there are some latent
trust relationships between non-adjacent users in graph G = (E, U, W), which are
important for improving the accuracy of recommendation methods. Motivated by this

382 Y. Xiao et al.



fact, we define three kinds of indirect trust relationships and introduce them into the
social network matrix. On this basis, we define a novel social trust matrix.

Given a users’ trust network graph G = (E, U,W), let ui; uk 2 U and there is not the
direct trust relationship between ui and uk. In the following, we formally define the
three kinds of indirect trust relationships.

Definition 1. If 9uj 2 U s:t: ui !
wij

uj ^ uj !
wjk

uk, we say there is the indirect trust rela-

tionship from ui to uk, denoted by ui !c1ik uk, where c1ik represents the weight of the
indirect trust relationship from ui to uk.

Definition 1 reflects the transitivity of trust relationships.

Definition 2. If 9uj 2 U s:t: ui !
wij

uj ^ uk !
wkj

uj, we say there is the indirect trust rela-

tionship between ui and uk, denoted by ui !c2ik uk and uk !c2ki ui, where c2ik and c2ki
respectively represents the weights of the indirect trust relationships from ui to uk and
from uk to ui.

Definition 3. If 9uj 2 U s:t: uj !
wji

ui ^ uj !
wjk

uk, we say there is the indirect trust rela-

tionship between ui and uk, denoted by ui !c3ik uk and uk !c3ki ui, where c3ik and c3ki
respectively represents the weights of the indirect trust relationships from ui to uk and
from uk to ui.

Definitions 2 and 3 are based on the reasonable assumption: two users, which trust
or are trusted by a common user, often have a kind of latent trust relationship.

Further, we formally define the weights of these indirect trust relationships
according to the theory of trust propagation in the real world. In the following defi-
nitions, we use �w to represent the average weight of all direct trust relationships, i.e.,
�w ¼ 1

Ej j
P

wij, where E is the edge set in the users’ trust network graph G.

Definition 4. Let ui !c1ik uk , then c1ik is defined by the equation: c1ik ¼
Out uið Þ \ In ukð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Out uið Þj j� In ukð Þj j

p � �w.

Definition 5. Let ui !c2ik uk , then c2ik is defined by the equation: c2ik ¼
Out uið Þ \Out ukð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Out uið Þj j� Out ukð Þj j

p � �w.

Definition 6. Let ui !c3ik uk , then c3ik is defined by the equation: c3ik ¼
In uið Þ \ In ukð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
In uið Þj j� In ukð Þj j

p � �w.

Considering the fact that direct trust relationships often have a greater impact on
users than indirect trust relationships, we use �w as a slack factor to adjust the weight
values of indirect trust relationships in the above Definitions 4–6.

Now, we give the definition of the social trust matrix.
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Definition 7. Given a users’ trust network graph G = (E, U, W), the social trust matrix
is a user-user trust relationship matrix, denoted by Q ¼ qikf gN�N , where

qik ¼
wik; 9eik 2 E
cxik; 9ui !cxik uk
0; otherwise

8<
: ; cxik ¼ c1ik; c2ik; c3ik:

4.2 The Trust-Aware Recommendation Approach

In the proposed trust-aware recommendation approach (TRA), we first build the
user-user trust relationship matrix Q ¼ qikf gN�N and the user-user similarity matrix
S ¼ sikf gN�N based on the users’ trust network graph G = (E, U, W) and the user-item
rating matrix R, respectively. The above Definition 7 gives the way of building
Q ¼ qikf gN�N . We employ Pearson Correlation Coefficient [1] to compute the simi-
larity between two users. Specifically, given two users ui and uk, the similarity between
ui and uk, i.e., sik, is computed by Eq. (2).

sik ¼
P

j2P rij � ri
� �

rkj � rk
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2P ðrij � riÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2P ðrkj � rkÞ2

q ð2Þ

In Eq. (2), P represents the set of items, rij represents the rating of user ui for item j,
and ri denote the average ratings of ui.

Further, TRA fuses the user-user trust relationship matrix Q ¼ qikf gN�N with the
user-user similarity matrix S ¼ sikf gN�N to construct a new hybrid information matrix
H ¼ hikf gN�N , where hik ¼ 2sik�qik

sik þ qik
.

Finally, TRA leverages the modified PMF to calculate rating predictions based on
H ¼ hikf gN�N by following RSTE. Specifically, similar to RSTE, TRA models the joint
conditional distribution of latent user and item feature matrices U and P over the
observed ratings and the hybrid information matrix H as:

p U;PjR;H;r2;r2
U ;r

2
P

� �

¼
YN
i¼1

YM
j¼1

N rijjg aUT
i Pj þ 1� að Þ

X
k2H ið Þ

hikU
T
k Pj

0
@

1
A;r2

0
@

1
A

2
4

3
5
IRij

�
YN

i¼1
N Uij0;r2

UI
� ��YM

j¼1
N Pjj0;r2

PI
� � ð3Þ

The log of the posterior distribution for the recommendation is given by the fol-
lowing Eq. (4).
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ln p U;PjR;H;r2;r2
U ;r

2
P

� �

¼ � 1
2r2

XN
i¼1

XM
j¼1

IRij rij � g aUT
i Pj þ 1� að Þ

X
k2H ið Þ

hikU
T
k Pj

0
@

1
A

0
@

1
A

2

� 1
2r2

U

XN

i¼1
UT

i Ui � 1
2r2

V

XM

j¼1
PT
j Pj � 1

2

XN

i¼1

XM

j¼1
IRij

� �
lnr2

� 1
2

Nl lnr2
U þMl lnr2

P

� �þC ð4Þ

Maximizing the log-posterior over two latent features is equivalent to minimizing
the following sum-of-squared-errors objective functions:

L R;H;U;Pð Þ ¼ 1
2

XN

i¼1

XM

j¼1
IRij rij � g aUT

i Pj þ 1� að Þ
X

k2H ið Þ hikU
T
k Pj

� �� �2

þ r2
R

2r2
U
�
XN

i¼1

XN

i¼1
UT

i Ui þ r2
R

2r2
P
�
XM

j¼1
PT
j Pj ð5Þ

In Eqs. (3)–(5), the difference of TRA and RSTE is that TRA uses hybrid infor-
mation matrix H ¼ hikf gN�N to replace the social network matrix S ¼ sikf gN�N of
RSTE.

We can find a minimum of the objective function L R;H;U;Pð Þ by performing
stochastic gradient descent in Ui and Pj. According to stochastic gradient descent, first,
@L
@Ui

and @L
@Pj

are calculated, respectively, and then, the following iterations are performed:

Ui ¼ Ui � g
@L
@Ui

ð6Þ

Pj ¼ Pj � g
@L
@Pj

ð7Þ

Where g is a step size (learning rate). Now, we can compute a rating prediction brij
for user ui giving to item pj by the following Eq. (8).

brij ¼ aUT
i Pj þ 1� að Þ

X
k2H ið Þ hikU

T
k Pj ð8Þ

5 Experimental Evaluation

In this section, we evaluate the performance of TRA through extensive experiments.
Similar to the literatures [12, 13], the performance metrics of concern in this paper are
the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE). We choose
Epinions as the data source for our experiments. We first evaluate the impact of
parameter a and dimension d on the performance of TRA, and then we compare TRA
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with the state-of-the-art recommendation methods. For TRA, the parameter a makes a
balance between the user-item rating matrix R and the hybrid information matrix H. a
decides how much TRA should believe the user-item rating matrix R and the hybrid
information matrix H. If a ¼ 1, TRA degrades into an ordinary probability matrix
factorization.

Based on the past experimental experiences, the percentage of training set is set at
80% or 90% to calculate MAE and RMSE in our experiments. We assume the latent
factor vector dimensionality d = 20 and the step size g ¼ 40 in evaluating the impact
of parameter a on the performance of TRA.

Figure 1 shows the impact of parameter a on MAE at d = 20 and g ¼ 40. We can
see from Fig. 1 that no matter using 80% or 90% training dataMAE decreases at first as
a increases, but when a is greater than a certain threshold (such as 0.4) MAE increases
with a. This result is not surprising because a balances the influence from the user-item
rating matrix R and the hybrid information matrix H. Obviously, too big or too small a
is bad for fusing both R and H to make recommendations. Figure 2 shows the impact of
parameter a on RMSE at d = 20 and g ¼ 40. As we expect, no matter using 80% or
90% training data RMSE decreases at first as a increases, but when a is greater than a
certain threshold (i.e., 0.4) RMSE increases with a. The reason is the same as the one
for Fig. 1. Figures 3 and 4 depict the impact of dimensionality d on MAE and RMSE at
a = 0.4 and g ¼ 40. As shown in Figs. 3 and 4, we can learn that no matter using 80%
or 90% training data, both MAE and RMSE decrease (prediction accuracy increases) as
d increases. We can also observe from Figs. 3 and 4 that the downward trend of MAE
and RMSE becomes flat when d is greater than a certain threshold. In order to show the
performance improvement of TRA, we compare TRA with the following four methods:
(1) BS: this is a baseline method, which purely leverage direct trust relationships
between users to make recommendations; (2) NMF: the method uses non-negative
matrix factorization to make recommendations, only with the help of user-item matrix
[6]; (3) PMF: i.e., probability matrix factorization [14] and (4) RSTE: the method
introduces the direct trust relationships between users [13]. In the following experi-
ments, the experimental parameter setting is as follows: a = 0.4, d = 60 and g ¼ 40.
Similar to the previous experiments, we randomly select 80% or 90% of the ratings
from Epinions dataset as the training data to predict the remaining ratings.

Fig. 1. Impact of a on MAE Fig. 2. Impact of a on RMSE
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Figure 5 shows the performance comparison of TRA with the above-mentioned four
methods on MAE and RMSE. As we expect, TRA evidently outperforms the other four
methods on both MAE and RMSE. This is because TRA makes a reasonable fusion
between the user-item rating matrix and the hybrid information matrix for the rec-
ommendations. This result also demonstrates TRA and RSTE can provide a higher
quality recommendation than BS, NMF and PMF, which only leverage the single
matrix. In addition, the reason that RSTE is not as good as TRA is RSTE neglects the
impact of indirect trust relationships on the recommendation accuracy.

6 Conclusion

In this paper, we introduce the trust propagation and diffusion mechanism and propose
a new trust measure to extend the trust domain. On the basis of this, we propose an
improved trust-aware recommendation approach, which consider both direct trust
relationships and indirect trust relationships between users. The experimental results
show that our approach outperforms the state-of-the-art matrix factorization and trust
relationship based recommendation methods.

Fig. 5. Performance comparison of different methods

Fig. 3. Impact of d on MAE Fig. 4. Impact of d on RMSE

Trust-Aware Recommendation in Social Networks 387



Acknowledgment. This work is supported by the National Nature Science Foundation of China
(61170174), Major Research Project of National Nature Science Foundation of China
(91646117), Natural Science Foundation of Tianjin (17JCYBJC15200) and Tianjin Science and
Technology Correspondent Project (16JCTPJC53600).

References

1. Ricci, F., Rokach, L., Shapira, B., Kantor, P.B.: Recommender Systems Handbook.
Springer, New York (2010)

2. Su, X., Khoshgoftaar, T.M.: A survey of collaborative filtering techniques. Adv. Artif. Intell.
2009(12), 4 (2009)

3. Chatzis, S.: Nonparametric Bayesian multitask collaborative filtering. In: ACM International
Conference on Information &KnowledgeManagement, pp. 2149–2158. ACM, San Francisco
(2013)

4. Xiao, Y., Ai, P., Hsu, C.H.: Time-ordered collaborative filtering for news recommendation.
China Commun. 12(12), 53–62 (2015)

5. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender systems.
Computer 42(8), 30–37 (2009)

6. Lee, D.D., Seung, H.S.: Learning the parts of objects by non-negative matrix factorization.
Nature 401(6755), 788–791 (1999)

7. Liu, F., Hong, J.L.: Use of social network information to enhance collaborative filtering
performance. Expert Syst. Appl. 37(7), 4772–4778 (2010)

8. Chen, T., Tang, L., Liu, Q.: Combining factorization model and additive forest for
collaborative followee recommendation. In: KDD-Cup Workshop. ACM, Beijing, China
(2012)

9. Ma, H., Zhou, D., Liu, C.: Recommender systems with social regularization. In: Forth
International Conference on Web Search and Web Data Mining, pp. 287–296, Hong Kong,
China (2011)

10. Massa, P., Avesani, P.: Trust-aware collaborative filtering for recommender systems. In:
Meersman, R., Tari, Z. (eds.) OTM 2004. LNCS, vol. 3290, pp. 492–508. Springer,
Heidelberg (2004). doi:10.1007/978-3-540-30468-5_31

11. Massa, P., Avesani, P.: Trust-aware recommender systems. In: ACM Conference on
Recommender Systems, pp. 17–24. ACM, Minnesota, USA (2007)

12. Ma, H., King, I., Lyu, M.R.: Learning to recommend with social trust ensemble. In:
International ACM SIGIR Conference on Research and Development in Information
Retrieval, pp. 203–210. ACM, Boston, MA, USA (2009)

13. Ma, H., Yang, H., Lyu, M.R.: SoRec: social recommendation using probabilistic matrix
factorization. In: ACM Conference on Information and Knowledge Management, pp. 931–
940. California, USA (2008)

14. Salakhutdinov, R., Mnih, A.: Probabilistic matrix factorization. In: International Conference
on Machine Learning, pp. 880–887. ACM, Corvallis, Oregon, USA (2007)

388 Y. Xiao et al.

http://dx.doi.org/10.1007/978-3-540-30468-5_31


Connecting Factorization and Distance Metric
Learning for Social Recommendations

Junliang Yu1,2, Min Gao1,2(B), Yuqi Song1,2, Zehua Zhao1,2, Wenge Rong3,
and Qingyu Xiong1,2

1 School of Software Engineering, Chongqing University, Chongqing 400044, China
{yu.jl,gaomin,songyq,zh.zhao,xiong03}@cqu.edu.cn

2 Key Laboratory of Dependable Service Computing in Cyber Physical Society
(Chongqing University), Ministry of Education, Chongqing 400044, China

3 School of Computer Science and Engineering, Beihang University,
Beijing 100191, China
w.rong@buaa.edu.cn

Abstract. Social relations can help to relieve the dilemmas called cold
start and data sparsity in traditional recommender systems. Most of
existing social recommendation methods are based on matrix factor-
ization, which has been proven effective. In this paper, we introduce
a novel social recommender based on the idea that distance reflects lik-
ability. It aims to make users in recommender systems be spatially close
to their friends and items they like, and be far away from items they dis-
like by connecting factorization model and distance metric learning. In
our method, the positions of users and items are decided by the ratings
and social relations jointly, which can help to find appropriate locations
for users who have few ratings. Finally, the learnt metric and locations
are used to generate understandable and reliable recommendations. The
experiments conducted on the real-world dataset have shown that, com-
pared with methods only based on factorization, our method has advan-
tages on both interpretability and accuracy.

Keywords: Social recommendations · Metric learning · Collaborative
filtering · Matrix factorization

1 Introduction

Traditional Recommender systems usually suffer from the problem of cold-start.
With the growing popularity of the online social platform, social recommender
systems emerged [1]. These systems merge both rating information and social
relations into recommendation, and consider that users can be affected by their
friends in decision making. Therefore, the preference of users having few ratings
can be inferred from that of their friends. It has been proven that social rec-
ommender systems can generate more accurate recommendations especially for
so-called cold start users [2].
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Most of existing recommender systems are based on matrix factorization [3],
a basic model which has been extensively used for its scalability and efficiency.
However, the meaning of latent factors are still ambiguous since the training
process of matrix factorization is like a black box.

In this paper, we proposed a novel method having good interpretability, which
is based on matrix factorization as well. The principle of the proposed method is
that the distance reflects likability. However, in our model we use Mahalanobis
distance to replace Euclidean distance to measure the gap since we consider that
all dimensions in the low dimensional space are correlative. Therefore, distance
metric is incorporated in our method. As an important topic, distance metric
learning [4] has been applied in many domains, including information retrieval,
supervised classification, and clustering. To the best of our knowledge, few work
has combined distance metric learning and collaborative filtering. Different from
the process of the general distance metric learning, our model needs to train
the samples (latent factors) and the distance metric at the same time, which
makes the model scalable. Finally, all users and items are embedded in a uni-
fied space. Users are spatially close to their friends and their liked items, and
be far away from their disliked items. The distance between users and items
can be used to generate recommendations. The experiments conducted on real-
world dataset show that our method significantly improves the quality of social
recommendations.

2 Social Recommender Connecting Factorization
and Distance Metric Learning

In this section we put forward a Social recommendation model connecting
Factorization and Distance metric learning called SocialFD.

2.1 Problem Definition

In social recommender systems, users can be defined as the set U = {u1, . . . um},
and items can be defined as the set I = {i1, . . . in}. Ratings given by users on
items are marked with the matrix R = [ru,i]m×n, and ru,i denotes the rating
from user u on item i. In a social network, each user has some friends denoted by
the vector Nu. Regarding the edges in the social graph as trust statements which
are real numbers in [0, 1], we mark all trust statements from users with a adjacent
matrix T = [tu,v]m×m. The task of a social recommender can be summarized as
follows: given a user u and an item i, using the known information in R and T
to predict the ru,i.

2.2 Distance Metric Learning

Distance metric learning is crucial in real-world application. Generally, the train-
ing samples of distance metric learning will be cast into pairwise constraints.
The target of distance metric learning is to learn a distance metric subjected
to a given set of constraints in a global sense. Let the distance metric denoted
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by matrix A ∈ R
k×k, and the distance between any two data points x and y

expressed by

d2A(x, y) = ‖x − y‖2A = (x − y)A(x − y)T . (1)

In Eq. 1, A has to be a positive semi-definite matrix to keep the distance non-
negative and symmetric. The global optimization problem with constraints can
be stated as

min
A∈Rk×k

∑

(x,y)∈S

‖x − y‖2A,

s.t. A � 0,
∑

(x,y)∈D

‖x − y‖2A ≥ β,
(2)

where S denotes the set of equivalent constraints in which x and y belong to the
same class, and D denotes the set of inequivalent constraints in which x and y
belong to different classes, and β is a constant to restrict the minimum distance
between data points in different classes.

2.3 The SocialFD Model

The inspiration for SocialFD is that distance reflects likability. Different from
those in the general distance metric learning, samples in our models are the
latent factors which are not prepared at first, and labels are classified into two
types (like and dislike) according to the rating expressed by users. Note that, we
consider if a user rate an item with a higher score, it shows the item is positively
rated; on the contrary, if a user rate an item with a lower score, it shows the
item is negatively rated. And the sets of pairwise constraints are constructed
as follows: given a user and an item, if the user positively rated the item, the
pair will be distributed to the set of equivalent constraints; if the user negatively
rated the item, they will be distributed to the set of inequivalent constraints.

To reach the goal of our model, we need to train the latent factors and the
distance metric simultaneously. Firstly, we initialize two k-rank matrices filled
with random values denoting the user latent matrix and the item latent matrix
respectively, and defines a matrix ∈ R

k×k to be the distance metric. The Maha-
lanobis distance between users and items can be calculated by the inner products
of the differences of latent factors and the distance metric. During the training
stage, constraints are imposed to guarantee that users should be spatially close
to their friends and their liked items, and be far away from their disliked items.
And the positions of users and items are decided by the ratings and social rela-
tions jointly. Therefore, if some users are lack of ratings, their social connections
can help to find the best locations for them. Finally, the obtained latent factors
can be interpreted as coordinates in the low dimensional space, and the distance
calculated can be used to generate understandable recommendations.

According to the description above, in SocialFD, the predicted rating is
defined as

r̂ui = μ + bu + bi − (xu − yi)A(xu − yi)T (3)
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where μ represents the overall average rating, bu and bi indicate the deviations
of user u and item i, xu and yi denote the latent factors of user u and item i
respectively, A ∈ R

k×k, and k is the same as the dimension of x and y, which is
much less than the dimension of the primitive rating matrix. Instead of learning
a positive semi-definite matrix A, H ∈ R

k×k can be learnt with A = HHT .
However, H does not need to be positive semi-definite, which makes the problem
can be solved with generic approaches. Hence, we can learn latent factors and
the distance metric by solving the following optimization problem:

min
H,x,y

L =
1
2

∑

rui∈R

(rui − μ − bu − bi + (xu − yi)HHT (xu − yi)T )2

+
α

2

∑

(u,i)∈P

‖xu − yi‖2A +
η

2

∑

u∈U

∑

v∈Nu

‖xu − xv‖2A

+
α

2

∑

(u,i)∈N

(β − min(‖xu − yi‖2A, β)) +
λ

2
(b2u + b2i )

(4)

where P is the set of pairs contains user u and his positively rated items, N is
the set of pairs contains user u and his negatively rated items, the middle three
terms are constraints used to adjust the distance into an appropriate range, λ
controls the magnitudes of the biases, and α and η are algorithmic parameters
to control the influence of the constraints.

A local minimum of the objective function given by Eq. 4 can be found by
performing gradient descent in bu, bi, xu, yi,H,

∂L
∂bu

= λbu − eui
∂L
∂bi

= λbi − eui

∂L
∂yi

= −(eui ± α)(xu − yi)W

∂L
∂xu

= (eui ± α)(xu − yi)W − η
∑

v∈Nu

(xu − xv)W

∂L
∂H

= (eui ± α)H(xu − yi)T (xu − yi) + η
∑

v∈Nu

H(xu − xv)T (xu − xv)

(5)

where eui is the gap between the observed rating and the predicted rating, γ is
the learning rate, W = (HHT +HTH) and the exact operator of the plus-minus
sign is determined by the sign of the term related to distance in Eq. 4.

3 Experimental Results

3.1 Experimental Setup

The real-world dataset Douban [5] is used in our experiments. This dataset
contains 894,887 ratings (1–5 scale) rated by 2,848 users on 39,586 items, and
35,770 trust statements.
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In our experiments, the Root Mean Square Error (RMSE) is chosen to mea-
sure the prediction error of all methods. Besides, we also use ranking-based
metrics: Precision@50, Recall@50, and F1@50, to measure the quality of the
recommendation list, which is more important to users. In order to show the
performance improvement of SocialFD, we compare our method with the follow-
ing methods: PMF [6], SoRec [7], SocialMF [8] and RSTE [9]. In all experiments,
we set the parameters of these methods according to their best performance.

3.2 Performance for Predicting Missing Ratings

Predicting missing ratings in the rating matrix is the primary goal of most rec-
ommendation methods. In this section, we compare the performance of SocialFD
with that of the baselines. We set the step size γ = 0.05, α = 0.2, β = 2, and
η = 0.1 for SocialFD. And the reduced dimension d is set at 20, and the regu-
larization parameter λ is set at 0.001 for all the methods.

Figure 1 shows the change of the RMSE as the stochastic gradient descent
algorithm proceeds. We can clearly observe that SocialFD outperforms the base-
lines. From Table 1, we can compare all methods involved in a more intuitive
sight. In Table 1, we list the best RMSE of all methods, and the number in brack-
ets is how many iterations past by the time the best performance was reached.
Despite the fact that SocialFD is not fine tuned, it is obvious that SocialFD beat
other methods by fairly large margins. Compared with PMF, SoRec, SocialMF,
and RSTE, SocialFD reduces the RMSE by 3.40%, 3.42%, 5.21%, and 2.73%
on 80% training data, and by 2.94%, 3.25%, 5.21%, and 2.47% on 90% training
data, respectively.

In reality, the recommendations for users are usually presented as a recom-
mendation list. Thus, we prefer the ranking metrics rather than the RMSE.

Fig. 1. RMSE of all methods

Table 1. Best RMSE of all methods

Training size PMF SoRec SocialMF RSTE SocialFD

80% 0.7726 (9) 0.7728 (8) 0.7874 (25) 0.7674 (13) 0.7463 (34)

90% 0.7679 (8) 0.7704 (8) 0.7863 (23) 0.7642 (13) 0.7453 (39)
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Table 2. The ranking quality of all methods

Training size Metric PMF SoRec SocialMF RSTE SocialFD

80% F1@50 0.18% 0.81% 0.15% 1.89% 1.96%

Recall@50 0.14% 0.79% 0.11% 1.59% 1.48%

Precision@50 0.24% 0.83% 0.23% 2.32% 2.91%

90% F1@50 0.09% 0.63% 0.08% 0.81% 1.37%

Recall@50 0.08% 0.80% 0.08% 1.02% 1.37%

Precision@50 0.09% 0.52% 0.08% 0.67% 1.37%

In the preprocessing stage, we binarize the explicit rating data by keeping the
ratings of four or higher. In the prediction stage, we use the distance ‖xu − yi‖2A
to generate ranking scores for users on all items. Sorting the ranking scores for
all users, we can get the recommendation lists. Table 2 shows the lists measured
by the ranking metrics. SocialFD transparently beats other methods on almost
all the metrics except Recall@50. On 80% training data, RSTE wins by lesser
superiority. However, it can not deny that using distance to reflect likability is
a promising idea.

3.3 Change of the Distance

The goal of SocialFD is to make users be spatially close to their friends and their
liked items, and be far away from their disliked items. In SocialFD, constraints
for the distance are binding to help to reach the objective. In this part, we
will confirm that whether the obtained distance is desired or not. Settings for
SocialFD are the same with those in Sect. 3.2, and the experiment is conducted
on 80% training data.

Figure 2 shows the variation of the curves. Here we name the distance between
a user and his positively rated items Positive distance. Similarly, Negative dis-
tance is defined as well. The Y-axis in Fig. 2(a) is the ratio of the negative
distance to the positive distance. We can observe that, the curve in Fig. 2(a)

Fig. 2. Change of the distance
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increases explosively at first, after 10 iterations, the curve gradually reaches
a stable state. Finally, the ratio of the negative distance to positive distance
converges at about 12. Figure 2(b) shows the change of the average distance
among users with social connections. We can see the curve has a converse trend
with that in Fig. 2(a). With the proceeding of the iteration, the average distance
becomes shorter, and after 30 iterations, it starts to ascend. Eventually it reaches
a flat state. So far, we can draw a conclusion that SocialFD do find appropriate
locations for users and items.

4 Related Work

The most relevant research to ours are [8,10]. The authors of [8] proposed a
method named SocialMF. The idea behind SocialMF is that a user’s prefer-
ence should be similar with that of his friends. Thus, in the training process,
it concentrates on forcing a given user’s latent factors approximate those of his
friends. In [10], a method taking both trust and distrust into consideration was
proposed. The authors deem that each user’s latent factors should be close to
those of his friends, and differ widely from those of distrusted users. It seems
that the principle of the two methods are similar to that of SocialFD. However,
these methods still regard latent factors as the representation of characteristics
of users which are lack of explicit sense.

The first work integrates the distance into matrix factorization is [11]. The
idea of the model is that all items and users can be embedded in a unified
Euclidean space, and the learnt latent factors of users and items should reflect
the negative correlation between the distance and the given rating. It means,
the higher a given rating is, spatially the more closer the user and the item are.
However, whether the Euclidean distance can measure the gap between users and
items is questionable. In addition, no constraints are brought up to guarantee
that the obtained distance is desired, and it all depends on the weak correlation
with the ratings which may include some noises.

5 Conclusion

This paper is motivated by the assumption that distance can reflect likabil-
ity. Based on the intuition, we proposed a novel recommendation method called
SocialFD connecting distance metric learning and matrix factorization. The posi-
tions of users and items are decided by the ratings and social relations jointly,
which can help to find appropriate locations for users who have few ratings. The
distance eventually obtained are used to generate understandable and reliable
recommendations. The experiments show that, SoicalFD outperforms the-state-
of-art methods in recommendation accuracy.

In this paper, although we utilize the social connections to make recommen-
dations for the users, we do not take the distrust into consideration. Generally
speaking, negative opinions contains more information than positive opinions.
Fusing the distrust into the distance-based social recommender can help to locate
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users more precisely. That is the potential direction we will explore in the future.
In addition, we note that few work combines distance metric learning with the
link prediction. We consider that the same idea of this paper can be extended
to the area of the link prediction.
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Abstract. Question answering (QA) is a very important, but not yet
completely resolved problem in artificial intelligence. Solving the QA
problem consists of two major steps: relevant fact selection and answer-
ing the question. Existing methods usually combine the two steps to
solve the problem. A major technique is to add a memory component to
infer answers from the chaining facts. It is not very clear how irrelevant
facts affect the effectiveness of these methods. In this paper, we propose
to separate the two steps and only consider the problem of relevant fact
selection. We used a graphical probabilistic model Conditional Random
Field (CRF) to model the interdependent relationship among the chain-
ing facts in order to select the relevant ones. In our experiments on a
benchmark dataset, we are able to select correctly all relevant facts from
13 tasks out of 19 tasks (F-scores of the rest of the 6 tasks range from
0.8 to 0.97). We also show that using our selector to pre-select relevant
facts can substantially improve the accuracies of existing QA systems
(e.g. MemN2N (from 88% to 94%) and LSTM (from 66% to 91%) in 13
tasks with complete information).

Keywords: CRF · Question answering (QA) · Relevant fact selection

1 Introduction

Question answering (QA) is one of the key tasks in artificial intelligence and
is not yet completely resolved. Given a query and a story containing several
chaining facts, answering the query based on the story can be divided into two
parts: identifying the relevant facts from the chaining facts and answering the
question based on the relevant facts. Taking a sample from the bAbI dataset [14]
as an instance (see below), to answer the question ‘What is Emily afraid of?’,
we first identify Facts 7 and 5 from the chaining facts, then based on these two
relevant facts, the answer ‘wolf’ is the output.

Fact 1: Wolves are afraid of mice.
Fact 2: Sheep are afraid of mice.
Fact 3: Winona is a sheep.

c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 399–409, 2017.
DOI: 10.1007/978-3-319-63558-3 34
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Fact 4: Mice are afraid of cats.
Fact 5: Cats are afraid of wolves.
Fact 6: Jessica is a mouse.
Fact 7: Emily is a cat.
Fact 8: Gertrude is a wolf.
Question: What is emily afraid of?
Supporting facts: 7, 5
Answer: wolf

Existing studies, mainly represented by Memory Network (MemNN) [15] and
its variants, try to jointly solve these two tasks by adding a memory component,
which contains fully distributed semantics, to a recurrent neural network [6]. How-
ever, the contents in the memory are hard to analyze, especially when using neural
networks to decide how to write the memory. In other words, it is hard to trace the
problem according to the contents in the memory when an error occurs. Although
there are some works studying the neural network reasoning (e.g. [7]), the capa-
bility of reasoning and inferencing of neural network is still questionable.

Unlike previous works solving relevant fact selection and question answering
jointly, we deal with the two tasks separately. This kind of separation makes the
relevant fact selection and question answering evaluated independently. In this
paper, we only focus on selecting relevant facts in chaining facts. To the best
of our knowledge, this is the first work analyzing this problem. The goal of our
research is to design a framework which can efficiently select relevant facts in
chaining facts with limited amount of labelled data. The facts in a story can
be interdependent such that reasoning and inferencing over the whole story is
necessary during the process.

Conditional Random Field (CRF) [12] is used in our work to model the
interdependent relationship among the chaining facts. CRF chooses the labels
over the entire sequence at once which makes it utilize not only the local features
but also the global information in defining the labels. In other words, CRF can
define whether a fact is related to the given question based on inferencing over the
whole story. In addition, as a discriminative model, CRF can model overlapping
and non-independent features. Moreover, it is more traceable and requires less
training data than neural networks based methods. The contributions of our
work are as follow:

– To select relevant facts from chaining facts, we propose a framework called
CRF fact selector which transforms this task to a sequence labeling problem.

– We evaluate the performance of CRF fact selector on the bAbI dataset. With
limited amount of training data (merely 100 questions for each task, 10% of
the overall training set), CRF fact selector can correctly select all the relevant
facts in 13 tasks out of 19 tasks.

– We apply the trained CRF fact selector to all the training and testing data
in the bAbI dataset, and use the selected facts as the input to some state-of-
the-art QA systems, the accuracies of the answering part of the systems are
significantly improved (e.g. MemN2N (from 88% to 94%) and LSTM (from
66% to 91%) in 13 tasks with complete information).
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2 Related Work

One method of solving question answering problem is manually defining string
matching rules or bag of words representations [5,9]. These methods are inef-
fective when the chaining facts in a story are interdependent. [2] tried to use
recursive neural network (RNN) to model textual compositionality, but the van-
ish problem of RNN would hinder the answering accuracy when the story is long
[3,18]. Very recently, memory network (MemNN)[15] is introduced to solve the
memorization problem of applying RNN to QA task by adding a long-term mem-
ory component to the RNN. MemNN introduced a generalization process which
updates old memories given the new input and an output feature map which pro-
duces a new output given the new input and the current memory state. In the
generalization process, a function H(·) is responsible for selecting the slot. Theo-
retically, H(·) should organize the memory and discard the least useful fact when
the memory is full. The output component reading from memory and perform-
ing inference over the facts. The MemNN is trained in a fully supervised setting:
besides the question answer, the supporting facts are also provided in the train-
ing data (but not in the test data). End-to-end memory networks (MemN2N)[10]
realizes end-to-end training (only the question answer is provided in the training
data) by using a continuous representation in the memory component. Dynamic
memory networks (DMN)[4] add an attention mechanism in memory networks.
In particular, the attention mechanism calculates an attention score between the
memory and the new input which indicates the importance of the new input,
then the memory is updated according to the attention score. The attention score
is computed using the Gated Recurrent Unit (GRU)[1]. MemNN and its related
works solve the relevant fact selection jointly with question answering, the con-
tents in the memory are hard to analyze, especially when using neural networks
to decide how to write the memory. In addition, large amount of labelled data
is required during the training process.

Information retrieval which detecting useful information from corpus (e.g.
[13,17]) can be viewed as an inclusive problem of relevant fact selection, and
community Question Answering(CQA) involves relevant information selection
in QA. However, the main CQA task can be defined as: given a new question
and a large collection of question-comment threads created by a user community,
rank the comments according to the usefulness in answering the new question.

It is commonly solved as a ranking or clustering problem based on the sim-
ilarities between the questions and existing answers (e.g. [8,16,19]). Reasoning
and understanding the interdependency among the chaining facts are often not
involved in the process. This is different from our problem setting.

3 Methodology

The relevant fact selection in chaining facts is a binary classification of deciding if
a fact is relevant (thus, will be selected) or not. This process can be divided into
3 steps: fact reordering, fact to vector and fact selection by sequence labelling.
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3.1 Fact Reordering

The facts of a story will be reordered to provide a more significant sequence
pattern for the sequence labeling process. Three reordering methods are used
in our experiment, namely ordering by subject, ordering by object and ordering
by time. Ordering by subject is sorting the facts according to the subjects of
the facts. Facts with the same subject will be put in a continuous sequence in
the story. The other two types of ordering are similar. For a given task, we
will choose a fact ordering, from the original ordering and the four reordering
methods, which has the most significant sequence pattern. Specifically, when we
treat the relevant fact selection as a binary classification, there are four patterns
for the selection of a fact and its preceding fact:

– Both of the current fact and its preceding fact are not selected
– The current fact is selected while its preceding fact is not selected
– The current fact is not selected while its preceding fact is selected
– Both of the current fact and its preceding fact are selected.

The label of the four patterns can be represented as 00, 01, 10 and 11 respectively,
and the set of patterns is P = {00, 01, 10, 11}. Let T be the number of facts in a
story and N be the amount of stories in the training set, the count of a pattern
p is defined as Eq. 1

cp =
N∑

i=1

T∑

t=1

(y(i)
t−1y

(i)
t = p) (1)

Assume the set of count of the four patterns is C = {c00, c01, c10, c11}, the standard
deviation of C is used to indicates the dispersion of the sequence labels (2).

σ =
√

1
4

∑

p∈P
(cp − μ)2 (2)

where μ is the mean of C.
Large σ indicates the count of the patterns has high variance such that the

sequence label pattern is significant, vice versa. For a given task, we will calculate
the σ of different ordering methods and choose the one has the highest σ value
as the ordering method of the task.

3.2 Fact to Vector

Given a story s containing T facts, each fact will be represented by a vector
with a set of designed features. Let at denotes the tth fact, the set of features
are functions of at, the stream history {a1, . . . , at} and the whole story s =
{a1, . . . , aT }.

The corpus is preprocessed by stemming and replacing the demonstratives by
their reference. We enumerate all the words that appear in the training set and
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the testing set, a word ID is assigned for each word1. The IDs of the specific words
which appear in a fact serve as the most basic features of the fact. Then two kinds
of features are created to evaluate the distance between current fact at and the
question q, one is named as “semi-global” distance and the other is “global” dis-
tance. The semi-global distance is extracted from at and its stream history (i.e.
a1 to at−1). Let oq be the query object of the question2, ot is a noun in at, the
semi-global distance of ot and oq, denoted as d, is evaluated by the least steps
they can be connected according to a1 to at−1. We use O to represent the set of
objects (nouns) appearing in story s and question q. ot and oq are an object in at

and an object in q respectively. The process of semi-global distance calculation is
listed in Algorithm 1. The semi-global distance is sequence sensitive, for the same
ot, the d(ot, oq) might be different when it appears in different facts. On the other
hand, the global distance is extracted from at and the whole story s. For a noun ot

from at and a query object oq, the global distance is evaluated by the closest path
from ot to oq based on the whole story. The calculation process is similar to that
of semi-global distance, but the input is the whole story s instead of a1 to at. The
global distance is sequence insensitive, the global distance between a given ot and
oq is consistent over the whole story. There might be more than one noun in a fact
at, let Ot = {ot} denotes the set of nouns appear in at, Dt = {d(ot, oq), ot ∈ Ot}
is the set of semi-global distances between oq and the nouns in Ot. The minimum
value in Dt serves as the the semi-global feature between at and oq. Similarly, let
D′

t = {d′(ot, oq), ot ∈ Ot} be the set of global distances between oq and the nouns
in Ot, the minimal value in Dt serves as the global feature between at and oq.

3.3 Fact Selection

We select relevant facts in chaining facts by sequence labelling, Conditional
Random Field (CRF) is used as the tagging algorithm. CRF is an undirected
graphical model that encode a conditional probability distribution using a set
of features. Selection of relevant facts can be interpreted as follows. Recall T is
the total number of facts in a story, each fact in the story can be represented
by several features. The features of the tth fact, denoted as xt, serves as the
observed variable at t. The label of the tth fact, denotes as yt, is related to yt−1

according to the reordering process. The overall story x = {x1, x2, ..., xt} can
be viewed as a chain of the facts and linear-chain CRF will be used to predict
the labels. A linear-chain CRF can be described as a factor graph over x and
y which defines the conditional probability of y given x. Figure 1 indicates the
structure of the linear-chain CRF.

1 In the bAbI dataset, the number of words is limited (less than 200 in one task) such
that we just use an integer to represent the word ID in our experiment. Some com-
plex word representation technics such as word embedding can be utilized when the
number of words in the corpus increases.

2 Any noun in q, normally, the meaning of sentences carried by the nouns in the
sentences.
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Algorithm 1. Semi-global distance calculation
Input : a1, . . . , at,O, ot, oq (ot, oq ∈ O)
Output: d(ot, oq)

1 Initialize an empty lookup table L;
2 for o ∈ O do
3 Initialize d(o, oq) = ∞;
4 Add o,d(o, oq) to L;

5 end
6 Initialize d(oq, oq) = 0;
7 Add oq,d(oq, oq) to L;
8 for i = 1 to t do
9 Extract the set of objects Oi mentioned in ai ;

10 dmin ← min
o∈Oi

d(o, oq);

11 for o ∈ Oi do
12 if d(o, oq) > dmin + 1 then
13 d(o, oq) ← dmin + 1;
14 Update L;

15 end

16 end

17 end
18 Find d(ot, oq) in L;
19 Return d(ot, oq);

Based on the set of features x, CRF defines the label of the sequence y using
Eq. 3

pΛ(y|x) =
1

Z(x)

T∏

t=1

exp

{
K∑

k=1

λkfk(yt, yt−1, xt)

}
(3)

The model parameters are a set of real weights Λ = {λk}, one weight for each
feature, and {fk(y, y′, t)}K

k=1 is a set of feature functions, each feature function
is a transition function or a status feature function. K is the total number of
feature functions. Z(x) is an normalization factor over all state sequences for the
sequence x.

Z(x) =
∑

y

T∏

t=1

exp

{
K∑

k=1

λkfk(yt, yt−1, xt)

}
(4)

Given the model defined in Eq. 3, the most probable labeling sequence for an
input x is Eq. 5

ŷ = arg max pΛ(y|x) (5)

To estimate the parameters, recall we used N to represent the number of labeled
examples, {(x(i), y(i))}N

i=1, the log-likelihood of Eq. 3 is as Eq. 6.

L(λ) =
N∑

i=1

T∑

t=1

K∑

k=1

λkfk(y(i)
t , y

(i)
t−1, x

(i)
t ) −

N∑

i=1

logZ(x(i)) (6)
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Fig. 1. Linear-chain CRF

The Eq. 6 is concave, and can be efficiently maximized by second-order tech-
niques such as conjugate gradient and L-BFGS.

4 Experiments

We use the bAbI dataset which contains 20 different types of questions to eval-
uate text understanding and reasoning. For each task, there are 1,000 questions

Table 1. bAbI dataset statics

ID Story length Proportion

Max Min Avg Dev

1 10 2 6 2.83 16.67%

2 88 2 15.59 7.9 12.97%

3 228 4 50 34.5 5.99%

4 2 2 2 0 50%

5 94 2 19.89 13.46 5.26%

6 14 2 6.3 3.12 16.04%

7 34 2 8.9 5.09 25%

8 58 2 8.77 5.07 22.90%

9 10 2 6 2.83 16.67%

10 10 2 6 2.83 16.67%

11 10 2 6 2.83 33.33%

12 10 2 6 2.83 16.67%

13 10 2 6 2.83 33.33%

14 14 2 7.76 3.01 25.45%

15 8 8 8 0 25%

16 9 9 9 0 33.33%

17 2 2 2 0 100.00%

18 15 5 6.11 2.25 32.73%

19 5 5 5 0 40.00%

20 12 1 5.84 3.09 17.11%
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Table 2. Relevant fact selection result

ID Task name Precision Recall F-score

1 Single-supporting-fact 1.00 1.00 1.00

2 Two-supporting-facts 0.96 0.90 0.93

3 Three-supporting-facts 0.93 0.78 0.85

4 Two-arg-relations 1.00 1.00 1.00

5 Three-arg-relations 0.99 0.96 0.97

6 Yes-no-questions 0.97 0.91 0.94

7 Counting 1.00 1.00 1.00

8 Lists-sets 1.00 1.00 1.00

9 Simple-negation 1.00 1.00 1.00

10 Indefinite-knowledge 1.00 1.00 1.00

11 Basic-coreference 1.00 1.00 1.00

12 Conjunction 1.00 1.00 1.00

13 Compound-coreference 1.00 1.00 1.00

14 Time-reasoning 0.92 0.86 0.89

15 Basic-deduction 1.00 1.00 1.00

16 Basic-induction 1.00 1.00 1.00

17 Positional-reasoning / / /

18 Size-reasoning 0.82 0.78 0.80

19 Path-finding 1.00 1.00 1.00

20 Agents-motivations 1.00 1.00 1.00

for training and 1,000 questions for testing. A statistics overview of the dataset
is listed in Table 1. We can notice that the lengths of the stories vary from 2 to
228 and the selected sentence proportion is less than 35% for most of the tasks,
which means the classes of relevant facts and irrelevant facts are imbalanced.
Task 17 is not involved in our experiment since all the facts in Task 17 are useful
in answering the questions.

We evaluate the relevant fact selection result of CRF fact selector. We use
1/10 of the supporting fact labels provided by the bAbI training set. That is,
we train the CRF fact selector based on only 100 stories. The selection result
is evaluated by F-measure. From Table 2, CRF fact selector achieves a perfect
result in 13 tasks out of 19 tasks. For three tasks, 3, 14, 18, the F-scores (0.80 to
0.89) are relatively lower. This might be because we simply used the linear-chain
CRF in our experiment, some of the long-term dependencies in these tasks might
need to be modeled by higher order CRF.

To better evaluate the effectiveness of CRF fact selector in QA systems, we
divide the tasks into two categories, namely information complete tasks and
information incomplete tasks. Information complete tasks are tasks that CRF
fact selector can identifies all the relevant facts from the chaining facts, contrary
to the information incomplete tasks. The information complete tasks including



Relevant Fact Selection for QA via Sequence Labeling 407

Table 3. QA answering accuracy

ID Without CRFfs With CRFfs /

MemN2N LSTM MemN2N LSTM MemNN

1 100 100 100 100 100

2 90 50 74 71 100

3 60 20 54 23 100

4 94 63 100 100 100

5 89 62 96 94 98

6 92 51 93 92 100

7 81 79 92 99 85

8 90 77 96 99 91

9 87 61 100 61 100

10 87 48 100 96 98

11 99 75 100 100 100

12 100 76 100 100 100

13 100 94 100 95 100

14 98 35 77 71 99

15 100 32 100 100 100

16 100 51 100 100 100

17 / / / / /

18 85 91 88 91 95

19 31 10 39 36 36

20 79 94 100 100 100

C.I. Avg 88 66 94 91 93

I.I. Avg 86 51 80 74 99

All Avg 87 62 90 86 95

task 1, 4–7, 8–13, 15, 16, 19, 20 while the information incomplete tasks are task
2, 3, 5, 6, 14, 18 in the bAbI dataset. We compare the QA result of MemN2N3

and LSTM [11]4 with and without CRF fact selector. We combine CRF fact
selector and MemN2N/LSTM by pre-selecting relevant facts from the chaining
facts using the trained CRF fact selector. Instead of using the whole stories,
only the selected facts are used as the input. The result is shown in Table 3, the
result of MemNN which is using a strongly supervised mode is also listed in the
table for comparison. The CRFfs, C.I and I.I in the table are short of CRF fact
selector, complete information and incomplete information.

3 The experiments are based on the public source code https://github.com/facebook/
MemNN.

4 The experiments are based on the public source code https://github.com/fchollet/
keras.

https://github.com/facebook/MemNN
https://github.com/facebook/MemNN
https://github.com/fchollet/keras
https://github.com/fchollet/keras
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From Table 3, we can see the QA accuracies of MemN2N and LSTM improved
from 88% to 94% and 66% to 91% by using CRF fact selector in the 13 complete
information tasks. The QA accuracy of MemN2N with CRF fact selector is even
slightly higher than that of MemNN which uses strong supervision. It shows that
if irrelevant facts can be filtered correctly before inputting the facts to the QA
systems, the accuracies of the answering part of the systems will be improved
since there is less data to be analyzed by the system. On the other hand, CRF
fact selector hinder the accuracy of MemN2N in 6 incomplete information tasks
since some relevant facts are missing. An interesting phenomena is that the QA
accuracy of LSTM improved by using CRF fact selector to pre-select the input
even in incomplete information tasks. For the result of all the 20 tasks, the CRF
fact selector can improve the average answering accuracy of MemN2N and LSTM
from 87% to 90% and 62% to 86%, respectively. The accuracy of LSTM with
CRF fact selector is comparable to that of MemN2N which means we have more
flexibility in choosing the learning algorithm for QA by using CRF fact selector.

5 Conclusions

In this paper, we showed that we could separate the two major steps in solving
the QA problem. In particular, we consider the first step of selecting relevant
facts. We proposed a CRF (conditional random field) fact selector and showed
that it can effectively identify relevant facts and can be used to improve the
accuracy of existing QA systems by pre-selecting relevant facts as inputs to
the systems. We plan to further investigate how to improve the effectiveness
and accuracy of relevant fact selection and also work on how to combine the
relevant fact selection with the question answering part to achieve a better overall
performance result.
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Abstract. Healthcare fraud is causing billions of dollars in loss for pub-
lic healthcare funds. In existing healthcare fraud cases, the convicted
fraudsters are mostly physicians - the healthcare professionals who sub-
mit fraudulent bills. Fraudster detection can help us to find suspicious
physicians and to combat healthcare fraud in advance. When it comes to
the problem of fraudster detection, rule based fraud detection methods
are not applicable because fraudsters will try everything to avoid detec-
tion rules. Meanwhile, outlier based fraud detection approaches primar-
ily aim to find global outliers and can’t find local outliers accurately.
Therefore, we propose Community Outlier Based Fraudster Detection
Approach - COBFDA in this paper. The proposed approach divides the
physicians into different communities and looks for community outliers in
each community. Extensive experiment results show that COBFDA out-
performs the comparison approaches in terms of f-measure by over 20%.

1 Introduction

Healthcare fraud is a serious threat to the proper usage of public funds and exists
in all countries around the world. Fraud has been difficult to detect owing to its
various forms. Among all kinds of subjects in healthcare, not surprisingly, the
largest number of convicted fraudsters are physicians - the healthcare profession-
als who submit fraudulent bills. Healthcare fraud detection systems are intended
to help to detect suspicious fraudsters and then rely on human experts to manu-
ally identify the suspicious physicians. Existing rule-based methods often rely on
rules designed by experts which can be used as a basis for identifying behaviors
violating some of these rules [3], which are not applicable when it comes to the
fraudsters detection problem. Nowadays, most fraudster detection methods are
outlier based which aim to find the objects that different from most of the objects
[7]. However, outlier based fraud detection approaches now available major in
global outlier detection and can’t find local outliers accurately.

Outlier detection is the main technique to conduct physician frauster detec-
tion at present. However, density-based, distribution-based and distance-based
outlier detection method cannot detect local outlier objects as well as clustering-
based outlier detection methods [3]. Meanwhile, it is difficult to cluster the physi-
cians in the physician fraudster detection problem. Therefore, we model the
healthcare claim as a physician-drug heterogeneous network and the physicians

c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 410–421, 2017.
DOI: 10.1007/978-3-319-63558-3 35
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(a) disjoint community
detection in homogeneous
network

(b) overlapping community
detection in homogeneous
network

(c) overlapping community
detection in heterogeneous
network

Fig. 1. Community detection

can be clustered by the structure of the network. Then these physician fraud-
sters can be detected by combining community detection and community outlier
detection in heterogeneous network. In this paper, we discuss the discovery of
physician communities and pick out the community outliers who conduct anom-
alous business practices. Within such a community, each physicians specialty
will match the kinds and quantity of the prescriptions they write under normal
circumstances. For instance, cardiologists will be divided into the same com-
munity with a high proportion of heart disease related medications whereas an
oncologist will tend to be in the same community compose of a high proportion
of chemotherapy drugs. If a cardiologist is divided into the oncologist commu-
nity, which is called community outlier, then the cardiologist is most likely to
be a physician perpetrator. As shown in Fig. 1, the circle and the square nodes
refer to different drugs and physicians respectively. Physicians belonging to the
same community should have higher similarity with each other. Otherwise, the
physician which has low similarity with other physicians in the same community
is most likely to be fraudulent.

As shown in Fig. 1(a) and (b), traditional community detection method in
homogeneous network can be divided into disjoint community detection and
overlapping community detection [6]. Figure 1(c) shows ordinary overlapping
community detection in heterogeneous network, every node may belong to mul-
tiple communities. However, this case requires that circle nodes can be divided
into multiple communities, while the square nodes can be only belong to one
community. In other words, this is a specific community detection problem in
Heterogeneous Network–there is a constraint that each type of vertices have
different demands for community detection.

Because fraudster will try everything to avoid detection rules, rule based
fraud detection methods are not applicable. Meanwhile, outlier based fraud
detection approaches primarily aim to find global outliers and can’t find global
outliers accurately. In brief, fraudster detection in healthcare cannot be solved
properly with Existing algorithm. Then we find that we can model the healthcare
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records with physician-drug heterogeneous network. We can cluster the physi-
cians using community detection technique and conduct outlier detection in each
community. In this paper, we develop HSLPA community detection algorithm
which extends SLPA into heterogeneous network and COBFDA-community out-
lier based fraud detection approach which has a higher recall and accuracy than
traditional outlier detection based fraud detection methods. The extensive exper-
iments on real-world healthcare claim dataset shows that our COBFDA outper-
forms the comparison approaches.

2 Related Work

Community detection problem is generally defined as clustering or identifying the
community structure of the network. Despite the ambiguity in the definition of
community, community detection has attracted strong attention in recent years.
A wide variety of techniques have been used for community detection- identifying
the community structure of networks, such as removal of high-betweenness edges
[13], statistical inference [14] and so on. However, most of them handle disjoint
community detection which assumes that a network is composed of a flat set of
disjoint communities. This makes sense for many networks, for example, most
papers are published just in a single conference. In the background of health-
care, drug/treatment can be used for multiple diseases are common situations.
Therefore, we need to adopt overlapping community detection methods, which
means that each vertex may appear in more than one community. This is more
realistic in most cases. For example, the same drug/treatment may be included
in prescriptions by physicians in different departments.

Overlapping community detection was previously proposed by Palla with
the clique percolation algorithm (CPM) [15]. CPM assumes that a community is
composed of fully connected graphs and detects overlapping by seeking adjacent
cliques. Nevertheless, networks dont consist of fully connected graphs in most
situations.

As network datasets become larger and larger, the speed of community detec-
tion algorithms becomes more and more important. For the time to come, algo-
rithms will be capable of handling networks with millions of vertices within a
reasonable time. As a consequence, any practical algorithm must have a very
low time complexity. One of the fastest community detection algorithm to date
is the Label Propagation Algorithm proposed by Raghavan et al. [10]. In LPA,
each node holds only a single label and iteratively updates it to its neighborhood
majority label. Despite its simple (no parameter) and near-linear time complex-
ity (for sparse networks), it can only detect disjoint communities like most of
other algorithms. SLPA is an extension of LPA for overlapping community detec-
tion [8]. However, our case requires that drug/treatment nodes can be divided
into multiple communities, while the physician nodes can be only belong to one
community. So we propose HSLPA algorithm which meet our demand that each
type of nodes have different requirements for community detection.
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3 Preliminaries

We start with a few fundamental concepts. Heterogeneous Information Network:
A network with multiple types of vertex and multiple types of edges is called
a Heterogeneous Network. In a Heterogeneous Information Network, each node
represents an entity (e.g., physicians in a healthcare network) and each edge
(e.g., tie) indicates a relationship between entities. Each node/edge may have
attributes, labels (indicates the community label of the node), and weights. Link
may carry rich semantic information.

Community: Consider a heterogeneous network with M different types of
objects {Tp1, Tp2, . . . , TpM}. A community is a probabilistic collection of simi-
lar objects, such that similarity between objects within the community is higher
than the similarity between objects in different communities. For example, a
therapeutic area is a community in a healthcare insurance network. For heteroge-
neous networks, one is often interested in identifying heterogeneous communities
which contain objects of different types.

Community Outlier: An object o in a heterogeneous network G, is a community
outlier if its attribute is far different from other objects of the same type in the
same community. For example, an oncologist physician is a community outlier
if other physicians in the same community are all cardiologists.

The community outlier based healthcare fraud detection problem can then
be specified as follows.

Input: N prescriptions claims given by m physicians (with known departments),
each prescription consist of a set of drug\treatment.

Output: Physician community outliers whose features are highly different from
other physicians in the same community.

4 Community Outlier Based Fraudster Detection
Approach

The COBFDA - Community Outlier Based Fraudster Detection Approach can
be divided into three steps: (1) Constructing the heterogeneous network G com-
posed of physician and drug/treatment. (2) Community detection in heteroge-
neous network G through the proposed HSLPA method. (3) Community outlier
based fraudster detection.

In this section, we will present in detail how COBFDA works.

4.1 Network Construct

Construct the weighted heterogeneous network G = (V, E, W, T), where V, E, W
and T represent the set of vertices, edges, weights of the graph and the type of the
vertex, respectively. The vertices can be divided into two types: P for physician or
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DT for drug\treatment. Vertex i of type P refers to a physician pi, vertex j of type
DT means drug/treatment dtj .

There exists two kinds of edges in G: e(pi, dtj) indicates that physician pi give
a prescription of drug\treatment dtj ; e(dti, dtj) denotes that drug\treatment dti
and drug/treatment dtj co-occurrence in the same prescription,dti and dtj are
used in chronological ascending order. The weight of edge e(pi, dtj) between
physician pi and drug/treatment dtj is defined as:

w(pidtj) =
Num(pi, dtj)

Num(pi)
(1)

Num(pi, dtj) refers to the number of prescriptions consisting of drug/treatment
dtj which were written by physician pi; Num(pi) indicates the number of pre-
scriptions written by physician pi. w(pidtj) denotes the frequency that physi-
cian pi uses drug/treatment dtj in his prescriptions. The larger the w(pidtj) is,
the more often the physicians pi prescribes drug/treatment dtj . Weight of edge
e(dti, dtj) between drug/treatment dti and drug/treatment dtj is calculated as
the correlation of drugs:

wdtidtj =
∑

∀pren
1[distance(dti, dtj , pren) < r]

N
(2)

1 [condition] is a function which evaluates to 1 if [condition] is true. Oth-
erwise, it evaluates to 0. The 1[distance(dti, dtj , pren) < r] = 1 indicates that
drug/treatment dti and dtj co-occurrence in prescription pren and their distance
is smaller than the defined threshold r(decided by expert experiment). dti and
dtj occurrence in pren in chronological ascending order. The distance between
dti and dtj is calculated as follows.

distance(dti, dtj , pren) = loc(dtj , pren) − loc(dti, pren) (3)

where loc(dtj , pren) and loc(dti, pren) represent the corresponding locations
of j and i in prescription pren. For instance, pre1 and pre2 are two differ-
ent prescriptions composed of drug/treatment used in chronological ascend-
ing order and a, b, c, d, e indicate different drug/treatment. For prescription
pre1 = (a → b → c → d → e) and pre2 = (b → a → d → f → g → c):

In pre1, distance(a, c, pre1) = loc(c, pre1)−loc(a, pre1) = 3−1 = 2.
In pre2, distance(a, c, pre2) = loc(c, pre2)−loc(a, pre2) = 6−2 = 4.
The smaller the value of distance(dti, dtj , pren), the closer together dti and

dtj are in prescription pren.
N is the total number of prescriptions in history claims data. wdtidtj shows

the closeness between drug/treatment dti and dtj . The larger the wdtidtj is, the
more often drug/treatment dti and dtj co-occurrence in the same prescription,
the closer dti and dtj is.

Although there are different definitions of the weight of the two kinds of
edges – e(pi, dtj) and e(dti, dtj), they both indicate the closeness of the two ver-
tices and they are both in the range of [0, 1]. So we can consider the network
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G as a heterogeneous network. To find the suspicious physicians, we need to
conduct community detection in G and proceed community outlier detection in
each community.

4.2 Community Detection

Obviously, the fraudster detection problem is a local outlier detection problem.
Existing clustering-based outlier detection methods are able to find local outliers.
However, it is difficult to cluster the physicians because the demographic features
of the physicians are not able to cluster the physicians properly in the problem
of fraudster detection. So we construct physician-drug network and decide to
cluster the physicians by community detection methods in G. The physicians
can be divided into communities by the structure of the network.

This network G is different from a typical network in the following ways:
(1) the network consists of both physicians and drug/treatment. Physician and
drug/treatment are two types of entities. (2) the physician can only belong to
one community while the drug/treatment can pertain to multiple communities.
In the community detection of our healthcare heterogeneous network G, there
is a specified constraint that different kinds of vertices have different demands
for community detection. In other words, drug/treatment node can have more
than one label and belong to multiple communities, which is called overlapping
node. While physician node can only contain one label and pertain to one com-
munity, which is called disjoint node. To do community detection in heteroge-
neous network G, we propose heterogeneous speaker-listener based information
propagation algorithm (HSLPA) which is an extension of speaker-listener based
information propagation algorithm (SLPA) [8]. SLPA mimics human pairwise
communication behavior. In each communication step, one node is a speaker
(information provider), and the other is a listener (information consumer). How-
ever, SLPA didnt consider this specific community detection in heterogeneous
network.

In the dynamic label propagation process, we need to determine (1) how to
spread ones label to other nodes (2) how to process the label received from other
nodes (3) how to satisfy the constraint to labels of different type of vertices.
These critical problems all point to the question that how information should
be maintained. HSLPA follows the idea of mimicking human communication
behavior as SLPA but applies different dynamics to adapt to the needs of the
heterogeneous network.

In HSLPA, each node can be a speaker or a listener. The roles are switched
depending on whether a node serves as an information provider or information
consumer. For overlapping nodes, a node can hold as many labels as it likes,
which is up to what it has experienced during the propagation procedure driven
by the underlying network structure. For disjoint node, a node can maintain the
one label which has highest score. A node accumulates knowledge of repeatedly
observed labels. Moreover, the more a node observes a label, the more likely it
will spread this label to other nodes (mimicking peoples preference of spreading
most frequently discussed opinions).
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HSLPA is done in three main stages: (1) Firstly, the record of each node
is initialized with this nodes id (i.e., with a unique label) (2) Secondly, the
following steps are repeated until the stop criterion requirement is satisfied.
a. One node is selected as a listener. b. Each neighbor of the selected node
sends out labels following certain speaking rule, such as selecting the K label
with highest probability from its record.c. The listener accepts labels from the
collection of labels received from neighbors following certain listening rule, such
as selecting the most K popular label from what it observed in the current
step. d. If the listener is an overlapping node, keep the labels received from the
neighbors satisfying specified condition. If the listener is a disjoint node, keep
the one label with the highest score while erasing all other labels. (3) Finally, the
post-processing based on the labels in the records of nodes is applied to output
the communities.

A. Propagation Rules
Speaking Rule: For overlapping node v with multiple labels, it will send out
the label i to its neighbors according to its record with certain probability.

P (v, labeli, t) =
P (v, labeli, t − 1)∑n
l=1 P (v, labell, t − 1)

(4)

t is the count of iteration. listening rule: The score of labels for the listener
node u can be calculated by its neighbor speakers:

Scorelabeli(u) =
∑

∀E(u,v)∈G
P (v, labeli) ∗ wuv (5)

wuv indicates the weight of edge e(u,v) in G, the P (v, labeli) denotes the
probability that neighbor v transform label i to u. The higher Score −
(labeli)(u) is, the more possible the node u contain the label i. If node u
is a disjoint node, it will accept the label with highest score; If node u is
a overlapping node, it will accept the k labels with highest score (k is a
predefined threshold according to domain knowledge).

B. Stop Criterion
In the original SLPA algorithms, SLPA simply stops when the predefined
maximum prideT is reached. In general, SLPA produces relatively stable
outputs, independent of network size or structure, when T is greater than
20. Because of our strong applicable requirement for healthcare insurance
domain, we set the stop criterion to that when the drug/treatment can be
divided into communities which are corresponding to domain knowledge such
as pharmacopeia.

C. Post-processing and Community Detection
SHLPA algorithm collect only label information which reflects the structure
of the underlying network during the evolution. The community detection is
performed when the stored label propagation information is post-processing.
Convert the record of each node into a probability distribution of labels. For
example, for a given node u, we can obtain the label distribution of u as
follows.
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label1, label2, · · · , labeln indicate different label, p1, p2, · · · , pn denotes the prob-
ability that node u contain the corresponding label. This probability distribution
defines the strength of association to communities to which the node belongs.
The distribution can be used for fuzzy community detection [7]. However, for a
given community, we would like to produce explicit answer if a node is a member-
ship of this community. In other words, the answer should be binary, i.e., either
a node is in this community or not. As a consequence, we perform a simple dis-
cretization procedure. Given a threshold γ ∈ [0, 1], if the probability of seeing
a particular label during the whole process if less than r, this label is deleted
from a node’s record. After this discretization, connected nodes having the same
label are grouped together and form a community. If a node contains multiple
labels, it belongs to more than one community which is called overlapping node.
We remove the nested communities so that the final communities are maximal.
Consequently, we obtain the community detection result C = c1, c2, . . . , cm, m is
the number of detected community (Table 1).

Table 1. Node record

Label label1 label2 · · · labeli · · · labeln

Probability p1 p2 · · · pi · · · pn

4.3 Community Outlier Based Fraudster Detection

To search for physicians who perform fraud prescriptions, we need to find physi-
cian community outliers from the detected communities. The community outliers
are physicians who have low feature similarity from other physicians in the same
community.

Feature Selection: Select features which have significant influence on fraud detec-
tion. Denote the feature set as F = (f1, f2, . . . , fn), where f1, f2, . . . , fn represent
the selected features. Each physician can be denoted by a vector composed of
these features. The features can be selected through statistical analysis of histor-
ical data. For a given feature fi, we compare the fraud distribution P(x) of the
entire dataset and the fraud distribution Q(x) in the subset of fraud data with
feature fi. The Kullback-Leibler divergence [16] between P(x) and Q(x) can be
calculated as:

DKL(P ||Q) =
∑

ln
p(x)
q(x)

∗ p(x) (6)

If DKL(P ||Q) of f i is greater than a predefined threshold β (which can be
determined empirically based a given application), fi will be selected as a feature.
Divide the features into nominal type and quantitative type For nominal type
features (i.e., department), when the value of this feature of two physicians
is same, the distance is 0, otherwise, the distance is 1. For quantitative type
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features (i.e., average cost of prescription), the distance of this feature between
two physicians is calculated as Euclidean Distance.

Distance(fit, fjt) =

{
g(x) ft is nominal feature

|fit−fjt|
Max(ft)−Min(ft)

ft is quantitative feature
(7)

g(x) =

{
0 fit = fjt

1 fit �= fjt
(8)

For each detected community c, we calculate the dissimilarity between each
physician pi and other physicians in the same community.

DisSim(pi, pj) =
n∑

t=1

|Distance(fit, fjt) − μ(ft)|
σ(ft)

(9)

pj denotes other physicians in community c except pi, fit is the feature ft of
physician pi, the same is with fjt. μ(ft) indicates the mean of ft, while σ(ft) is the
standard deviation of ft. For each physician pi, we can measure his possibility of
fraud according to his similarity to the physicians who are in the same community
with pi. To simply the calculation, we select the top-K largest similarity physician
pairs and the outlier probability of pi is calculated as

outlierScore(pi) = log10

∑K
j=1 DisSim(pi, pj)

K
(10)

The log function is applied for the sake of normalization. The larger
outlierScore(pi) is, the more probability that pi is a community outlier in com-
munity c, the more likely that pi is a healthcare insurance fraudster (Fig. 2).

Fig. 2. An example of original healthcare claim
records

Fig. 3. Example of physician-
drug network

According to the outlierScore of each physician pi, we can sort the physicians.
Then the physicians with highest outlierScore will be flagged as suspicious and
sent to manual inspection. Domain experts will analysis the detailed healthcare
claims related to these suspicious physicians and find out the fraud claims.
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5 Experiments

In this section, we evaluate the performance of COBFDA using a real-world
dataset. The dataset used in this experiment is collected from the Healthcare
Insurance Claim System which is currently used in reality. The dataset contains
more than 10 million records of medical insurance claim activities from over 500
physicians. The performance of the COBFDA approach is compared against four
state-of-the-art approaches.

5.1 Experimental Settings

In the experiment, we select claim records from the same hospital which is the
largest local hospital. The database records are then preprocessed heterogeneous
network G, in which there are two types of nodes: physician and drug/treatment.
The edges between nodes of different types indicate the relation between physi-
cian and drug, while the edges between nodes of the same type show the closeness
between drug/treatment and drug/treatment.

We conduct community detection on network G using proposed HSLPA.
Then in the community outlier process, 12 features are selected according to the
Eq. 5, such as department, average cost of prescription and so on. Divide the 12
features into nominal type and quantitative type.

We adopt commonly used metrics including precision, recall, and f-measure
to evaluate how effectively each approach identifies fraudulent physicians. Pre-
cision = tp

tp+fp is the fraction of physicians identified as fraudulent which are
indeed fraudulent. Recall = tp

tp+fn is the fraction of all fraudulent physicians
that have been correctly identified. f-measure = 2∗precision∗recall

Precision+Recall is the weighted
harmonic mean of precision and recall. Here, tp (true positive) is the number
of physicians correctly classified as fraudulent, fp (false positive) is the number
of physicians incorrectly classified as fraudulent, and fn (false negative) is the
number of physicians incorrectly classified as non-fraudulent.

5.2 Results and Analysis

Firstly, COBFDA construct physician-drug heterogeneous network G (shown
as Fig. 3) according to the original healthcare claim records. Then we compare
the result of our HSLPA and original SLPA in overlapping community detection
of G. Our HSLPA can divide the network into communities which satisfy the rule
that physician belong to only one community while drugs can pertain multiple
communities. However, SLPA divide both physicians and drugs into multiple
communities. HSLPA is more effective than SLPA in community detection in
heterogeneous network.

Figure 4(a) shows the performance of COBFDA against four other outlier
detection approaches [3] (distance based, LOF, distribution based and cluster-
ing based) in terms of fraudsters detection precision. It can be observed that
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(a) Precision (b) Recall (c) F-measure

Fig. 4. Experiment results

COBFDA, which combines community detection and community outlier detec-
tion in heterogeneous network, achieves significantly better performance than
other comparison approaches when number of claims exceeds 5,0000.

Figure 4(b) shows the performance of COBFDA against four other
approaches in terms of fraud recall. COBFDA outperforms comparison
approaches significantly across different N sizes. The recall values of the studied
methods increase with increasing N sizes. COBFDA is able to correctly identify
over 95% of the fraudsters from the datasets and has significantly higher recall
than the other methods.

As a result of high precision and high recall, when these two metrics are com-
bined together to form the f-measure (Fig. 4(c)), COBFDA consistently beats the
comparison approaches in the experiments. On average, COBFDA outperforms
the comparison approaches in terms of f-measure by over 20%.

6 Conclusion

In this paper, we propose a community outlier based healthcare fraud detection
approach - COBFDA - to detect physician fraudsters who commit healthcare
insurance fraud. COBFDA is evaluated against four state-of-the-art approaches
using a large-scale real-world dataset from Healthcare Insurance System. The
dataset contains more than 10 million medical claim activity records from
more than 500 physicians. Extensive experiments show that COBFDA is over
20% more effective than the existing approaches. Currently, COBFDA has
been implemented as a recommendation agent to provide decisions support for
approval officers in a medical insurance claim system to assess the probability
of fraud for physicians. In subsequent research, we will focus on human-agent
interaction techniques to help the COBFDA agent build trust with the users.
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Abstract. A three-dimensional (3D) reconstruction approach based on a single
view is proposed to solve the problem of lack of training samples while
addressing multi-pose face recognition. First, a planar template is defined based
on the geometric information of the segmented faces. Second, 3D faces are
resampled according to the geometric relationship between the planar template
and original 3D faces, and a normalized 3D face database is obtained. Third, a 3D
sparse morphable model is established based on the normalized 3D face database,
and a new 3D face can be reconstructed from a single face image. Lastly, virtual
multi-pose face images can be obtained by texture mapping, rotation, and pro-
jection of the established 3D face, and training samples are enriched. Experi-
mental results obtained using BJUT-3D and CAS-PEAL-R1 face databases show
that recognition rate of the proposed method is 91%, which is better than other
methods for pose-invariant face recognition based on a single view. This is
primarily because the training samples are enriched using the proposed 3D sparse
morphable model based on a new dense correspondence method.

Keywords: Pose-invariant face recognition � 3D face reconstruction � Single
view � 3D morphable model � Dense correspondence

1 Introduction

Currently, face recognition technologies exhibit good performance under normal
conditions [1–3]. However, face recognition with pose variations is still a major
challenge because an object with different poses may appear considerably different
owing to nonlinear deformation and self-occlusion [4]. Multi-pose face recognition
based on a single view has high research value because it can be used in a wide range
of practical applications. Researches on multi-pose face recognition technology based
on a single view can be divided into two primary categories, i.e., pose correction
methods and virtual multi-pose image synthesizing methods. Virtual multi-pose image
synthesizing methods can improve the accuracy of face recognition because they
generate appropriate virtual multi-pose face images to enrich training samples.
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Among virtual multi-pose image synthesizing methods, three-dimensional (3D)
face morphable models are an important area of research. The establishment of this
model is based on a set of 3D faces [5]. However, original 3D face data cannot be used
for linear calculation because the numbers of vertices and patches are different for each
3D face. It is necessary for all vertices and patches of the 3D faces to have one-to-one
correspondence. A large number of methods have been proposed for dense corre-
spondence of 3D faces. Blanz et al. proposed an optical flow algorithm and a boot-
strapping algorithm to solve the dense correspondence problem of 3D faces [6, 7]. The
method is valid when the 3D face is similar to the reference face. Yongli Hu et al.
proposed a dense correspondence method based on a grid resampling method, and the
result was more accurate [8]. However, the process was very complicated because
considerable manual interaction was required. Gu et al. proposed a uniform grid
resampling algorithm [9]. Gong Xun et al. proposed a grid resampling method based on
a planar template [10]. The method located features based on a combination of
two-dimensional (2D) and 3D texture information, and divided the surface of a 3D face
using these features.

To simplify the construction of a 3D face model, an improved dense correspon-
dence method based on planar template resampling with geometric information is
proposed in this paper. A 3D face is reconstructed using a 3D sparse morphable model,
and multi-pose face images are generated using texture mapping, model rotation, and
projection. The rest of the paper is organized as follows: In Sect. 2, an improved dense
correspondence method based on planar template resampling with geometric infor-
mation is proposed. In Sect. 3, 3D face reconstruction based on the 3D face morphable
model is presented. In Sect. 4, the experiments performed using BJUT-3D and
CAS-PEAL-R1 databases are described, and the proposed method is compared to other
methods. Finally, conclusions are stated in Sect. 5.

2 An Improved Dense Correspondence Method Based
on Planar Template Resampling with Geometric
Information

2.1 Definition of Planar Template

After face segmentation on the cylindrical expansion of the original 3D faces, seg-
mented 2D texture maps are aligned using the nose tip positions and overlapped.
Among the overlapped points, the pixels that belong to more than half of the images are
used to construct a planar template, which is shown in Fig. 1(a).

The corresponding vertices of the selected pixels are scattered, and meshes are built
using these vertices to construct a normalized 3D face model. The topological structure
is constructed through the following steps: First, vertices are connected according to the
connection rules of vertices on the vertical and horizontal iso-lines. Then, each small
rectangular area is divided into two triangles by the diagonal between the bottom left
corner and the top right corner of this area. Lastly, the triangles are numbered from top
to bottom and left to right, which is shown in Fig. 1(b). The template can be used to
generate the normalized 3D face model.
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2.2 Resampling of Original 3D Faces

An original 3D human face is not consistent with the definition of the planar template,
and it is necessary to resample it.

(a) Vertical sampling
For an original 3D face, fi (1� i�m), the vertex on the kth line can be calculated
using interpolation. prever and folver shown in Eqs. (1) and (2) are used to rep-
resent the line numbers before and after the kth line, respectively.

prever ¼ floorðratiover � kÞ ð1Þ

folver ¼ ceilðratiover � kÞ ð2Þ

In Eqs. (1) and (2), floor is a rounded down function, ceil is a rounded up function,
and ratiover is the ratio between the height of the segmented 2D texture image, fiðhÞ,
and the height of the planar template, TmptðhÞ.

ratiover ¼ fiðhÞ=TmptðhÞ ð3Þ

The resampling data (including the shape and texture data) of the vertex, vkðvertÞ,
on the kth line can be calculated using interpolation between the vertex, vpreðoriÞ, on
the pre line and the vertex, vfolðoriÞ, on the fol line.

vkðvertÞ ¼ vpreðoriÞ � ð1� DrÞþ vfolðoriÞ � Dr

, skðvertÞ ¼ spreðoriÞ � ð1� DrÞþ sfolðoriÞ � Dr

tkðvertÞ ¼ tpreðoriÞ � ð1� DrÞþ tfolðoriÞ � Dr

� ð4Þ

where Dr ¼ ratio� k � pre.

(b) Horizontal sampling
The interpolation operation that was used in vertical sampling is used to calculate
the lth data on the kth line. prehor and folhor shown in Eqs. (5) and (6) are used to
represent the row numbers before and after the lth row, respectively.

(a) Scattered points and numbers   (b) Topological structure

Fig. 1. Definition of planar template
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prehor ¼ floorðratiohor � lÞ ð5Þ
folhor ¼ ceilðratiohor � lÞ ð6Þ

where ratiohor is the ratio between the width of the segmented 2D texture image, fiðwÞ,
and the width of the planar template, TmptðwÞ.

ratiohor ¼ fiðwÞ=TmptðwÞ ð7Þ

The lth resampling data on the kth line (including the shape data and texture data)
of the vertex, vk;lðfinalÞ, can be obtained using interpolation between the vertex,
vk;preðvertÞ, on the pre row and the vertex, vk;folðvertÞ, on the fol row.

vk;lðfinalÞ ¼ vk;preðvertÞ � ð1� DrÞþ vk;folðvertÞ � Dr

, sk;lðfinalÞ ¼ sk;preðvertÞ � ð1� DrÞþ sk;folðvertÞ � Dr

tk;lðfinalÞ ¼ tk;preðvertÞ � ð1� DrÞþ tk;folðvertÞ � Dr

� ð8Þ

where Dr ¼ ratio� l� pre.
After arranging the resampled data according to the topology structure of the planar

template, each 3D face can be represented as two vectors.

si ¼ ðx1y1; z1; . . .; xj; yj; zj; . . .; xn; yn; znÞT 2 R3n

ti ¼ ðr1; g1; b1; . . .; rj; gj; bj; . . .; rn; gn; bnÞT 2 R3n

�
; 1� i�N ð9Þ

In Eq. (9), si is the shape vector composed of three coordinates of the ith 3D face, ti
is its corresponding texture vector composed of R value, G value, and B value, N is the
number of 3D faces, and n is the number of facial points on the 3D face. Values with
the same subscript represent the same facial feature points on different face vectors.

3 3D Face Reconstruction Based on Sparse Morphable Model

3D face reconstruction based on a sparse morphable model consists of two steps, i.e.,
model construction and face shape reconstruction. The first step involves acquisition
and normalization of prototype 3D face data and establishment of a 3D morphable
model. The second step is to match a target face image with the morphable model and
accomplish the reconstruction of the face.

3.1 Construction of 3D Morphable Model

Normalized 3D faces have an equal number of vertices and patches. They can be
regarded as a linear space, where each element can be expressed linearly using other
elements. The shape of a 3D face can be expressed as Eq. (10).

si ¼ ðx1; y1; z1; . . .; xk; yk; zk; . . .; xn; yn; znÞT 2 R3n; i ¼ 1; . . .;m ð10Þ
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where ðxk; yk; zkÞ is the coordinate of the k th vertex, vk , n is the number of vertices, and
m is the number of 3D faces. The linear space constructed using m 3D faces can be
expressed as Eq. (11).

S ¼ ðs1; . . .; smÞ 2 R3n�m ð11Þ

The shape of a new face can be expressed as Eq. (12).

snew ¼ S � a; a ¼ ða1; . . .; ai; . . .; amÞ ð12Þ

where ai 2 ½0; 1� and Pm
i¼1

ai ¼ 1.

The m0ðm0 �m� 1Þ vectors corresponding to the m0ðm0 �m� 1Þ largest eigen-
values can be used to construct the feature matrix, Q ¼ ðq1; . . .; qm0 Þ, and Eq. (12) can
be rewritten as Eq. (13).

snew ¼ �sþQ � b ¼ �sþDs ð13Þ

In Eq. (13), �s ¼ 1
m

Pm
i¼1

si and b ¼ ðb1; . . .; bi; . . .; bm0 ÞT 2 Rm0
. This implies that a

specific face can be obtained using a deformation on the average face.

3.2 Face Shape Reconstruction Based on Sparse Morphable Model

Face shape reconstruction based on the sparse morphable model can be described as the
analysis of global shape deformation, Ds, according to the shape deformation, Ds f .

Ds f ¼ Lðs� �sÞ ¼ LðQ � bÞ ¼ Qf � b ð14Þ

where L represents the selected feature points.
The computation of b can be transformed into determining the optimal solution of

the objective function, as shown in Eq. (15).

EðbÞ ¼ Qf � b� Ds f
�� ��2 þ g � bk k2 ð15Þ

where the first term represents reconstruction error, the second term represents random
fluctuation, which improves the robustness of the model to noise, and g� 0 is an
adjusting parameter.

According to singular value decomposition, Eq. (16) is obtained by taking
the derivative of b with respect to the objective function.

argmin EðbÞk k ¼ V � ki
k2i þ g

 !
� UT � DsL ð16Þ

where U 2 Rl�l and V 2 Rm0�m0
.
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Combining Eq. (16) with Eq. (13), the final reconstruction result of the given face
can be described as Eq. (17).

snew ¼ sþQ � V � ki
k2i þ g

 !
� UT � Ds ð17Þ

4 Experiments and Analysis

4.1 3D Face Database and the Segmentation Performance

The BJUT-3D database [11] is used to evaluate the performance of the proposed
method. There are approximately 200000 vertices and 400000 triangular faces for one
3D face model. An example of original 3D face data is shown in Fig. 2. Face seg-
mentation results based on geometric information are shown in Fig. 3.

4.2 Dense Correspondence Performance of the Proposed Method

The data of 100 3D faces from the BJUT-3D database, consisting of 50 females and 50
males, are used to evaluate the dense correspondence performance of the proposed
method. A comparison between the original 3D point cloud data and the dense cor-
respondence results is shown in Fig. 4. It can be observed from Fig. 4 that the 3D face
database can be normalized using the proposed method and is suitable for linear
operations to be performed later.

Fig. 2. Geometry and texture information of one person in BJUT-3D database

Fig. 3. Face segmentation results based on geometric information
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4.3 3D Reconstruction Results of the Proposed Method

A hundred face images with a natural expression and no light variation are used from
the CAS-PEAL-R1 database to evaluate the reconstruction performance of the pro-
posed method. Two original face images are shown in Fig. 5(a). The images are
normalized to a size of 164 � 146 pixels. The 3D reconstruction results obtained using
the proposed method are shown in Fig. 5(b). The texture mapping results are shown in
Fig. 5(c). Figure 5(d)–(n) show the multi-pose results obtained by rotation and

(a) Original data (b) Dense correspondence results

Fig. 4. Dense correspondence results of the proposed method

Fig. 5. 3D face reconstruction results (a) Input images (b) Reconstructed results (c) Texture
mapping results (d)–(n) Multi-pose mapping results of the 3D face
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projection of the 3D faces. Figures 5(d), (e), and (f) show the projected results of 15°,
30°, and 45° rotation, for the pose of looking in front horizontally. Figures 5(g), (h), (i),
and (j) show the projected results of 0°, 15°, 30°, and 45° rotation, for the pose of
looking down. Figures 5(k), (l), (m), and (n) show the projected results of 0°, 15°, 30°,
and 45° rotation, for the pose of looking up.

4.4 Recognition Results of the Proposed Method

A hundred subjects with a natural expression and no light variation are used from the
CAS-PEAL-R1 database to evaluate the performance of the proposed method for face
recognition. Twelve multi-pose images for each subject obtained by rotation and
projection of the 3D sparse morphable model, as described in Sect. 4.3, are used as
training samples. Five real multi-pose face images for each subject are used as testing
samples. The performance of the proposed method is compared to that of conventional
methods, and the results are shown in Table 1.

For the enhanced projection-combined principal component analysis ((PC)2A)
method, the recognition rate is relatively low. This is primarily because the new images
are dependent and are highly correlated with the original image. The recognition rates
of the pose adaptive feature extraction (PAFE) method and the triplet pose sparse
matrix (TPSM) method are relatively high because a priori information about 3D face
data is used. For the proposed method, training images are enriched by rotation and
projection of the reconstructed 3D face. It can be observed from Table 1 that the
recognition rate of the proposed method is 91%, which is superior to state-of-the-art
methods for pose-invariant face recognition.

5 Conclusions and Discussions

To synthesize virtual multi-pose faces, a 3D face reconstruction method based on a
single view is proposed in this paper. This method includes three aspects. The first is
planar template establishment based on geometric information. The second is vertical
and horizontal resampling of 3D face data based on the geometric relationship between
the planar template and original 3D face data, based on which normalized 3D face data
is obtained. The third is that a 3D sparse morphable model is constructed based on the
normalized 3D face data, and multi-pose face images are generated by texture mapping,
rotation, and projection of the established 3D face. The proposed method has two

Table 1. Recognition performance comparison of the proposed method and other methods

Methods Recognition rate

Enhanced (PC)2A [12] 0.71
PAFE [13] 0.88
TPSM [14] 0.90
Proposed method 0.91
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contributions. First, the dense correspondence process is performed automatically and
the model construction process does not involve manual interaction, which makes it
superior to other methods. Second, virtual multi-pose face images are synthesized using
the proposed method and training samples are enriched, because of which recognition
performance improves.

A pose-invariant face recognition problem without illumination variations is con-
sidered in this study. Face recognition with pose and illumination variations is more
difficult. Future research will focus on a pose-invariant face recognition problem with
illumination variations based on a single view.
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Abstract. Location prediction is essential to many proactive applica-
tions and many research works show that human mobility is highly pre-
dictable. However, existing works are reported with limited improve-
ments in using generalized spatio-temporal features and unsatisfactory
accuracy in complex human mobility. To address these challenges, a
Mobility Intention and Auto-Completion (MIAC) model is proposed. We
extract mobility patterns to capture common spatio-temporal features
of all users, and use mobility intentions to characterize these mobility
patterns. A new predicting algorithm based on auto-completion is then
proposed. The experimental results on real-world datasets demonstrate
that the proposed MIAC model can properly capture the regularity in
human mobility by simultaneously considering spatial and temporal fea-
tures. The comparison results also indicate that MIAC model signifi-
cantly outperforms state-of-the-art location prediction methods, and can
also predict long range locations.

Keywords: Location prediction · Mobility intention · Auto-completion ·
Spatiotemporal data

1 Introduction

Along with the popularity of smart devices with sensing technology, the past
decade has witnessed a tremendous increase in the availability of mobility data,
ranging from early cellular tower data of Personal Communication Systems
(PCS) [1], GPS trajectories [2] to the check-in data of various location-based
services (LBSs) [3]. In addition, many systems originally designed for fare pur-
pose are naturally enriched with mobility data, for example, the Smart Card
Data (SCD) of public transport [4]. Those available massive mobility data boom
many appealing research works in human mobility, including location prediction,
social strength inference and privacy preservation [5] etc. Location prediction is
considered as the core function of various proactive systems, such as mobile
marketing, emergency response [6] and public security [7].
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 432–444, 2017.
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For its potential value, location prediction has attracted significant research
efforts in the past few years, and various location prediction models have been
proposed to explore the regularity embedded in human mobility data. Typi-
cally two essential sub tasks are involved in those models: how to discover and
represent the mobility regularity ; and how to utilize the mobility regularity for
prediction. Traditional location prediction models usually represent the mobil-
ity regularity as the common locations or the spatio-temporal features, such as
Markov model [8]. By assuming that human mobility patterns are uniform and
arise consecutively, many prediction algorithms can be designed based on the
Markov property.

Although theoretical study shows that the predictability of human mobility
has a boundary of 93% [1], the performance of state-of-the-art location prediction
models is far below this limit. Accordingly, there are two significant challenges
to reach this theoretic limit of location prediction: first, how to effectively char-
acterize those regularities embedded in human mobility data; second, how to
properly utilize those mobility regularities for location prediction.

In this paper, we tackle above challenges by proposing a novel location pre-
diction model called the Mobility Intention Auto-Completion (MIAC) model.
Through a tensor decomposition method, we extract the mobility intentions
from mobility data and then characterize regular patterns by mobility inten-
tions. Here, the mobility intention refers to the common cause that prompts
a user to transit from the current location to the next location, such as com-
muting, entertainment and recreation. As will be shown in Sect. 4.4, more reg-
ularities are occurring in the mobility patterns characterized by mobility inten-
tions. After that, we propose a location prediction algorithm based on the Query
Auto-Completion (QAC) mechanism which predicts a user’s intended query in
information retrieval [9]. As showing in Fig. 1, if considering the partial mobility
intention as a prefix and the mobility pattern composed by intentions as a query,
the location prediction task in our context is very similar to the QAC prediction
in information retrieval: when more mobility intentions are available, it is easier
to predict future mobility intentions, which can then be used to predict future
locations.

o1 ... onon-1 ? ?...

m1 ... mnmn-1 ? ?...

Mobility pa ern=query

par al mobility pa ern=query prefix

Fig. 1. An analogy between mobility intent prediction and query autocompletion.



434 F. Yi et al.

The main contributions of this paper are summarized as follows:

– We propose a new representation to characterize the regularities in mobil-
ity pattern through mobility intentions, which simultaneously captures the
diversity and the similarity of human movement.

– We develop a new predicting algorithm based on auto-completion mechanism,
which can make long range location prediction in context of multiple mobility
patterns.

The rest of this paper is organized as below. In Sect. 2, we review related work.
Section 3 provides detail description of MIAC model. In Sect. 4, the performance
of MIAC model is evaluated and analyzed. Finally, we summarize the conclusions
and envisage the future work in Sect. 5.

2 Related Work

2.1 Mobility Regularity Characterization

Spatio-Temporal Characterization. Most pioneering works have been mostly
focused on the mobility regularity in locations [2,10,11], while some also resorted
to temporal mobility patterns. For example, Gao et. al. [12] proposed HPY Prior
Hourly Daily model (HPHD) and extracted the temporal regularities in hours
and days by Gaussian distribution. Salvatore et. al. [13] focused on the regu-
larity on the epoch and dwell time of a location. Lian et. al. and Wang et. al.
studied the location regularity constrained by times [7,14]. Some researchers also
considered the spatial-temporal regularity on the mobility dataset. For example,
[3] proposed the periodic mobility model (PMM) which considers both temporal
and spatial regularity between home and workplaces.
Semantic Characterization. Semantic characterization captures the mobility reg-
ularity as hidden states which characterize the semantic information such as
location category, activity category or user relationship. Likhyani et. al. [15]
illustrated that the accuracy can be improved by using the location categories.
YING et. al. [16] generated the geographic, temporal and semantic intentions
respectively for the mobility patterns mining, and Ye et. al. [17] and Yu et. al. [18]
further proposed to used the activity categories in check-in data.

In general, spatial-temporal characterizations are directly based on observa-
tion dataset and efficient once the models are trained. However, semantic char-
acterizations represent the mobility regularity better than the spatial-temporal
representations, though they mainly focus on spatial semantic, while the tem-
poral or spatio-temporal information has been largely unexplored.

2.2 Prediction Algorithm

Various algorithms have been proposed for location prediction. Petzold et. al. [19]
evaluated five machine learning techniques and found that Markov predictors
usually achieve better accuracy with lower resource requirements. Since then,
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variants of Markov predictors have been widely used in location prediction mod-
els [8,11,18], such as the high order Markov [15] and the Variable Order Markov
(VOM) [10]. However, those models mainly focus on the simple mobility pat-
tern between the next location and a fixed number of past observations. In fact,
human mobility is complex and dynamic, this calls for more flexible location pre-
diction algorithm that can capture and utilize multiple mobility patterns which
may contain different number of elements.

3 MIAC Model

3.1 Problem Statement

Let L = {�1, �2, · · · , �M} be a set of M locations, and U = {u1, u2, · · · , uN} be
a set of N users. Each observation o is defined as a tuple (�, t) which represents
that user uj ∈ U visited location � ∈ L at time t. The history observations of
user uj are represented by Oj = {oj,1, oj,2, · · · , oj,nj

} with length nj , and nj may
vary with different users. We use D = {O1, O2, · · · , ON} to denote the mobility
dataset.

Definition 1 (Location Prediction). Given a mobility dataset D, the location
prediction aims to predict a user uj’s future locations �j,nj+1, · · · at different
time.

By leveraging the mobility intention and the QAC mechanism, we propose a
novel location prediction model called Mobility Intention and Auto-Completion
(MIAC) model. We decompose the location prediction into the following three
sub-problems:

Problem 1 (Mobility Intention Extraction and Transformation). Given
a mobility dataset D, how to extract those mobility intentions from D and map
Oj(1 ≤ j ≤ N) into the mobility intention sequence sj(1 ≤ j ≤ N).

Problem 2 (Mobility Intention Prediction). Given sj and Oj , how to
design a prediction algorithm for uj ’s future mobility intentions mj,nj+1, . . ..

Problem 3 (Future Location Prediction). Given D, S = {sj |1 ≤ j ≤ N}
and mj,nj+k(1 ≤ k ≤ kmax), how to predict the future locations �j,n+k(1 ≤ k ≤
kmax).

3.2 Mobility Intention Extraction and Transformation

In general, the mobility of a creature is driven by various intentions such as mat-
ing needs and food resources [20]. Similarly, the human mobility is fundamentally
driven by diverse intentions, ranging from job commuting, family entertainment
to routine and social activities. Mobility intention is the key factor for human
mobility, while mobility patterns characterized by mobility intention are more
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regular than other characterizations, as will be shown in experiments. Hence, we
use the mobility intention to characterize the mobility patterns.

Non-negative Tensor Factorization (NTF) is effective in analyzing the inter-
relationship between spatial and temporal features in mobility dataset and CP
decomposition is a widely used NTF algorithm [21]. Through the Non-negative
Tensor Factorization (NTF), we can extract basic mobility pattern which can
explain why a user visited a place at a given time and day from mobility dataset
D [22]. These basic mobility patterns can be considered as mobility intentions.
Here, the mobility intention extraction aims to construct a three-dimensional
tensor Y ∈ R

M×H×D composed by location-hour-day. The element yri,tj ,dk
of

three-way tensor Y is computed as

yri,tj ,dk
=

Count(ri, tj , dk)
∑M

q=1 Count(rq, tj , dk)
(1)

where ri, tj , and dk are index of location, time bins and day respectively, and
Count(ri, tj , dk) is the number of users who visited location ri at time tj on the
dk-th day. Then we factorize the tensor into a linear combination of rank-one
tensors by CP [21] which can be represented as follows:

Y ≈
R∑

r=1

λrYr (2)

Every Yr is the outer product of three vectors hr, lr and dr:

Yr = hr ◦ lr ◦ dr (3)

If considering those vectors in the right hand side of Eq. (3) as inherent char-
acteristics of mobility intention for hour, location and day, respectively. Yk can
be used to explain why people move to the location at certain time. Therefore,
we consider every Yk as a mobility intention, and use mi for the i-th mobility
intention and M = {mi|1 ≤ i ≤ w} for the set of mobility intentions.

Every mobility intention m in M can be considered as one class. Each
history observation o corresponds to one mobility intention, in other words,
belongs to a class. We choose the support vector machine (SVM) and adopt
the one − versus − the − rest strategy to construct multi-class SVM clas-
sifiers [23]. After finishing training, SVM classifier can map an observation
sequence Oj = {oj,1, oj,2, . . . , oj,nj

} to a mobility intention sequence sj =
{mj,1,mj,2, . . . ,mj,nj

}. The regular mobility patterns can be mined from sj to
facilitate the location prediction.

3.3 Mobility Intention Prediction

Most existing location predicting algorithms assume that human mobility is
composed by simple mobility patterns with a fixed number of elements. Schnei-
der et. al. [24] further show that human mobility can be decomposed to multi-
ple unique networks motifs with variable-length elements. Accordingly, human
mobility can be considered as a set of mobility patterns rather than a single one.
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In this work, we define the mobility patterns as an ordered subsequence com-
posed by mobility intentions that repeatedly occur in the user’s mobility inten-
tion sequence, as shown in Fig. 2. If the mobility pattern to which the current
mobility intention belongs can be identified, future mobility intentions can then
be predicted. Figure 2 shows two mobility patterns of one user: mobility pat-
tern 1 is the weekdays pattern characterized by four mobility intentions: m1 for
buying fresh vegetables, two continuous m2 for commuting between home and
work place and the following m3 for recreation; mobility pattern 2 is the week-
end pattern characterized by three mobility intentions: m4 for entertainment,
m2 for commuting back to home and m5 for family dinners. If the last unknown
mobility pattern is mobility pattern 1, it’s easy to know that the next mobility
intention is likely m2. Furthermore, we can predict the second next mobility
intention as m3.

Mobility Pattern 1 Mobility Pattern ?

?

Mobility Pattern 2

m1 m2 m3 m2m2 m4 m5 m1 m2

Mobility Pattern 2

m2m4 m5

Fig. 2. Mobility patterns in mobility intentions sequence.

However, it is not easy to identify the mobility pattern from mobility inten-
tion sequence, because various mobility patterns may share the same intention
subsequence. Though mobility pattern can hardly be solely determined by the
current mobility intention, with more previous mobility intentions available, the
mobility pattern gets more focused and clear. For example in Fig. 2, if only given
the current mobility intention m2, it is not sure whether the current mobility
pattern is mobility pattern 1 or mobility pattern 2. When m1 is known to follow
m2, the mobility pattern can then be identified as mobility pattern 1.

This inference process is similar to QAC, the essential feature in modern
search engines, such as Google, Baidu and Bing. QAC aims to predict users
intention and formulate queries by providing completion suggestions as soon as
the first few words are typed. When more query words are available, user’s query
intention get more and more clear. We adopt the QAC framework into our new
predicting algorithm. Learning to QAC, in generally, is a supervised learning
and has a two-step process [9]: filtering by prefix-trees and learning to rank.

The filtering by prefix-trees is often facilitated by using data structures such
as prefix-trees (tries) that allow efficient lookups by prefix matching. We consider
the arbitrary subsequence of sj as one mobility pattern, and split it into prefix
and corresponding candidate. we use MITrie which is similar to prefix-trees
to store the pair of prefix and corresponding candidate. Once the prefix-tree
is created, we can apply virtually any existing learning-to-rank algorithm for
auto-completion ranker, such as Most Popular Completion (MPC) [9]. MPC
aggregates the query frequencies over a query log, and uses these aggregated
values to rank the QAC suggestions. When the prefix tree and the ranking
strategy are decided, given a prefix s

wj

j ={mj,nj−wj+1, . . . ,mj,nj
} with length

wj , candidate mobility patterns are ranked by their past popularity.
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It is noted that identified mobility pattern may include multiple future mobil-
ity intentions. Hence, the proposed algorithm has the ability of long-range mobil-
ity intention prediction. In the following sections, we use mf to denote the next
mobility intention. By now, given a user’s mobility intention sequence si, we can
obtain the future mobility intention mf through the identified mobility patterns
by QAC-based algorithm.

3.4 Location Prediction

Intuitively, given uj ’s future mobility intention mf , locations mapped to mobility
intentions mf in Oj are candidates for mf . We use C∗

mf
to denote the candidates

set. The popularity of locations can be simply used as a ranking score. However
in reality, human mobility behaviors are influenced by spatial-temporal context.
Hence, candidate locations must satisfy spatial and temporal constraints in the
context. Suppose uj ’s current observation is oc = (�c, tc). Let

Cmf
= {oj |oj ∈ C∗

mf
∧ dist(�j − �c) < δ ∧ tj − tc < γ} (4)

where δ, γ are thresholds for the distance and the time respectively. We consider
the locations in set Cmf

as candidates of mf . Then, the popularity of location
is the probability of puj

(�k):

puj
(�k) = Count(�k)/r 1 ≤ k ≤ v, �k ∈ Lmf

(5)

where Count(�k) is number of �k’s occurrence times in Cmf
, r is the cardinality

of Cmf
, Lmf

is v distinct locations in Cmf
.

On the other hand, due to the personality trait of neophilia [14], which is
associated with exploratory activity in response to novel stimulation, people also
show their interests in exploring unvisited locations. A user seeks a new loca-
tion for certain mobility intention mf , the most possible choice is the preferred
location by majority of other users with the same mobility intention mf in the
same context for social conformity. Following a similar analysis to those in one
user’s future location candidates, we obtain the location candidates Lg

mf
with

vg locations come from the observation set

Cg
mf

= {oi|oi ∈ Cg∗
mf

∧ li /∈ Lmf
∧ dist(�i − �c) < δ ∧ ti − tc < γ} (6)

where Cg∗
mf

is observations of all users which is mapped to mobility intention
mf . The probability of locations in Cg

mf
can be evaluated as:

pg(�k) = Count(�k)/rg 1 ≤ k ≤ rg (7)

where rg is the cardinality of Cg
mf

.
The neophilia for a location is a personality trait related with mobility inten-

tion. We use λ(0 � λ � 1) to measure the degree for a user with the mobility



MIAC: A Mobility Intention Auto-Completion Model for Location Prediction 439

intention mt to explore a novel location. If λ is close to 0, the future locations
are mainly influenced by the user uj ’s visited locations. Otherwise, the pre-
dicted location is mainly decided by other users with the same mobility intention.
Hence, we utilize λ to combine pu(�k) and pg(�k), and the candidate’s probability
is evaluated as

p(lk) = (1 − λ)pu(�k) + λpg(�k) (8)

Given a future mobility intention mf , we use (8) to compute the probability of
candidate locations and take the one with the max probability as the prediction.
Or more generally, top-k (k ≥ 1) results can be generated.

4 Experiment and Analysis

4.1 Data Set and Settings

In the experiment, we use three real-world datasets with decreasing sampling fre-
quency: GeoLife, BBSC and Gowalla. Among them, Geolife dataset is a public
available GPS trajectory mobility dataset [2]. We extract the stay point as the
location to be predicted, following the method presented by Zheng et al. in [2].
The BBSC dataset collects prepaid smart card records for public transportation in
Beijing, China. We obtained a dataset with 275, 951, 094 bus transaction records
about 16, 161, 460 users in October of 2014, which contains more than 90% of
Beijing urban public traffic lines. Gowalla dataset [3] is a publicly available
check-in dataset with 6, 442, 890 check-ins of 196, 591 users from February 2009
to October 2010. Mobility data of each user are split into training portion and
testing portion in chronological order. We construct the prediction model from
the training portion and test the performance of the constructed model on the
test dataset.

Four baseline models are chosen for performance comparison: Most Frequent
Location (MF), First Order Markov Model (Markov1), HPHD [12] and PMM [3].
Among them, MF uses the most popular location in user’s history observation for
prediction. Relationship between the current and the next location can be cap-
tured by Markov1 Model and then for location prediction. HPHD is a probabilis-
tic mobility model based on spatial-temporal features. PMM adopts a Gaussian
mixture model to learn user locations constrained by independently truncated
Gaussian distribution temporal component.

For performance evaluation, we use the accuracy and accuracy@top10. The
accuracy is the fraction of locations for which the predicted locations are exactly
the true location among all predicted locations in the test dataset, while the
accuracy@top10 is the percentage of accurate predictions for a list of predictions
with length 10.

4.2 Performance Comparison on the Next Location Prediction

The prediction accuracy of the MIAC model and baseline models on three
datasets are shown in Fig. 3, which shows that the accuracy of MIAC is higher
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(a) GeoLife dataset.
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(b) BBSC dataset.
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(c) Gowalla dataset.
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Fig. 3. The performance comparison of different predicting models on different dataset.

than that of baseline models in most cases. For the GeoLife dataset, MIAC’s
accuracy is nearly twice as those of baseline models. One possible reason is that
GeoLife is with dense sampling and contains enough information of mobility
regularity, and mobility patterns are more regular when characterized by mobil-
ity intention. BBSC dataset in Fig. 3(b) is much sparser than GeoLife dataset.
Markov1 is the best baseline model on this data set, and this implies that fre-
quent patterns exist in the observation. The accuracy of MIAC exceeds Markov1
by 15%, and this result implies that other forms of mobility patterns exist but
can not be captured by Markov1.

Figure 3(c) shows that the performance of MIAC and baseline models on
Gowalla dataset is not as good as on the other two datasets. The accuracy of
all baseline models are less than 10%. This could be attributed to the sparsity
and randomness in check-in data. Even so, MIAC exceeds other baseline models
when training fraction (TR) is more than 0.5. As shown in Fig. 3(d), the perfor-
mance of different prediction models on three datasets varies when TR is 90%.
For example, HPHD achieves better performance than Markov1 on the GeoLife
dataset, but it’s not good as Markov1 on the BBSC dataset. However, MIAC is
robust with different amount of mobility regularity available in three different
dataset. Our experiments demonstrates that: the use of mobility intention repre-
sentation and QAC-based prediction algorithm improve the location prediction
performance.
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4.3 Performance Comparison on the Future Location Prediction

The MIAC model predicts a number of future intentions, hence it can predict
not only the immediately next but also future locations. Figure 4 shows accu-
racy@top10 for future locations prediction on three mobility datasets. It shows
that the accuracy@top10 of the second next location is 0.56, 0.38 and 0.17 respec-
tively, corresponding to GeoLife, BBSC and Gowalla dataset, respectively. Even
for the fifth next location, the prediction accuracy@top10 is 0.31 and 0.23 for
GeoLife and BBSC dataset. It’s indicates that the proposed MIAC model is
promising in future locations prediction.

1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

next i−th location prediction

Ac
cu

ra
cy

@
to

p1
0

GeoLife
BBSC
Gawalla

Fig. 4. The long range forecasting ability of MIAC.

4.4 Performance Comparison on Mobility Intention and QAC-Based
Predicting Algorithms

In order to determine the effect of the characterization in mobility intention
and the QAC-based predicting algorithm (see Sect. 3.3), We perform a set of
comparisons on the BBSC dataset. we use location, location category [15] and
mobility intention as the characterizations of mobility patterns, and compare
the Markov1 and QAC-based predicting algorithm in experiments.

Both Fig. 5(a) and (b) show that the prediction accuracy increases remark-
ably using mobility intention to characterize mobility patterns. These results
implies that mobility intentions can characterize the regularities in mobility
patterns better than other features. Figure 5(c) and (d) show the comparison
of Markov1 and QAC-based predicting algorithms. QAC-based prediction algo-
rithm is 10% and 3% higher than Markov1 algorithm when characterization
through mobility intention and locations, respectively. Figure 5(d) shows that
there is limited improvement when mobility patterns is characterized by loca-
tions. On the other hand, Fig. 5(c) shows that there is almost 10% performance
improvement by mobility intention, it also shows that complex patterns exist in
the observation when using aggregate features to represent observation sequence.
QAC-based algorithm has ability to exploit more regular mobility patterns and
is more suitable for location predicting than Markov1.



442 F. Yi et al.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.90.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

Fraction of Trainnig Set

P
re

di
ct

io
n 

A
cc

ur
ac

y

Mobility Intention
Category
Locations

(a) Markov.
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(b) Auto Completion.
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(c) Mobility Intention.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.90.25

0.3

0.35

0.4

0.45

0.5

0.55

Fraction of Trainnig Set

P
re

di
ct

io
n 

A
cc

ur
ac

y

Location AC
Location Markov

(d) Locations.

Fig. 5. Performance comparison of different objects and predicting algorithms.

5 Conclusions

In this paper, we have proposed a new location prediction model called MIAC,
which considers the mobility intention as hidden variable and adopts the auto
completion mechanism into the location prediction. Extensive experiments indi-
cate that the proposed model significantly outperforms existing location predic-
tion models. In our future work, we plan to adopt more sophisticated learning-
to-rank techniques, such as Lambda-MART or RankSVM, to further improve
the performance of mobility intention prediction.
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Abstract. The aim of the current study is to propose a model, which
can automatically grade difficulty for a question from “instruction sys-
tem” question bank. The system mainly uses 4 attributes with 26 features
based on principal component analysis, which are employed to be input
of the Automatically Difficulty Grading Model (ADGM). A knowledge
tree model and a machine learning algorithm are utilized as important
parts for the classification module. The experimental dataset “instruc-
tion system” question bank is based on our built “Principles of Computer
Organization” online education system, the accuracy result of difficulty
classification could be 77.43% which is much higher than the accuracy
of random guess 50%.

Keywords: Natural language processing · Difficulty classifier systems ·
Education · Knowledge tree · Automatically Difficulty Grading Method
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1 Introduction

Textual entailment is an important issue in the study of natural language under-
standing. Due to early and well-developed English language analysis tools like
WordNet or grammar parser, many approaches like [1] and so on for English
textual entailment were proposed. In contrast, there are fewer applications for
Chinese language analysis and the performance is not so good like that for Eng-
lish. Apparently, Chinese textual entailment is still quite a difficult issue.

With the development of Internet, online education is more and more pop-
ular, whose market size and user size are increasing year by year. So as to
promote industrial development and innovative online education technology, our
laboratory launched the “Principles of Computer Organization” online education
system. There are many challenges and difficulties in achieving the functional
modules of automation, intelligence and precision education. When achieving
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auto-generating test paper function module, the investigation contents and item
difficulty for the questions of test paper need to be balanced and mastered. Then,
how to automatically grade difficulty for the multiple-choice questions bank of
the “instruction system” is a problem that need to be resolved.

The aim of the current study is to propose a model, which can solve the above
problem. The model mainly uses about 26 features and a machine learning algo-
rithm is utilized as a classifier for the model and features of “Instruction System”
question bank are employed to be input for scoring process. The rest of this paper
is organized as follows. Section 2 discusses previous related studies and indicates
relations between our proposed method and previous methods. Section 3 intro-
duces features and grading method developed by this study. Section 4 illustrates
experimental result of adopting our proposed method for data set produced by
“Principles of Computer Organization” online education system made by us own.
Finally, this paper displays experimental result and some future work as well as
conclusion.

The contributions of this paper are summarized as follows:

– In our research area, we are the first to investigate using questions’ attributes
for grading its difficulty.

– The knowledge tree system was established based on the proper nouns from
the chapter of “instruction system” text of “Principles of Computer Organi-
zation” teaching material.

– Some pretreatments for question data of “instruction system”, about 340
from 1409 question bank of “Principles of Computer Organization” online
education system, including to gain an outcome of difficulty grading.

– Attributes system has been established, which acted in concert with the
machine learning algorithm made the accuracy of difficulty classification to be
77.4336%, the result is much higher than the accuracy of random guess 50%.

2 Related Work

Many papers about classification are hot in today’s research field (e.g. [2–4]).
The classification of Chinese articles has been welcomed by many researchers.
[5] utilized natural language processing to understand the context of Chinese
questions. [6–8] used guide list method and word segmentation technology. Under
normal circumstances, before word segmentation, pre-processing like removing
punctuation, tables and graphics should have been done. Whether to retain
English characters should rely on the specific needs of application. The current
word segmentation algorithm is divided into four parts: string matching word
segmentation, understanding word segmentation, statistical word segmentation
and semantic segmentation. This study needs to get rid of redundant words
referred to [9]. Word string matching calculation and other current algorithms are
all based on semantic dictionary or corpus word semantic similarity algorithm.

It is the most important to complete the processes of pre-prepared data
sets and attribute selection. In the process of setting up, data set generation
was inspired by [10]. [11] seriously discussed four labels. [12] gave inspiration for
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attributes setting, which added external labels such as environment labels. In this
paper, we combine these three methods and also referred to [13–15]. For assessing
the feature of “Option similarity”, Chinese scoring technique like [16] and so on
are effective. In the meanwhile, [17] discusses the design and implementation of
an optimization algorithm of automatic grading for subjective questions by using
Chinese words segmentation, based on which, this paper filled in the appropriate
parameters flexibly and optimize the mathematical formula.

Some papers can be referred for the questions attributes. [18] extracted the
logical formula frame of simple mathematical problem. [19] consider a much more
expressive class of logical forms, and show how to use dynamic programming to
efficiently represent the complete set of consistent logical forms. However, their
data is very simple to be understood.

Knowledge tree building referred to the research on structure like [20] and
research on semantic knowledge base like [21–23] etc. Knowledge tree leaves also
referred to [24,25]. In order to make the difficulty classification be more credible,
the final classification is still using the exact machine learning algorithm.

Though various classification models have been proposed, none of existing
works has investigated or tried to grade Chinese questions’ difficulty using 4
attributes with 26 features.

3 Methodology

3.1 Algorithm Architecture

Our Automatically Difficulty Grading Model (ADGM) is based on machine
learning, but also includes a knowledge tree and a mechanism of attributes set-
ting. As shown in Fig. 1, for the first, a knowledge search tree model should be
built according to teaching material based on word segmentation module. Then,

Fig. 1. An overview of architecture. Given a dataset, a high-precision model is induced.
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a useful dataset should be prepared for training the model, which should remove
the oral words, stop words and duplicate words. For this problem, there are four
kinds of attributes should be extracted. Finally, necessary features sorted out by
certain methods act as input for machine learning, and the difficulty grading is
the output.

3.2 Knowledge Tree Model

Figure 2 shows the knowledge tree model based on the proper nouns from the
chapter of “instruction system” text of “Principles of Computer Organization”
teaching material. Each leaf node represents a knowledge point that was labeled
by index with point and number. The index can be used to gain the depth of
hit knowledge node and span between hit knowledge nodes. The relationship
between knowledge nodes consists of the weight and the connection relation like
equivalence, subclass or some other else.

Fig. 2. Knowledge tree model

For example, “1.1”, “1.2.2” and “1.1.1.1.2.2” represent hit knowledge nodes
for a question, we can gain every depth through its points number, the depth
of “1.1” is that “Depth(1.1) = Pointsnumber(1.1) + 1 = 2”, the depth of
“1.2.2” is that “Depth(1.2.2) = Pointsnumber(1.2.2)+1 = 3”, and the Depth of
“1.1.1.1.2.2” is that “Depth(1.1.1.1.2.2) = Pointsnumber(1.1.1.1.2.2) + 1 = 6”.
Because “1.1” and “1.1.1.1.2.2” are in the same branch as shown in Fig. 3,
the span between them can be gained through “Span(1.1, 1.1.1.1.2.2) =
‖Depth(1.1) − Depth(1.1.1.1.2.2)‖ = ‖2 − 6‖ = 4”, while because “1.2.2” and
“1.1.1.1.2.2” are not in the same branch, their common node “1” should be
found, then the span between them can be gained through “Span(1, 1.1.1.1.2.2)+
Span(1, 1.2.2) = 5 + 2 = 7”, and so on. When necessary, multiply the weight
between two near knowledge nodes.
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Fig. 3. The common node and branch of knowledge tree

3.3 Attributes Box

The method of designing the attributes box is brainstorming and expert col-
lecting. From the actual situation, the objective reflects the difficulty of the
examination. A question consists of conditions, questions, options, answers, and
analysis, the treatment standard of the difficulty analysis for a question is shown
as Table 1. The artificial thinking for judging the difficulty of a question generally
includes four attributes (e.g. quantity, relationship, span range, environmental
attributes and so on). From these four attributes, we choose the following spe-
cific attributes for each category, including the knowledge points, options, the
question words, analysis words, the number of non-Chinese characters variables
and basic conditions of the question writers, etc.

Table 1. Four attributes of question difficulty classification analysis

Knowledge tree Quantity relationship User portrait Option similarity

Knowledge depth Word number Examination ABCD similarity

Knowledge span Analysis length performance Numeric options

Number of knowledge Non-Chinese character no of question Text options

Word frequency Number of unknown words writers Hybrid options

Number of relationship /new words

Attribute of Knowledge Tree. Knowledge tree attributes contains the knowl-
edge depth, knowledge span, knowledge number, the word frequency in the text-
book, and the number of the relationship between the near knowledge nodes
for a question. The word segment of a question is the same as the leaf node of
the knowledge tree is called hit knowledge node or hit knowledge point. Every
attribute is as follows:



450 J. Zhang et al.

(1) Knowledge Depth. Base on the number of the point of the index for the hit
knowledge node, a depth can be gained. The average depth of knowledge
nodes is used as the depth of the question. The deeper the knowledge points
are located in the knowledge tree, the more careful inspection, the more
difficult the question will be.

(2) Knowledge Span. There is span between different hit knowledge nodes. The
average span of knowledge nodes is used as the span of the question. The
larger the span between knowledge points are, the more difficult the ques-
tion is. As shown in Algorithm 1, there are two conditions to gain the span
through the index for the hit knowledge nodes. As shown in Fig. 3, what in
the dashed square box represents the index of the common knowledge leaf
node between two hit nodes.

(3) Number of knowledge. The number of hit knowledge nodes. The more the
number, the more species, the more difficult the question will be.

(4) Knowledge Word Frequency. The average frequency for the hit knowledge
nodes. The higher the frequency, the more simple the question is.

(5) Relationship Number. Theoretically, there is connection relation like equiv-
alence, subclass or some other else. The more the number of the kinds of
the relationship between hit knowledge nodes, the more species, the more
difficult the question is.

Algorithm 1. Span between near nodes
1: Ln ←Every index of leaf node
2: if Two nodes are in the same branch then
3: Span = ‖Depth(L1) − Depth(L2)‖
4: else
5: Find the common knowledge leaf node
6: L ←The index of the common node
7: Span = ‖Depth(L1) − Depth(L)‖ + ‖Depth(L2) − Depth(L)‖
8: end if
9: return Span

Attribute of Quantity Relationship. Quantity Relationship includes word
number of the whole question, analysis length, the number of Non-Chinese char-
acter and the number of unknown words/new words. Word number of the whole
question consists of condition word number and option word number, analysis
length is counted separately, it is hard to understand non-Chinese character,
so that it is necessary to count the number of non-Chinese characters such as
letters, symbols and so on of conditions and options.

Attribute of User Portrait. The degree of difficulty is connected with the
character of writers or some other external factors. Under normal circumstances,
students with good performance, serious and challenging character are more
probably going to deal with hard questions. Hence, external user portrait features
with study performance can also be added to the attributes box.



Automatically Difficulty Grading Method Based on Knowledge Tree 451

Attribute of Option Similarity. Option similarity of a question consists
of internal attributes with magnitude and knowledge coverage and external
attributes with sentence length and grammatical morphology. Hybrid options
contain numeric and text content. It is need to compare two options firstly. And
with the increase of the number of options, the dimension of similarity features
will increase. For example: if there are AB two options, the similarity of A and
B is needed. If there are ABC three options, the similarities of AB, AC, BC are
needed, and so on, in order to form a combination pattern.

The option similarity (OS) between option X1 and option X2 can be com-
puted:

OS(X1,X2) = W ∗ [SM,SK,SL, SC, SP ]

where SM, SL, SC and SP are all functions with the input of (X1, X2), respec-
tively represent StringMagnitude, StringKnowledgeSimila, StringLengthSimilar-
ity, StringCutLengthSimilarity and StringPartSimilarity. W denotes the unit
column vector.

The parameters represent option similarity features respectively. Specific
labeling rules are as follows:

(1) Internal Attributes
1. The options involve the orders of magnitude for the number. The more

similar the orders of magnitude between different options is, the more
similar the options will be. It focuses on numerical options. As shown in
Algorithm 2, the value can ben computed.

Algorithm 2. StringMagnitude
1: procedure SM(Option1, Option2)
2: Op1=Option1+1
3: Op2=Option2+1
4: magnitude = ‖ lg(Op1)) − lg(Op2))‖
5: if magnitude > 1 then
6: StringMagnitude=0
7: else
8: StringMagnitude=1
9: end if

10: return StringMagnitude
11: end procedure

2. Knowledge coverage computing. The more similar the knowledge cover-
age between different options is, the more similar the options will be.
It focuses on text options. As shown in Algorithm3, Firstly, to gain the
option segmentation vector through the segmentation function quecut().
Then, to gain the vector with average depth, average span, number, word
frequency and number of unknown words/new words from the hit knowl-
edge nodes through knowledge tree function knowledgetree(). Finally, to
gain the Euclidean distance of two vectors. The smaller the distance, the
closer the options, the more difficult the question is.
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Algorithm 3. StringKnowledgeSimilary
1: option1cut=quecut(Option1), option2cut=quecut(Option2)
2: op1know=knowledgetree(option1cut), op2know=knowledgetree(option2cut)

StringKnowledgeSimila = EucDistance(op1Know, op2Know)

3: return StringKnowledgeSimila

(2) External Attributes
(1) Length of option words (Word Number). The smaller the length difference

between different options is, the more similar the options will be. It focuses
on text/mixed options. The SL can be gained from Algorithm4.

(2) Word segment length after segmenting option. The more similar the word
segment length between different options is, the more similar the options
will be. It focuses on text/mixed options. The SC can be gained from
Algorithm 4.

(3) Part of speech of word segment. The more similar the part of speech of
word segment between different options is, the more similar the options
will be. It focuses on text/mixed options. The SP can be gained from
Algorithm 4.

Algorithm 4. Similarity value of SL, SC, SP
1: Op1 ← Option1 ; Op2 ← Option2
2: if len(Op1)==len(Op2)==0 then
3: StringLengthSimila = 1
4: else

StringLengthSimila = 1 − ‖(len(Op1) − len(Op2))‖
(len(Op1) + len(Op2)

StringLengthSimila ∈ [0, 1]
5: end if
6: RETURN StringLengthSimila

StringCutLengthSimila = 1 − ‖CutNo(Op1) − CutNo(Op2)‖
CutNo(Op1) + CutNo(Op2)

StringCutLengthSimila ∈ [0, 1]
7: RETURN StringCutLengthSimila

StringPartSimila =
GetPartSimila(Op1, Op2)

MaxLength(CutNo(Op1), CutNo(Op2))

StringPartSimila ∈ [0, 1]
8: RETURN StringPartSimila
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4 Evaluation

4.1 Question Bank Data Preprocessing

This experiment data, 1409 reliable questions have been exacted from the data-
base of the website of “121.42.194.20”, i.e. “Principles of Computer Organiza-
tion” online education system which is directed by our laboratory professor.1

The unreliable questions with non-standard format, serious oral problems and
so on have been removed, the reliable questions should be cleaned up and sup-
plemented, and the superfluous spaces and symbols should be deleted. The
extracted questions have been dissected as question number, condition, ques-
tion writer number (student number or nickname), option A, option B, option
C, option D, answer, analysis, chapter and so on. According to the classification
of the subject category, the “instruction system” chapter has 341 questions, this
340 questions are classified by three levers including 125 easy questions, 114
medium questions and 101 hard questions.

4.2 “Instruction System” Ontology Knowledge Tree Building

Textbook “computer organization” is used to be knowledge corpus material.
“Instruction System” knowledge tree has been built by Protégé. The method for
knowledge tree model is constructed as follows: first of all, the content of the book
is graded according to chapter. The chapter level is equivalent to the level of the
leaf nodes in the knowledge tree. Secondly, we compare it with oralword (Speech
corpus) and stopword (Punctuation corpus) to remove the colloquia words and the
punctuation. Then we remove the replicate words and build a synonyms system,
so the content of the book is cutted into different phrases. The rules for removing
the replicate words are “First Cut First Keep”. Finally, we complete the index
number for every leaf node in the cleaned and supplemented knowledge tree from
top to bottom, as shown in Fig. 4. A full knowledge tree is finished.

Fig. 4. Sketch map of treetrump of knowledge tree

1 Data can be get from http://mobisys.cc/pages/resource.html.

http://mobisys.cc/pages/resource.html
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4.3 Outcome of Classification Accuracy

This study has put the data of 26 (Attributes) ∗ 340 (Instances) into sev-
eral machine learning algorithms classifiers, results of which are obtained in
Table 2(a), among which, the “k” value for KNN is from 1 to 150, the average
accuracy interval for 1000 times with 5 folds is [56.47%(k = 149),71.15%(k = 16)]
for 2 classes, and [39.45%(k = 149), 47.14%(k = 21)] for 3 classes, meaning that
the worst results of ADGM are better than random guesses. It can be seen that
the random forest algorithm is the best choice for the classifier, based on which,
the classification result of Table 4 can be get. As shown in Table 2(b), the cor-
rectly classified accuracy is 61.2069% by using 66% percentage split for training
data and 34% left for testing data. The detailed accuracy is shown in Table 3.
The correctly classified accuracy is 77.4336% by using cross-validation with 10
fold. And the detailed accuracy is shown in Table 3. From the results we can see

Table 2. Outcome summary

(a) Accuracy of different algorithms

ML Algorithm 2 classes 3 classes

bayes.NaiveBayes 77.31% 59.48%

NaiveBayesSimple 77.31% 59.48%

bayes.BayesNet 77.31% 59.48%

tree.J48 48.28% 34.48%

tree.J48graft 48.28% 34.48%

tree.RandomForest 77.43% 61.21%

tree.RandomTree 53.45% 38.79%

rules.PART 48.28% 34.48%

lazy.LBR 77.31% 59.48%

KNN 71.15% 47.14%

(b) Outcome based on tree.RandomForest

Type 3 classes 2 classes

Correctly classified instances 71 270

Incorrectly classified instances 45 70

Kappa statistic 0.4157 0.5882

Mean absolute error 0.257 0.4189

Root mean squared error 0.46 0.4329

Relative absolute error 57.96% 83.78%

Root relative squared error 98.53% 86.57%

Coverage of cases (0.95 level) 75%

Mean rel. region size (0.95 level) 46.26%

Total number of instances 116 340
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Table 3. Detailed accuracy (Top lines for 3 classes and bottom lines for 2 classes)

TP rate FP rate Precision Recall F-measure MCC ROC area PRC area Class

0.7 0.184 0.667 0.7 0.683 0.818 1

0.512 0.28 0.5 0.512 0.506 0.677 2

0.629 0.123 0.688 0.629 0.657 0.857 3

0.612 0.2 0.614 0.612 0.612 0.78 W Avg.

0.976 0.475 0.718 0.976 0.827 0.577 0.935 0.942 1

0.525 0.024 0.946 0.525 0.675 0.577 0.935 0.928 3

0.774 0.274 0.820 0.774 0.759 0.577 0.935 0.935 W Avg.

0.848 0.509 0.646 0.848 0.734 0.365 0.767 0.798 1

0.491 0.152 0.747 0.491 0.593 0.365 0.767 0.704 2

0.678 0.339 0.694 0.678 0.666 0.365 0.767 0.753 W Avg.

0.807 0.545 0.626 0.807 0.705 0.282 0.756 0.789 2

0.455 0.193 0.676 0.455 0.544 0.282 0.756 0.695 3

0.642 0.379 0.650 0.642 0.630 0.282 0.756 0.745 W Avg.

Table 4. Confusion matrix for 3 classes and 2 classes

a b c a b a b a b

28 12 0 122 3 106 19 92 22

10 21 10 48 53 58 56 55 46

4 9 22

that random forests are better than other decision trees. Summary of the rea-
sons, there may be the following aspects. The decision tree ignores the correlation
between the attributes in the data set, and the random forest can detect the inter-
action between the features and the importance of the features during the training
process. The decision tree will be confronted with great difficulty in dealing with
missing data, and the random forest has strong fault tolerance for training data.
When the data is missing it can still maintain the same accuracy.

5 Conclusion and Future Work

In this study, we addressed the problem of automatically difficulty grading for
a Chinese question. We propose an Automatically Difficulty Grading Model
(ADGM) based on random forest machine learning algorithm. Evaluation results
demonstrate that the summaries produced by our proposed model have high accu-
racy and recall. In the meanwhile, a question bank and a knowledge tree were con-
tributed. In this study, we do not consider the logicality of a question, because it
is really very challenging to get the logicality. In the future, besides studying the
logicality, we will explore to make use of all of the chapters to improve the knowl-
edge tree, so that the difficulty factors can be automatically applied for generating
a test paper.
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Abstract. Image reduction is commonly used as a data pre-processing
method in many image processing field, an efficient image reduction
operator can underpinning many practical applications. Traditional
monotonic averaging image reduction operator may lost some detail fea-
tures during reduction. However, In certain task those small features have
very important significance. Therefore, some scholars proposed a non-
monotonic averaging image reduction algorithm, recent works focus on
integrate the pixel cluster’s space structure information into image rep-
resentative pixel selection progress, it has certain practical significance
but this method is only suitable for specific background pictures. To fill
this gap, We propose an novel sigmoid function based weighted image
reduction algorithm, which can be used to image reduction under dif-
ferent background colours. Experiments show that the proposed method
has better image reduction effect on images with different background
colors.

1 Introduction

In image processing, often need to reduce the image to cut down the computa-
tional complexity and storage space, so an efficient and accurate image reduction
[1] operator is essential to many applications.

The most important task of image reduction is to preserve the image char-
acteristics while minimizing the noise, making reduced image have the ability
to express the original features. Furthermore the efficiency of image reduction is
also required to match the speed of image acquisition, such as linear run time
and parallel calculation. Traditional image reduction technique [14] is based on
the image attributes or dimensions, such as rough set [10] theory based method.
It takes the entire image as the raw input, making the computational complexity
is very high and is not conducive to parallelization. And they don’t focus the
image size after reduction, however in some specific applications the size of the
archived image has strict required.

In recent years, researchers have proposed block-based image reduction tech-
niques [13], this method used a small image block as the smallest unit of the
image operation, it characteristics of high efficient and effectiveness. Block-based
image reduction focus on reducing image size and preserving image features, it’s
reduction methods is shown in Fig. 1.
c© Springer International Publishing AG 2017
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Fig. 1. Block-based image reduction
methods

Fig. 2. Sigmoid function

If an image of size M*N, it can be divided into non-overlapping blocks of
size m*n. Each blocks using aggregation function to drive an appropriate rep-
resent value. Accordingly, the image can be reduced to the size A*B in which
A = �M

m � and B = �N
n �. The most commonly used aggregation function in

image reduction is averaging aggregation function [11]. Traditional aggregation
function is monotonic aggregation function, [5] which means any increase in the
input data the aggregation value must not decrease. When the data is noiseless
this technique is useful, however in many application domains the raw data is
often polluted by certain noise, those corrupted pixel must be disregard before
aggregation. In order to better reduce these noisy data, non-monotone averag-
ing aggregation function has been proposed in [2]. Non-monotone means that
if the input of the function has slightly increased the corresponding output will
also increased, however, when the input value has dramatic increased the output
value will be reduced. For a sudden increase value, it’s more likely be an outlier
and have a negative contribution to the aggregation value. Recent advance in
non-monotonic averaging aggregation function have proposed use penalty-based
non-monotonic averaging function as aggregation technique and incorporates
other relevant information. Such as Tim et al. incorporate the location informa-
tion of pixels to the problem to identify the significant cluster in the raw image
and reduce the image noise. [15] Gleb et al. proposed integration the geomet-
rically compactness of cluster to drive the represent pixel value [4]. Which has
a very good image reduction capability, but it has a certain background color
limit, To fill this gap, we propose an sigmoid function based weighted image
reduction operator, which can obtain a same weight under different background
color, and this weight also integrate the spatial organization information of pixel
cluster. The experiment result shows, this operator can preserve of fine, pixel-
scale details under different background color, that is to say, this technique can
provide an unified image reduction framework.

The rest of this paper is structured as follow. We introduce some theoretical
basis about the method used in this paper at Sect. 2. In Sect. 3, present the main
mechanism of the sigmoid function based background weighted non-monotone
averaging image reduction operator. Section 4 describes the experiments and the
corresponding analysis. Finally, we present the conclusion on Sect. 5.
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2 Preliminaries

We solve the proposed problem by using the penalty function-based non-
monotonic averaging aggregation technique and sigmoid function, the following
content describe the principal mathematical conceptions underpin this research.

2.1 Aggregation Function and Averaging Aggregation Function

Aggregation function [12] is a function that can aggregate a series of input vari-
ables into a output scalar, it has a wide range of applications in many fields such
as decision support system and expert systems. The definition of aggregation
function as following:

Definition 1. Aggregation function: A function f : [a, b]n → [a, b] is an aggre-
gation function if and only if it satisfies the following conditions:

(1) bounds preservation: f(a) = a and f(b) = b
(2) monotonicity: for all input x1, x2 ∈ [a, b]n, if x ≤ y then f(x1) ≤ f(x2).

The details and other excellent aggregate functions can find in [8].

But in image reduction background aggregation function must have two prop-
erties: averaging and idempotency. Averaging means aggregation function in
image reduction filed must have averaging behaviour [6]. This type of aggregate
function called averaging aggregation function, it’s mathematical definition as
follow:

Definition 2. Averaging aggregation Function: An aggregation function f is
averaging aggregation function, if for every input value x the corresponding out-
put of the function is be bound to the interval [min(x),max(x)].

Idempotency denote that if all the input value are equivalent then the output
must equal to the input.

2.2 Non-monotone Averaging Aggregation Function and Penalty
Function

As mentioned in the introduction, non-monotone averaging aggregation func-
tion [2] has a wider application in the filed of image processing, precious
work focus design the non-monotone averaging aggregation function in penalty-
based method [7], it has good scalability, and has a certain application in the
image reduction field. So this paper continues pursue design such penalty based
technique. The definition of non-monotone averaging aggregation function and
penalty function [7] as follow:

Definition 3. Non-monotone Averaging Aggregation: If an averaging aggrega-
tion function f satisfy for all input x1, x2 ∈ [a, n]n, and x2 =x1+ε, where ε is a
non-negative constant, if ε less than a user specified threshold σ then f(x2)>f(x1).
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Penalty function transforms the averaging aggregation problem into find an
solution to a minimisation problem of the follow form:

f(x) = argmin
y

P (x, y) (1)

For to maintain the necessary attributes of f , the selected function P must
satisfy the following definition.

Definition 4. Penalty-function: If and only if a function f satisfies the following
condition then can be called penalty-function:

(1) P (x, y) � c ∀x ∈ [a, b]
(2) P (x, y) = 0 if all xi = y

The first condition ensure that P has a solution of the minimise problem, and
the second condition providing idempotence of P.

3 Sigmoid Function Based Weighted Image Reduction
Algorithm

In this section a novel sigmoid function based image reduction algorithm is
proposed. Which can be weighted according to the area of different background
colors to adapt to different background colors image reduction.

In [15], Wilkin et al. give an penalty function-based image reduction tech-
nique, which can favours compact clusters by given the small penalty to those
pixels are close to the represent pixel. It was given as follow:

P (x, y) =
n∑

i=1

wi(y)ρ(xi, y) (2)

where

ρ(xi, y) =

{
r(k) r(k) < τ

r(k) r(k) ≥ τ

τ = α max(ε, r(t)) and α > 0, 0 ≤ β ≤ 1, 2 ≤ t ≤ n, and rk represent the k
th smallest difference of the set of ordered value, y is the given represent value.
And wi(y) is normalised distance between pixel:

wi(y) =
d(xi, y)∑n
i=1 d(xi, y)

∀y = xj ∈ x1, ..., xp (3)

This operator can reduce the image according their pixel’s normalised dis-
tance, but don’t take into account the spatial organization of pixel cluster. So
Gleb et al., used fuzzy measure constructs a new weight which can measure
the pixel’s spatial arrangement [3], it can characterizing compact and scattered
groups of same pixel cluster, the closer the spatial arrangement of the pixel
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cluster the bigger the weight. Figure 3 is an example of different pixel cluster,
Fig. 3a and b depict above mentioned spatial arrangement difference and their
corresponding weight based on the proposed MST method.

This method can preserve fine pixel-scale details after reduction, but this
method has a great drawback is that can only measure the pixel cluster com-
pactness of image of black background. For example, if we want reduce an image
of white background and it have the same pixel spatial organization with Fig. 3b,
as show in Fig. 4a, we will get a wrong weight 0.95. For the proposed method in
that paper, specifies that the vertex is black pixel when conducting the minimal
spanning tree clustering [16]. And they assume that S(∅) = 0, this means if a
pixel block contains only the background color, then the weight is 0. So if we
want reduce an image with a black feature on a white background, and if there
have a block with no black pixel (as show in Fig. 4b) the reduced image will
be black because the weight of this block is 0. It is unreasonable for a white
background block reduced to black.

Fig. 3. Different pixel cluster Fig. 4. White background block with
pixel spatial organization like Fig. 3b
and White background block

For solving this problem, we using the sigmoid function [9] to automatically
select the background and according to the proportion of different background
color to give a certain weight. If the background of the image to be reduced
is black, then the weight of the black background is 1, the weight of the white
background is 0, vice versa. If the background of the image to be reduced is
both black and white, the corresponding weight will be given according to the
difference in the proportion of the different background colors, the greater the
proportion of the color, the greater of the corresponding weight. The formula of
the proposed method shows below:

f(x) = Sigmoid(−10 ∗ Na − Nb

N
)WA + (1 − Sigmoid(−10 ∗ Na − Nb

N
)) ∗ WB (4)

Where Na represent the number of black pixel and Nb represent the number of
white pixel, N represent the total number of all pixels in the image, WA denote
the weight of black background area, WB denote the weight of white background
area, and we set that WA(∅) = 0, WB(∅) = 1, for each color the W is calculated
as follows:

W = N −
MST (U)

TM + 1
|U | (5)
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where |U | is the number of feature pixel in pixel cluster, T is the cardinality of
the pixel cluster, M is the largest distance between the pixel of a cluster, and
N = 1 + T (M+1)−1

T 2M . For example, for an 3*3 block, the T = 3 ∗ 3,M = 2
√

2, the
MST(U) denote the weight of the minimum spanning trees of U.

Figure 5 shows the different aggregation value in image block of different
background colour, whether it is black on a white background, or a white feature
on a black background, get the same weight. And this weight can also describe
the spatial structure of the pixel cluster.

Fig. 5. Different aggregation value in image
block of different background colours

Fig. 6. Test image

4 Experiments and Evaluation

For analyze the performance of designed operator, we apply it to the actual
image reduction task. Figure 6 is an often used test image in image reduction
task, it depicts a series of concentric circles, which can represent the fine details
feature.

We construct our operator based on Eq. 3, by replacing the individual W(i)
with sigmoid function based weight f(x) (Eq. 5). Such that

P (x, y) = f(x)
p∑

i=1

ρ(xi, y) (6)

Here x is the feature pixel of each 3*3 block, the 3*3 block can reduce the raw
image to 1

9 scale. First we compare the image reduction performance of proposed
method on black background image to the traditional monotone averaging reduc-
tion operator and non-monotone averaging reduction operator, the result images
are shown in Fig. 7, from this we can find,first, non-monotone averaging reduc-
tion operator have a better performance on preserve fine detail image features
than monotonic averaging reduction operator.

In the case of arithmetic mean based reduction operator, while the circles are
preserved but the radial gradients have been corrupted, so the image becomes
blurred and spatially broadened. In the case of median based image reduction
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operator, we can clearly find it can’t preserve the curves after reduction, because
within a 3*3 block the curves must appears as an outlier but the background
would be as the represent pixel. Second the sigmoid function based reduction
operator and cmode operator (Gleb et al. [3]) have similar reduction perfor-
mance on a black background image, both can preserve fine pixel-scale details
after reduction. Then we compare the performance of the Sigmoid function based
image reduction operator on the black background image and the white back-
ground image, the result is show as Fig. 8.

Fig. 7. Reduced test image using
different operators

Fig. 8. Reduced different background
color image using proposed operator

It is apparent from this result whether in black background image or white
background image sigmoid function based image reduction operator has the same
good performance. Therefore, the reduction operator based on the sigmoid func-
tion just compensates the shortcomings that the cmode operator can only mea-
sure the compactness of pixel cluster of black background image.

5 Conclusion

This work has proposed an sigmoid function based weighted image reduction
operator, which can weights the pixel cluster’s compactness of different back-
ground colours. Compare with the traditional monotonic averaging image reduc-
tion operator, it has better details feature preserve ability, can preserving more
fine pixel details after image reduction. Compare with the latest non-monotonic
image reduction operator, it makes up the shortcomings that this method can
only measure the compactness of pixel cluster of specific background. In general,
this method has better robustness than exiting image reduction operators, which
can provide a unified non-monotonic averaging image reduction scheme.

Acknowledgments. The authors would like to thank the anonymous reviewers for
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Abstract. selfBACK is an mHealth decision support system used by
patients for the self-management of Lower Back Pain. It uses Human
Activity Recognition from wearable sensors to monitor user activity
in order to measure their adherence to prescribed physical activity
plans. Different feature representation approaches have been proposed
for Human Activity Recognition, including shallow, such as with hand-
crafted time domain features and frequency transformation features; or,
more recently, deep with Convolutional Neural Net approaches. The dif-
ferent approaches have produced mixed results in previous work and a
clear winner has not been identified. This is especially the case for wrist
mounted accelerometer sensors which are more susceptible to random
noise compared to data from sensors mounted at other body locations
e.g. thigh, waist or lower back. In this paper, we compare 7 different
feature representation approaches on accelerometer data collected from
both the wrist and the thigh. In particular, we evaluate a Convolutional
Neural Net hybrid approach that has been shown to be effective on
image retrieval but not previously applied to Human Activity Recog-
nition. Results show the hybrid approach is effective, producing the best
results compared to both hand-crafted and frequency domain feature
representations by a margin of over 1.4% on the wrist.

Keywords: Human activity recognition · Feature representation · Deep
learning

1 Introduction

Human activity recognition (HAR) is the computational discovery of human
activity from sensor data. It is receiving increasing interest in the areas of
health care and fitness [9], largely motivated by the need to find creative ways
to encourage physical activity. HAR is generally considered as a Machine Learn-
ing classification problem. However, there is little consistency in the research
on which feature representation and classification models should be applied; to
some extent this may reflect the differences that can exist between the detailed
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characteristics of different HAR problems. In particular, the sensor type and loca-
tion may vary between applications, as can the activity types that need to be
recognised.

The motivation for this work is to develop an effective HAR component for
use in selfBACK1, an EU funded project that is developing a self-management
system for patients with Lower Back Pain (LBP). Recent published guidelines for
the management of non-specific LBP advises patients to remain active and avoid
excessive bed rest or extended periods of inactivity [1]. The HAR component
monitors the patient activity using sensor data that is continuously polled from
a wearable device. User activities are recognised in real time and if selfBACK
detects continuous periods of sedentary behaviour, a notification is given to
alert the user. In addition, a daily activity profile is generated and compared
with a prescribed activity plan. The information in this daily profile includes
the durations of activities and, for ambulation activities (e.g. walking, running,
stair climbing), the intensity of activity, and the counts of steps taken.

Given the importance of accurate recognition of user activity for selfBACK,
an effective HAR component becomes crucial. Different feature representation
approaches for HAR have been proposed, from shallow hand-crafted features
to frequency transformation features e.g. Fast Fourier Transform (FFT) and
Discrete Cosine Transform (DCT) coefficients, and more recently, deep learn-
ing approaches [9,17,18]. All these approaches have had some degree of success
and setbacks in performance [15]. However, previous work has presented mixed
results and does not provide a clear answer on which feature representation
approach to adopt. Given the intended real-world use case of selfBACK, it is
important to determine the appropriate feature extraction approach to use for
our preferred sensor configuration (single wrist-mounted accelerometer) and our
selected activity classes (walking, jogging, up-stairs, downstairs, standing, sit-
ting). Hence in this paper, we provide an empirical evaluation of 7 different
feature representation approaches across the three different classes of features
i.e. shallow hand-crafted, shallow frequency transformed, and deep CNN derived.

Wrist data presents additional challenges as it has different characteristics
to data collected from other body locations (e.g. thigh). It is more prone to
random noise due to increased variations in movement and posture possible with
the hand during activities. As a result, the performance of HAR with a wrist-
mounted sensor may suffer. However, long-term usage of an application may be
improved with a less obtrusive wrist-worn sensor. It is therefore important to
compare both locations, in order to assess the trade-off between performance
and usability. Hence, we provide an empirical evaluation of wrist-mounted and
thigh-mounted accelerometer data.
The main contributions of this work are:

– the evaluation of deep and shallow features for HAR for the specific activities
required for the management of LBP, with sensors located on both the wrist
and thigh;

1 http://www.selfback.net/.

http://www.selfback.net/
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– a CNN hybrid approach has been introduced for HAR in which deep features
are generated from the raw accelerometer data and then fed to a traditional
classifiers; and

– a new public dataset has been made available to the research community to
support future work in this area.

The rest of this paper is organised as follows: in Sect. 2, we highlight impor-
tant related work on HAR. Section 3 discusses the different feature representation
approaches. Evaluation, describing our dataset and experiments, is presented in
Sect. 4 with our conclusions in Sect. 5.

2 Related Work on HAR

In this work, we focus on sensor input from a single tri-axial accelerometer
mounted on a person’s wrist or thigh. A tri-axial accelerometer sensor mea-
sures changes in acceleration in 3 dimensional space [9]. Other types of wearable
sensors have also been proposed e.g. gyroscope. A recent study compared the
use of accelerometer, gyroscope and magnetometer for activity recognition [19].
The study found the gyroscope alone was effective for activity recognition while
the magnetometer alone was less useful. However, the accelerometer still pro-
duced the best activity recognition accuracy. Other sensors that have been used
include heart rate monitor [20], light and temperature sensors [13]. These sensors
are however typically used in combination with the accelerometer rather than
independently.

Some studies have proposed the use of a multiplicity of accelerometers
[4,12] or combination of accelerometer and other sensor types placed at differ-
ent locations on the body. These configurations however have limited practical
use outside of a laboratory setting. In addition, limited improvements have been
reported from using multiple sensors for recognising every day activities [6] which
may not justify the inconvenience, especially as this may hinder the real-world
adoption of the activity recognition system. For these reasons, some studies e.g.
[11] have limited themselves to using single accelerometers which is also the case
for selfBACK [3].

Another important consideration is the placement location of the sensor. Sev-
eral body locations have been proposed e.g. thigh, hip, back, wrist and ankle.
Many comparative studies exist that compare activity recognition performance
at these different locations [4]. The wrist is considered the least intrusive loca-
tion and has been shown to produce high accuracy especially for ambulation
and upper-body activities [11]. Hence, this is the chosen sensor location for our
system.

Many different feature extraction approaches have been proposed for
accelerometer data for the purpose of activity recognition [9]. Most of these
approaches involve extracting statistics e.g. mean, standard deviation, per-
centiles etc. on the raw accelerometer data (time domain features). FFTs applied
to the raw data have been shown to be beneficial. Typically this requires a further
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preprocessing step applied to the resulting FFT coefficients in order to extract
features that measure characteristics such as spectral energy, spectral entropy
and dominant frequency [5]. Another approach is to use coefficients obtained
from applying DCT on the raw accelerometer data as features [17]. This is par-
ticularly attractive as it avoids the need for further preprocessing of the data to
extract features to generate instances for the classifiers.

Recently, deep learning approaches have been applied to the task of HAR
due to their ability to extract features in an unsupervised manner. In par-
ticular, Convolutional Neural Networks (CNNs), Recurrent Neural Networks
(RNNs) and Deep Belief Networks (DBNs), have all been applied with promising
results [7]. One of the early approaches to apply deep belief networks for feature
learning is [14]. Here the authors use stacked Restricted Boltzmann Machines
(RBMs) to learn higher level features from raw accelerometer data. RBMs are
fully connected bipartite graphs that generatively model input data by training
a set of stochastic binary hidden input units which function as low-level fea-
ture detectors. A comparative evaluation with other representation approaches,
e.g. FFT and Principal Component Analysis (PCA), did not present RBM as a
clear winner. Four different datasets were used in the evaluation, of which only
one (Skoda) used a single wrist mounted accelerometer. However, this dataset
was collected from a single person and the activity classes in the dataset are
car assembly activities which are very different from the usage scenario with
selfBACK.

More recently, CNNs have been popularly applied to the task of HAR. One
of the main advantages of CNNs is their ability to model local dependencies
that may exist between adjacent data points in the accelerometer data [21]. In
[16], CNNs are used for representation of both accelerometer and gyroscope data
from the Samsung mobile phone dataset [2]. The dataset also provides a set of
561 hand-crafted features. The evaluation compares a CNN classifier architecture
(with 3 hidden layers) with four other classifiers, including SVM and Naive Bayes
that use the hand-crafted features. Results showed deep features to be on par
with hand-crafted features using SVM.

Zeng et al. used CNNs with a modified weight sharing technique called partial
weight sharing [21]. Evaluation compared performance of standard CNNs, partial
weight sharing CNNs, time-domain hand crafted features, PCA and RBMS on
three datasets using accuracy. Results show the CNN with partial weight shar-
ing to perform best. However, only the Skoda datasets used a wrist mounted
accelerometer and performance was reported as accuracy which can be mislead-
ing given that the datasets contained unbalanced class distributions. Further-
more the comparative study considered only kNN on just the raw features and
did not consider state-of-the-classifiers such as SVM.

Huang et al. found that while CNNs are good at learning invariant features,
SVMs may be better at producing decision surfaces for classification [8]. For
image classification they show that a hybrid approach, with a SVM trained on
the features learned by the convolutional network, outperforms standard CNNs.
Our work applies a similar approach but instead of image classification our focus
is on studying comparative performance of deep hybrid features on HAR.
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3 Feature Representation

The feature representations considered in this work can be divided into three
categories: hand-crafted features, frequency transformation features and deep
features.

3.1 Hand-Crafted Features

Shallow hand-crafted features are the most common used in HAR and involve
the computation of a number of defined measures on either the raw accelerom-
eter data (time-domain) or the frequency transformation of the data (fre-
quency domain). These measures are designed to capture the characteristics
of the signal that are useful for distinguishing different classes of activities by
bridging the semantic gap from low level sensor features to richer representa-
tions. Hand-crafted features can be extracted both from the original time series
accelerometer values (time-domain features) or from a frequency transformation
of the accelerometer data (frequency-domain features). For time and frequency
domains, the input is a vector of real values −→v = v1, v2, . . . .vn for each axis x, y
and z. A function θi is then applied to each vector to compute a single feature
value. The time-domain and frequency domain features used in this work are
presented in Table 1, see [17] for more details on these features.

While hand-crafted features have worked well for HAR, a significant disad-
vantage is that they are sensor-type specific. A different set of features need to
be defined for each different type of input data i.e. accelerometer, gyroscope,
time-domain and frequency domain. Hence, some understanding of the charac-
teristics of the data is required. In addition, it is not always clear which features
are likely to work best. The choice of features is usually made through empir-
ical evaluation of different combinations of features or with the aid of feature
selection algorithms.

3.2 Frequency Transform Features

Feature extraction from the frequency domain involves first applying a single
function f on the raw accelerometer data to map into an alternative represen-
tation space (i.e. the frequency domain), where it is expected that distinctions
between different activities will be more emphasised. The intuition is that some
activities have particular characteristics, such as repetitive actions, which will
become more evident. The main difference between frequency transform and
hand-crafted features is that the coefficients of transformation are directly used
for feature representation without taking further measurements. Common trans-
formations include FFTs and DCTs.

FFT is an efficient algorithm optimised for computing the discrete Fourier
transform of a digital input. Fourier transforms decompose an input signal into
its constituent sine waves. In contrast, DCT, a similar algorithm to FFT, decom-
poses a given signal into it’s constituent cosine waves. Also, DCT returns an
ordered sequence of coefficients such that the most significant information is
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Table 1. Hand-crafted features for both time and frequency domains.

Time domain features

Mean

Standard deviation

Inter-quartile range

Lag-one-autocorrelation

Percentiles (10, 25, 50, 75, 90)

Peak-to-peak amplitude

Power

Skewness

Kurtosis

Log-energy

Zero crossings

Root squared mean

Frequency domain features

Dominant frequency

Spectral centroid

Maximum

Mean

Median

Standard deviation

concentrated at the lower indices of the sequence. This means that higher DCT
coefficients can be discarded without losing information, making DCT better for
compression.

For frequency transform features, a transformation function (DCT or FFT) φ
is applied to time-series accelerometer vector −→v of each axis. The output of φ is a
vector of coefficients which describe the sinusoidal wave forms that constitute the
original signal. Accordingly the transformed vector representations, x′ = φ(x),
y′ = φ(y) and z′ = φ(z), are obtained for each axis of a given instance. Addition-
ally we derive a further magnitude vector, m = {mi1, . . . ,mil} of the accelerom-
eter data for each instance as a separate axis, where mij is defined in Eq. 1.

mij =
√

x2
ij + y2

ij + z2ij (1)

As with x′, y′ and z′, we also apply φ to m to obtain m′ = φ(m).
This means that our representation of a training instance consists of the pair
({x′,y′, z′,m′}, c), where c is the corresponding activity class label. Note that
the coefficients returned after applying φ are combinations of negative and posi-
tive real values for DCT, and a combination of real and complex values for FFT.
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For the purpose of feature representation, we are only interested in the magni-
tude of the coefficients, irrespective of (positive or negative) sign. Accordingly
for each coefficient e.g. x′

ij , we maintain its absolute value |x′
ij | and for complex

coefficients, we convert them to real numbers. In our approach we retain a subset
of the l coefficients. The final feature representation is obtained by concatenating
the absolute values of the first l coefficients of x′, y′, z′ and m′ to produce a
single feature vector of length 4xl. An illustration of this feature selection and
concatenation appears in Fig. 1.

Fig. 1. Feature extraction and vector generation using frequency transforms.

3.3 Deep Features

Deep learning approaches have been applied to the task of HAR due to their
ability to extract features in an unsupervised manner. They are able to stack
multiple layers of differentiable functions to create a hierarchy of increasingly
more abstract features [10]. Recent applications have used more of CNNs due to
their ability to model local dependencies that may exist between adjacent data
points in the accelerometer data [21]. CNNs are a type of Deep Neural Network
that is able to extract increasingly more abstract feature representations by
passing the input data through a stack of multiple convolutional layers [10],
where each layer in the stack takes as input, the output of the previous layer of
convolutional operators. An example of a CNN is shown in Fig. 2.

The input into the CNN in Fig. 2 is a 3-dimensional matrix representation
with dimensions 1×28×3 representing the width, length and depth respectively.
Tri-axial acceleromter data typically have a width of 1, a length l and a depth
of 3 representing the x, y and z axes. A convolution operation is then applied
by passing a convolution filter over the input which exploits local relationships
between adjacent data points. This operation is defined by two parameters, D
representing the number of convolution filters to apply and C, the dimensions
of each filter. For this example, D = 6 and C = 1 × 5. The output of the convo-
lution operation is a matrix with dimensions 1 × 24 × 6, these dimensions being
determined by the dimension of the input and the parameters of the convolution
operation applied. This output is then passed through a Pooling operation which
basically performs dimensionality reduction. The parameter P determines the
dimensions of the pooling operator which in this example is 1 × 2, which results
in a reduction of the width of its input by half. The output of the pooling layer
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Fig. 2. Illustration of CNN

can be passed through additional Convolution and Pooling layers. The output of
the final Pooling layer is then flattened into a 1-dimensional representation and
then fed into a fully connected neural network. The entire network (including
convolution layers) is trained through back propagation over a number of gener-
ations until some convergence criteria is reached. Detailed description of CNNs
can be obtained in [10].

Note that once the CNN is fully trained, it can be used to provide feature
representations for use with other types of classifiers e.g. SVM, or kNN. This
is achieved by cutting off the trained network after the final pooling layer and
just before the fully-connected neural network. Each training example is then
passed through the convolutional network in order to obtain an abstract repre-
sentation which is used to train the SVM or kNN classifier. A similar operation
is performed for each test example to obtain an abstract representation which is
passed to the SVM or kNN for classification. We refer to this as a CNN hybrid
approach.

4 Evaluation

A custom dataset was created to reflect the requirements of selfBACK. A group
of 34 volunteer participants were used for data collection. The age range of
participants is 18 to 54 years and the gender distribution is 52% Female and
48% Male. Data collection captured data for the six activities shown in Table 2.

This set of activities was selected by the health partners of selfBACK as
the set of activities of normal daily living that they would like to monitor for
the management of LBP. Data was collected using the Axivity Ax3 tri-axial
accelerometer2, at a sampling rate of 100 Hz with a range of ±4g. Accelerome-
ters were mounted on the right-hand wrist and thigh of the participants using

2 http://axivity.com/product/ax3.

http://axivity.com/product/ax3
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Table 2. Details of activity classes in our dataset.

Activity Description

Walking Walking at normal pace

Jogging Jogging on a treadmill at moderate speed

Up stairs Walking up 4–6 flights of stairs

Down stairs Walking down 4–6 a flights of stairs

Standing Standing relatively still

Sitting Sitting still with hands on desk or thighs

specially designed wristbands provided by Axivity for the wrist, and tape for the
thigh. The activities have a balanced distribution between classes, as the partic-
ipants were asked to carry out each activity for the same period of time (3 min).
Each dataset consists of a set of accelerometer readings for each user on each
activity, with each reading containing a timestamp and the x, y, z-axis readings
for a specific poll of the accelerometer sensor. The wrist and thigh dataset are
available on GitHub3 as an open source dataset.

4.1 Experiment Design

Experiments are reported using our dataset of 34 users. Evaluations are con-
ducted using a leave-one-person-out methodology in which each user is selected
in turn for testing and the remaining 33 are used for training. In this way, we are
testing the general applicability of the system to users whose data is not included
in the trained model. Performance is reported using micro-averaged F1. We com-
pare 7 different feature representations for both wrist and thigh mounted sensors.
The 7 representations we use consist of 4 shallow feature representations and 3
deep feature representations:

Shallow Features use a Support Vector Machine (SVM) for classification as
it provides state-of-the-art performance and was found to outperform kNN and
Naive Bayes in experimentation. The number of coefficients for the frequency
domain representations was also selected by initial experimentation. The hand-
crafted and frequency domain representations reported are:

– Time: hand-crafted time domain features, detailed in Table 1;
– Freq : hand-crafted frequency domain features, detailed in Table 1;
– FFT : applies Fast Fourier Transform and feeds the first 80 coefficients from

the x, y, z axis along with the magnitude to an SVM classifier;
– DCT : applies Discreet Cosine Transform and feeds the first 80 coefficients

from the x, y, z axis along with the magnitude to an SVM classifier;

Deep Features have a vector of accelerometer values as an input into the CNN.
After experimenting with different parameter settings, the final configuration
3 https://github.com/rgu-selfback/activity-recognition.

https://github.com/rgu-selfback/activity-recognition
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Fig. 3. F1 results for different feature representations for the wrist

used for the wrist data is 5 convolution layers with 150, 100, 80, 60, and 40
convolution filters respectively, created with a filter of size 10 and pooling size of
2. The last pooling layer is connected to a fully connected network with 2 hidden
layers, with 900 units in the first layer and 300 units in the second layer and
dropout probability of 0.5, and a final output layer with 6 units representing the 6
activity classes in our dataset and soft-max regression. A shallower configuration
is used for the thigh data with 3 convolution layers with 150, 100, and 80 filters
respectively. For the deep features, we use both a neural network for classification
as well as the CNN hybrid approach with traditional classifiers. For the hybrid
approach, we cut off the network, after it has been trained, at the last pooling
layer and feed the output of this as vector to the SVM or kNN classifier. The
purpose of this is to compare the performance of the representation learned by
the CNN using the same classifier as was used for the other representations. The
deep features reported include a standard CNN and two hybrid approaches:

– CNN : uses CNN features with a Neural Network classifier;
– CNN-SVM : a CNN hybrid approach using SVM as the classifier with features

extracted from the CNN; and
– CNN-kNN : a further CNN hybrid approach using kNN as the classifier with

features extracted from the CNN.

4.2 Results

Wrist: The first set of results we present is a comparison of the F1 results for
the different representations with the accelerometer positioned on the wrist, as
shown in Fig. 3. The best results are achieved using the deep features, second
best using frequency transform features, with the hand-crafted features per-
forming poorly. Within the deep features, the hybrid approaches of CNN-SVM
and CNN-kNN deliver the highest F1 scores at 0.850 and 0.845 respectively,
slightly outperforming CNN which has a score of 0.839 although the differ-
ence is not significant4. CNN-SVM significantly outperform both FFT and the
4 Significance is tested with a two-tailed student’s t-test at p = 0.05.
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Fig. 4. F1 results for different feature representations for the thigh

hand-crafted features. Among the remaining features DCT performs well with
an F1 score of 0.836 which significantly outperforms FFT (0.797), Time (0.769)
and Freq (0.705). Generally data collected from the wrist tends to be more noisy
than data collected from the thigh; the deep features with the 5-layer architec-
ture appear to be more effective at building noise-resistant models. Similarly
DCT, which disregard higher frequency coefficients, may be more effective than
other shallow features at eliminating noise.

Thigh: The second set of results compares the F1 scores for the accelerometer
positioned on the thigh (see Fig. 4). The best result is achieved by DCT with
an F1 score of 0.967, which is slightly better than achieved by the deep learning
features of CNN, CNN-SVM and CNN-kNN with scores of 0.959, 0.957 and 0.949
respectively. The differences are not significant, however, DCT is significantly
better than the other shallow features. Among the deep features CNN and CNN-
SVM are on a par, both slightly outperforming CNN-kNN, and significantly
better than FFT (0.927), Time (0.936), and Freq (0.820). It is interesting that
Time outperforms FFT for this location and may explain hand-crafted time
domain features are a popular choice for HAR with data collected from the
thigh.

Discussion: HAR with data collected from the thigh for the 6 classes evaluated
here is excellent (0.967 for DCT) and superior to collection from the wrist by
over 11%. This difference reflects that HAR from the thigh is an easier problem
because there is less variation in the data; typically less noise; and data from the
thigh is better able to identify leg orientation to distinguish between standing and
sitting. However, the 0.850 obtained with deep features is still good performance,
particularly if distinguishing between standing/sitting is less important than
between active/inactive classes for selfBACK. Wrist movement alone appears
insufficient to differentiate between standing/sitting. There is still a clear trade-
off between the accuracy of classification from the thigh and the ease of wear on
the wrist.

Deep feature representations, particularly using the hybrid approach, perform
well on both locations. They provide the best results with data from the wrist; the
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deeper architecture seems particularly effective at modelling the more complex
and noisy data associated with the wrist. The hybrid combination (CNN-SVM)
appears to take advantage of both the CNNs ability to learn effective invariant
features and SVMs ability to generate good decision boundaries. Deep features
also have an efficiency advantage in real applications because, once the model
has been built they take raw accelerometer values as inputs.

Shallow features generally have mixed results. However, DCT performs well
on both locations, perhaps because frequency models are good at distinguish-
ing between different active activity classes and by selecting lower frequency
coefficients DCT is good at filtering out noise. DCT is also attractive for real
time applications because by directly using coefficients obtained from the raw
accelerometer data as features extensive pre-processing is not required. With
hand-crafted features, Time performs adequately on the thigh data but is not
competitive for wrist data.

5 Conclusion

In this paper, we have presented an analysis of deep and shallow feature rep-
resentations for accelerometer data on HAR with data collected from the wrist
and thigh. Three types of representations are considered: hand-crafted, frequency
transform and deep features which includes two hybrid approaches. For the pur-
pose of selfBACK, it is important to determine which representation approach is
best suited for HAR using a single wrist-mounted accelerometer on the required
activity classes. However, wrist data is more prone to random noise due to the
variation in movement and posture of the hand. We evaluate the difference in
classification performance with data collected form both locations and find data
from the thigh to outperform data from the wrist by 11%. However, classification
with data from the wrist still achieves good performance with an F1 score reach-
ing 85%. Comparative evaluation of the seven representation approaches shows
deep features to work best on data form the wrist. In particular CNN-SVM, a
hybrid approach, that uses CNN to learn features for an SVM classifier outper-
formed both hand-crafted and frequency transform by a margin of over 1.4%.
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Abstract. Deep learning has been recently proposed to learn robust
representation for various tasks and deliver state-of-the-art performance
in the past few years. Most researchers attribute such success to the
substantially increased depth of deep learning models. However, train-
ing a deep model is time-consuming and need huge amount of data.
Though techniques like fine-tuning can ease those pains, the general-
ization performance drops significantly in transfer learning setting with
little or without target domain data. Since the representation in higher
layers must transition from general to specific eventually, generalization
performance degrades without integrating sufficient label information of
target domain. To address such problem, we propose a transfer learn-
ing framework called manifold regularized convolutional neural networks
(MRCNN). Specifically, MRCNN fine-tunes a very deep convolutional
neural network on source domain, and simultaneously tries to preserve
the manifold structure of target domain. Extensive experiments demon-
strate the effectiveness of MRCNN compared to several state-of-the-art
baselines.

Keywords: Transfer learning · Convolutional neural network · Manifold
learning

1 Introduction

Recently, deep learning shows great success for learning robust representation
and outperforms conventional state-of-the-art methods in computer vision appli-
cations. Convolutional neural networks (CNNs), win the ImageNet challenge
which is a contest based on a large scale data sets with over 1 million images
since 2012 [15,23]. And the key of this success is that the substantially increased
depth enlarge the capacity of CNNs and then enable CNNs to fit the data sets
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well. The works [17,24] reinforced this result by showing significant improvement
over shallow models when applying a very deep neural network architecture.

On the other hand, as the power of CNNs keeps growing, the complexity of
models increases, which further requires more data to avoid overfitting during
training process. The problem is that most of data sets are not large enough
for training, thus the performance degrades. To take advantage of both huger
capacity of deep models and less needed data of shallow ones, a training technique
called fine-tuning is proposed. Fine-tuning adopts pretrained models, which are
trained on large scale data sets, e.g. ImageNet, on new tasks with only sightly
modifying the parameters of the pretrained models. Several studies have reported
that fine-tuning obtains outstanding performance and reduces training time from
2 or 3 weeks to few days [18,19].

Although fine-tuning can learn effective representation in various fields, the
performance drops significantly when directly applied to transfer learning with
insufficient target domain data. Transfer learning aims to improve learning per-
formance in target domain with little or without any label information by lever-
aging knowledge from auxiliary source domain. Yosinski et al. [20] pointed out
that deep feature must transition from general to specific by higher layers of the
networks for transfer learning. Hence, only integrating with source domain data
will lead to the learned presentation go too specific to source domain.

To address such problem, we propose a manifold regularized convolutional
neural network (MRCNN) framework for transfer learning, which aims to use
manifold learning approach to regularize fine-tuning progress. Manifold learn-
ing approaches are widely adopted in semi-supervised or unsupervised learning,
which assumes that data points within a same local structure are likely to have
the same label [2]. Therefore, the unlabeled data in target domain can be uti-
lized to preserve such structure in higher layer or output layer by imposing man-
ifold based constraints. By coupling manifold regularization and fine-tuning, we
expect that the learned representation in higher layers go more general or more
specific to target domain, and thus the knowledge from auxiliary source domain
is successfully transferred.

The contributions of this paper are summarized as follow:

1. We propose a unsupervised learning framework that collaborates fine-tuning
technique and manifold regularization within deep convolutional neural net-
work for transfer learning.

2. We conduct extensive experiments on several data sets and statistical evidence
shows the effectiveness of our framework.

3. Furthermore, we investigate the impact of fine-tuning and manifold regular-
ization on knowledge transfer.

2 Preliminary Knowledge

In this section, we first review convolutional neural networks architecture, fine-
tuning technique and manifold regularization, which serve as preliminary knowl-
edge of this paper.
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2.1 Convolutional Neural Network

Deep learning approaches have been widely adopted in the last decade [3]. Par-
ticularly, convolutional neural network (CNN) is proposed to learn robust rep-
resentation and achieve satisfying results in computer vision [15,17].

A typical CNN is a feed-forward neural network stacked with multiple convo-
lutional (conv) layers, pooling layers (max-pool or average-pool), fully connected
(fc) layers and a classifier on top of them. Both conv and fc layers learn non-
linear mapping hl in the lth layer with slight difference. The mapping of conv
and fc layers can be formalized by

hl+1 = σ(wl ∗ hl + bl) (1)

hl+1 = σ(wlhl + bl) (2)

respectively, where wl is the weight matrix (kernel in conv layers) and bl is the
bias of lth hidden layer, ‘*’ denotes convolution operation and σ(·) is an non-
linear activation function, e.g., Rectified Linear Unit (ReLU) σ(x) = max(0,x)
[8] for hidden layers or softmax function σ(x) = ex∑n

i=1 exi
for output layer. Pool-

ing layers perform a downsampling operation along the spacial dimension. It
is useful for reducing computational cost and providing robustness for learning
representation [26].

Given data set X with label y, the objective to minimize in CNN is

L =
1
n

n∑

i=1

C(hl
i,yi) (3)

where n is the size of data set X and l is the depth of model, hl is the learned
representation of lth hidden layer formulized by Eq. (1) or (2) and C(·, ·) is the
cross entropy loss function.

2.2 Fine-Tuning

According to [20], the representation in earlier layers of deep CNNs which are
trained on large scale data sets are general to different tasks. Hence, it would
be beneficial for both performance boost and time-saving to use those weights
as either initialization or feature extractor. Fine-tuning is a training procedure
that aims to adopt pretrained models on new tasks.

A standard fine-tuning procedure usually re-initializes the top fc layers to
match the dimension, since the sizes of input data sets differ between tasks. And
for the conv layers, there are two major strategies: (1) Fix some earlier layers
and only fine-tune the higher layers when data is very limited [18]; (2) Back
propagate through all the layers when we have enough data [19].

Note that it’s common to use smaller learning rate to avoid overfitting. In
this paper, we mainly follow the first fine-tuning strategy and the details will be
presented in later sections.
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2.3 Manifold Regularization

Manifold learning is a graph based semi-supervised or unsupervised method. It
attempts to preserve the manifold structure in a data set. In this paper, we
incorporate manifold learning as a regularization term by enforcing neighbors
located in the same local structure on embedding space.

Given a data set X, let M be the adjacent matrix of the instances of X and

M[i,j] =
{

1, xi ∈ NN(k,xj) or xj ∈ NN(k,xi)
0, Otherwise

(4)

where k is a hyper-parameter and NN(k,x) denotes the k nearest neighbors of
x. The similarity between xi and xj can be measured by cosine distance

cos(xi,xj) =
xi

�xj√
xi

�xi · √
xj

�xj

(5)

where xi and xj are column vectors and � denotes matrix transpose. Let D =
diag(

∑
j M[i,j]) and L = D − M be the Laplacian matrix, then the manifold

regularized term Γ (X) can be written as

Γ (X) =
∑

i,j M[i,j]||f(xi) − f(xj)||2
= trace(F�LF )

(6)

where f(·) is a map function, F[i,.] denotes ith row of F and F[i,.] = f(xi).

3 MRCNN Model

In this paper, we focus on unsupervised transfer learning, i.e., only labeled data
are available in source domain and unlabeled data in target domain. Thus, we
denote source domain as Ds = {x(s)

i ,y
(s)
i }ns

i=1 with ns labeled instances, target
domain as Dt = {x(t)

i }nt
i=1 with nt unlabeled instances.

Now we are ready to present details of our framework. MRCNN is based on
VGG19 Network architecture [17], which is composed of 16 conv, 5 max-pooling,
3 fc and 1 softmax layers. Following the notation in [17], the 16 conv layers are
divided into 5 blocks by max-pooling layers, i.e., conv1 block consists of conv
layers before first max-pooling layer, conv2 block consists of conv layers between
first and second max-pooling layer, and so on.

We adopt the weights of VGG19 model pretrained on ImageNet in all conv
layers and randomly initialize the fc layers, which are shared for both source
and target domains. Then we further extend VGG Net by integrating manifold
regularization, which is imposed on target domain to enforce similar instances
to have the same labels, and cross entropy loss on source domain data to incor-
porate label information. By preserving manifold structure in this manner, we
hope the learned representation in higher layers can be well generalized. Figure 1
intuitively illustrates MRCNN framework. Note that conv1–conv5 each denotes
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Fig. 1. The framework of MRCNN.

a convolutional block, not a single layer. Due to the limitation of data and the
learned representations transition from general to specific along the network,
we adopt following three different strategies: (1) randomly initialize 3 fc layers
because fc layers require strict dimensional matching while the sizes of input
data sets are different. (2) conv5 block, containing 4 conv layers, is carefully
fine-tuned since the representation in this block is more transferable and needs
only sightly tuning. In other word, we apply a smaller learning rate on this block.
(3) the conv1-conv4 blocks consisting of 12 conv layers are fixed and used as
feature extractor since the representation of these blocks are general.

Let w and b denote collections of weights and biases of the MRCNN, L
denotes Laplacian matrix of target domain, the overall objective is written as
below:

J = L(w, b,x(s),y(s)) + αΓ (k,L,w, b,x(t)) + βΩ(w, b). (7)

The first term of Eq. (7) is the cross entropy loss between the output log-
its and labels of source domain as presented in Eq. (3). The second term
Γ (k,L,w, b,x(t)) is the manifold regularization as described in Eq. (6) imposed
on target domain and k is the number of nearest neighbors. The last term of
Eq. (7) is L2 norm of weight and bias matrices, which controls the complexity of
the network structure and is defined as

Ω(w, b) =
l∑

i=1

(||wi||2 + ||bi||2), (8)

where l is the depth of the neural network, i.e., 19 in this paper. α, β are hyper-
parameters that balance the importance of manifold regularization and model
complexity in the entire framework.

The objective Eq. (7) can be minimized by performing Gradient Descent.
Since we implement MRCNN by Deep Learning Library TensorFlow [25], which
can automatically compute the gradients and derive the solution, the update
rules for parameters will be omitted here.
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4 Experiments

To evaluate the effectiveness of our proposed framework MRCNN, we conduct
experiments on two image data sets and compare our model with several state-
of-the-art baseline methods.

4.1 Data Sets and Data Processing

CIFAR-100. CIFAR-100 data set1 has 100 classes, which are grouped into 20
superclasses [5], and each contains 600 images. Among these 20 superclasses,
we randomly choose two of them ‘fruit and vegetables’ and ‘household electri-
cal devices’ and take ‘fruit and vegetables’ as positive examples and ‘household
electrical devices’ as negative one. Each superclass of ‘fruit and vegetables’ and
‘household electrical devices’ has 5 classes. To construct transfer learning clas-
sification problems, we randomly choose one class from ‘fruit and vegetables’
and one from ‘household electrical devices’ as source domains, and then choose
another one class of ‘fruit and vegetables’ and another one of ‘household electrical
devices’ from the remaining classes to construct target domain. In this way, we
can obtain 400 (P 2

5 · P 2
5 ) classification problems.

Corel. Corel data set2 consists of two different top categories, ‘flower ’ and ‘traf-
fic’ [9]. Each top category further includes four subcategories. We take ‘flower ’ as
positive class and ‘traffic’ as negative one. Then by following the same process-
ing procedure, we can construct 144 (P 2

4 · P 2
4 ) transfer learning classification

problems.
Note that we do not perform any data argumentation on these data sets

except subtracting mean for CNN based methods and normalizing features to
[0, 1] for the other compared competitors.

4.2 Baseline Methods

We compare MRCNN with a variety of baselines,

– Logistic regression (LR), one of the most widely applied supervised learning
algorithm without transfer learning technique.

– Transductive Support Vector Machine (TSVM) [1], a transductive learning
algorithm to incorporate unlabeled target domain data. However, TSVM
assumes the labeled source domain data and unlabeled target domain data
follow the same distribution.

– Transfer Component Analysis (TCA) [12], which aims at learning a low-
dimensional representation for transfer learning. We use Support Vector
Machine (SVM) as the basic classifier for it in this paper.

1 https://www.cs.toronto.edu/∼kriz/cifar.html.
2 http://archive.ics.uci.edu/ml/datasets/Corel+Image+Features.

https://www.cs.toronto.edu/{~}kriz/cifar.html
http://archive.ics.uci.edu/ml/datasets/Corel+Image+Features
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– Transfer Learning with Deep Autoconders (TLDA) [22], which uses deep
autoencoders to find a proper embedding space for both source and target
domains, while their distribution are explicitly enforced to be similar.

– Standard VGG Net [17], which finetunes on source domain but without man-
ifold regularization. We denote it as VGG.

4.3 Implementation Details

For LR, we perform grid search for L2 regularization term, and for TSVM, we use
SVMlin

3 and sample the hyper-parameter in [10−5, 101]. For TCA, the number
of latent dimension is carefully tuned, e.g., for Corel data set, the number varies
between 10 and 100 with the step size 10. For TLDA, we adopt author’s source
code and use the default parameters.

VGG and MRCNN are implemented in Deep Learning Library TensorFlow4

[25]. And for VGG, the learning rate r and weight decay strength β are set as
10−2.5 and 10−2 for CIFAR-100, 10−4 and 10−2 for Corel. For MRCNN, r and β
are set as 10−2.5 and 10−2 for CIFAR-100, 10−2.5 and 10−1 for Corel. Moreover,
the trade-off parameter α is set as 10−5 for CIFAR-100, 10−3 for Corel, and the
number of nearest neighbors k is set as 3 for both CIFAR-100 and Corel. Note
that, we use Adam [21] as an optimizer to minimize the objective function for
both CNN based models.

4.4 Results

In total, we construct 400 classification tasks for CIFAR-100 and 144 classifica-
tion tasks for Corel. To make comprehensive comparison, we further divide the
classification tasks into two groups for each data set according to the accuracy
of LR. Specifically, we first conduct LR model on all classification tasks, and
then group them into two groups, i.e., the first group of classification tasks with
accuracies from LR lower than 70%, while the other one with accuracies from
LR higher than 70%. Finally, we report the average results of two groups, and all
the results are shown in Table 1. Left and Right respectively denote the average
performance of classification tasks whose accuracies lower and higher than 70%,
and Total means the average results over all tasks. Note that lower accuracy
from LR indicates more difficult to make transfer, and vice versa.

From these results, we have the following observations:

– TSVM is better than LR, which indicates the importance to consider unla-
beled data. However, TSVM can not achieve satisfying results since it assumes
the labeled and unlabeled data should follow the same distribution. TCA per-
forms even worse than LR on Corel data set, which may show the difficulty
to make transfer on the constructed classification tasks. TLDA delivers best
results in most cases compared to above methods, which reveals the power of
deep models.

3 http://vikas.sindhwani.org/svmlin.html.
4 The code is available at https://github.com/LayneH/MRCNN.

http://vikas.sindhwani.org/svmlin.html
https://github.com/LayneH/MRCNN
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– CNN based methods, i.e., VGG and MRCNN, significantly outperform all
other conventional methods by a large margin. We attribute it to the fine-
tuning procedure, which fixes the earlier 4 conv clocks and only back-
propagates through the last layers to preserve the generality. This also indi-
cates the essential to adopt deep learning models for classification.

– Among the deep learning methods, MRCNN achieves considerable improve-
ment over standard VGG Net with fine-tuning. This validates that manifold
regularization successfully guides the training process to obtain better repre-
sentation.

– Overall, the incorporation of manifold regularization leads to the success of
MRCNN. In other word, MRCNN performs the best on all groups.

4.5 Analysis and Discussion

Although we show the average results in Table 1, you maybe more interest in
more detailed results. Here we try our best to present more detailed results,
although it is not easy to show all detailed ones of totally 544 (400+144) clas-
sification tasks. Taking CIFAR-100 as an example, we average the accuracy of
problems with the same target domain (P 1

5 · P 1
5 = 25 instances). The accuracies

of LR, VGG and MRCNN are presented in Fig. 2(a) in an increasing order of
LR’s accuracy.

From the results in Fig. 2(a), MRCNN outperforms the baselines most of
time. However, MRCNN can not achieve satisfying results at some points. We
conjecture that the proposed model heavily depends on the local relationship of
target domain data, so the bad quality of nearest neighbors would lead to the
poor performance. Motivated by [6], we use ε to measure the confusion of nearest
neighbors, and it can be formalized as

ε =
∑nt

i=1
∑#nni

j=1 1{label(nni,j) �=label(x
(t)
i )}

∑nt
i=1 #nni

(9)

Table 1. Average accuracy (%) of different methods.

LR TSVM TCA TLDA VGG MRCNN

CIFAR-100

Left 64.87 66.90 74.24 68.15 72.50 76.98

Right 79.11 80.33 78.38 81.58 82.33 86.91

Total 74.91 76.37 77.16 77.62 79.43 83.98

Corel

Left 61.64 78.27 71.04 79.12 86.26 87.25

Right 80.62 80.81 75.40 81.04 86.63 87.54

Total 74.03 79.93 73.89 80.38 86.50 87.44
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where 1{·} is the indicator function, #nni is the number of nearest neighbors
of x

(t)
i , nni,j is the jth nearest neighbor of x

(t)
i and label(x) is the label of

x. Intuitively, the higher ε is, the more confusing knowledge are introduced by
imposing manifold regularization. We sort the classification problems according
to the values of ε on target domains and show how ε influence the classification
accuracy in Fig. 2(b). Moreover, we group the tasks into 3 groups according to
the values of ε: the first group consists of tasks with ε < 0.1, the second one
consists of those with 0.1 ≤ ε ≤ 0.15 and the rest form the third one. The
average accuracy of each group is presented in Table 2.

Fig. 2. Average accuracy of target domains. (Color figure online)

Table 2. Mean accuracy (%) of different groups.

ε < 0.1 0.1 ≤ ε ≤ 0.15 ε > 0.15

LR 76.00 77.30 70.18

VGG 82.26 79.88 72.84

MRCNN 90.00 82.67 72.24

From Fig. 2(b) and Table 2, we can find that the classification accuracy sub-
stantially drops as ε grows for all methods. The reason may be that the positive
and negative instances are similar for these classification tasks, and they are not
easy to be separated. The above results also reveal that the confusion of nearest
neighbors is the key factor that influences the performance of MRCNN. Hence,
to further generalize MRCNN on transfer learning tasks, one crucial problem to
be enhanced is how to obtain correct nearest neighbors.
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4.6 Parameter Sensitivity

In this section, we will discuss how the parameters r, α, β and k in Eq. (7) impact
on the experiments. To tune the hyper-parameters, we randomly select 10 prob-
lems from CIFAR-100 as validation problems. We sample the learning rate r
between {10−5, 10−4, 10−3, 10−2, 10−1, 100, 101}, the trade-off parameter α and
β from {10−6, 10−5, 10−4, 10−3, 10−2, 10−1, 100, 101}, and the number of nearest
neighbors is selected from [1, 3, 5, 10, 20, 40]. From these results from Fig. 3,
we then set r, α, β and k to 10−2.5, 10−5, 10−1 and 3 in CIFAR-100 experiment.
For the Corel data set, we randomly select 6 problems, and the parameters are
similarly tuned.

(a) Influence of k (b) Influence of α (c) Influence of β

Fig. 3. Parameter sensitivity

5 Related Work

Transfer learning is the improvement of learning in a new domain by transferring
the knowledge from auxiliary source domain [7,11]. It has drawn much attention
in past decades for its potential to ease the pain of manual labeling. Feature
based approaches are one of the most widely proposed, which aim to learn a good
feature representation for both source domain and target domain by reduce the
difference between domains or integrating regularization [10,12,14,16]. Among
feature based transfer learning methods, several methods have been proposed
to reduce the domain discrepancy explicitly. For example, transfer component
analysis (TCA) [12] aims to minimize the difference of distributions between
domains in a kernel Hilbert space, [10] is trying to find a subspace where training
and testing samples are approximately i.i.d. by integrating Bregman divergence-
based regularization between distributions of domains. One crucial problem of
these methods is that most of them only adopt shallow representation models
to reduce the domain discrepancy, which limits their ability to generalize for
various tasks.

Deep learning methods show its potential to learn effective and robust rep-
resentation in recent years. To enjoy such benefit, several frameworks have been
introduced. Stacked Denoising Autoencoders (SDAEs) [13] aims to improve the
effectiveness of learned representation in Denoising Autoencoders (DAEs) [4]
by extending the depth of DAEs, i.e. stack multiple DAEs within the frame-
work. [22] further couples SDAEs and feature based transfer learning approach
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together where they explicitly minimize the KL divergence between distributions
of source and target domains in embedding space.

However, we argue that such methods do not take advantage of the generality
brought by large scale data sets. Researches like [18,19] directly adopt the pre-
trained models on new tasks and deliver state-of-the-art results. [20] investigates
the generality of deep neural network and reveals that features must eventually
transition from general to specific by the last layer of the network. Motivated by
these works, we proposed a manifold regularized convolutional neural networks
(MRCNN) framework to enjoy the generality of deep learning models for transfer
learning.

6 Conclusion

In this paper, we propose a novel manifold regularized convolutional neural net-
work (MRCNN) framework for transfer learning. This framework adopts a very
deep CNN architecture and incorporates manifold regularization component. By
imposing manifold based constrains, we enforce the manifold structure of tar-
get domain to be preserved while the cross entropy loss of source domain is
minimized. We confirm that this manifold regularization can help improve gen-
eralization performance and thus successfully leverage knowledge cross domains.
Moreover, in order to ease the pain of training such deep CNN, we apply fine-
tuning technique to our framework. Finally, we conduct a series of experiments
against several competitors to demonstrate the effectiveness of our framework.
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Abstract. The learning strategies often have a direct impact on learning effects.
Often, the learning guidance is provided by teachers or experts. With the speed
of knowledge renewal going faster and faster, it has been completely unable to
meet the needs of the learner due to the limitation of individual time and energy.
In order to solve this problem, we propose a learning strategy generation method
based on migration between concepts, in which the semantic similarity is cre-
atively applied to measure the relevance of concepts. Moreover, the concept of
jump steps is introduced in Wikipedia to measure the difficulty of different
learning orders. Based on the hyperlinks in Wikipedia, we build a graph model
for the target concepts, and achieve multi-target learning path generation based
on the minimum spanning tree algorithm. The test datasets include the books
about Computer Science in Wiley database and test sets provided by volunteers.
Evaluated by expert scoring and path matching, experimental results show that
more than 59% of the 860 single-target learning paths generated by our algo-
rithm are highly recognized by teachers and students. More than 60% of the 500
multi-targets learning paths can match the standard path with 0.7 and above.

Keywords: Learning path � Wikipedia � Semantic similarity � Graph model

1 Introduction

In the era of knowledge explosion, finding an efficient way to the target knowledge,
called as learning path in this paper, in these too many learning materials is a problem
needed to be solved. It is necessary for learners to find a proper way grasping the
knowledge they need, as it is universal that people reach their destinations efficiently
relying on navigators. Traditionally, most of the learning strategies are made by
teachers or experts. As a result, the learning strategies are personally and subjective. In
the process of learning, learners will also have problems such as cognitive overload or
cognitive impairment due to the inappropriate learning order of concepts which leads to
the inefficiency of learning. Therefore, in the information age with knowledge
expanding and updating rapidly, it has been far from being able to meet the needs of
learners relying solely on the individual or an educational group.

The data generated by human activities are enriching the knowledge space con-
stantly. The development of Internet has greatly accelerated the growth of information,
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which makes people begin to explore the way to organize the useful information, so
there is a knowledge organization form named knowledge base which is a knowledge
cluster after the artificial systematization and standardization, such as Wikipedia.

In recent years, the rapid development of the World Wide Web has led to the study
of knowledge space. Lexical relations diagram, semantic relevance, knowledge
ontology, semantic network, etc. have been applied to the text classification, word
disambiguation, machine translation and so on. These studies also provide a theoretical
basis for the learning path generation.

The knowledge base absorbs new knowledge and establishes the connection
between concepts quickly while the book is authoritative and academic. Therefore, in
this paper, we put forward a learning path generation method making full use of the
knowledge base and traditional books to help the learners learn the target knowledge
better and faster.

Our main contributions are as follows:

• We build a basic concept set in the computer domain and propose a graph model for
concepts to express the concepts and their relationships;

• We propose a learning path generation method based on migration and similarity
between concepts;

• We build two test data sets and evaluate the generated learning path by scoring and
the consistency degree between paths.

In this paper, we creatively apply semantic similarity to the generation of learning
path, and propose a new graph model for concepts to express their relationships. We
use Wikipedia to construct the graph model for the target concepts automatically,
without manual assistance.

Our study takes Computer Science discipline as an example, but our method’s
scope of application is not limited to Computer Science. Our method is based on
Wikipedia and the books on the subject, which makes it possible to migrate to other
subject areas at low cost, thus benefiting more learners in various fields.

The rest of this paper is organized as follows. In Sect. 2, we review related works.
In Sect. 3, we propose our method of the learning path generation. Section 4 describes
the validation of our results based on scoring and path matching. Finally, in Sect. 5, we
give the conclusion.

2 Related Work

2.1 Approaches to Learning Path Generation

Nowadays, the speed of knowledge update is going faster and faster, and there is a high
demand for learning ability and learning efficiency. The rapid development of the
Internet brings people into an era of e-learning, more and more scholars turn to the
automatic generation of learning strategies. The existing methods can be divided into
three categories: individual based methods, knowledge level based methods, learning
difficulty based methods.
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Individual based methods often use learners’ gender, personality, major, social
background and other attributes to recommend learning paths for learners. Lin et al. [1]
developed a personalized creative learning system (PCLS) in 2013 based on decision
tree in data mining technology. PCLS includes a series of creative tasks and a ques-
tionnaire that involves several key volumes. It determines the level of creativity
according to individual attributes and tasks. There are some one-sidedness since such
methods solely rely on individual attributes, and it is not effective when learners are
unwilling to provide such information.

Knowledge level based methods get the knowledge not grasped by learners
according to the wrong answered questions in the pre-test. Then the learning path is
recommended accordingly. Lendyuk et al. [2] proposed an individual learning path
generation method using the learning object sequence to navigate the learning content.
They adjusted the difficulty of problem next stage to solve according to the number of
right answered questions in previous stage which allowed learners to improve their
knowledge level gradually. Such methods depend on the question bank, which requires
a lot of manpower to construct. Moreover, the knowledge area covered by the question
bank is limited.

Learning difficulty based methods constantly adjust the learning difficulty, which is
given by human initially, according to learning effect. Zhao and Wan [3] built a graph
model for knowledge units. Each node represents a knowledge unit, and the directed
edges represent the relationships between knowledge units: precedence, succession or
parallel. The weight of the edge represents the difficulty of learning from the prece-
dence concept to the succession concept. The initial value was given by the teacher,
and then updated according to the learning of the previous students. Bonifati et al. [4]
proposed a learning path generation method that satisfies the path query conditions of
the user on the graph database. The input of the algorithm includes a graph database in
which the user marks the node as a positive or negative case based on whether he wants
the node to be part of the query result. Such methods not only consume a lot of
manpower, but also have a strong subjectivity due to the artificial annotation. Fur-
thermore, it is more and more difficult to keep up with the speed of knowledge updating
for an individual even a group of experts.

In view of these problems, the method proposed in this paper combines the
Wikipedia and online library resources with the consideration of the update speed and
authority of the knowledge. Moreover, the migration between concepts in Wikipedia is
used to measure the learning difficulty rather than artificial annotation.

2.2 Word Similarity

The word similarity discussed in this paper is at the semantic level. The methods of
calculating word similarity are divided into four categories according to the basic
method adopted: word similarity calculating based on vector space model, word
similarity calculating based on text attributes, word similarity calculating based on
sequence alignment and word similarity calculating based on semantic analysis.

In the vector space model, the text is regarded as a collection of basic language units
(word, phrase, etc.), and it is assumed that the text feature is only relevant to the
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frequency of some basic language units, with its position or order in the text not
considered completely. Word similarity calculating based on text attributes is driven by
the goal of the task. It often extracts the text attributes that contribute to the certain task.
At present, the text attributes used in the study include the new word occurrence rate [5],
the overlap rate of words [6], the text graph model [7], etc. The text is treated as a
sequence of characters when calculating word similarity based on the sequence align-
ment, so that the text similarity calculation turn into the calculation of sequence simi-
larity. Commonly used methods include Hamming Distance, Edit Distance, the Longest
Common Subsequence, etc. Word similarity calculating based on semantic analysis uses
synonymy, antisense, upper and lower relations to calculate the similarity [8]. The
advantages and disadvantages of the four kinds of methods are shown in Table 1.

We used the vector space model to calculate the similarity between words via the
word2vec, a tool provided by Google. We trained a CBOW (Continuous Bag-of-Words
Model) model of word2vec using the Wikipedia corpus described in Sect. 3.2.

3 Generating a Learning Path

3.1 Definition of Learning Path

Learning path is a list of relevant concepts. The relevant concepts refers the concepts
have semantic connection, which can be measured by word similarity. In this paper, the
learning paths are divided into two kinds:

• Single-Target Learning Path. An orderly sequence of concepts generated for one
target concept that needs to be learned. The relevant concepts are ranked in
descending order of the concept’s relevance to the target concept. For example, the
learning path of the target concept jQuery can be the list: JavaScript, jQuery UI,
plugin, jQuery Ajax, HTML, jQuery.

Table 1. Advantages and disadvantages of the four kinds of methods.

Calculation methods Advantages Disadvantages

Based on the vector
space model

Computational overhead
is small

The effect is not good when applied to the
text containing less words; Ignore the order
and ambiguity of words

Based on text
attributes

Focus on a certain task,
more flexible and more
feasible

Poor portability due to strong targeted

Based on sequence
alignment

Consider the text order Ignore the semantic relations between
words

Based on semantic
analysis

Discover the deep
semantic relations
between features

Computational overhead, high resource
requirements
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• Multi-target Learning Path. Learners have several concepts that need to be
learned. For example, when they preview a new unit, they want to learn some
emerging concepts of the unit, which are often relevant. These concepts that need to
be learned constitute the target concept set, and the multi-target learning path is a
directed graph generated for the target concept set, in which the node represents the
target concept, and the direction of the edge represents the learning order. For
example, the learning path of the target concept set {array, tree, stack, list, queue}
can be the learning order shown in Fig. 1.

3.2 Data Preprocessing

We propose a learning path generation method based on Wikipedia, the authoritative
course guidelines and professional books.

• Wikipedia. The Internet Encyclopedia is the largest and most complete human
knowledge base that is currently available for random access. Wikipedia is the
largest Internet multilingual encyclopedia compiled by humans. As of April 8,
2017, Wikipedia has a total of 5,378,718 articles, 41,883,956 pages, which cover
most of the human knowledge areas. The original data set used to build the graph
model and train the similarity model is a compressed file for all Wikipedia pages
(2016.06.01), a 53.4 GB XML file after decompression. In the experiment to
determine the relevant concepts of the target, the online Wikipedia is used because
of the consideration of web page redirection. We extracted the title of each page as
an entry from the original XML file, and extract the text with a hyperlink in the page
(hereinafter referred to as hyperlink text) to build data set called as wiki_R. Each
line in wiki_R.txt represents the contents of an entry in the following format:

title#outlinks1#outlinks2#. . .#outlinksn#

Where title is the page’s title, and outlinksi i ¼ 1; 2; . . .; nð Þ is a hyperlink text in the
page corresponding to the entry. “#” is the delimiter.

• Course Guidelines. Computer Science is a fast-growing discipline with much
knowledge. Learners often feel confused when they study. Therefore, we choose the
Computer Science as an example. In the field of computer, ACM and IEEE are the
authoritative institutions, and the two agencies jointly issued 13 guidelines to lead

Fig. 1. A multi-target learning path.
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the direction of the development of computer courses: CC1991, CC2001, IS2002,
CE2004, SE2004, CC2005, IS2006, IT2008, CS2008, SE2009, IS2010, CS2013
and SE2014, all of which are incorporated into the original data set in this study.
The basic concept set volume_R can be obtained by analyzing the distinction of
computer-related basic concepts in the document, where Di i ¼ 1; 2; . . .; 13ð Þ rep-
resents the original guidelines:

a. Delete the URL and special characters in Di, and then extract the fields around “()”
and “/”, capitalized phrases, phrases with hyphens to document d1, d2, d3, d4;

b. Filter the document d1, d2, d3, d4 artificially. Removing those words that not
belong to Computer Science. Then construct Ri after duplication eliminating;

c. Repeat the above steps for each course guideline. Finally summarize Ri and elim-
inate duplication and then get the result document volume_R.

• Books. In the computer field, the knowledge update is fast. As a result, the books
are too many. This study will look to the computer field part in Wiley database.
Wiley, founded in the United States in 1807, is the world’s largest independent
academic book publisher and the third largest academic journal publisher. In this
paper, we use the Wiley online collection of books subscribed by the Chinese
Academy of Sciences collecting books from Wiley-Blackwell, Wiley-VCH,
Jossey-Bass and so on. We download 181 books in computer field to construct a
book library CSLibrary. The 181 books are divided into three categories: 75 of
Computer Science, 67 of General Computing, 39 of Information Science and
Technology. In order to facilitate the follow-up experiment, we use PDFMiner to
turn pdf document into txt document.

3.3 Extraction of Relevant Concepts

How to find the relevant concepts for the target concept is the key to constructing our
model. In this section, we extracted relevant concepts from Wikipedia and books based
on word similarity discussed in Sect. 2.2.

• Extract Relevant Concepts from Wikipedia. In Wikipedia, the concept exists in
the form of an entry, and its structure is reflected by the hyperlinks between pages.
We find these links have a large or small correlation with the concept tc. Therefore,
we use the hyperlinks to extract relevant concepts from Wikipedia. The specific
steps are as follows:

a. Extract all the hyperlink texts from the Wikipedia page corresponding to the target
concept tc. Name the hyperlink text set as HLinkSet;

b. Calculate the similarity between the target concept tc and each hyperlink text
(concept) rc in the HLinkSet and rank the concepts in descending order of the rc’s
relevance to tc, recorded as HLinkList;

c. Take the first k concepts in HLinkList to form the relevant concept set named as
RCsFromWiki of the target concept tc.
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• Extract Relevant Concepts from Books. A concept is closely relevant to its
context. Thus, it can be assumed that the concepts appearing adjacently in the text
are related to each other stronger. We try to use the computer course guidelines
published by ACM and IEEE to establish a basic concept set in computer domain.
This process has been described in detail in Sect. 3.2. It should be noted that the
basic concept set volume_R can not completely cover the basic concepts in the
book, for which we make full use of the index of the book. We extract relevant
concepts from books as follows:

a. For a book b, extract the basic concepts that appear in the book according to
volume_R and record the page number it appears in the book. Add these concepts to
the set BasicSet;

b. Add the search terms that appear in the index of b and the page number that it
appears in the book to BasicSet;

c. Rank the concepts in BasicSet according to the page number they first appear. Then
we get BasicList;

d. For a target concept tc in the book b that needs to be learned, search for its index in
the BasicList, denoted as index0. Construct the candidate relevant concept set
CandidateSet with the concept in [index0-m, index-1] and [index+1, index+m] scope
of BasicList. The size of the set is identified as 2m (2m > k);

e. For each concept rc in CandidateSet, calculate the similarity between the target
concept tc and rc, and rank it according to the similarity degree. The result is
denoted as CandidateList;

f. Take the first k relevant concepts in CandidateList to constitute the relevant concept
set RCsFromBook, where k is in order to keep consistent with the number of
relevant concepts extracted from the Wikipedia.

3.4 The Generation Method

For the two cases, we propose different generation methods respectively.

• Single-Target Learning Path Generation
The single-target learning path is to help learners have a better understand of the target
concept. The simple-target learning path generation method combines the relevant
concepts extracted from Wikipedia and books. The specific steps are as follows:

a. For the single target concept tc given by the learner, extract the candidate relevant
concept set from the corresponding Wikipedia page (which may be redirected
pages) as RCsFromWiki (size: k); extract the candidate relevant concept set as
RCsFromBook (size: k);

b. Take the union of RCsFromWiki and RCsFromBook as RCs (the size of the set is
not greater than k). For each concept rc in RCs, calculate the similarity between the
target concept tc and rc, and rank concepts according to the similarity to get
RCsList;

c. Take the first k concepts in RCsList as the single-target learning path of tc.
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• Multi-target Learning Path Generation
Given a concept set, how to determine the order of these concepts in order to minimize
the difficulty of learning? In other words, how to reduce time and effort spent as far as
possible? To solve this problem, the concept of jumps is introduced in Wikipedia to
measure the learning difficulty between two concepts. For the two pages in Wikipedia
page1 and page2, the jumps of page1 to page2 are defined as:

The minimum number of clicks required clicking on the link in page1 to finally
jump to page2. If the number is greater than MAX_CLICK, we said that the distance of
page1 to page2 is infinity (∞).

After introducing the concept of jumps, we can build a weighted directed graph
model for a concept set, in which the node represents the target concept, and the
direction of the edge represents the jump direction between pages corresponding to the
concepts, the weight of the edge is the jumps. It can be seen in Fig. 2.

With the definition of jumps and the graph model constructed successfully, we can
get the multi-target learning path generation method:

a. Calculate the jumps for any of the two concepts tci and tcj in the given target
concept set TCs and construct the graph model accordingly;

b. Find the “path” to learn the target concepts with the least number of jumps, that is,
the minimum support tree for the connected graph built in a., which is the
multi-target learning path.

4 Test

We set up a series of experiments to detect the effectiveness of the proposed method.

4.1 Test Data

• Test Data for Single-Target Learning Path Generation Method
For the single-target learning path, we selected the book containing more than 150
basic concepts as the original test data set based on CSLibrary described in Sect. 3.2,
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Fig. 2. Graph model based on jumps between Wikipedia pages.
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for a total of 86 books: 60 of Computer Science, 23 of General Computing, 3 of
Information Science and Technology. We randomly selected 10 basic concepts from
each book to constitute the test set test_860 which contains a total of 860 basic
concepts obviously.

• Test Data for Multi-target Learning Path Generation Method
For the multi-target learning path, there is some correlation between concepts in the
targets set, that is, the learner conducts a study with a certain goal, and the relevant
concepts need to be studied under the navigation of the goal. For example, When the
learner wants to learn file operation while he learns C++ programing language, his target
concept may be read, write, buffer, seek etc., but it seems not likely to be the stack,
cache, router such concepts that are not consistent with the goal. Therefore, in order to
ensure the test is practical enough, we use artificial data sets rather than randomly
generated. We collected 500 target concept sets from the student volunteers. The target
concept set size varying from 6 to 10. The ratio is 1:1:1:1:1, respectively, denoted as
TCSet_6_100, TCSet_7_100, TCSet_8_100, TCSet_9_100, TCSet_10_100.

4.2 Evaluation

• Evaluation Method for Single-Target Learning Path
For the evaluation of the single-target learning path, we adopted the teacher and student
scoring strategy:

a. Invite 50 teachers, covering lecturers, associate professors, professors, the ratio of
which is 2:1:1. Invited 100 students as volunteers, whose study stage cover the
undergraduate third grade, fourth grade and graduate first grade, graduate sopho-
more, graduate third grade, doctor first grade, the proportion of which is 1:2:2:2:2.

b. Each teacher student give a score in 0–10 for the generated learning path, and
finally take the average score of all teachers and students respectively, denoted as
teacher_acore and student_score.

c. Take the average of teacher_score and student_score as the comprehensive score of
the learning path, denoted as final_score.

• Evaluation Method for Multi-target Learning Path
For the evaluation of the multi-target learning path, we use two methods:

a. The scoring strategy referred above;
b. Invite 50 teachers to make learning paths for the target concept sets, recorded as

standard learning paths. Then map each concept to a character, so that the generated
learning path and the standard learning path are mapped to two strings, the result
string and the standard string. Finally, calculate the similarity between the two
strings based on the Levenshtein Distance:

Similarity ¼ Max x; yð Þ � Levenshteinð Þ=Max x; yð Þ
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Where x is the length of the result string and y is the length of the standard string.
The smaller the Levenshtein Distance, the higher the similarity of the two strings, and
the more consistent the result learning path and the standard learning path, in other
words, the better the results of the proposed method.

4.3 Results

For the target concepts given by the learner, we tested on data set mentioned in
Sect. 4.1 and evaluated according to the evaluation methods in Sect. 4.2.

• Single-Target Learning Path Results
We experimented on the test set test_860. In the experiment, k was set to 5 while m was
set to 8. 860 learning paths were obtained according to the method proposed in
Sect. 3.4, and then we calculated teacher_score, student_score and final_score after
getting the scores from teachers and students. The scores were divided into five
intervals: [0, 2), [2, 4), [4, 6), [6, 8), [8, 10]. The number of learning paths in each
interval is shown in Table 2.

We can see that 96% of the 860 learning paths’ final_score are not less than
2 points and 59% are not less than 6 points. 30% fall in the [8, 10] interval. It can be
said that the generated learning paths are highly recognized by the teachers and stu-
dents. However, there are scores less than 4 points. It seems led by the relativity of the
relevance concepts extraction. We extract relevant concepts via hyperlinks in Wiki-
pedia and the context of the target concept in the book. Although we filter out of the
concepts with lower similarity with the target concept, the compare is too relative in
some cases.

• Multi-target Learning Path Results
In the experiment, the MAX_CLICK was set to 6. The experimental results on the 6
test data sets mentioned in Sect. 4.1 were denoted as ResultLP_6_100,
ResultLP_7_100, ResultLP_8_100, ResultLP_9_100, ResultLP_10_100.

a. Evaluation Results Using Scoring Strategy

The number of learning paths in each score interval for each of the six result sets is
shown in Table 3.

From Table 3 we can see that even if the size of the target concept set is different,
the difference of learning paths in each score interval is not more than �10, and the
number of generated learning paths gaining score not less than 6 is more than 62. We

Table 2. The number of learning paths in each score interval.

[0, 2) [2, 4) [4, 6) [6, 8) [8, 10]

Teachers 24 141 193 256 246
Students 43 102 208 230 277
Final 32 123 201 248 256
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can draw the conclusion: The size of the target concept set has less influence on the
results. Moreover, more than 62% of the generated learning paths gain a score not less
than 6.

When building the graph model for the target concept set, the value of jumps
between two pages depends on the links in the page totally. Due to indeterminacy of
the page links and the editors’ subjectivity, there will be the case that the value of jumps
is greater than MAX_CLICK. More generally, there may be the case that the value of
jumps from concept c1 to c2 is equal to the value of jumps from concept c2 to c1, and the
generated learning path will have a random sequence in c1, c2 which will lead to the
deviation.

b. Evaluation Results of Standard Path Comparison

We invited 50 teachers to make learning paths for TCSet_6_100, TCSet_7_100,
TCSet_8_100, TCSet_9_100, TCSet_10_100 as standard learning paths. In accordance
with Sect. 4.2, the generated learning path and the standard learning path on the same
target concept set were mapped to two strings, and we calculated their similarity to
measure the consistency between them. The path consistency with the target concept
set size varying from 6 to 10 is shown in Table 4.

It is shown that when the size of the target concept set is 6, 7, 8, 9 or 10, the
difference of the number of learning paths falling in each similarity interval is less than
�5, and the number of learning paths with the consistency not less than 0.7 compared
to the standard learning path was more than 60. We can draw the conclusion: The size
of the target concept set has less influence on the results. Moreover, more than 60% of
the generated learning paths can match the standard path with 0.7 and above.

Table 3. The number of learning paths in each score interval when the target concept set size
varying from 6 to 10.

6 7 8 9 10

[0, 2) 2 3 2 1 2
[2, 4) 12 10 12 11 9
[4, 6) 23 25 24 23 21
[6, 8) 30 28 25 27 26
[8, 10] 33 34 37 38 42

Table 4. Path consistency with the target concept set varying from 6 to 10.

6 7 8 9 10

[0, 0.5) 3 5 4 6 5
[0.5, 0.7) 31 31 36 29 24
[0.7, 1.0) 66 64 60 65 71

Learning Path Generation Method Based on Migration Between Concepts 505



5 Conclusions

In this paper, we focus on the problem how to help learners to learn the knowledge they
need better and faster. In view of the limitations of the existing learning path generation
methods, we propose a learning path generation method with the combination of the
traditional learning and modern network learning aiming at all learners.

We creatively apply semantic similarity to the generation of learning strategies to
measure the relevance of concepts and introduce jump steps in Wikipedia to measure
the difficulty of different learning orders. Based on the hyperlinks in Wikipedia, the
graph model can be built successfully for the target concepts, which is a key step in
multi-target learning path generation. We test the proposed method on the books about
Computer Science in Wiley database and test sets provided by volunteers. The expert
scoring results show that more than 59% of the 860 single-target learning paths gen-
erated by our method are highly recognized by teachers and students and more than
62% of the 500 multi-target learning paths gain a score not less than 6. By path
matching, it can be seen that more than 60% of the 500 multi-target learning paths can
match the standard path given by experts with 0.7 and above.

Considering the truth that the graph model in this paper is built automatically,
without any manual work, our method is manpower saving and the results are more
objective. In future research, a broader library of books and a basic concept set cov-
ering more fields will be built to serve more learners.
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Abstract. Representations of multiword expressions (MWE) are cur-
rently learned either from context external to MWEs based on the dis-
tributional hypothesis or from the representations of component words
based on some composition functions using the compositional hypothesis.
However, a distributional method treats MWEs as a non-divisible unit
without consideration of component words. Distributional methods also
have the data sparseness problem, especially for MWEs. On the other
hand, a compositional method can fail if a MWE is non-compositional.
In this paper, we propose a hybrid method to learn the representation
of MWEs from their external context and component words with a com-
positionality constraint. This method can make use of both the external
context and component words. Instead of simply combining the two kinds
of information, we use compositionality measure from lexical semantics
to serve as the constraint. The main idea is to learn MWE representa-
tions based on a weighted linear combination of both external context
and component words, where the weight is based on the compositionality
of MWEs. Evaluation on three datasets shows that the performance of
this hybrid method is more robust and can improve the representation.

1 Introduction

Multiword expressions (MWEs) are expressions consisting of two or more words,
which can be noun phrases such as gun dog, verb phrases such as break up, or
idioms such as kick the bucket [8]. Multiword expressions are important seman-
tic units to express certain specific meanings, especially the non-compositional
MWEs. MWEs play important roles in diverse applications such as machine
translation and sentiment analysis [15]. According to [19], 57% of sentences
from web pages contain at least one MWE. Generally speaking, MWEs can
be categorized as either compositional such as traffic light, fresh air, whose
semantics are composed from the semantics of its component words, or non-
compositional such as idiomaticity such as couch potato and kick the bucket,
whose semantics are not directly composed from its component words. In this
paper, we use the term external context to refer to the context words sur-
rounding a MWE. Recently, distributed representation of words as dense and
low-dimensional vectors, referred to as word embedding or word vector, has
c© Springer International Publishing AG 2017
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achieved better results on various NLP tasks [4] than symbolic representations
which have limited power to directly encode semantic information. Different
models are also proposed to learn distributed representation of longer language
units, such as phrases [12,25], sentences and documents. Studies on learning
MWE representation, which falls into the phrase category, are mainly divided
into two approaches.

The first approach, referred to as the distributional approach, is based
on the distributional hypothesis that words appearing in similar context tend to
have similar meanings [6]. This is also the same principle used for word embed-
ding. To apply this principle for MWEs, a MWE is simply treated as a single
term and its representation is inferred from its external context in the same way
as learning word representation [12,24]. Since this approach treats a MWE as a
non-divisible unit, its component words are completely ignored even though this
information may be useful, especially for compositional MWEs. For example, the
MWE close interaction is semantically similar to contact, which can be reflected
through the word embedding similarities between the component word interac-
tion and contact. But, by treating close interaction as one non-divisible unit,
its representation has to be learned independently which is more likely to suffer
from data sparseness problem. In the case of an infrequently used MWE which
would have insufficient context, this approach can fail to learn their represen-
tations. Compared to single words, the sparseness problem of MWEs is indeed
more severe given the same corpus.

The second approach, referred to as the compositional approach, is based
on the principle of compositionality to determine the meaning of a MWE using
the combined meanings of its constituents. Based on this principle, this app-
roach employs certain composition function to obtain the representation of a
MWE from the representations of its component words [14,25]. The represen-
tation of the component words is obtained using distributional models. This
approach only uses information of component words and the information of its
external context is not directly considered. One key problem of the composi-
tional approach is that it can fail if a MWE is non-compositional because the
semantics of non-compositional MWE cannot and should not be derived from its
component words. For example, the MWE monkey business cannot be composed
from monkey and business. In such a situation, the information of the component
words can lead to an erroneous result. The unique meaning of non-compositional
MWEs can be lost using current word embedding based compositional models.

We argue that both the external context and the component words provide
helpful information to the representation of a MWE. Furthermore, the usefulness
of the component words depends on the compositionality of the MWE. If there is
a way to measure the compositionality of a MWE, the compositionality can then
be used to measure the usefulness of the component words of a MWE. Based on
the above analysis, we propose a hybrid method to learn the representation of
MWEs from their context with the compositionality constraint. This method can
make use of both the external context and component words. Instead of simply
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combining the two kinds of information, we use the compositionality measures
from lexical semantics to serve as a constraint.

In our proposed method, the representation of a MWE is based on a linear
combination of external context with a weighted composition of the component
words where the weight is based on automatically predicted compositionality.
Compared to previous works, our model has the advantages of both previous
methods while overcomes their drawbacks. Evaluation based on 3 MWE tasks
first shows that compositional method does work better for compositional MWEs
while the distributional method works better for non-compositional MWEs. Most
importantly, the evaluation shows that our hybrid model gives the overall best
performance and is more robust for both compositional and non-compositional
MWEs.

2 Related Works

Learning of distributed representation of words can be categorized into counting-
based methods and prediction-based methods [1]. Both methods are based on the
distributional hypothesis [6]. Counting-based methods perform matrix factoriza-
tion on the word-context co-occurrence matrix. For example, Latent Semantic
Analysis (LSA) performs Singular Value Decomposition (SVD) on the word-
context co-occurrence matrix to obtain a low dimensional word vector represen-
tation. Glove [16] uses another kind of matrix factorization to directly factorize
the co-occurrence matrix into two low-dimensional matrices so that the multi-
plication of the two matrices is close to the original entry in the co-occurrence
matrix. On the other hand, prediction-based methods use neural network models
to learn latent representations of words under certain objective functions. For
example, the Skip-Gram model tries to maximize the conditional probability of
context given a target word and this probability is represented as a vector func-
tion of the target word and its context [12]. It is proven that counting-based
methods and prediction-based methods are essentially equivalent, differing only
in a constant shift [11].

To learn the representation of MWEs, previous works mostly focus on learn-
ing phrase representations. One approach treats a phrase as a single unit and
learns phrase representations from its external context using the same word
representation learning model [12,24]. As for compositional models, there are a
number of different methods including addition and multiplication of the com-
ponent vectors [13]. Baroni and Zamparelli [2] proposes to represent a noun as
a vector and an adjective as a matrix and use matrix-vector multiplication to
obtain the representation of adjective-noun phrases. Some proposed task specific
and supervised composition models include recursive neural networks by matrix
multiplication on concatenated component vectors [20]. However, all the above
composition based methods assume that phrases and MWEs are compositional.
The study by Sun [21] on MWE representation actually makes use of both exter-
nal context and component words by constraining a WME’s vector to be close
to the vectors of both its two component words. However, the semantics of many
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MWEs are not necessarily similar to both of its component words. Some non-
compositional MWEs have no relation to its component words. The work from
[7] also considers both the external context and component words with com-
positionality constraint, which is quite similar to our idea. However, this work
can only handle verb-noun phrases. Note that all the above composition models
focus on two-word MWEs.

Previous research on MWEs mainly focuses on MWE detection tasks and
the compositionality prediction tasks. MWE detection aims to identify MWEs
in the text, normally a sequence tagging task [18]. Compositionality predic-
tion aims to identify if a given MWE is compositional or not. Yazdani [23]
proposes a semantic composition based method for compositionality detection.
Noun compounds that cannot be well modeled by the composition model are
considered non-compositional. Another method uses word embedding to predict
the compositionality value of MWEs based on the cosine similarity between the
representation of the MWE and its component words [17].

3 Our Proposed Model

Our proposed MWE representation model includes two parts. The first part is
based on a distributional model to learn word and MWE representation using
external context. The second part is the composition model to learn MWE rep-
resentation from component words. Similar to previous works, we also focus on
MWEs that consists of two component words.

Let us first introduce some notations. Given a large corpus S with a set of
words w ∈ VW and their context c ∈ VC where VW and VC are the word and
context vocabularies. Note that the vocabularies of Vw and VC may be identical.
The distinction is more for conceptual convenience. The context of word wi is
defined as the words surrounding wi in a window of size L wi−L, · · · , wi−1, (wi),
wi+1, · · · , wi+L. Let #(w) denote the frequency of word w, and #(c) denote
the occurrence frequency of context c. Now, let #(w, c) denote the frequency of
a word-context pair (w, c). For MWEs, let VM denote the set of given MWEs
where each MWE m ∈ VM consists of two words. We use tm to denote the
compositionality of m and the larger tm is, the more compositional is the WME.
Let D denote the set of (w, c) and (m, c) pairs.

The objective is to learn a vector representation w ∈ R
d for each w ∈ VW ,

a vector representation c ∈ R
d for each context c ∈ VC , and a vector represen-

tation m ∈ R
d for each m ∈ VM . d is the vector dimension.

3.1 Skip-Gram with Negative Sampling (SGNS)

Different models have been proposed to learn the dense word representation as
already discussed in Sect. 2. Here we present the widely used SGNS model - the
Skip-Gram model trained using negative-sampling [12]. Consider a word-context
pair (w, c). Let p(D = 1|w, c) be the probability that (w, c) comes from D and
let p(D = 0|w, c) be the probability that (w, c) does not. The basic assumption
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of SGNS is that the conditional probability of p(D = 1|w, c) should be high if c is
the context of word w in corpus D and p(D = 0|w, c) should be high otherwise.
p(c|w) is computed as:

p(D = 1|w, c) = σ(w · c) =
1

1 + e−w ·c

The basic idea behind this is that if word w and context c co-occur, their vectors
should have close correlation, modeled by the element-wise multiplication w · c.
The objective of negative sampling is to maximize the conditional probability
p(D = 0|w, cN ) = σ(−w · cN ) by randomly samples negative context cN of w
from VC . This can be translated to maximizing σ(−w · c). So the objective for
a single (w, c) pair is:

log(σ(w · c) + k · EcN∼PD
[log(−w · cN )])

where k is the number of negative samples and PD is the empirical unigram
distribution PD(c) = #(c)

|D| .
The final objective function for the whole corpus is:

JS =
∑

w∈VW

∑

c∈VC

#(w, c)
(
log(σ(w · c)) + k · EcN∼PD

[log(−w · cN )]
)

(1)

All the entries in the vectors are treated as model parameters and stochastic
gradient is used over the whole set of word-context pairs D in the corpus S. The
obtained vector w is the learned representation of w and c is a by-product. Note
that the SGNS may have data sparseness problem if the frequency of w is low.

When applying this model to representation learning of MWEs, mi ∈ VM ,
is treated as a single term and representation learning is the same as learning
the word representation. However, data sparseness is an even bigger issue for
MWEs, especially for MWEs. Also, for compositional MWEs, SGNS completely
ignore the component words.

3.2 Composition Model

In a compositional model, the representation of a MWE is inferred from that of
its component words. Given a MWE m with two component words w1

m and w2
m

and their respective vector representations w1
m and w2

m, the representation of
m, denoted by m , can be computed by a function f :

m = f(w1
m,w2

m) (2)

Different composition models are proposed for f [13]. The weighted additive
composition model with weights α and β is defined as a linear composition:

m = αw1
m + βw2

m (3)
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The multiplicative composition model is defined by:

m = w1
m · w2

m (4)

Compared to SGNS, the compositional model can make use of component words
information. However, this model can produce erroneous representation for non-
compositional MWEs, such as couch potato whose meaning cannot be composed
from its component words couch and potato.

3.3 The Hybrid Model

The distributional model using SGNS suffers from data sparseness problem for
MWEs and cannot make use of component words information. The compositional
model alone does not make full use of external context and is not appropriate for
non-compositional MWEs. In this work, we propose a hybrid model which makes
use of the judgment on compositionality of MWEs and propose a model that
can make proper use of the combined compositional model and the distributional
model, denoted as the C&S model.

Given a corpus S and a MWE set VM , we aim to learn the vector representa-
tion m ∈ R

d for every m ∈ VM , and to learn the vector representation w ∈ R
d

for every w ∈ VW . Since learning include both words and MWEs, we first con-
struct the candidate term set VT = VW ∪ VM and then build the corresponding
context set VC based on the window size L. For a word w, its representation can
be learned according to Formula 1. For a MWE m, the proposed C&S model can
be modeled as:

JS =
∑

m∈VM

∑

c∈VC

#(m, c)
(
logσ(m · c) + k · EcN∼PD

[log(−m · cN )]

+ λh(tm,m ,w1
m,w2

m)
) (5)

In Formula 5, the first two parts are identical to the SGNS model. The third
part is for component words composition with a constant weight λ to balance
the overall contributions of the two models. Function h is defined as

h(tm,m ,w1
m,w2

m) = tmlogσ
(
m · f(w1

m,w2
m)

)
(6)

f(w1
m,w2

m) can be any compositional model defined by Formula 2. σ (m · f
(w1

m,w2
m)

)
defines the correlation between the learned MWE representation

m and the composed WME representation. The more they are correlated, the
larger contribution the third part is to JS . tm is the compositionality of m, which
can be computed using the method proposed by Salehi et al. [17] based on word
embedding as follows:

tm = g
(
m ,w1

m + w2
m

)
, (7)

g is the cosine similarity according to Salehi. m , wm are obtained using SGNS.
Theoretically speaking, Formula 6 has the following properties:
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1. If the compositionality tm is low (m being more non-compositional), the
weight of the correlation between the MWE representation m and the com-
posed representation f(w1

m,w2
m) from its component words should be low.

It means m should be based mainly on SGNS, namely its external context.
2. If the compositionality tm is high (m being more compositional), the weight of

the correlation between m and f(w1
m,w2

m) should be high and the objective
function will force m to be similar to the composed f(w1

m,w2
m). It means m

should consider both the external context and component words.

In principle, the compositionality tm under our framework can be computed
by any compositionality prediction model and the composition part f(w1

m,w2
m)

can use any proposed composition model. By setting λ to zero, our model
degrades to the SGNS model. By setting tm to a constant, our model changes
to a fixed weight model.

Our model can be trained through stochastic gradient descent (SGD) sug-
gested by [12]. The gradient can be directly calculated for each training sample.
Both the word vectors and MWE vectors are randomly initialized as what was
used by Mikolov.

4 Experiment and Analysis

Wikipedia August 2016 dump1 is used as our training corpus. In pre-processing,
pure digits and punctuations are removed, and all English words are converted to
lowercase. The final corpus consists of about 3.2 billion words. During training,
only words that occur more than 100 times are kept, resulting in a vocabulary of
204,981 words. The list of MWEs used in the evaluation are from 5 sources: (1)
the set of 2,180 MWEs in the Noun-Modifier Composition dataset [22], (2) the
DISCo set of 349 MWEs for the 2011 shared task in Distributional Semantics and
Compositionality [3], (3) the set of 8,105 MWEs from the SemEval 2013 Task
5A [9], (4) the set of 1,042 MWEs from [5], and (5) the set of 56,850 phrases
from [24]. The consolidated MWE list contained has a total of 60,315 after
removal of duplication. Their representations are learned using the word2vecf
source code [10].

4.1 Evaluation Tasks

We evaluate the representation of our MWEs on three evaluation tasks. The first
task is called the SemEval 2013 Task 5. The dataset for this task, denoted as
SemEval, is prepared to judge whether a given bigram-unigram pair is semanti-
cally related or not [9]. For example, the bigram newborn infant is semantically
related to the unigram neonate. So, the gold answer for this pair is (newborn
infant, neonate, 1), where the label 1 indicates their relatedness. On the other
hand, the bigram stable condition is not related to the unigram interview, So,
in the gold answer, the entry is (stable condition, interview, 0). The officially
released data contains 7,814 test samples and 11,722 training samples.2 Since
1 https://dumps.wikimedia.org/enwiki/latest/.
2 https://www.cs.york.ac.uk/semeval-2013/task5.html.

https://dumps.wikimedia.org/enwiki/latest/
https://www.cs.york.ac.uk/semeval-2013/task5.html
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some of the bigrams/unigrams are not contained in the Wikipedia training cor-
pus, we only use the 15,973 samples contained in Wikipedia in our evaluation.
Since SemEval 2013 Task 5 is a binary classification problem, we simply use
the cosine similarity between the learned bigram embedding and the unigram
embedding as the feature and use an SVM to learn the threshold to perform
5-fold cross-validation classification. Accuracy, precision, recall and F-score are
used in the evaluation metrics. The second task is called Phrase Similarity.
This task provides a phrase pair similarity dataset with 324 samples3 constructed
using manually rated scores from 1 to 7 with 7 being the most similar [14]. For
example, the phrase pair (hot weather, cold air) has a similarity score 2.22. The
dataset contains three types of phrases: adjective-nouns, noun-nouns, and verb-
objects with 108 samples for each type. All 324 samples are used in evaluation,
denoted as PS. Cosine similarity used to compare the different MWE vectors
and Spearmans ρ correlation coefficient is used to evaluate the performance.
The third task is called the Turney-5. This dataset in this task is a 7-choice
Noun-Modifier Question dataset built from WordNet [22] with 2,180 question
groups. For example, in the sample (small letter, lowercase, small, letter, lit-
tle, missive, ploughman, debt), the first bigram small leter is the question and
the latter 7 unigrams are the candidate answers. The task is to select the most
similar unigram as the answer, which should be lowercase in this sample. To
remove the bias towards MWEs by following Yu’s suggestion [25], we remove
the two component words to construct a 5 choice single word questions to form
our evaluation dataset, denoted as T-5. Again, by removing samples that are not
contained in the Wikipedia training corpus, the final evaluation data contains
669 questions. The cosine similarity is used to measure the semantic closeness
of a bigram MWE and the unigrams. The one with the highest similarity score
is chosen as the answer. Accuracy is used as the evaluation metric.

4.2 Baselines and Experiment Settings

We compare our model with the following baselines:

1. SGNS: the original vector representation model to take a MWE as a non-
divisible unit [12,24].

2. SEING: a modified SGNS model by treating component words as morphemes
of the MWE with a constraint that the MWE vector should be similar to both
the vectors of its the component word regardless of compositionality of the
MWE [21].

3. Comp-Add: a simple additive composition model to use the vectors of the
component words to obtain the MWE’s vector.

4. Comp-Mul: a simple multiplicative composition model to use the multipli-
cation of the two components vectors to obtain the MWE’s vector.

5. Comp-W1: a composition model to use the vector of the first component
word directly as the vector for the MWE.

3 http://homepages.inf.ed.ac.uk/mlap/index.php?page=resources.

http://homepages.inf.ed.ac.uk/mlap/index.php?page=resources
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6. Comp-W2: a composition model to use the vector of the second component
word directly as the vector for the MWE.

Our proposed model has two settings for the compositionality tp. The first one
directly sets tp as a constant, tp = 1. This means the influence of compositionality
is fixed rather than using Formula 7, denoted as C&S-C. The second one uses
the automatically computed tp which is MWE dependent, denoted as C&S-t.

The size of the context window for all the models is set to 5, negative samples
size is 5, and the word vector dimension is 300. We empirically set λ to 8. For
the composition model, we empirically evaluate several kinds of combinations
such as the additive model with α and β as 1, or the multiplicative model.
Experiments show that the additive composition model achieves the best, so
we only report the results using the additive composition model. To obtain the
compositionality tp, we first train the representation of MWEs using SGNS and
compute its compositionality based on Formula 7.

Table 1. Performance of different MWE representation models on 3 evaluation tasks.

Model SemEval PS T-5

Acc Pre Rec F ρ Acc

SGNS .645 .654 .616 .634 .155 .535

SEING .582 .578 .608 .593 .055 .575

Comp-Add .795 .826 .748 .785 .622 .603

Comp-Mul .506 .506 .483 .494 410 .227

Comp-W1 .737 .771 .672 .718 .450 .499

Comp-W2 .759 .796 .697 .743 .500 .463

C& S-C .779 .808 .731 .767 .595 .683

C& S-t .764 .794 .711 .750 .580 .681

4.3 Performance Evaluation and Analysis

Table 1 shows the performance using the three datasets of evaluation tasks for a
total of six baseline systems and two variants of our proposed model.

General Analysis. Note that the first two models, SGNS and SEING are dis-
tributional models. Compared to all the other models which have the composi-
tional elements, the distributional models have no advantage. In other words, the
semantics of MWE expressions are not fully recognized by using external context.
Treating them as a non-divisible unit obviously loses some semantic information.
Among the four baseline composition models, Comp-Mul performs the worst,
which means that element-wise multiplication can introduce more noise than
information. Comp-W1 and Comp-W2 have similar performance with Comp-W2
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performing slightly better. A reasonable explanation is that the second compo-
nent word is more likely the head word. For compositional MWEs, head words
have a more defining role semantically. Among all the models, Comp-Add per-
forms the best on the two datasets SemEval and PS. Theoretically speaking,
however, our model considers information in both the external and the compo-
nent words, which should lead to better performance. Our model performs the
best on the T-5 data, and outperforms COMP-Add with a large margin (13.3%).

We argue that the performances of different models are dataset dependent,
especially dependent on the proportion of non-compositional MWEs. We ran-
domly select 30 MWEs from the three datasets to manually annotate their com-
positionality and the result shows that the proportions of non-compositional
MWEs are about 2.5%, 2.5% and 10% in SemEval, PS and T-5, respectively.
Because the compositional model is more suitable on compositional MWEs, the
Comp-Add model performs much better than SGNS on SemEval and the gap
decreases on the T-5 as the proportion of non-compositional MWEs increases.
Comp-Add indicates that the combined use of the vectors of the two component
words is more comprehensive than using the external context of the compo-
sitional MWEs. On the T-5 dataset, the proportion of the non-compositional
MWEs is larger than in the other two sets. So, there are more MWEs which
would not work using the compositional method, which means their semantic
cannot be composed from the component words. That is why the performance
of SGNS increases and our model outperforms Comp-Add.

Note that C&S-t with predicted compositionality performs slightly worse
than C&S-C with fixed compositionality. This is mainly because the estimation
of compositionality tp is not sufficiently accurate. We evaluate the predicted com-
positionality on the MWEs dataset from Farahmand’s list [5] which has 1,042
MWES manually annotated with compositionality by calculating the Spearman’s
ρ correlation between the annotated compositionality and the predicted compo-
sitionality. The result shows that ρ only achieves 0.227, which means the current
method to predict compositionality still has a lot of room for improvement.
Figure 1 shows the effects of the weight λ on the T-5 dataset, which indicates
that C&S-C achieves the best performance when λ equals 8.

Compositionality Analysis. To further explore the effects of composition-
ality on different models, we further analyze the effect of the proportion of
non-compositional MWEs on the SemEval semantic relation task. We manu-
ally select 20 non-compositional MWEs from Farahmand’s list [5]. Based on
the 20 MWEs, we make 20 positive (semantically related) bigram-unigram pairs
and 20 negative (not semantically related) bigram-unigram pairs to form a bal-
anced non-compositional sample set for the SemEval task, denoted as N-Sem.
We also randomly take 60 samples from the original SemEval dataset to form
a compositional sample set, denoted as C-Sem. In the evaluation, we add the
non-compositional MWEs from N-Sem to C-Sem to increase the proportion of
non-compositional WMEs until all the non-compositional WMEs are used up
(total of 100 samples). We then reduce the compositional portion so that the
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Fig. 1. Performance of C&S-C with different λ values.

non-compositional portion reaches about 70% of the total set (57 samples). We
add a C&S-M model which takes the compositionality tp using manually anno-
tated compositionality (1 or 0). F-score is used as the evaluation metric. Because
of the limited data size, each model is run 10 times and the average is used.
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Fig. 2. Performance of increasing the proportion of non-compositional MWEs.

Figure 2 shows that when the proportion of non-compositional MWEs is
small, all the compositional models perform better, consistent with the result in
Table 1. As the non-compositional portion increases, Comp-Add degrades grad-
ually whereas SGNS increases gradually. This indicates that external context
is indeed useful for non-compositional MWEs and the composition model is ill-
suited for non-compositional MWEs. The performance of SEING indicates that
the constraint to force a MWE’s vector to be similar to both of its components
can actually bring adverse effect. Over the whole spectrum, our models give much
more stable performance and are the overall top performers in all the automatic
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methods. C&S-M, which gives the best performance, uses manually annotated
compositionality. So, it can actually serve as the expected performance for auto-
mated systems. The difference between C&S-M and both C&S-t and C&S-C
indicates that there is room for improvement in compositionality prediction in
the future. To conclude, our hybrid model gives an overall better performance
as it is more robust on both kinds of MWEs. The fact that C&S-M gives the
best performance highlights the need for a more accurate estimation of compo-
sitionality. Future research on the evaluation of MWE datasets should consider
the compositionality property.

5 Conclusion and Future Work

In this paper, we propose a hybrid method to learn the representation of MWEs
from their context with the compositionality constraint. This method can make
use of both the external context and component words of MWEs. Instead of
simple combination of the two kinds of information, we use the compositional-
ity measures from lexical semantics to serve as a constraint. Evaluations show
that the composition model works better for compositional MWEs whereas the
distributional model performs better on non-compositional MWEs. As we intro-
duce compositionality measure, our proposed hybrid model is the most robust
on both compositional and non-compositional MWEs. Even though our model
gives a theoretically sound solution, the compositionality prediction method still
has room for improvement. In the future, more study on appropriate composi-
tionality prediction model can be investigated.
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Abstract. This paper introduces a novel approach for computing logic
programming semantics based on multilinear algebra. First, a proposi-
tional Herbrand base is represented in a vector space and if-then rules
in a program are encoded in a matrix. Then we provide methods of
computing the least model of a Horn logic program, minimal models of
a disjunctive logic program, and stable models of a normal logic pro-
gram by algebraic manipulation of higher-order tensors. The result of
this paper exploits a new connection between linear algebraic compu-
tation and symbolic computation, which has potential to realize logical
inference in huge scale of knowledge bases.

1 Introduction

Logic programming (LP) provides languages for declarative problem solving and
symbolic reasoning, while proof-theoretic computation like Prolog turns ineffi-
cient in real-world applications. Recent studies have developed efficient solvers
for answer set programming (ASP)—LP under the stable model semantics [1]. In
this paper, we take a different approach and introduce a new method of comput-
ing LP semantics in vector spaces. There are several reasons for considering linear
algebraic computation of LP. First, linear algebra is at the core of many applica-
tions of scientific computation, and integrating linear algebraic computation and
symbolic computation is considered a challenging topic in AI [13]. Second, linear
algebraic computation has potential to cope with Web scale symbolic data, and
several studies develop scalable techniques to process huge relational knowledge
bases [10,11,18]. Since relational KBs consist of ground atoms, the next chal-
lenge is applying linear algebraic techniques to LP and deductive DBs. Third, it
would enable us to use efficient (parallel) algorithms of numerical linear algebra
for computing LP. Moreover, matrix/tensor factorization techniques would be
useful for approximation and optimization in LP.
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Several studies attempt to realize logical reasoning using linear algebra.
Grefenstette [5] introduces tensor-based predicate calculus in which elements
of tensors represent truth values of domain objects and logical operations are
realized by third-order tensor contractions. Yang et al. [18] introduce a method
of mining Horn clauses from relational facts represented in a vector space. Ser-
afini and d’Avila Garcez [16] introduce logic tensor networks that integrate logi-
cal deductive reasoning and data-driven relational learning. Sato [14] formalizes
Tarskian semantics of first-order logic in vector spaces, and shows how ten-
sorization realizes efficient computation of Datalog [15]. These studies realize
linear algebraic computation of predicate calculus over unary/binary relations
on a finite domain, while they do not target computing LP semantics. There are
studies that compute LP semantics in other computational paradigms (e.g. [8]).
To the best of our knowledge, however, there is no study that realizes LP using
linear algebra.

In this paper, we develop a theory of LP based on multilinear algebra. First,
a propositional Herbrand base is represented in a vector space and if-then rules
in a program are encoded in a matrix. Then the least model of a (propositional)
Horn logic program is computed using matrix products. Next disjunctive logic
programs are represented in third-order tensors and their minimal models are
computed by algebraic manipulation of tensors. Normal logic programs are also
represented by third-order tensors in terms of disjunctive logic programs, and
their stable models are computed using tensor products. The rest of this paper is
organized as follows. Section 2 reviews notions in multilinear algebra. Section 3
formulates LP semantics in vector spaces. Section 4 discusses related issues and
Sect. 5 concludes the paper.

2 Preliminaries

This section reviews basic notions of tensors used in this paper. The following def-
initions are from [6]. An N-th order tensor is an element of the tensor product of N
vector spaces. A first-order tensor is a vector v ∈ R

I , a second-order tensor is a
matrix M ∈ R

I×J , and a third-order tensor is a three-way array T ∈ R
I×J×K .

The i-th element of a vector is denoted by ai, an element (i, j) of a matrix is denoted
by aij , and an element (i, j, k) of a third-order tensor is denoted by aijk. A tensor or
matrix is often written as T = (aijk) or M = (aij), respectively. A column vector
is an m × 1 matrix which is represented as (a1, . . . , am)T (m ≥ 1) where T is the
transpose operation. In this paper, a vector means a column vector unless stated
otherwise. Slices are two-dimensional sections of a tensor, defined by fixing all but
two indices. A third-order tensor T ∈ R

I×J×K is decomposed into (frontal) slices
by fixing an index k (1 ≤ k ≤ K). The k-th slice of a third-order tensor T is a
matrix and is written as T::k. Let T::1, . . . ,T::K be the slices of a third-order tensor
T ∈ R

I×J×K such that
⎛
⎜⎝

a111 · · · a1J1

...
. . .

...
aI11 · · · aIJ1

⎞
⎟⎠ · · ·

⎛
⎜⎝

a11K · · · a1JK

...
. . .

...
aI1K · · · aIJK

⎞
⎟⎠
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Then T is flattened into the I × (J × K) matrix as
⎛
⎜⎝

a111 · · · a1J1

...
. . .

...
aI11 · · · aIJ1

· · ·
a11K · · · a1JK

...
. . .

...
aI1K · · · aIJK

⎞
⎟⎠

To distinguish slices in a matrix, we often introduce a vertical line between blocks
representing slices T::k and T::k+1.

Example 2.1. Consider a third-order tensor T ∈ R
2×3×2 which is decomposed

into two slices (
a1 b1 c1
d1 e1 f1

)
and

(
a2 b2 c2
d2 e2 f2

)

Then T is flattened into the 2 × 6 matrix as
(

a1 b1 c1 a2 b2 c2
d1 e1 f1 d2 e2 f2

)

The (2-mode) product of a tensorT ∈ R
I×J×K with a vector v ∈ R

J is denoted by
T •v. The result is the I ×K matrix that has the element (T •v)ik =

∑J
j=1 xijkvj

where T = (xijk) and v = (v1, . . . , vJ)T. For example, let T ∈ R
2×3×2 be the

tensor of Example 2.1. Given the vector v = (α, β, γ)T, T • v becomes
(

a1α + b1β + c1γ a2α + b2β + c2γ
d1α + e1β + f1γ d2α + e2β + f2γ

)

When M ∈ R
I×J is a matrix and v ∈ R

J , the product M • v is the standard
matrix multiplication that becomes a vector in R

I .

3 Tensor Logic Programming

We consider a language L that contains a finite set of propositional variables
and the logical connectives ¬, ∧, ∨ and ←. L contains � and ⊥ representing
true and false, respectively. Given a logic program P , the set of all propositional
variables appearing in P is the Herbrand base of P (written BP ). We assume
{�,⊥} ⊆ BP .

3.1 Horn Logic Programs

A Horn (logic) program is a finite set of rules of the form:

h ← b1 ∧ · · · ∧ bm (m ≥ 0) (1)

where h and bi are propositional variables (also called atoms) in L. In particular,
the rule (1) is a fact if “h ← �” and (1) is a constraint if “⊥ ← b1 ∧ · · · ∧ bm”.
The fact and the constraint are simply written as “h ←” and “← b1 ∧ · · · ∧ bm”,
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respectively. For each rule r of the form (1), the left-hand side of ← is the head and
the right-hand side is the body. We write head(r) = h and body(r) = {b1, . . . , bm}.
We assume that every program (implicitly) contains the rule � ← �. A definite
program is a Horn program that contains no constraints. For a Horn program P , a
set I satisfying {�} ⊆ I ⊆ BP is an interpretation of P . An interpretation I is a
model of P if {b1, . . . , bm} ⊆ I implies h ∈ I for every rule (1) in P and ⊥ �∈ I. We
often omit � in a model, i.e., any model I is semantically identified with I \ {�}.
A model I is the least model of P if I ⊆ J for any model J of P . P is inconsistent
if it has no model. A mapping TP : 2BP → 2BP is defined as TP (I) = {h | h ←
b1 ∧ · · · ∧ bm ∈ P and {b1, . . . , bm} ⊆ I } if ⊥ �∈ I. Otherwise, TP (I) = BP .1

The powers of TP are defined as: T k+1
P (I) = TP (T k

P (I)) (k ≥ 0) and T 0
P (I) = I.

Given {�} ⊆ I ⊆ BP , there is a fixpoint Tn+1
P (I) = Tn

P (I) (n ≥ 0). For a definite
program P , the fixpoint Tn

P ({�}) coincides with the least model of P [17].2

In this paper, we consider a Horn program P such that for any two
rulesr1 and r2 in P , head(r1) = head(r2) implies |body(r1)| ≤ 1 and |body(r2)| ≤ 1
(called the multiple definitions (MD) condition). That is, if two different rules
have the same head, those rules contain at most one atom in their bodies. Every
Horn program is converted to this class of programs by a simple program trans-
formation. Given a Horn program P , define a set Qp ⊆ P such that Qp = { r ∈
P | head(r) = p and | body(r) |> 1 }. Let Qp = { p ← Γ1, . . . , p ← Γk} where
Γi (1 ≤ i ≤ k) is the conjunction in the body of each rule. Then Qp is trans-
formed to Q′

p = { p1 ← Γ1, . . . , pk ← Γk } ∪ { p ← pi | 1 ≤ i ≤ k } where pi (�= p)
are new propositional variables associated with p and pi �= pj if i �= j. Let P ′ be
the program obtained from P by replacing Qp ⊆ P with Q′

p for every p ∈ BP

satisfying the condition: | {r ∈ P | head(r) = p} |> 1 and Qp �= ∅. Then P has
the least model M iff P ′ has the least model M ′ such that M ′ ∩ BP = M .

Example 3.1. Consider P = { p ← q ∧ r, p ← r ∧ s, p ← t, r ← t, s ←, t ← }
where BP = {p, q, r, s, t}. Then P ′ = { p1 ← q ∧ r, p2 ← r ∧ s, p ← t, r ← t,
s ←, t ←, p ← p1, p ← p2 } has the least model M ′ = {p, p2, r, s, t} and
M ′ ∩ BP = {p, r, s, t} is the least model of P .

As such, every Horn program P is transformed to a semantically equiva-
lent program P ′ that satisfies the MD condition. We then consider programs
satisfying the MD condition without loss of generality. Next we represent inter-
pretations/programs in vector spaces.

Definition 3.1 (vector representation of interpretations). Let P be a
Horn program and BP = {p1, . . . , pn}. Then an interpretation I ⊆ BP of P is
represented by a vector v = (a1, . . . , an)T where each element ai represents the
truth value of the proposition pi such that ai = 1 if pi ∈ I (1 ≤ i ≤ n); otherwise,
ai = 0. The vector representing I = {�} is written by v0. We write rowi(v) = pi.

1 The operator TP of [17] is applied to Horn programs by viewing each constraint as
a rule with the head ⊥. In this setting, every atom in BP is derived in TP (I) if I is
inconsistent, i.e., ⊥ ∈ I. Note that � ∈ TP (I) by (� ← �) ∈ P .

2 I = {�} is semantically identified with I = {}.
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Definition 3.2 (≤). Let P be a Horn program and BP = {p1, . . . , pn}. Suppose
two vectors v = (a1, . . . , an)T and w = (b1, . . . , bn)T representing interpretations
I ⊆ BP and J ⊆ BP , respectively. Then v ≤ w if ai ≤ bi for every 1 ≤ i ≤ n.

A vector v = (a1, . . . , an)T representing an interpretation I is minimal if
w ≤ v implies w = v for any w representing an interpretation J .

Proposition 3.1. For v = (a1, . . . , an)T and w = (b1, . . . , bn)T, v ≤ w iff ai =
ai ∗ bi for i = 1, . . . , n where ∗ means algebraic multiplication.

Definition 3.3 (matrix representation of Horn programs). Let P be
a Horn program and BP = {p1, . . . , pn}. Then P is represented by a matrix
MP ∈ R

n×n such that for each element aij (1 ≤ i, j ≤ n) in MP , (i) aij = 1 if
pi = � or pj = ⊥; (ii) aijk

= 1
m (1 ≤ k ≤ m; 1 ≤ i, jk ≤ n) if pi ← pj1 ∧· · ·∧pjm

is in P ; (iii) otherwise, aij = 0. We write rowi(MP ) = pi and colj(MP ) = pj .

In MP the i-th row corresponds to the atom pi appearing in the head of a
rule, and the j-th column corresponds to the atom pj appearing in the body
of a rule. The first condition (i) says that every element in the i-th row is 1 if
rowi(MP ) = � and every element in the j-th column is 1 if coli(MP ) = ⊥.
The second condition (ii) says if there is a rule pi ← pj1 ∧ · · · ∧ pjm

in P , then
each aijk

in the i-th row and the jk-th column has the value 1
m . The remaining

elements are set to aij = 0 in (iii).

Example 3.2. Consider P = { p ← q, p ← r, q ← r ∧ s, r ←, ← q } with
BP = {p, q, r, s,�,⊥}. Then MP ∈ R

6×6 is the
matrix (right). The 1st row “011001” represents
p ← q, p ← r and p ← ⊥ (≡ �). The 2nd row
“00 1/2

1/2 01” represents q ← r ∧ s and q ← ⊥ (≡�).
The 3rd row “000011” represents r ← � (≡ r ←)
and r ← ⊥ (≡ �). The 4th row “000001” represents
s←⊥ (≡�). The 5th row “111111” represents � ← p,
� ← q, � ← r, � ← s, � ← �, and � ← ⊥, which
are all equivalent to �. The 6th row “010001” repre-
sents ⊥ ← q (≡← q) and ⊥ ← ⊥ (≡ �).

p q r s � ⊥
p
q
r
s
�
⊥

⎛
⎜⎜⎜⎜⎜⎜⎝

0 1 1 0 0 1
0 0 1/2

1/2 0 1
0 0 0 0 1 1
0 0 0 0 0 1
1 1 1 1 1 1
0 1 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

Suppose a matrix MP ∈ R
n×n representing a Horn program. Given a vector

v ∈ R
n representing an interpretation I ⊆ BP , let MP • v = (a1, . . . , an)T. We

transform MP • v to a vector w = (a′
1, . . . , a

′
n)T where a′

i = 1 (1 ≤ i ≤ n) if
ai ≥ 1; otherwise, a′

i = 0. We write w = MP •v.

Example 3.3. Consider MP of Example 3.2. Given v = (0, 1, 1, 0, 1, 0)T repre-
senting the interpretation I = {q, r,�}, it becomes MP • v = (2, 1/2, 1, 0, 3, 1)T.
Then w = MP •v = (1, 0, 1, 0, 1, 1)T represents J = {p, r,�,⊥}.

In Example 3.3, we can see that J = TP (I) is computed by w = MP •v.
Formally, the next result holds.



Linear Algebraic Characterization of Logic Programs 525

Proposition 3.2. Let P be a Horn program and MP ∈ R
n×n its matrix repre-

sentation. Let v ∈ R
n be a vector representing an interpretation I ⊆ BP . Then

w ∈ R
n is a vector representing J = TP (I) iff w = MP •v.

Proof. Suppose w = MP •v. Then for w = (x′
1, . . . , x

′
n)T, x′

k = 1 (1 ≤ k ≤ n)
iff xk ≥ 1 in MP • v. Let MP = (aij) and v = (y1, . . . , yn)T. Then ak1y1 +
· · · + aknyn = xk ≥ 1. If rowk(MP ) = � then akj = 1 (1 ≤ j ≤ n). Otherwise,
let {b1, . . . , bm} ⊆ {ak1, . . . , akn} such that bi �= 0 (1 ≤ i ≤ m) and bi �= akj

for colj(MP ) = ⊥. Two cases are considered. (i) bi = 1 (1 ≤ i ≤ m) and
b1yj1 + · · · + bmyjm

≥ 1 (1 ≤ jl ≤ n, 1 ≤ l ≤ m). Then there are rules pk ← pi

in P such that pi = colj(MP ) for bi = akj (1 ≤ i ≤ m) and pi ∈ I implies
pk ∈ TP (I) where pk = rowk(w). (ii) bi = 1/m and b1yj1 + · · · + bmyjm

= 1
(1 ≤ jl ≤ n, 1 ≤ l ≤ m). Then there is a rule pk ← p1 ∧ · · · ∧ pm in P such that
pi = colj(MP ) for bi = akj (1 ≤ i ≤ m) and {p1, . . . , pm} ⊆ I implies pk ∈ TP (I)
where pk = rowk(w). By putting J = { rowk(w) | x′

k = 1}, J = TP (I) holds.
Conversely, suppose J = TP (I). Construct a matrix MP = (aij) ∈ R

n×n as
Definition 3.3. For v = (y1, . . . , yn)T representing I, MP • v = (x1, . . . , xn)T is a
vector such that xk ≥ 1 (1 ≤ k ≤ n) iff rowk(MP • v) = � or rowk(MP • v) ∈
TP (I). Define w = (x′

1, . . . , x
′
n)T such that x′

k = 1 (1 ≤ k ≤ n) iff xk ≥ 1 in
MP • v. Then w represents J = TP (I). Hence, w = MP •v. ��
Proposition 3.3. Let P be a Horn program and MP ∈ R

n×n its matrix repre-
sentation. Let v ∈ R

n be a vector representing an interpretation I. Then I is a
model of P iff (i) w = MP •v and w ≤ v, and (ii) ai = 1 implies rowi(v) �= ⊥
for any element ai in v.

Proof. I is a model of a Horn program P iff TP (I) ⊆ I and ⊥ �∈ I [9]. Then the
result holds by Proposition 3.2. ��

Given a matrix MP ∈ R
n×n and a vector v ∈ R

n, define

MP •k+1 v = MP •(MP •k v) and MP •1 v = MP •v (k ≥ 1).

When MP •k+1 v = MP •k v for some k ≥ 1, we write FP(MP •v) = MP •k v.

Theorem 3.4. Let P be a Horn program and MP ∈ R
n×n its matrix repre-

sentation. Then m ∈ R
n is a vector representing the least model of P iff m =

FP(MP •v0) and ai = 1 implies rowi(m) �= ⊥ for any element ai in m.

Proof. Since the least model of P is computed by the fixpoint of T k
P ({�}) (k ≥ 0),

the result holds by Proposition 3.2. ��
Corollary 3.5. Let P be a Horn program and MP ∈ R

n×n its matrix repre-
sentation. Then P is inconsistent iff a vector w = MP •k v0 (k ≥ 1) has an
element ai = 1 (1 ≤ i ≤ n) such that rowi(w) = ⊥.

Corollary 3.5 is used for query-answering by refutation in a definite program.
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3.2 Disjunctive Logic Programs

A disjunctive (logic) program is a finite set of rules of the form:

h1 ∨ · · · ∨ hl ← b1 ∧ · · · ∧ bm (l,m ≥ 0) (2)

where hi and bj are propositional variables in L. A rule (2) is called a disjunctive
rule if l > 1. In particular, the rule is a (disjunctive) fact if the body of (2) is �
and it is a constraint if the head of (2) is ⊥. A disjunctive fact is simply written as
“h1∨· · ·∨hl ←”. For each rule r of the form (2), we write head(r) = {h1, . . . , hl}
and body(r) = {b1, . . . , bm}. A disjunctive program reduces to a Horn program if
l ≤ 1 for every rule (2) in a program. We assume that every program (implicitly)
contains the rule � ← � as before. An interpretation {�} ⊆ I ⊆ BP is a model
of a disjunctive program P if body(r) ⊆ I implies head(r) ∩ I �= ∅ for every rule
r in P and ⊥ �∈ I. A model I is a minimal model of P if there is no model J of
P such that J ⊂ I.

We consider a disjunctive program P satisfying the MD condition: for any two
rules r1 and r2 in P , head(r1)∩head(r2) �= ∅ implies |body(r1)| ≤ 1 and |body(r2)|
≤ 1. That is, if two different rules share the same atom in their heads, those
rules contain at most one atom in their bodies. The condition coincides with the
MD condition of Horn programs when P contains no disjunctive rules. Every
disjunctive program is converted to this class of programs by a simple program
transformation as the case of Horn programs. Given a disjunctive program P ,
define a set Qp ⊆ P such that Qp = { r ∈ P | p ∈ head(r) and | body(r) |> 1 }.
Let Qp = {Σ1 ← Γ1, . . . , Σk ← Γk } where Σi (resp. Γi) (1 ≤ i ≤ k) is the
disjunction (resp. conjunction) in the head (resp. body) of each rule. Then Qp

is transformed to Q′
p = {Σ′

1 ← Γ1, . . . , Σ
′
k ← Γk } ∪ { p ← pi | 1 ≤ i ≤ k }

where pi (�= p) are new propositional variables associated with p and pi �= pj if
i �= j. Σ′

i is obtained from Σi by replacing p in Σi by pi. Let P ′
p be the program

obtained from P by replacing Qp ⊆ P with Q′
p for an atom p ∈ BP satisfying the

condition: | {r ∈ P | p ∈ head(r)} |> 1 and Qp �= ∅. Repeat such replacement
one by one until there is no atom p ∈ BP satisfying the above condition. Let P ′

be the resulting program. Then P has a minimal model M iff P ′ has a minimal
model M ′ such that M ′ ∩ BP = M .

Example 3.4. Consider P = { p ∨ q ← r ∧ s, p ∨ r ← t, r ← s, s ← } where
BP = {p, q, r, s, t}. Then P ′ = { p1∨q ← r∧s, p∨r ← t, r ← s, s ←, p ← p1 }
has two minimal models M ′

1 = {p, p1, r, s} and M ′
2 = {q, r, s} which correspond

to the minimal models M1 = {p, r, s} and M2 = {q, r, s} of P .

As such, every disjunctive program P is transformed to a semantically equiv-
alent program P ′ that satisfies the MD condition. We then consider disjunc-
tive programs satisfying the MD condition without loss of generality. Given
a disjunctive program P , its split program is a Horn program obtained from
P by replacing each disjunctive rule of the form (2) in P with a Horn rule:
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hi ← b1 ∧ · · · ∧ bm (1 ≤ i ≤ l). By definition, P has multiple split programs in
general. When P has k split programs, it is written as SP1, . . . , SPk (k ≥ 1).

Example 3.5. P = { p ∨ r ← s, q ∨ r ←, s ← } has the four split programs:
SP1 = { p ← s, q ←, s ← }, SP2 = { p ← s, r ←, s ← }, SP3 =
{ r ← s, q ←, s ← }, and SP4 = { r ← s, r ←, s ← }.

For a set I of interpretations, define the set of minimal elements as min(I) =
{ I | I ∈ I and there is no J ∈ I such that J ⊂ I }.

Proposition 3.6. Let P be a disjunctive program and SP1, . . . , SPk its split
programs. Also let LM be the set of least models of SP1, . . . , SPk. Then
min(LM) coincides with the set MM of minimal models of P .

Proof. Let M be the least model of some split program SPj . Then for each
rule r : hi ← b1 ∧ · · ·∧ bm in SPj , there is a rule r′ : h1 ∨ · · ·∨hl ← b1 ∧ · · ·∧ bm

in P such that hi ∈ head(r′). Since M satisfies r, M satisfies r′. Thus, M
is a model of P . Then a minimal set M in min(LM) is a minimal model of
P . Hence, min(LM) ⊆ MM. Conversely, let M ∈ MM. Then for each rule
r : h1 ∨ · · · ∨ hl ← b1 ∧ · · · ∧ bm in P , {b1, . . . , bm} ⊆ M implies hi ∈ M for
some i (1 ≤ i ≤ l). In this case, there is a split program SPj of P in which r is
replaced by hi ← b1 ∧ · · · ∧ bm. Then M is the least model of SPj . Since M is
minimal among models in LM, MM ⊆ min(LM). ��
Example 3.6. Consider the program P in Example 3.5. The set of least mod-
els of split programs is LM = {{ p, q, s }, { p, r, s }, { q, r, s }, { r, s }}. Then
min(LM) = {{p, q, s}, {r, s}}, which is the set of minimal models of P .

By definition, if a disjunctive program satisfies the MD condition, its split
program satisfies the MD condition for Horn programs. Next we introduce tensor
representation of a disjunctive program in terms of its split programs.

Definition 3.4 (tensor representation of disjunctive programs). Let P
be a disjunctive program that is split into SP1, . . . , SPk and BP = {p1, . . . , pn}.
Then P is represented by a third-order tensor UP ∈ R

n×n×k as follows.

1. Each slice U::h (1 ≤ h ≤ k) of UP is a matrix Mh ∈ R
n×n representing a

split program SPh.
2. Each matrix Mh ∈ R

n×n has an element aij (1 ≤ i, j ≤ n) such that
(a) aij = 1 if pi = � or pj = ⊥.
(b) aijl

= 1
m (1 ≤ l ≤ m; 1 ≤ i, jl ≤ n) if pi ← pj1 ∧ · · · ∧ pjm

is in SPh.
(c) Otherwise, aij = 0.

U::h represents a slice that is obtained by fixing an index h (1 ≤ h ≤ k). The
index h represents the h-th split program SPh of P . In this way, a disjunctive
program is represented by a third-order tensor by introducing an additional
dimension to the matrix representation of Horn programs.
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Suppose a third-order tensor UP ∈ R
n×n×k of Definition 3.4. Given a vector

v ∈ R
n representing an interpretation I ⊆ BP , the (2-mode) product UP • v

produces a matrix (aij) ∈ R
n×k. We transform UP • v to a matrix WP =

(a′
ij) ∈ R

n×k in a way that a′
ij = 1 (1 ≤ i ≤ n; 1 ≤ j ≤ k) if aij ≥ 1 in UP • v;

otherwise, aij = 0. We write WP = UP •v.

Example 3.7. The program P in Example 3.5 is represented by the 3rd-order
tensor UP ∈ R

5×5×4 such that3

p q r s �

U::1 =

⎛
⎜⎜⎜⎜⎝

0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 1
1 1 1 1 1

⎞
⎟⎟⎟⎟⎠

p
q
r
s
�

U::2 =

⎛
⎜⎜⎜⎜⎝

0 0 0 1 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 1
1 1 1 1 1

⎞
⎟⎟⎟⎟⎠

U::3 =

⎛
⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 0 0 1
1 1 1 1 1

⎞
⎟⎟⎟⎟⎠

U::4 =

⎛
⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0
0 0 0 1 1
0 0 0 0 1
1 1 1 1 1

⎞
⎟⎟⎟⎟⎠

where U::1, U::2, U::3 and U::4 represent SP1, SP2, SP3, and SP4, respectively.
Given the vector v0 = (0, 0, 0, 0, 1)T representing I = {�}, the product
UP • v0 becomes the matrix in R

5×4 where WP = UP •v0 = UP • v0.
In the matrixWP (right), the 1st column (0, 1, 0, 1, 1)T repre-

sents the interpretation TSP1({�}) = {q, s,�}, the 2nd column
(0, 0, 1, 1, 1)T represents TSP2({�}) = {r, s,�}, the 3rd column
(0, 1, 0, 1, 1)T represents TSP3({�}) = {q, s,�}, and the 4th col-
umn (0, 0, 1, 1, 1)T represents TSP4({�}) = {r, s,�}.

p
q
r
s
�

⎛
⎜⎜⎜⎜⎝

0 0 0 0
1 0 1 0
0 1 0 1
1 1 1 1
1 1 1 1

⎞
⎟⎟⎟⎟⎠

Given a matrix M = (aij) (1 ≤ i ≤ m; 1 ≤ j ≤ n), (a1j , . . . , amj)T is said a
column vector in M . Let UP ∈ R

n×n×m and M ∈ R
n×m. The product UP •M

is then defined as the matrix in R
n×m such that each column vector in UP •M

is U::k • (a1k, . . . , ank)T (1 ≤ k ≤ m) where (a1k, . . . , ank)T is a column vector
in M . Then UP •M is the matrix obtained from UP • M by replacing each
element aij in UP • M by a′

ij = 1 if aij ≥ 1; otherwise, replacing aij by a′
ij = 0.

Given a tensor UP ∈ R
n×n×m and a vector v ∈ R

n, define

UP •k+1 v = UP •(UP •k v) and UP •1 v = UP •v (k ≥ 1).

When UP •k+1 v = UP •k v for some k ≥ 1, we write FP(UP •v) = UP •k v.

Theorem 3.7. Let P be a disjunctive program and UP ∈ R
n×n×k its tensor

representation of Definition 3.4. Let MP = FP(UP •v0) be a matrix where v0

represents I = {�}. Then a vector m ∈ R
n in MP represents a minimal model

of P iff m is minimal among all column vectors in MP and ai = 1 implies
rowi(m) �= ⊥ for any element ai in m.

Proof. The result holds by Theorem 3.4 and Proposition 3.6. ��

3 Here we omit the row and the column representing ⊥. When a program contains no
constraints, the row and the column representing ⊥ can be removed (see Sect. 4).
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Example 3.8. In Example 3.7, MP = UP •k v0 (k ≥ 2) becomes the matrix
(below). The 1st column (1, 1, 0, 1, 1)T represents the
minimal model {p, q, s} of SP1, the 2nd column
(1, 0, 1, 1, 1)T represents the minimal model {p, r, s}
of SP2, the 3rd column (0, 1, 1, 1, 1)T represents the
minimal model {q, r, s} of SP3, and the 4th column
(0, 0, 1, 1, 1)T represents the minimal model {r, s} of
SP4.

p
q
r
s
�

⎛
⎜⎜⎜⎜⎝

1 1 0 0
1 0 1 0
0 1 1 1
1 1 1 1
1 1 1 1

⎞
⎟⎟⎟⎟⎠

Then two vectors (1, 1, 0, 1, 1)T and (0, 0, 1, 1, 1)T are minimal in MP , which
represents two minimal models {p, q, s} and {r, s} of P .4

3.3 Normal Logic Programs

A normal (logic) program is a finite set of rules of the form:

h ← b1 ∧ · · · ∧ bm ∧ ¬ bm+1 ∧ · · · ∧ ¬bn (n ≥ m ≥ 0) (3)

where h and bi are propositional variables in L. h and bi (1 ≤ i ≤ m) are
positive literals, and ¬bj (m + 1 ≤ j ≤ n) are negative literals. As before, a
rule is a fact if the body of (3) is � and it is a constraint if the head of (3)
is ⊥. A program implicitly contains � ← �. For each rule r of the form (3), we
write head(r) = h, body+(r) = { b1, . . . , bm} and body−(r) = { bm+1, . . . , bn }.
A normal program reduces to a Horn program if it contains no negative literals.
An interpretation {�} ⊆ I ⊆ BP is a model of a normal program P if body+(r) ⊆
I and body−(r)∩I = ∅ imply head(r) ∈ I for every rule r in P and ⊥ �∈ I. Given
a normal program P , an interpretation I is a stable model of P [4] if it coincides
with the least model of the Horn program: P I = {h ← b1 ∧ · · · ∧ bm | h ←
b1 ∧ · · · ∧ bm ∧ ¬ bm+1 ∧ · · · ∧ ¬bn ∈ P and {bm+1, . . . , bn} ∩ I = ∅ }. A stable
model coincides with the least model if P is a Horn program. A normal program
may have no, one, or multiple stable models in general. A program is consistent
if it has at least one stable model; otherwise, the program is inconsistent.

In this paper, we consider a normal program P satisfying the following
MD condition: for two rules r1 and r2 in P , (i) head(r1) = head(r2) implies
| body+(r1) | ≤ 1 and | body+(r2) | ≤ 1, and (ii) body−(r1) ∩ body−(r2) �= ∅
implies | body+(r1) | ≤ 1 and | body+(r2) | ≤ 1. The condition reduces to the
one of Horn programs when P contains no negative literals. Every normal
program is converted to this class of programs by a simple program trans-
formation. Given a normal program P , define a set Q+

p , Q−
q ⊆ P such that

Q+
p = { r ∈ P | head(r) = p and | body+(r) |> 1 } and Q−

q = { r ∈ P | q ∈
body−(r) and | body+(r) |> 1 }. Let Q+

p = { p ← Γ1, . . . , p ← Γk } and Q−
q =

{h1 ← Υ1 ∧ not q, . . . , hl ← Υl ∧ not q } where Γi (1 ≤ i ≤ k) or Υj (1 ≤ j ≤ l)
is the conjunction in the body of each rule. Then Q+

p and Q−
q are respectively

transformed to R+
p = { p1 ← Γ1, . . . , pk ← Γk } ∪ { p ← pi | 1 ≤ i ≤ k } and

R−
q = {h1 ← Υ1 ∧ not q1, . . . , hl ← Υl ∧ not ql } ∪ { qj ← q | 1 ≤ j ≤ l } where

4 Here we omit � in each model.
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pi (�=p) and qj (�=q) are new propositional variables respectively associated with
p and q, and pi �= pj (qi �= qj) if i �= j. Let P ′ be the program obtained from
P by replacing Q+

p ⊆ P with R+
p for every p ∈ BP satisfying the condition:

| {r ∈ P | head(r) = p} |>1 and Q+
p �= ∅. Next let P ′′

q be the program obtained
from P ′ by replacing Q−

q ⊆ P ′ with R−
q for an atom q ∈ BP satisfying the

condition: | {r ∈ P ′ | q ∈ body−(r)} |> 1 and Q−
q �= ∅. Repeat the replacement

one by one until there is no atom q ∈ BP satisfying the above condition. Let
P ′′ be the resulting program. Then, P has a stable model M iff P ′′ has a stable
model M ′ such that M ′ ∩ BP = M .

Example 3.9. Consider P = { p ← q ∧ r ∧ not s, p ← r ∧ t ∧ not s, q ← t,
r ←, t ← }. First, it is converted to P ′ = { p1 ← q ∧ r ∧ not s, p2 ← r ∧
t ∧ not s, q ← t, r ←, t ←, p ← p1, p ← p2 }. Next, it is converted to
P ′′ = { p1 ← q ∧ r ∧ not s1, p2 ← r ∧ t ∧ not s2, q ← t, r ←, t ←, p ← p1, p ←
p2, s1 ← s, s2 ← s }. Then P ′′ has the single stable model M ′ = {p, p1, p2, q, r, t}
which corresponds to the stable model M = {p, q, r, t} of P .

As such, every normal program P is transformed to a semantically equivalent
program P ′′ that satisfies the MD condition. We then assume normal programs
satisfying the MD condition without loss of generality. A normal program P is
transformed to a disjunctive program with integrity constraints as follows [3].

P ε = { h ∨ εbm+1 ∨ · · · ∨ εbn ← b1 ∧ · · · ∧ bm |
(h ← b1 ∧ · · · ∧ bm ∧ ¬ bm+1 ∧ · · · ∧ ¬bn) ∈ P } ∪ { εp ← p | p ∈ BP \ {�, ⊥} },

ICP ={ εp ⇒ p | p ∈ BP \ {�, ⊥} }
where εp is a new atom associated with p. Let BP ε be the Herbrand base of P ε

such that {�,⊥} ⊆ BP ε . An interpretation {�} ⊆ I ⊆ BP ε satisfies ICP iff
εp ∈ I implies p ∈ I for every εp ⇒ p in ICP .

Proposition 3.8. [3]. Let P be a normal program. M is a stable model of P
iff M ∪εM is a minimal model of P ε satisfying ICP where εM = { εp | p ∈ M}.
Example 3.10. Consider P = { p ← ¬q, q ← ¬p }. Then P ε = { p ∨ εq ←,
q ∨ εp ←, εp ← p, εq ← q } and ICP = { εp ⇒ p, εq ⇒ q }. The program P ε

has three minimal models: M1 = {p, εp}, M2 = {q, εq}, and M3 = {εp, εq}. Of
which M1 and M2 satisfy ICP . Then {p} and {q} are two stable models of P .

By definition, if a normal program P satisfies the MD condition, P ε satisfies
the MD condition for disjunctive programs. Suppose that a disjunctive program
P ε is split into SP ε

1 , . . . , SP ε
k . Then P ε is represented by a third-order tensor

UP ε ∈ R
n×n×k as in Definition 3.4, and we can compute stable models of P in

terms of minimal models of P ε.

Definition 3.5 (vBP
, vεBP

). Let v ∈ R
n be a vector representing {�} ⊆ I ⊆

BP ε . Then v is divided into two vectors vBP
∈ R

m and vεBP
∈ R

m (m ≤ n)
where vBP

represents elements of BP = {p1, . . . , pm} (�,⊥ ∈ BP ) and vεBP

represents elements of (BP ε \ BP ) ∪ {⊥,�}. Two vectors satisfy the condition:
rowi(vBP

) = rowi(vεBP
) iff rowi(vBP

) = � or ⊥; otherwise, pi = rowi(vBP
) iff

εpi = rowi(vεBP
) (1 ≤ i ≤ m).
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Proposition 3.9. Let P be a normal program and v ∈ R
n a vector representing

{�} ⊆ I ⊆ BP ε . Then I satisfies ICP iff vεBP
≤ vBP

.

Proof. Let vBP
= (a1, . . . , am)T and vεBP

= (b1, . . . , bm)T (m ≤ n). Then,
vεBP

≤ vBP
iff bi = 1 implies ai = 1 (1 ≤ i ≤ m) for any rowi(vεBP

) = εp
and rowi(vBP

) = p iff εp ∈ I implies p ∈ I. Hence, the result holds. ��
Theorem 3.10. Let P be a normal program and BP ε = {p1, . . . , pn}. Also let
UP ε ∈ R

n×n×k be a tensor representation of a disjunctive program P ε where k
is the number of split programs of P ε. Then

1. m = vBP
represents a stable model of P iff v ∈ R

n represents a minimal
model of P ε and vεBP

≤ vBP
.

2. P is inconsistent iff vεBP
�≤ vBP

for any v ∈ R
n representing a minimal

model of P ε.

Proof. Since minimal models of P ε are computed by Theorem 3.7, the result
holds by Propositions 3.8 and 3.9. ��
Example 3.11. The program P ε of Example 3.10 has four split programs
SP ε

1 = { p ←, q ← }∪R, SP ε
2 = { p ←, εp ← }∪R, SP ε

3 = { εq ←, q ← }∪R, and
SP ε

4 = { εq ←, εp ← }∪R where R = { εp ← p, εq ←
q }. Then P ε is represented by the tensor UP ε ∈ R

5×5×4.
FP(UPε

•v0) is the matrix where v = (1, 0, 1, 0, 1)T, v′ =
(0, 1, 0, 1, 1)T and v′′ = (0, 0, 1, 1, 1)T are minimal (right).
Then vBP

= (1, 0, 1)T (representing p, q, �) and). vεBP
=

(1, 0, 1)T (representing εp, εq, �) satisfy vεBP
≤ vBP

. Also,

p
q
εp
εq
�

⎛
⎜⎜⎜⎜⎝

1 1 0 0
1 0 1 0
1 1 0 1
1 0 1 1
1 1 1 1

⎞
⎟⎟⎟⎟⎠

v′
BP

= (0, 1, 1)T (representing p, q, �) and v′
εBP

= (0, 1, 1)T (representing εp,
εq, �) satisfy v′

εBP
≤ v′

BP
. By contrast, v′′ does not satisfy v′′

εBP
≤ v′′

BP
. Then

vBP
= (1, 0, 1)T and v′

BP
= (0, 1, 1)T represent two stable models {p} and {q}

of P .

The result of this section is extended to normal disjunctive programs (i.e., pro-
grams containing both disjunction and negation) by combining techniques of
Sects. 3.2 and 3.3.

4 Discussion

It is known that the least model of a Horn program is computed in O(N) time
and space where N is the size of the program, i.e., the total number of occur-
rences of literals in the program [2]. The proposed method requires O(n2) space
and O(n4) time (i.e., O(n3) for matrix multiplication and at most n-iteration
of powers) in the worst case where n is the number of propositional variables
in BP . Since the size of a matrix is independent of the size of a program, the
proposed method would be advantageous in a large knowledge base on a fixed
language. Several optimization techniques are considered for efficient computa-
tion in practice. When every element in the i-th row of a matrix MP is zero



532 C. Sakama et al.

except the element aij = 1 for colj(MP ) = ⊥, there is no rule deriving pi in P .
In this case, the i-th row and the i-th column can be removed from MP . For
instance, let M ′

P be the matrix obtained by removing the 4th row and the 4th
column from MP in Example 3.2. Then FP(M ′

P •v0) produces the least model
of P . In particular, when a program P contains no facts (resp. constraints), the
row and the column representing � (resp. ⊥) could be removed from MP . In this
way, we can reduce the size of vector spaces when a program is represented in
a sparse matrix/tensor. A technique of dividing a program into subprograms [7]
also helps to reduce the size of matrices/tensors in large scale of programs. Ten-
sor LP can also be extended to representing weight constraints [12] for ASP. For
instance, a weight constraint rule pi ← l ≤ {pj1 = wj1 ,. . ., pjm

= wjm
} (wjk

≥ 0;
1 ≤ k ≤ m) is represented by a matrix MP ∈ R

n×n such that rowi(MP ) = pi,
colj(MP ) = pj (1 ≤ i, j ≤ n), and aijk

= wjk
/l. Given a vector v = (b1, . . . , bn)T

representing an interpretation, pi becomes true if the i-th element of MP •v has
a value bj1wj1/l + · · ·+ bjm

wjm
/l≥1, thereby computed by MP •v. In this way,

weight constraints are effectively translated into linear algebraic calculation.

5 Conclusion

This paper introduced linear algebraic characterization of logic programs. The
result of this paper bridges logic programming and linear algebraic approaches,
which would contribute to a step for realizing logical inference in huge scale
of knowledge bases. This paper focuses on theoretical aspects of LP in vector
spaces. Future research includes implementation and evaluation of the proposed
approach as well as development of techniques for robust and scalable inference
in a huge scale of programs.
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Abstract. Knowledge representation learning which represents triples
as semantic embeddings has achieved tremendous success these years.
Recent work aims at integrating the information of triples with texts,
which has shown great advantages in alleviating the data sparsity prob-
lem. However, most of these methods are based on word-level informa-
tion such as co-occurrence in texts, while ignoring the latent semantics
of entities. In this paper, we propose an entity topic based representation
learning (ETRL) method, which enhances the triple representations with
the entity topics learned by the topic model. We evaluate our proposed
method knowledge graph completion task. The experimental results show
that our method outperforms most state-of-the-art methods. Specifically,
we achieve a maximum improvement of 7.9% in terms of hits@10.

Keywords: Knowledge representation · Entity topics · Topic model ·
Knowledge graph completion

1 Introduction

Knowledge Graphs (KGs) aim at storing the facts of the real world with (h, r, t)
triples, where h (or t) denotes the head (or tail) entity and r represents the
relation between entities. Large-scale KGs such as Freebase [1] have been widely
used in NLP tasks, including Question Answering (QA) [7]. However, with the
increasing of triple amounts, KGs often suffer from data sparseness and incom-
pleteness problems [11].

To alleviate these problems, Knowledge Representation Learning (KRL)
which learns low-dimensional semantic embeddings of entities and relations has
attracted extensive attention recently. Most of existing KRL methods learn the
semantic representations from triples and show good performance in knowledge
graph completion task. However, these methods cannot represent very well triples
that suffer from sparsity. For example, more than 20% entities in FB15k [2]
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are associated with less than 20 triples, which leads to poor entity representa-
tions and diminishes the KRL performance. Therefore, recent researches turn
to utilize the text information to enhance the performance of KRL [10,11]. In
particular, Xie et al. [11] proposed DKRL model, which explored convolutional
neural networks (CNN) for encoding entity descriptions. In [10], a TEKE model
was proposed to learn the co-occurrence word networks for entities based on the
Wikipedia pages. However, these methods only utilize the word-level informa-
tion, and cannot well capture the latent topics of entities which are assumed to
be useful to improve the KRL performance in this paper. For instance, “Agatha”
is a playwright as demonstrated in the triple and has the descriptions as shown
in Fig. 1. If a new entity “Joseph” has a description, namely “Joseph was an
American satirical novelist, short story writer and dramatist”, it is reason-
able to infer that “Joseph” is also a playwright since he has the common topics
like “writer” with “Agatha” and “dramatist” with “Playwright”.

( Agatha Christie, /people/person/profession, Playwright )

Dame Agatha Mary Clarissa Christie, DBE
was an English crime novelist, short story
writer, and playwright. She wrote the
world's longest-running drama, …

A playwright, also known as a dramatist,
is a person who writes dramatic literature
or drama. These works may be written
specifically to be performed by actors, ...

Fig. 1. Example of triple and entity descriptions.

Motivated by the potential of the latent topics for KRL, we propose an
entity topic based representation learning (ETRL) method in this paper. Specif-
ically, we first use entity descriptions from KGs for topic modeling, which shows
strong semantic correlations with entities. The Nonnegative Matrix Factoriza-
tion (NMF) model is applied to learn the topic representations of entities. We
propose our basic model (ETRL(basic)) that treats the obtained topic repre-
sentations as constants, and integrates them with the triple representations, and
then propose the advanced model (ETRL(adv)) that learns both topic and triple
representations simultaneously. The contributions of our works are as follows:

1. We propose two variants of ETRL models, which integrates the topic informa-
tion based on the entity descriptions with the triple structure for knowledge
representation learning.

2. We utilize projection matrices in ETRL to map topic and triple representa-
tions into a united semantic space.

3. We evaluate our models on knowledge graph completion task. The experi-
mental results show that our models outperforms most of the state-of-the-art
models.
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The outline of this paper is as follows. Section 2 elaborates the recent works
related to our works. Section 3 reveals the details of our method. Section 4 eval-
uates our models and analyzes the results. Section 5 concludes our works.

2 Related Works

In this section, we will introduce several works aiming at embedding the enti-
ties and relations into low-dimensional continuous vector space to address the
shortages of large-scale KGs mentioned above.

TransE [2], one of the most famous methods, has shown its advantages among
the methods proposed before. For each correct (h, r, t) triple, TransE regards that
h + r ≈ t, which means that the entity h is translated to the entity t through
the relation r. TransE defines the score function as shown in (1).

e(h, r, t) = ‖h + r − t‖22 (1)

However, it has issues in modeling the 1-N, N-1 and N-N relations [10]. There
are various methods proposed to address these issues and achieved better per-
formance than TransE, such as TransH [9], TransR [6], and KB2E [4].

The methods based on triples are suffering from data sparsity problem. There
are increasing methods fusing external text information and triple information
to alleviate this problem and enrich the semantic information of representations.
The model proposed by Zhong et al. [12] jointly learns the triple information
and text information from entity descriptions in word-level. DKRL [11] learns
text representations with deep learning method CNN. TEKE [10] memorizes
the words co-occurring in contexts of entities from wikipedia pages and then
constructs co-occurrence networks to bridge the KG and text-corpus. However,
most of these methods disregard the entity topics which contain strong semantic
relevance between entities. Although the state-of-the-art method TEKE [10] has
achieved some success in discovering entity topics for regarding co-occurrence
words as topics of entities, it is still limited by the performance of entity linking
tools and the completeness of external text-corpus.

3 Methodology

In this section, we will present our ETRL method. The structure of our method
is shown in Fig. 2. Firstly, we use entity descriptions in KGs as our text-
corpus and learn entity topic representations with NMF [5]. Then, we construct
ETRL(basic) model to incorporate topic embeddings into triple embeddings. In
addition, we build ETRL(adv) model to jointly learn two embeddings simulta-
neously. Finally, we train our models with Adagrad method.

3.1 Notations and Definitions

For a given KG, We denote E as the set of entities and R as the set of relations.
Meanwhile, E, R is the set of embeddings of E, R respectively. Then, we denote
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Fig. 2. The structure of ETRL(basic and adv).

T as the set of (h, r, t) triples in KG where h, t ∈ E and r ∈ R. T is also the
train set for our models. For a given text-corpus D, we denote W as the set of
words arising in D and denote ve as the topic embedding of entity e ∈ E. It is
noteworthy that all embeddings h, r, t,vh,vt ∈ R

k, where k is the embedding
vector size.

3.2 Topic Representation of Entities

We use entity descriptions as our text-corpus for it is much easier for us to
obtain entity descriptions, and most entities in KGs are associated with their
own descriptions which can be regarded as semantic supplements.

Considering about the performance, efficiency, and complexity of topic
models [8], we adopt NMF [5] to learn topic representations of entities. Regarding
each entity description as input document, NMF is defined as follows:

M = V S (2)

where M is the n×m word-frequency matrix of entities preprocessed from entity
descriptions, V is the matrix of entity topic representations while S is the matrix
of word topic representations.

We select Euclidean distance defined in (3) as the convergence criterion of
NMF to factorize matrix M into entity and word topic embeddings.

Lnmf =
n∑

i=1

m∑

j=1

‖Mi,j − vei
swj

�‖22 (3)

where Mi,j is the frequency of word wj appearing in the description of entity
ei, vei

and swj
are the topic embeddings of entity ei and word wj respectively.

Note that in NMF, for all ei ∈ E and wj ∈ W we have vei
≥ 0 and swj

≥ 0. We
pre-train the NMF and obtain the entity topic representations in store for triple
representation learning.
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3.3 Joint Representation Learning of Triples and Topics

The most important step is to map both entity topic and triple representations
into same semantic vector space. Therefore, we propose ETRL(basic) which inte-
grates two representations in training while treats the topic representations as
constants. Then, we propose ETRL(adv) which learns the representations from
both topic and triple information inspired by DKRL [11].

We present projection matrices to the alignment of topic and triple represen-
tations. Besides, these matrices can help models learn useful topic information
and discard useless one automatically in training.

For head and tail, we directly project entity topic embeddings into the space
of triples as follows:

h⊥ = vhMe + h (4)

t⊥ = vtMe + t (5)

where vh (or vt) is the entity topic embedding of head (or tail), h and t are the
original entity representations in (1), and Me is the k × k projection matrix.

To strengthen the capability of representing complex relations, we average
the head and tail topic representations as relation topic representations vr. Then
we define r⊥ as follows:

r⊥ = vrMr + r (6)

where Mr is the k×k projection matrix. It is worth noting that, for complex rela-
tions, different head-tail pairs may have different vr to affect r⊥, thus improving
the variousness and robustness of relation representations.

Then we replace h, r, t in (1) with h⊥, r⊥, t⊥ and redefine the score function
for both two models as follows:

e⊥(h, r, t) = ‖h⊥ + r⊥ − t⊥‖22 (7)

3.4 Loss Optimization and Training

ETRL(basic). To force the scores of correct triples as close as possible to zero
and make the wrong’s as far as possible, we define the loss function in (8).

Ls =
∑

(h,r,t)∈T

∑

(h′,r′,t′)∈T ′
max(γ + e⊥(h, r, t) − e⊥(h′, r′, t′), 0) (8)

where max(·, 0) is hinge loss, T is the train set consisting correct triples while
T ′ is the set of negative samples denoted in (9).

T ′ = {(h′, r, t)|h′ ∈ E} ∪ {(h, r′, t)|r′ ∈ R} ∪ {(h, r, t′)|t′ ∈ E} (9)

where h′, r′ and t′ are selected by a certain probability to satisfy ∀(h, r, t) ∈ T ′,
(h, r, t) /∈ T . We follow the’bern’ method mentioned in TransH [9] to select the
negative samples.
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ETRL(adv). Inspired by the works of DKRL [11], we propose an advanced
model to jointly learn both the topic and triple representations. The loss function
is defined in (10).

La = Ls + Lnmf (10)

where we optimize triple loss (8) and topic loss (3) simultaneously.

Training. We adopt Adagrad in the optimization for a better performance than
SGD. In order to accelerate the speed of convergence, we initialize the entities
and relations with the vectors produced by TransE and initialize the projection
matrices as identify matrices.

4 Experiments

In this section, we will evaluate our models on knowledge graph completion task.
Then we analyze results comparing with other state-of-the-art methods.

4.1 Datasets and Experiment Settings

Datasets. In this paper, we adopt FB15k dataset extracted from Freebase [1] as
experimental dataset. FB15k is first proposed by the authors of TransE [2] and
is widely used in KRL methods. The statistics of FB15k are listed in Table 1.

Table 1. Statistics of dataset.

Dataset Entity Relation Train Valid Test

FB15k 14,951 1,345 483,142 50,000 59,071

Text-Corpus. We extract the English entity descriptions from the latest Free-
base Dump [3] in FB15k as our text-corpus. The average number of words in each
entity description is 124. Then we filter out the stop words, connect phrases which
contain the entity names and remove the suffixes of the words in text-corpus.

Experiment Settings. We train our two models and set the best hyperparame-
ters as follows: the number of iterations iter = 1000, embeddings size and topic
numbers k = 100, margin γ = 2 and the learning rate scaling factor ε = 1×10−7

by experience. We select TransE and two state-of-the-art methods, TEKE and
DKRL as our baseline. We also compare our models to other methods such as
TransH and TransR.

4.2 Knowledge Graph Completion

The task of knowledge graph completion (also called link prediction) aims at
completing the triples which have missing components. For instance, given a
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triple (h, r, t) where head entity h is missing, the model firstly fill all entities
e ∈ E as candidate entities in the triple and then compute the score of triple
(e, r, t) for each entity. Finally, it ranks the scores of candidate entities and
completes the triple with the entity e which has the lowest score.

Two evaluation metrics [2] are adopted in this task: mean rank (MR) and
hits@10. The former means the average rank of the correct one in the list of
candidates while the latter means the rate of correct one ranked in the top 10.
We also follow the two settings as “Raw” and “Filter” mentioned in TransE [2].

Entity Prediction Results. We remove the head and tail entities respectively
of triples in test set and compute MR and hits@10. Then we take the average
MR of heads and tails as the final results. The results listed in Table 2 show that
our models especially ETRL(adv) outperform all the baseline except the mean
rank(filter). By comparing with other experimental results listed in Table 2 we
find that:

1. All evaluation metrics of our models are better than baselines which shows
that the rich semantic information in entity topics can improve the perfor-
mance. Furthermore, our models could be treated as the topic supplement for
TransE and achieve 28.6% improvement than TransE in terms of hits@10.

2. Because TransR has more projection matrices [6], mean rank(filter) of TransR
is better than our models. This shows that it is necessary to adopt more
projection matrices for the learning of entities and relations.

3. The performance of ETRL(adv) is better than ETRL(basic). We can infer
that joint models are more suitable for incorporating topic and triple embed-
dings with more smoothy influence.

Table 2. Entity prediction results on FB15k.

Metrics Mean Rank Hits@10

Raw Filter Raw Filter

TransE 243 125 34.9 47.1

TransH 212 87 45.7 64.4

TransR 198 77 48.2 68.7

DKRL(CNN) 200 113 44.3 57.6

DKRL(CNN) + TransE 181 91 49.6 67.4

TEKE TransE 233 79 43.5 67.6

ETRL(basic) 174 90 54.8 74.8

ETRL(adv) 170 83 60.3 75.5

Complex Relation Modeling Problem. Complex relation modeling prob-
lem, which leads to low performance in modeling 1-N, N-1 and N-N relations,
is one of the most important problems in KRL. According to the unbalance of



Representation Learning with Entity Topics 541

the ratio of head to tail, researchers divide relations into 1-1, 1-N, N-1 and N-N
relations where the latter three are called complex relations. We test the ability
of modeling complex relations of our models. The results listed in Table 3 show
our models outperform others in modeling 1-N, N-1 and N-N relations. Based
on the results, we believe that with the addition of projection matrices both on
entities and relations, our models can have advantages in handling the complex
relation modeling problem.

Table 3. Entity prediction for complex relation problem on FB15k.

Metrics Hits@10

1-1 1-N N-1 N-N

TransE 43.7 42.7 42.5 48.6

TransH 66.2 63.7 56.0 65.9

TransR 79.0 63.3 62.3 70.7

TEKE TransE 47.6 61.2 63.8 76.5

ETRL(basic) 63.1 66.5 63.1 77.4

ETRL(adv) 62.5 65.0 67.1 78.8

5 Conclusion and Future Work

In this paper, to make full use of entity topic information in entity descriptions,
we propose ETRL model using NMF to learn entity topic embeddings and map-
ping both topic and triple embeddings into same semantic space with projection
matrices. Experimental results show that our models outperform most state-of-
the-art methods which enhancing KRL with external text information. How-
ever, there also are some deficiencies to be solved in our future works. To lower
the error brought by entity topic information, we will extend our models with
more projection matrices to overcome the complex relations problem inspired
by TransR [6]. We will extend our models to other state-of-the-art triple based
representation models and try to improve the performance of them.
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Abstract. The multi-label classification problem has generated signifi-
cant interest in recent years. Typical scenarios assume each instance can
be assigned to a set of labels. Most of previous works regard the orig-
inal labels as authentic label assignments which ignore missing labels
in realistic applications. Meanwhile, few studies handle the data coming
from multiple sources (multiple views) to enhance label correlations. In
this paper, we propose a new robust method for multi-label classifica-
tion problem. The proposed method incorporates multiple views into a
mixed feature matrix, and augments the initial label matrix with label
correlation matrix to estimate authentic label assignments. In addition,
a low-rank structure and a manifold regularization are used to further
exploit global label correlations and local smoothness. An alternating
algorithm is designed to slove the optimization problem. Experiments on
three authoritative datasets demonstrate the effectiveness and robustness
of our method.

Keywords: Multi-label · Multi-view · Label correlations · Missing
labels

1 Introduction

Multi-label learning occupies a decisive position in many domains such as auto-
matic multi-media annotation [1] and image annotation [8]. In multi-label learn-
ing, each instance is associated with a set of labels which share similar semantic
spaces. The major issue in multi-label classification is how to solve label corre-
lations to improve the generalization performance [10].

In most of the existing studies on multi-label learning, a basic assumption
is that all the proper and actual labels of each instance are given [1]. However,
in practical applications, training labels are obtained via crowd-sourcing and we
may not have access to true labels of each training sample [12]. To tackle this
problem, various methods have been further proposed along different directions,
including metric learning algorithm [10], a semi-supervised low-rank mapping
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 543–551, 2017.
DOI: 10.1007/978-3-319-63558-3 46
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method [8], etc. However, as stated in [12], these methods based on modeling
the original label matrix may not accurately capture the relations between labels
and features due to the missing labels.

Recently, more works considered data coming from multiple views to solve
missing label problems. A classic methodology pursued in multi-view learning
considers a shared structure, which can generate multiple types of views. Existing
works included a feature selection method [11] that enforced a sparsity-inducing
norm on the concentrated features from multiple views; a multi-view matrix
recovery method [9] which seeked a shared low-rank feature representation, etc.
The nuclear norm was often adopted to address the rank minimization problem.
These algorithms emphasized the significance of a shared feature representation
of multiple views, while overlooking label relevance. Meanwhile, a low-rank con-
straint was often restricted to obtain a robust subspace, and the relationships
among nuclear norm and other norms (e.g. Frobenius norm) need to be further
studied.

To tackle above challenges, we propose a Robust Label Mapping method to
address the Multi-view Multi-label Classification problem with Missing Labels
(abbreviated as RLM-MCML framework). In this paper, we integrate input data
from multiple views into a mixed feature matrix and augment the initial label
matrix with correlation matrix to obtain a more authentic label assignments.
A group-structured sparsity norm is adopted on the weight matrix for the ease of
feature selection. Then, a nuclear norm is imposed to exploit global label correla-
tions, and the manifold regularization is introduced to enhance local smoothness.
The major contributions of this paper are summarized as follows:

– Introducing a principle way of exploiting label correlations in the presence of
noisy and incomplete labels.

– Adopting Frobenius norm as a substitution for the general low-rank constraint
with theoretic analysis.

– Conducting experiments on three authoritative datasets with six metrics to
demonstrate the robustness and effectiveness of the proposed RLM-MCML
method.

2 The RLM-MCML Approach

Given a set of N training instances coming from K views where the training
set for the i-th view is Di = {Xi, Y }. Xi ∈ �di is the input matrix for the i-th
view, Y ∈ �N×m is the corresponding label matrix, and m is the total label size.
To strengthen label correlations among multiple views, we adopt the method
in [3] which integrates input data Xi of each view into a mixed feature matrix
X = [X1; . . . ;Xk] ∈ �N×d, with d =

∑k
i=1 di. If we apply the generally used

least square loss function, the labeling approximation error of N instances given
in the weight matrix W ∈ �m×d

can be written as:

L(W ) =
N∑

i=1

||yi − Wxi||22, (1)
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Unfortunately, incomplete labels exist in realistic scenarios and only a par-
tial set of labels are available. We can translate this problem into another two
tangible guidelines: (1) authentic label assignments can be estimated via label
correlations; (2) the points close to each other are more likely to share a label,
and multi-view data can be leveraged to preserve the label structure.

To achieve this, we introduce label correlation matrix S and decompose this
into two components to formulize the two assumptions:

Ψ(S) = Ψg(S) + Ψl(S)

where Ψg(S) is to approximate the authentic labels from global way and Ψl(S)
utilizes multi-view data and label correlations to preserve the local geometry
structure of labels. Inspired by the idea of label propagating [12], we also supply
the initial label matrix Y with correlation matrix S to approximate the authentic
label assignments Ỹ , i.e., Ỹ ≈ Y S. Notably, since some types of features are
not useful to categorize certain specific classes, we imposed a group-sparsity
norm on the weight matrix to select important features. Given a group structure
φ = {Ω1, Ω1, . . . , Ωq}, xΩi

indicates a sub-vector of the features in the i-th
group, di expresses weight scalar for the group Ωi, and ||X||Ω2,1 =

∑q
i=1 di||xΩi

||2.
A general classification model can be trained by solving the following problem:

min
S,W,E

||XW − Y S||22 + λ1||W ||Ω2,1 + λ2||E||F + Ψg(S) + Ψl(S)

s.t. Y = Y S + E,
(2)

where the Frobenius norm is used to control the difference matrix E between
the initial label assignments and the targets. In the next subsections, the two
basic stages of RLM-MCML, i.e., global structure of label correlations and local
smoothness of label structure will be scrutinized respectively.

2.1 Global Structure of Label Correlations

The motivation of this part comes from the observation that similar labels
exhibits strong label co-occurrence dependencies, hence the label set demon-
strates a strong block structure [12]. A rank regularization is leveraged to encode
global label correlations, which means relative labels are strongly correlated with
each other while the label correlations should be shared by all the instances. The
rank minimization problem is NP-hard, many works adopted its convex envelope,
the nuclear norm to substitute the original problem:

Ψg(S) = ||S||∗ (3)

2.2 The Local Smoothness of Label Structure

Building off of the exploration of label correlations from global aspect, we can go
one step further and preserve the label structure from local way. A smoothness
assumption is usually adopted that the points close to each other are more
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likely to share a label. We can naturally induce from this assumption that the
distance of two instances in their feature space can measure the similarities
of their corresponding labels. Furthermore, if the initial two label vectors yi

and yj are close in the intrinsic geometry of the label distribution, then the
authentic label vector ŷi and ŷj are also close to each other. The local invariance
assumption can be formulated via the manifold regularization:

Ψl(S) =
N∑

i,j

zi,j ||ŷi − ŷj ||2 = tr((Y S)L(Y S)T ), (4)

where L = D − Z is the Laplacian matrix, and D is a diagonal matrix whose
main diagonal entries are column sums of Z, i.e., d(i, i) =

∑N
j zij . Note that the

heat kernel weight with self-tuning technique [8] is often adopted to measure the
edge weight zi,j = exp( ||xi−xj ||2

σ ), while this method is incapable of dealing with
points near the intersection of two subspaces and also sensitive to the neighbor
size [4]. In the following, we construct a low-rank graph to obtain the affinity
matrix Z, which contains more comprehensive and complementary information
than the neighborhood graph.

To guarantee the affinity matrix achieve good performance, we expect it to
satisfy the following two assumptions: (1) each instances can be represented by
its nearest neighbors; (2) similar instances can be clustered together. Inspired
by the success of self-representation which has been widely used in subspace
learning [4], we adopt this technique to encode the relationship between each
instance and its neighbors. To further explore the comprehensiveness of features
derived from multiple views, we seek a low-rank structure in the feature space
to approximate the affinity matrix Z:

min
A,Z

||Z||∗ +
α

2
‖X − A‖2F

s.t. A = AZ,
(5)

where A denotes the dictionary matrix which can be regarded as an approx-
imation of the input matrix X. Based on the certification in [6], the minimal
cost of Eq. (5) can be denoted as: F = r + α

2

∑
j>r σ2

j . Where r, σ is the rank
and singular value of the input matrix X, respectively. Here we also restrict the
affinity matrix Z with Frobenius norm to substitute the nuclear norm.

min
A,Z

||Z| |2F +
α

2
‖X − A‖2F

s.t. A = AZ,
(6)

The minimal cost of problem (6) can be essentially roughly equal to the result
in (5), while there is a closed-form solution in the former formulation. And the
proof is provided in a longer version of this paper.
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2.3 Problem Formulation

Combining global label correlation term and local label smoothness term, the
final optimization formulation can be written as:

min
W,S,E

||XW − Y S||2F + λ1||W ||Ω2,1 + λ2||E||2
+ λ3||S||∗ + λ4tr((Y S)L(Y S)T )

s.t. Y = Y S + E.

(7)

where λ1, λ2, λ3, λ4 are the non-negative model parameters. The proposed model
is able to learn a label mapping function to approximate the authentic label
assignments, and select significant features from multiple views to boost the
classification results.

3 Experiments

3.1 Datasets

Pascal VOC dataset [5] comprises 9963 images which can be classified into 20
categorizations. In this paper, we chose three representative feature views: the
global GIST [15], the local SIFT [14] and the tag information. The dimensions
of GIST, SIFT, and tags are 512, 1000 and 804, respectively.

NUS-WIDE dataset [2] comprises 30000 images with 31 classes, which con-
tains 225-dimension block-wise color moments (CM), 64-D color histogram (CH),
144-D color correlation (CoRR), 128-D wavelet texture (WT), 73-D edge distri-
bution (EDH), and 500-D SIFT-based BoW histograms.

Mirflickr dataset [7] comprises 25000 instances with 38 classes, which contains
512-D global GIST, 1000-D local SIFT and 804-D tag information. We randomly
sampled a subset of 12200 instances with 12 labels.

3.2 Evaluation Criteria and Algorithms

We apply 8 metrics [14] which are generally used in multilabel classification:
mAUC, Rank Loss (RL), Average Precision (AP), Hamming Loss (HL), Macro-
F1, Micro-F1, Accuracy and Coverage. Lower values indicate a better perfor-
mance in terms of RL, HL and Coverage, while higher values sign better perfor-
mance for the rest of criteria.

To demonstrate the performance of the proposed method, we adopt six state-
of-the-art algorithms as our baselines: (1) ML-KNN [13]: the classic extension
of KNN algorithm which generates a set of independent classifiers. (2) SLRM
[8]: constructing a neighborhood graph, and learning a lowrank label mapping.
(3) ML-LRC [12]: adopting a low-rank constraint to capture the label corre-
lations globally. (4) Best Single View (B-SV): using the single view feature
which achieved the best classification performance on the corresponding dataset.
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(5) lrMMC [9]: proposing a low-rank multi-view matrix completion method.
(6) SMML [11]: integrating heterogeneous features by using the joint struc-
tured sparsity regularization. Since the former three methods are designed for
single-view multi-label classification, we take the concatenation of all features
as their input data. There are two variants of our proposed method: (1) RLM-
MCMLN which constructs a shared low-rank affinity matrix for Eq. (5); (2)
RLM-MCMLF which takes Frobenius norm as a surrogate for the nuclear
norm. We run ML-KNN and lrMMC with the code provided by authors. All the
parameters are set as what papers suggested or tuned by 5-fold cross-validation.
Meanwhile, we set all the parameters from [10−3, 10−2, . . . , 102, 103] to get the
best trade-off performance.

3.3 Classification Results

Experimental results are demonstrated in Table 1. Overall, our proposed method
shows its significant performance on all the datasets under most criteria. Taking
the advantage of comprehensive information derived from multiple views, RLM-
MCML outperforms B-SV. Besides, lrMMC which seeks a low-dimensional sub-
space shared by individual of views, is inferior to other methods. There are two

Table 1. The comparison results (%) of six algorithms on three datasets with respect
to 8 metrics. The best result is marked in bold. ↓(↑) implies the smaller (larger), the
better.

Dataset Algorithm mAUC↑ RL↓ AP↑ HL↓ Macro-F1↑ Micro-F1↑ Accuracy↑ Coverage↓
NUS MLKNN 0.7968 0.0827 0.8929 0.1222 0.5229 0.8032 0.8778 5.3269

SLRM 0.8171 0.0823 0.8888 0.1520 0.4266 0.7199 0.8480 5.1820

ML-LRC 0.7855 0.0874 0.8854 0.1448 0.4143 0.7482 0.8552 5.3015

B-SV 0.7397 0.1170 0.8539 0.1645 0.4292 0.7238 0.8355 5.8507

lrMMC 0.7748 0.1163 0.853 0.5048 0.4724 0.5589 0.4952 5.9018

SMML 0.8179 0.0820 0.8897 0.1354 0.4986 0.7684 0.8646 5.1894

RLM-MCMLN 0.8192 0.0819 0.8901 0.1506 0.4360 0.7238 0.8494 5.1885

RLM-MCMLF 0.8267 0.0791 0.8933 0.1294 0.5675 0.7952 0.8706 5.1583

VOC MLKNN 0.7890 0.1523 0.5971 0.0638 0.1724 0.3522 0.9362 4.0626

SLRM 0.8588 0.1123 0.7244 0.0501 0.4727 0.5336 0.9499 3.3361

ML-LRC 0.8296 0.1320 0.6751 0.0731 0.1678 0.3784 0.9076 3.7129

B-SV 0.7893 0.1673 0.5685 0.0672 0.4443 0.4487 0.9456 4.4620

lrMMC 0.7831 0.1997 0.4764 0.3263 0.1280 0.2366 0.4737 5.2408

SMML 0.8639 0.1095 0.7270 0.0487 0.5091 0.5822 0.9513 3.2620

RLM-MCMLN 0.8646 0.1082 0.7301 0.0497 0.4735 0.5387 0.9503 3.2192

RLM-MCMLF 0.8655 0.1067 0.7411 0.0476 0.5048 0.5609 0.9524 3.2400

Mir MLKNN 0.7738 0.1978 0.8034 0.2706 0.6175 0.6581 0.7294 6.8030

SLRM 0.8166 0.1681 0.8305 0.2386 0.6845 0.7116 0.7614 6.6005

ML-LRC 0.8117 0.1689 0.8328 0.2508 0.7055 0.7291 0.7492 6.3856

B-SV 0.7857 0.1921 0.8085 0.2768 0.6825 0.7027 0.7232 6.8355

SMML 0.8161 0.1694 0.8296 0.2381 0.6855 0.7117 0.7619 6.6252

lrMMC 0.7398 0.2560 0.7296 0.5769 0.5836 0.5946 0.4231 7.5630

RLM-MCMLN 0.8254 0.1699 0.8290 0.2470 0.6927 0.7111 0.7530 6.3323

RLM-MCMLF 0.8275 0.1647 0.8340 0.2508 0.7134 0.7419 0.7492 6.3305
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(a) on VOC dataset (b) on NUS dataset (c) on Mir dataset

Fig. 1. The visualization of low-rank property on three datasets.

possible reasons: (1) the shared subspace may drop the discriminative yet crit-
ical components contained in each view. (2) the ignorance of label correlations
makes the prediction inaccurate. We also observe that ML-KNN gains advan-
tages over our methods on NUS dataset, w.r.t. HL, Micro-F1, and Accuracy.
Because the top 13 selected labels lead to various instances containing the same
label, and in this case instances will share similar labels with its neighbors. It
indicates that SMML do improve the predictive performance on VOC dataset.
This observation stresses the importance of feature selection.

Besides, we select 10 representative classes from three datasets individually,
and visualize the low-rank structure of label correlations in Fig. 1. Instance points
sampled from three datasets all exhibit a strong block structure which confined
with our assumption. Specially, as shown in Fig. 1(c), the label correlations in
Mir dataset are more compact than the other two datasets.

3.4 Impact of Missing Labels

In realistic scenarios, its barely possible to obtain complete label assignments.
An important question is that whether comparison algorithms, especially for
our proposed method, can handle the incomplete labels problem effectively?
To answer this question, we randomly dropped out different ratios of missing
labels, from 10% to 50%, with 10% as an interval. For the space limitation, we
only present the experiments on the Mir dataset under four assessment criteria
(i.e., Macro-F1, Micro-F1, Hamming Loss and Accuracy). In order to make sure
the figure is displayed more clearly, we employ RLM-MCMLN method as our
representative algorithm. All the experiments are run with 5-fold crossvalidation,
and the average results are shown in Fig. 2.

It is obvious that proposed method achieves comparable or better perfor-
mances across all the datasets. Its noteworthy that when the ratios of missing
labels are increased, the prominent performance of our method gradually reveals.
For example, when we mask 10% of labels, the performance of RLM-MCMLN

is inferior to SMML. Eventhough RLM-MCMLN shows relative improvements
of 2.2%, 3.3%, and 5.3% w.r.t 30%, 40% and 50% of missing labels.
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Fig. 2. Performance for missing labels on the Mir dataset.

4 Conclusions

This work proposed a novel model to handle the problem of multi-view multi-
label learning with missing labels. The proposed method leveraged label corre-
lations to estimate authentic targets and exploit label correlations from both
global and local perspective. The affinity matrix appeared in the local smooth-
ness term was also built with the Frobenius norm to substitute nuclear norm.
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Abstract. This paper presents two data structures designed to effi-
ciently query a set of rooted labeled trees (forest) defined in a language
based on a relational vocabulary Σ and provided with a set-theoretic
semantics and a subsumption relation matching the existential conjunc-
tive fragment of the description logic ALC. Given a tree query with q
nodes and a forest with n nodes, after showing the equivalence between
subsumption and homomorphism, an O(q · n) algorithm is proposed to
compute all homomorphisms/subsumptions from the query to the for-
est. Then, are presented the two search data structures for faster homo-
morphism/subsumption retrieval. The first one provides a query time
of O(q) for a structure size of O(2n); and the second one provides a
trade-off between the query time of O(k2 · q) and the structure size of
O(k2 · |Σ| · 2�n/k�), for a fixed integer k.

1 Introduction

The multiplication of data sources and the raise of data volumes have led to
the emergence of many efficient search data structures. The first approaches for-
merly introduced in [10,11] and still inspiring researchers, are the trie (or digital
tree) and the binary search tree, each of them providing query time in O(q) and
O(q·log n) for a storage size of O(n) and O(n·log n) where the query is a sequence
of q bits and the data set consists in n bit sequences of fixed size. Those two data
structures were the starting point for multidimensional range search data struc-
tures. Progressively, it emerged that to provide faster query time, the size of the
data structure needs to increase exponentially with the tuples dimension, leading
to the so-called curse of dimensionality. Thus, proposed search data structures
were efficient for a small dimension d: as kD-trees [2] (O(n1−1/d) time for O(n)
size), range-trees [3] (O(logd n) time for O(n logd−1 n) size), and quadtrees [7].
More recently, skip lists and quadtrees were combined to propose an innovative
data structure [6] that guarantees with some probability the correctness of the
query result set. Since tuples are closed to trees, similar issues have been raised
in the fields of hierarchical data management and graph theory. In particular,
an efficient method was introduced to query XML documents [4] or graphs [9]
with queries defined in the twig formalism that captures a small useful fragment
of the XML query language. Automata theory has also led to some innovative
c© Springer International Publishing AG 2017
G. Li et al. (Eds.): KSEM 2017, LNAI 10412, pp. 552–559, 2017.
DOI: 10.1007/978-3-319-63558-3 47
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methods, as the one proposed in [8] that uses pushdown-automata to search a
rooted tree query pattern within a rooted data tree in a query time linear in the
given tree pattern.

The work presented here is also based on automata theory, with the difference
that our automata are word finite states automata. The main contribution of
the paper is the definition of two data structures, both used to store a forest of
n nodes whose trees are defined in a knowledge representation (KR) language
relying on a relational vocabulary Σ and equipped with a set-theoretic semantics
and a subsumption relation matching the existential conjunctive fragment of the
description logic ALC. The two data structures are supplied with an efficient
interrogation mechanism that complies with the semantics. Given a query of
size q, the first one provides O(q) query time for a size of O(2n); and the second
one makes possible a trade-off depending on k between a query time of O(k2 · q)
and a size of O(k2 · |Σ| · 2�n/k�). The paper is organized in three parts: the
first section presents the tree KR language, its concrete and abstract syntaxes
with the set-theoretic semantics and subsumption relation. Then, is introduced
the labeled tree homomorphism (shown equivalent to the subsumption) with a
linear time algorithm. The second section defines the notion of tour language
of a tree, and establishes the equivalence between tour language containment
and homomorphism/subsumption. Finally, the third section makes use of the
automata theory machinery to build the aforementioned data structures.

2 Trees, Subsumption and Homomorphism

2.1 Concrete Trees

Given a relational vocabulary Σ, the concrete representation of a labeled rooted
tree T (in short concrete tree or tree) defined on Σ is a tuple T = (N, r, s) where
N is the non-empty set of nodes, r ∈ N is the root and s : N × Σ → 2N is the
successor function between nodes of N . A node n ∈ N is a λ-successor of a node
p ∈ N iff n ∈ s(p, λ). The successor function s is defined such that the node r is
the root and s does not contain any cycle. |T | denotes the size in nodes of the
tree T and identity between trees is defined by means of tree isomorphism.

2.2 Abstract Syntax

A string a is an abstract representation of a tree (in short abstract tree) defined on
the relational vocabulary Σ iff either a is the empty string, a = λX∅ or a = XY
where λ ∈ Σ, ∅ is a special symbol not in Σ and X,Y are abstract trees defined
on Σ. Let T = (NT , rT , sT ) be a concrete tree, an abstract representation αT of
T is either the empty string if NT is a singleton; or else an abstract tree in the
form αT = λαu∅αV such that (1) u is one λ-successor subtree of rT ; and (2) V is
the concrete tree resulting from the removal of u among the λ-successor subtrees
of rT in T . Let a be an abstract tree defined on Σ, the concrete representation
γ(a) of a is the concrete tree γ(a) = (Na, ra, sa) such that: (1) if a = λx∅Y
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where x and Y are (possibly empty) abstract trees then γ(a) is the copy of
γ(Y ) = (NY , rY , sY ) such that ra = rY and γ(x) belongs to the λ-successor
subtrees of ra; else (2) if a is the empty string then Na = {ra} is a singleton and
sa is undefined for the root ra which is the unique node of γ(a).

Semantics. An interpretation structure I of a relational vocabulary Σ is a
tuple I = 〈D, i〉 where D is a non-empty set, called the domain and i is an
interpretation function that maps every (relational) symbol from Σ to a subset
of D × D; and every abstract tree a defined according to Σ to a subset of
D such that (1) if a is empty i(a) = D, else (2) if a = λx∅Y then i(a) =
i(Y )

⋂{o ∈ D|(o, o′) ∈ i(λ) and o′ ∈ i(x)} where Y and x are abstract trees
defined on Σ. This interpretation is equivalent to the one given to the existential
conjunctive fragment of the description logic ALC [1] (i.e. the fragment limited
to existential restriction and intersection operators). The equivalence is proven
by considering Σ as role names and by defining a bijective function f that
recursively translates an abstract tree a = λx∅Y into its equivalent ALC concept
definition f(a) = (∃λf(x)) � f(Y ). Let a and b be abstract trees, we say that a
subsumes b (b is subsumed by a), written b � a (a 	 b), iff i(b) ⊆ i(a) for all
interpretation structures I = 〈D, i〉 of Σ.

2.3 Rooted Labeled Tree Homomorphism

A rooted labeled tree homomorphism h from a tree A into a tree B is a function
h : NA → NB from the nodes of A into the nodes of B that maps the roots
h(rA) = rB of the trees and preserves the successor function such that for all
λ ∈ Σ and n, p ∈ NA if n is a λ-successor of p in A then h(n) is a λ-successor of
h(p) in B. h(A) denotes the subtree in B that is the image of A by h.

Algorithm. As shown in [12], given a labeled graph with n nodes and a labeled
tree with m nodes, there is an algorithm that computes all homomorphisms from
the tree into the graph in O(mn) time. Restricting this problem to two trees A
and B, the set H = {h|h = A → B} of all homomorphisms from A to B can be
computed in time O(|A| · |B|) with the two following steps.

The first step consists in running the following procedure homs(a,A,X,B)
that returns the set {x ∈ X such that there is an homomorphism h = A → B
and h(a) = x}:

1. For all λ-successors ai of the node a in A, for any arbitrary symbol λ ∈ Σ
2. Cx,ai

← {xj of λ-successors of x}, for every x ∈ X
3. Xi ← ⋃

x∈E Cx,ai

4. let Ri be the result of homs(ai, A,Xi, B)
5. Dx,ai

← Cx,ai
∩ Ri, for every x ∈ X

6. X ← {x ∈ X such that Dx,ai

= ∅}

7. return X
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The second step for enumerating all the homomorphisms h of H, consists in
keeping the Dx,ai

sets outside the function homs. Doing so, one can build each
homomorphism h by browsing recursively the structure Dx,ai

in order to select
an image h(a′

i) for each node a′
i of A fitting the one selected for its parent a′;

following a recursive traversal of A from its root to its leaves. More precisely,
h ∈ H is exhibited by choosing h(a) ∈ homs(a,A,X,B), then recursively: if
h(a′) = x and a′

i is a λ-successor of a′ then choose h(a′
i) ∈ Dx,a′

i
such that h(a′

i)
is a λ-successor of x.

Subsumption and Homomorphism Equivalence. Let a and b be two
abstract trees, a subsumes b iff there exists an homomorphism h = γ(a) → γ(b)
between their respective concrete representations γ(a) and γ(b). This can be
shown by recurrence. When a is empty, it is obvious. Then by using the recursive
definitions of subsomption/homomorphism we prove that: given a λ symbol of
a and its corresponding node n (which is a λ-successor of some other) in γ(a),
there is a symbol in b equal to λ establishing the subsumption (so far) iff its
corresponding node n′ in γ(b) (which is a λ-successor of some other) is a valid
image for n, establishing the homomorphism (so far).

3 Tour Language of a Tree

3.1 Automata Induced by a Tree

INFA (resp IDFA). Given an alphabet Σ, an incomplete NFA or INFA (resp.
incomplete DFA or IDFA) is a tuple A = (Q,Σ, δ, q0, F ) where Q is the set
of states, δ the transition function δ : Q × Σ → 2Q (which may not be total)
(resp. δ : Q × Σ → Q), q0 the initial state and F the final states set. Let δ∗

be the function such that given a word w = λw′ with λ ∈ Σ δ∗(x,w) = δ(x, λ)
when w′ = ε or otherwise δ∗(x,w) =

⋃{δ∗(x′, w′)|x′ ∈ δ(x, λ)} (resp. δ∗(x,w) =
δ∗(δ(x, λ), w′)). An INFA (resp. IDFA) A accepts a word w if δ∗(x,w) ∩ F 
=
∅ (resp. δ∗(x,w) ∈ F ) in a time O(|w|.|A|2) (resp. O(|w|)) and the language
recognized by A is the set LA of all words accepted by A. The notation of δ∗ is
extended to allow δ∗ to take a set X ⊆ Q as parameter such that δ∗(X,w) =⋃{δ∗(x′, w)|x′ ∈ X}.

Tours, Tour Language and Tour Automaton. A word t is a tour of a tree
T = (N, r, s) if t is a finite string and (1) either t is empty, (2) either t = λt′∅t′′

such that t′′ is a tour of T and t′ is a tour of a subtree of T starting at one of
the λ-successors of the root r of T . The tour language LT of a tree T is the set
of all tours of T . A tour t of a tree T is said to be eulerian iff γ(t) is isomorphic
to T . An abstract representation αT of a tree T is an eulerian tour. Given a tree
T = (N, r, s), let infa(T ) = (Q,Σ′, δ, q0, F ) be the INFA induced by T as the
INFA defined on the alphabet Σ′ = Σ ∪ {∅} such that Q = N , q0 = r, F = {r}
and δ(x, λ) = X ′ and δ(x′, ∅) = {x} for all x′ ∈ X ′ iff s(x, λ) = X ′. Tour
language recognition: Given a tree T = (N, r, s), the INFA infa(T ) recognizes
the tour language LT of T .
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3.2 Tour Languages, Containment and Homomorphism

By showing that a tour language LT of a concrete tree T is equal to the set of
every abstract tree t for which an homomorphism exists from γ(t) to T , it can
be established for two trees T1 and T2 that (1) there exists an homomorphism
h = T1→T2 iff the language containment LT1 ⊆ LT2 holds; and (2) given an
eulerian tour e of T1, e ∈ LT2 iff LT1 ⊆ LT2 .

Forest and Tour Language Union. Given a tree T and a forest B, h is an
homomorphism h = T→B from T into B iff there exists a tree U ∈ B such
that h is an homomorphism h = T→U from T to U . The tour language LB of
a forest B is the union of the tour languages LT of all the trees T ∈ B in the
forest. We extend the definition of infa to forests: given a forest B, the INFA
infa(B) recognizing the tour language LB of the forest B contains an initial
state q0 and the INFAs infa(Ti) with initial states qi0 of the trees Ti ∈ B such
that there is in infa(B) a λ-transition from q0 to a state x iff there is in infa(Ti)
a λ-transition from qi0 to this state x. Given a forest B and a tree T , there exists
an homomorphism h = T→B iff LT ⊆ LB .

4 Search Data Structures

Given a forest B and a tree T with abstract syntax t, we have: t ∈ LB iff
LT ⊆ LB iff there exists an homomorphism h = T→B. Thus, the automaton
infa(B) accepts t iff there is an homomorphism h = T→B. However checking for
an homomorphism by using infa(B) as well as the algorithm given in Sect. 2.3
is done in a time that strongly depends in the size |B| of the forest. The main
benefit of the two following search data structures is to decrease this dependency
by reducing the non-determinism when testing membership in infa(B).

4.1 Complete Determinization

The INFA infa(B) is determinized into an IDFA idfa(B) with the so-called
powerset construction algorithm presented in [13]. Let infa(B) = (QN , Σ, δN , q0,
FN ) be the INFA for the forest B, the IDFA idfa(B) = (QD, Σ, δD,X0, FD)
equivalent to infa(B) is such that (1) X0 = {q0} and X0 ∈ QD, (2) if λ ∈ Σ
and X ∈ QD then δD(X,λ) = {y|x ∈ X and y ∈ δN (x, λ)} and δD(X,λ) ∈ QD;
and finally (3) for all X ∈ QD, X is an accepting state (X ∈ FD) in idfa(B)
iff at least one of its member x is an accepting state (x ∈ FN ) in infa(B). The
size of idfa(B) is |idfa(B)| = O(2|B|).

Homomorphism Test. Given a forest B and a tree A = (N, r, s) with abstract
syntax (or eulerian tour) a, there is an homomorphism h = A → B iff a is
accepted by idfa(B). Checking if such an homomorphism h exists is done in
time O(|A|).
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Homomorphisms Reconstruction. Given an abstract representation a = αA

of a tree A, let fA be the function that maps an index 0 ≤ i ≤ |a|−1 of a symbol
a[i] in a with its corresponding node in A. fA is not injective, thus one node
x from A may have several antecedents indices and f−1

A (x) is a set. Let ga be
the bijective function that maps an index 0 ≤ i ≤ |a| − 1 of a symbol in a with
the state δ∗(q0, a[0, i]) of the run reached by the word a[0, i]. Now, μA is the
function mapping each node x of A with a state μA(x) of the run such that
μA(x) = ga(ix) where ix is the largest index in f−1

A (x). Thus, μA(x) is the state
of the run that recognizes in a the symbol at the farthest position ix (from the
start of the string) and that corresponds to the node x = fA(ix). Each state
s of the idfa(B) reached by a string w represents a set of nodes n(s) from B
in bijection with the set S of states reached in infa(B) by w. Let ωs be the
function partitionning the nodes of n(s) according to their parents such that for
a state s in idfa(B) and a node x in B, ωs(x) = n(s) ∩ Sx where Sx is the set of
successors of x. Let π be the function returning the parent node p = π(x) in B
of any given successor node x of p in B. The set of homomorphisms H from A
into B can be reconstructed with the following procedure.

Initialisation Step. Let x = fA(|a| − 1) be the node in A corresponding to the
last symbol in a leading to the accept state in AB . Every node x′ of the domain
dom(ωs) of ωs where s = μA(x) is an image of x according to an homomorphism
from A to B. Thus we add in H as many partial homomorphisms h as there
exist nodes x′ ∈ dom(ωs) such that h(x) = x′. These partial homomorphisms
will be completed by the following loop until they become full homomorphisms
from A to B. Let H′ be an empty set. At each step, the following loop generates
a new set H′ containing further completed copies of the homomorphisms in H;
and at the end of the step: H′ replaces H.

Reconstruction Loop. Loop until H and H′ become identical such that, for every
homomorphism h ∈ H and every node x ∈ A where h(x) = x′: (1) if x is a
successor of p in A then we add in H′ a copy h′ of h such that h′(p) is set to
the unique parent node π(x′) of x′ in B; (2) if y is a λ-successor of x in A then
for all node y′ ∈ ωs(x′) where s = μA(y) we add in H a copy h′ of h such that
h′(y) = y′.

Reconstruction Time. If π and ω are precomputed maps using a dichotomic
method (as BST) to search the unique parent π(x) or the children set ω(x) of
a given node x in B, then the search in the maps is performed in O(log |B|).
Since, the idfa(B) accepts a = αA in time O(|A|) and at most O(|A|) lookups
are done in π and ω maps in order to build each homomorphism of H; then
supposing that there are K homomorphisms to be returned, the reconstruction
time is O(K.|A|. log |B|).

4.2 Trade Off Between Space and Time

As shown in [5], given an integer k, an INFA of size n and an input word of
size w, there exists a data-structure that provides a trade-off between its size of
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O(k2·|Σ|·2�n/k�) and the time O(w·k2) needed to simulate the INFA on the input
word. This data-structure is an array storing k equal sized arbitrary partitions
of the INFA such that inside each partition the simulation is deterministic. The
remaining non-determinism occurs when multiple partitions have to be combined
to compute the next step during an INFA simulation. Let Xi be k arbitrary
subsets of size at most �n/k� partitionning the n states of the INFA infa(B)
of the forest B. Each subsets Yi ⊆ Xi, within each subset Xi, are indexed by
integers from 0 to 2�n/k�. Let D be a function such that D : [0, k − 1] × [0, k −
1] × Σ × [0, 2�n/k�] → [0, 2�n/k�]. An argument (i, j, λ, xi) of D is composed of
two values 0 ≤ i ≤ k − 1 and 0 ≤ j ≤ k − 1 identifying two subsets Xi and
Xj of the partition, a symbol λ ∈ Σ and the integer 0 ≤ xi ≤ 2�n/k� − 1
indexing the subset Yi of Xi. The value D(i, j, λ, xi) ∈ [0, 2�n/k�] is an integer
indexing a subset Yj of Xj such that a state s belongs to Yj iff s belongs to
Xj and there is a state in Yi that transitions to s on input symbol λ. Let a
be an abstract tree and b a sequence of k bits bi. For the initialisation, Xi0

is the partition subset containing the initial state of infa(B) and all bits of
the sequence b are set to zero excepted the bit whose index corresponds to this
initial state. Let p = 0 be the position of the symbol a[p] currently read in a.
Each integer value D(i, j, a[p], b) is the index of a subset of the states of the set Xj

that can be reached by a transition on a[p] from a state in the set Yi identified
by the sequence b as a subset of the set Xi. Let Z be the set of all integer
values D(i, j, a[p], b) for every pair i, j ∈ [0, k − 1] and let z be the result of the
OR bitwise binary operation of all the indices in Z. Now, z is the bit sequence
indexing the unique subset Yj of the set of states Xj reachable in infa(B) by
the substring a[0, p] of a. If p < |a|−1 then increment p, set the sequence b equal
to z and start again this procedure. Otherwise p = |a|−1: in this case, the string
a has been read till the end and the simulation is finished. If Yj contains at least
one accepting states from infa(B) then a is accepted, otherwise it is rejected.
The space required is the size for storing the function D which is at most the
cardinal of [0, k − 1] × [0, k − 1] × Σ × [0, 2�n/k�], and thus O(k2 · |Σ| · 2�n/k�).
For fixed p, λ = a[p] and b, each step of the simulation that reads a symbol of a
checks the value D(i, j, λ, b) for all (i, j) ∈ [0, k − 1] × [0, k − 1]. Thus each step
takes time O(k2), and since there are as many steps as |a| symbols in a then the
total simulation time is O(|a| · k2), which is equal to O(|A| · k2) where A is the
concrete representation of a.

5 Conclusion

The KR language presented in this paper provides concrete and abstract syntaxes
for labeled rooted trees defined according to a relational vocabulary Σ. On the
one hand, the abstract syntax is provided with a set-theoretic semantics and
a subsumption relation matching the existential conjunctive fragment of the
description logic ALC. On the other hand, a notion of homomorphism is defined
between concrete trees with a linear time algorithm; and shown to be equivalent
to subsumption. Moreover, given a tree T with abstract syntax t and a forest
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B, there is an homomorphism from T to B: (1) iff T subsumes a tree in B;
and (2) iff t belongs to the set LB of all tours of B. Making use of automata
theory, the membership t ∈ LB can be checked by running on input string t
the automata infa(B) that recognizes the tour language LB . The first data
structure proposed in this paper is obtained by determinizing infa(B) into a
deterministic automaton of size at most O(2|B|) that reads t in time O(|t|). If t
is accepted and K homomorphisms from T to B have to be returned, they can be
reconstructed from the run in time O(K · |T | · log |B|). If the determinization can
not be total (e.g. because of space limitations), it is possible to build a second
data structure of size O(k2 · |Σ| · 2�|B|/k�) that simulates in time O(k2 · |t|) a run
of the automaton infa(B) on input string t; providing a trade-off between time
and size depending on the parameter k.
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