
Springer Series in Reliability Engineering

Anatoly Lisnianski
Ilia Frenkel
Alex Karagrigoriou    Editors 

Recent Advances 
in Multi-
state Systems 
Reliability
Theory and Applications



Springer Series in Reliability Engineering

Series editor

Hoang Pham, Piscataway, USA



More information about this series at http://www.springer.com/series/6917



Anatoly Lisnianski • Ilia Frenkel
Alex Karagrigoriou
Editors

Recent Advances
in Multi-state Systems
Reliability
Theory and Applications

123



Editors
Anatoly Lisnianski
Planning, Development and Technology
Division, The System Reliability
Department

Israel Electric Corporation Ltd.
Haifa
Israel

Ilia Frenkel
Center for Reliability and Risk Management,
Industrial Engineering and Management
Department

SCE—Shamoon College of Engineering
Beer Sheva
Israel

Alex Karagrigoriou
Department of Mathematics
University of the Aegean
Karlovasi, Samos
Greece

ISSN 1614-7839 ISSN 2196-999X (electronic)
Springer Series in Reliability Engineering
ISBN 978-3-319-63422-7 ISBN 978-3-319-63423-4 (eBook)
DOI 10.1007/978-3-319-63423-4

Library of Congress Control Number: 2017946661

© Springer International Publishing AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Reliability theory is a multidisciplinary science aiming to develop complex tech-
nical and informational systems that are resistant to failures. Traditional reliability
theory considered only two possible states for a system and its components—
perfect functioning and complete failure. In real world, many components and
systems can perform their tasks with various distinctive levels of efficiency usually
referred to as performance rates. Such systems are called multi-state systems
(MSS). In MSS reliability analysis, the great number of system states that need to
be evaluated makes it difficult and often impossible to use traditional binary reli-
ability techniques.

Since the mid-1970s numerous research studies have been published that focus
on MSS reliability. Additional experience has also been gathered from industrial
settings. Thus, recently MSS reliability has emerged as one of the main fields not
only for scientists and researchers but also for engineers and industrial managers.

This book covers the recent developments in multi-state system reliability. It
presents new theoretical issues that were not previously presented in the literature,
as well as the solutions of important practical problems and case studies illustrating
the application methodology.

The book is a collective work by a number of leading scientists, analysts,
mathematicians, and engineers who have been working on the front end of relia-
bility science and engineering. All chapters in the book are written by leading
researchers and practitioners in their respective fields of expertise and present a
plethora of innovative methods, approaches and solutions not covered before in the
literature.

Despite the large number of contributing authors, this manuscript presents a
continuous story of the modern multi-state system reliability theory and its appli-
cations in engineering. An important peculiarity of the book is the presentation
some real-world problem solutions.

This book has been divided into two logically contiguous parts.
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Part I Modern Mathematical Methods for Multi-state System
Reliability Analysis

In this part new theoretical methods are presented that were not published till now.
Chapter “Reliability of a Network with Heterogeneous Components” investi-

gates reliability of network-type systems under the assumption that the network has
K types of of i.i.d. components. The method suggested for this purpose is an
extension of the D-spectra method to K dimensions and it is based on Monte Carlo
simulation.

Chapter “Reliability Analysis of Complex Multi-state System with Common
Cause Failure Based on DS Evidence Theory and Bayesian Network” introduces a
reliability analysis method for complex MSS with epistemic uncertainty based on
Bayesian network and evidence theory.

Chapter “A D-MMAP to Model a Complex Multi-state System with Loss of
Units” presents a multi-state model for complex system subject to various types of
failures, to which preventive maintenance is applied. The model suggested is using
a Markovian Arrival Process with Marked arrivals.

Chapter “Modeling and Inference for Multi-state Systems” focuses on
multi-state systems modeled by means of a special type of semi-Markov processes.
A special parametrization is proposed for the parameters describing the system,
taking into account various types of dependencies of the parameters on the states
of the system.

Chapter “Optimizing Availability and Performance of a Two-Unit Redundant
Multi-State Deteriorating System” considers a redundant multi-state deteriorating
system under maintenance. The system’s evolution in time is described through a
semi-Markov process and its availability, the expected downtime and the expected
cost due to maintenance and unavailability are computed under all possible
scenarios.

Chapter “Phase-Type Models and Their Extension to Competing Risks” presents
an extension of the phase-type methodology for modeling of lifetime distributions
to include the case of competing risks. This is done by considering finite state
Markov chains in continuous time with more than one absorbing state, letting each
absorbing state correspond to a particular risk.

Chapter “A Study on Repairable Series Systems with Markov Repairable Units”
investigates repairable multi-state series systems by using matrix method which has
been widely used in aggregated stochastic processes especially in Ion channel
modeling and aggregated repairable systems. The formulas for reliability, instan-
taneous and interval availabilities are given in matrix form for four kinds of
repairable series systems.

Chapter “Dynamic Performance of Series Parallel Multi-state Systems with
Standby Subsystems or Repairable Binary Elements” presents a method for eval-
uating performance of multi-state systems with a general series parallel structure.
The system components can be either repairable binary elements with given
time-to-failure and repair time distributions, or 1-out-of-N warm standby
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configurations of heterogeneous binary elements characterized by different per-
formances and time-to-failure distributions. Iterative algorithms are presented for
determining performance stochastic processes of individual components.

Chapter “Optimal Imperfect Maintenance in a Multi-state System” considers a
model with both imperfect preventive and imperfect corrective maintenance
actions. A sequential failure limits preventive maintenance policy with infinite
planning horizon for both maintenance actions is used to formulate a cost opti-
mization problem.

Chapter “Reliability Evaluation of Non-repairable Multi-state Systems
Considering Survival-death Markov Processes” proposes two models of modified
“death” Markov processes considering components start-up failures. They are
referred to as “survival-death” Markov processes and they differ in that the first
model considers only a completely successful or failed start-up, whereas the second
model considers also partially successful start-up. LZ-transform technique is used
for evaluating dynamic reliability of non-repairable MSS with start-up failures.

Chapter “Reliability Assessment of Systems with Dependent Degradation
Processes Based on Piecewise-Deterministic Markov Process” presents a reliability
assessment framework for multi-component systems whose degradation processes
are modeled by multi-state and physics-based models. The piecewise-deterministic
Markov process modeling approach is employed to treat dependencies between the
degradation processes within one component or/and among components.

Chapter “Trade-Off Between Redundancy, Protections, and Imperfect False
Targets in Defending Parallel Systems” considers systems that may be destroyed by
unintentional impacts or intentional attacks. It studies trade-off between building
redundant genuine elements, protections and deploying imperfect false elements in
the defense of a capacitated parallel system.

Chapter “Optimal Testing Resources Allocation for Improving Reliability
Assessment of Non-repairable Multi-state Systems” studies the testing resources
allocation problem for MSSs in order to optimally distribute the limited reliability
testing resources to improve the accuracy of reliability estimation/prediction.

Chapter “Topological Analysis of Multi-state Systems Based on Direct Partial
Logic Derivatives” deals with the evaluation of influence of the system components
on system operation by using Direct Partial Logic Derivatives (DPLDs). It develops
a new method for DPLDs computation for multi-state systems that can be
decomposed into disjoint modules.

Part II Applications and Case Studies

In this part several solutions are presented for real-world problems from different
industrial areas.

Chapters “Short-Term Reliability Analysis of Power Plants with Several
Combined Cycle Units” and “Reliability Analysis of a Modified IEEE 6BUS
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RBTS Multi-state System” are devoted to power system analysis by using MSS
models.

Chapter “Short-term Reliability Analysis of Power Plants with Several
Combined Cycle Units” presents an application of Lz-transform method to a
short-term reliability analysis of power plants consisting of several combined cycle
generating units. Each generating unit is presented by 8-state Markov model. Such
reliability indices as loss of load probability, availability, expected energy not
supplied to consumers, etc. are calculated for the entire power plant.

Chapter “Reliability Analysis of a Modified IEEE 6BUS RBTS Multi-state
System” is devoted to performance evaluation of a modified IEEE 6BUS RBTS. It
was shown that the recommended modification contributes to the improvement
of the system performance by increasing the reliability of operation within the
required limits. The modification of the system aims to the reduction of failure rates
maintaining the power output specifications.

Chapter “Lz-Transform Approach for Fault Tolerance Assessment of Various
Traction Drives Topologies of Hybrid-Electric Helicopter” is devoted to the
application of Lz-transform approach to fault tolerance assessment of different
traction drives topologies of hybrid-electric helicopters.

Chapter “Patient Diagnostic State Evolution During Hospitalization: Developing
a Model for Measuring Clinical Diagnostic Dynamics” considers a medical appli-
cation of MSS reliability theory. It presents a model for measuring clinical diag-
nostic dynamics during patient hospitalization.

Finally, Chapter “Automated Development of the Markovian Chains to Assess
the Availability and Performance of Multi-state Multiprocessor System” presents a
method for automated development of the Markov chain for availability and per-
formance assessment of multi-state multiprocessor systems.

We wish to thank all the authors for their insights and excellent contributions to
this book. We would like to acknowledge the assistance of all involved in the
reviewing process of the book, without whose support this could not have been
successfully completed. We wish to thank all who participated in the reviewing
process: Prof. Yi Ding, College of Electrical Engineering, Zhejiang University,
China; Prof. Alex Karagrigoriou, Department of Mathematics, University of the
Aegean, Samos, Greece; Prof. Ilya B. Gertsbakh, Department of Mathematics,
Ben-Gurion University, Israel; Prof. Lirong Cui, School of Mathematics and
Statistics, Beijing Institute of Technology, Beijing, China; Prof. Dmitry Efrosinin,
Johannes Kepler University, Linz, Austria; Prof. Xujie Jia, School of Science,
Minzu University of China, Beijing, China; Prof. Waltraud Kahle,
Otto-von-Guericke University Madeburg, Germany; Prof. Liudong Xing,
University of Massachusetts, Dartmouth, USA; Prof. Bo Henry Lindqvist,
Norwegian University of Science and Technology, Trondheim, Norway; Prof.
Svetlana Yanushkevich, Department of Electrical and Computer Engineering,
Schulich School of Engineering, University of Calgary, Canada; Prof. Kjell
Hausken, Faculty of Social Sciences, University of Stavanger, Norway; Prof. Yu
Liu, School of Mechatronics Engineering, University of Electronic Science and
Technology, Chengdu, China; Prof. Gilberto Francisco Martha de Souza, Escuela
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Politecnica, Universidad de Sao Paolo, Brazil; Prof. Dmitrii Silerstov, Department
of Mathematics, Stockholm University, Sweden; Prof. Maxim Finkelstein,
University of the Free State, Bloemfontein, Republic of South Africa; Prof.
Suprasad Amari, Indian Institute of Technology, India; Ms.Yahli Chetrit, Industrial
Engineering and Management Department, SCE-Shamoon College of Engineering,
Israel.

We would like to express our sincere appreciation to Prof. Ilya Gertsbakh from
Ben-Gurion University, Israel, for his great impact on book preparation.

It was indeed our pleasure working with the Springer Editorial Team.

Haifa, Israel Anatoly Lisnianski
Beer Sheva, Israel Ilia Frenkel
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Part I
Modern Mathematical Methods

for Multi-state System Reliability
Analysis



Reliability of a Network with Heterogeneous
Components

Ilya B. Gertsbakh, Yoseph Shpungin and Radislav Vaisman

Abstract We investigate reliability of network-type systems under the assumption

that the network has K > 1 types of i.i.d. components. Our method is an extension

the D-spectra method to K dimensions. It is based on Monte Carlo simulation for

estimating the number of system failure sets having ki components of i-th type,

i = 1, 2,… ,K. We demonstrate our approach on a Barabasi-Albert network with 68

edges and 34 nodes and terminal connectivity as an operational criterion, for K = 2
types of nodes or edges as the components subject to failure.

Keywords Network terminal reliability ⋅ Several types of components ⋅
Two-dimensional spectrum ⋅ Monte Carlo simulation ⋅ Two-dimensional quantile

1 Introduction

Networks play a major role as critical infrastructures underpinning our societies and

economies. Very often networks function in the presence of various disruptions from

hacker attacks, natural disasters like earthquakes and natural degradations, as well as

unforseen military and terrorist strikes [2, 5, 8, 11, 15, 17]. All these circumstances

create growing interest to the problems of network robustness, reliability, and pre-

disaster management [2, 4, 5, 15]. Reliability and resilience of network-type struc-

tures attracted major attention in the framework of general network theory, see e.g.
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4 I.B. Gertsbakh et al.

[2, 5, 9, 13, 17]. Typically, the basic model of a network functioning in the presence

of random “attacks” on its nodes or edges assumed random structure of the network

itself, like Poisson or Barabasi-Albert [1, 3, 9] and focused on random and indepen-

dent removal of nodes and edges. The components subject to failure were assumed

to be identical and independent and the network failure criterion was network disin-

tegration or disappearance of the so-called giant component [2, 9, 11]. The research

in this direction was successfully advanced in [1] by using the results of percolation

theory which provided the threshold value of network components to be removed

to cause network failure. The limitation of this approach, however, is that it is not

applicable to some other network failure criteria, like loss of terminal connectivity,

decrease of the largest network component below some critical size (for finite net-

works), and network disintegration into critical number of isolated clusters [5, 6].

A very promising direction in the reliability study of network-type structures is the

use of so-called signatures, first suggested by Samaniego [12–14]. The essential fea-

ture of this approach is that it is based on system structural invariant which depends

only on system structure function and does not depend of probabilistic properties

(like lifetime distribution) of system components. Despite its elegance and univer-

sality with respect to system failure criteria, it has been efficiently applied only to

systems consisting of one type i.i.d. or exchangeable components.

The main purpose of the present work is to extend the signature (or so-called

D-spectra) approach [5, 6] to network systems consisting of several groups of i.i.d.

components. As a principal example to illustrate our approach and its abilities we

consider a transportation (or supply) network of realistic size (34 nodes, 68 edges),

having as the operational criterion the terminal connectivity. We consider the case

when the nodes or the edges are subject to failure. In both cases, the components

subjected to failure consist of two different groups of i.i.d. components.

The exposition in the paper is the following. Our approach is an extension of the

D-spectra methodology to the case of heterogeneous network. Therefore, we start

with a short overview of the D-spectra approach to the systems consisting of one-type

components. In this case, the D-spectrum or signature allows to count the number

C(k) of failure sets having k failed components. With the knowledge of C(k), system

DOWN probability can be expressed automatically. Since the case of K > 2 groups

of independent components is a rather straightforward generalization of the case of

K = 2 groups of components, we devote the main part of Sect. 3 to the description

of our approach to the K = 2 case.

When the system has two types of components, the key to the reliability analysis

is estimation of the number C(k, r) of so-called (k, r)-failure sets which have k and

r failed components of the first and the second type, respectively. C(k, r) are system

structural invariants. Similar to the one-dimensional case, the estimation of C(k, r)
is made via the so-called two-dimensional spectrum which estimates the frequencies

of the (k, r)-failure sets in a sample of simulated random permutations. We present

an efficient Monte Carlo algorithm for estimating the two-dimensional spectrum.
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In Sect. 3, we demonstrate how our approach works for a realistic example of

a transportation/supply network with 34 nodes and 68 edges. The network was

designed by using Barabasi-Albert preferential attraction method [1]. We consider

the case of edge failures and two versions of node failures. We demonstrate how

relocation of so-called strong nodes can change network reliability.

Section 4 is devoted to the analysis of the network failure state under a random

attack on network nodes by a two-type shocks process. Our analysis allows to define

two-dimensional quantile area for the random location of the “hitting point” of net-

work failure. Finally, in the last Sect. 5 we present the formulas generalizing our

approach for K > 2 types of components and some concluding remarks.

2 The Principal Model: Two Types of Components

2.1 Network Description

Our basic model is a network N = (V ,E,T) where V is a set of vertices (nodes),

|V| = n + k, E is a set of edges (links), |E| = m, and T is a set of special nodes called

terminals, |T| = k, T ⊂ V . Components subject to failures are either the links or the

nonterminal nodes. Edge failure means that this edge is erased, nonterminal node

failure means that all edges incident to this node are erased. In this paper we consider

only one form of network DOWN state-so-called loss of terminal connectivity which

means the network is DOWN if not all its terminal nodes are mutually connected.

In this section we consider the case when components subject to failure (nodes

or edges) consist of two independent groups of i.i.d. components having lifetime

CDF H1(t) and H2(t). So, if the edges fail, mi edges have lifetime CDF Hi(t), i =
1, 2,… and m1 + m2 = m, and nodes remain absolutely reliable. If the nodes fail,

then ni nodes have i.i.d. lifetimesHi(t), i = 1, 2,… and n1 + n2 = n, and edges remain

absolutely reliable.

To simplify the exposition, we consider in detail the case of two groups of com-

ponents in the network. Extension to K > 2 groups is straightforward and is left for

Sect. 5.

2.2 One Type of Components

Since the case of two-type of component network is almost a straightforward gen-

eralization of our method of dealing with the standard one-type case, we remind

shortly the basic definitions and principal steps for the “standard” situation where

all components have i.i.d. lifetimes with CDF H(t).
Let x = (x1, x2,… , xn) be the network component state vector. xi = 1∕0 if the i-th

component is up∕down respectively.
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Network state is determined via a binary function 𝜑(x) which is 1 or 0 if the

network is UP or DOWN, respectively. If 𝜑(x∗) = 0, x∗ is called a failure vector. If

we ignore the order of up /down components in this vector, then x∗ determines a

failure set, i.e. a set of j down components and n − j up components. For simplicity,

we call x∗ failure set.
Now define D-spectrum or signature for our network. Let us consider a random

permutation of component numbers

𝜋 = (i1, i2,… , in).

Suppose that all components are up and, moving from left to right, we turn them

down. The network state is controlled on each step of this destruction process.

Definition 1.1 The ordinal number in the permutation 𝜋 of the component whose

turning down causes network state change from UP to DOWN is called the anchor
of this permutation.

Assume that the permutations 𝜋 are taken randomly and independently from the set

of all n! permutations. Then the anchor becomes a discrete random variable with

support {1, 2,… , n}.

Definition 1.2 The distribution f = (f1, f2,… , fn) of the anchor is called D-spectrum
or signature, (where “D” stands for destruction process of anchor discovery).

Remark 1.1 Historically, the signature was first introduced by Samaniego [11] in a

form equivalent to Definition 1.2. Independently, it was described 6 years later in [3]

under the term Internal Distribution. The authors of [4–6] used the term D-spectra.

Definition 1.3 Denote by Y the discrete random variable with density f. Its cumu-
lative distribution function

F0(k) =
k∑

i=1
fi

is called cumulative D-spectrum or cumulative signature.

For networks having more than n = 7–8 components the calculation of D-spectra

is made by means of an efficient Monte Carlo algorithm, see for example [5, 6]. This

algorithm generates a sample of M permutations and estimates the frequency f̂ (k) of

anchor appearance on the k-th position.

Denote byC(k), k = 1,… , n, the number of failure sets which have k components

down and (n − k) remaining components up. C(k) is a combinatorial invariant of

the system. Knowing C(k) and the up/down probabilities p and q = 1 − p of network

components, we are able to compute system DOWN probability as

P(DOWN) =
n∑

k=1
C(k)qkp(n−k). (1)



Reliability of a Network with Heterogeneous Components 7

Let H(t) be CDF of component lifetime 𝜏: P(𝜏 ≤ t) = H(t). Denote by p the proba-

bility that the component is up at time t0. Then

p = 1 − H(t0), q = H(t0).

Therefore, (1) gives the probability that the network is DOWN at time t0. Thus, the

probability that system lifetime 𝜏sys does not exceed t0 is

P(𝜏sys ≤ t0) =
n∑

k=1
C(k)[H(t0)]k[1 − H(t0)](n−k). (2)

The crucial fact in obtaining Eqs. (1) or (2) is the following formula connecting

C(k) and F0(k):
C(k) = F0(k)

n!
k!(n − k)!

.

It can be proved analytically using the formulas of order statistics for random

variables with CDF H(t), see [4], or using combinatorial arguments, see for

example [5].

2.3 Two Types of Components

Now we turn to the network which has components of two types, namely there are

n1 components of type 1 and n2 components of type 2. For sake of brevity, we call

them x-type and y-type components, respectively, n1 + n2 = n. These x and y-type

components have i.i.d. lifetimes, with CDFs H1(t) and H2(t), respectively.

The key to the principal formula (1) is the knowledge of C(k), the number of

failure sets with k components down. Now, when we have two types of components,

we need to know the values of C(k, r), the numbers of failure sets which have k down
components of x-type and r down components of y-type, (the remaining (n1 − k)
and (n2 − r) components are up). Then, the DOWN probability for network with two

types of components equals

P⋆(DOWN) =
∑

0≤k≤n1

∑

0≤r≤n2

C(k, r)qk1p
(n1−k)
1 qr2p

(n2−r)
2 ,

where q1, q2 and p1 = 1 − q1, p2 = 1 − q2 are down and up probabilities for x-type

and y-type components, respectively.

Similar to the one-type component systems, C(k, r) are invariants depending on

system structure function and not depending on component lifetime distributions

[5, 14].



8 I.B. Gertsbakh et al.

2.4 Counting (k, r)-failure Vectors

In case of two types of components, we have to modify the notation for system state

vector x⋆. Now it will be an ordered sequence of n1 pairs (xi, I) for components

of x-type and n2 pairs (yj, I) for y-type components, where x1,… , xn1 are the names

(numbers) of x-components and y1,… , yn2 are the names of y-components. Indicator

I will be 1 or 0, if the corresponding component is up or down, respectively.

Example 1.1 Consider the network shown on Fig. 1. Components subject to fail-

ure are the edges, nodes are reliable. The network fails if there no connection

between terminals S and T . The network has n1 = 3 components of x-type x1 = (b, c),
x2 = (b,T), x3 = (c,T), and two components of y-type—y1 = (S, a), y2 = (a, b).
Consider, for example, a vector x∗ = (x1, 1), (x2, 0), (x3, 1), (y1, 0), (y2, 0). Obviously

𝜙(x∗) = 0. This failure vector contains one x-edge down and two y-edges down.

Sequential destruction of a random permutation. Consider a random permu-

tation 𝜋
⋆

of n1 x-type pairs mixed randomly with n2 pairs of y-type. Set I = 1 in all

pairs, i.e. initially set all components in up. Start turning down component after com-

ponent by moving along the permutation from left to right. Check system state on

each step and locate the first component (the anchor) when the system goes DOWN.

Let the first observed failure set has (u, v) components of type 1 and type 2, respec-

tively. Continue turning down sequentially all remaining (n1 + n2) − (u + v) compo-

nents in the permutation. Note that on each step appears a new failure set.

Definition 1.4 Random permutation is called of (u, v)-anchor type if its anchor pro-

duces failure set of type (u, v).

Definition 1.5 Random permutation is called a (k, r)-generator if among the failure

sets revealed during the destruction process after the anchor has been revealed, there

is a (k, r)-failure set.

Fig. 1 Network with 5

components. It is UP if there

is an S − T connection.

Edges (S, a), (a, b) are of

y-type, the remaining edges

are of x-type

S a b

c

T
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Example 1.1 continued. Suppose we have the following random permutation before

the destruction process starts: 𝜋
⋆ = [(x1, 1), (x3, 1)(y1, 1), (x2, 1), (y2, 1)]. Below are

5 stages of the sequential destruction:

1 ∶ [(x1, 0), (x3, 1), (y1, 1), (x2, 1), (y2, 1)].
2 ∶ [(x1, 0), (x3, 0), (y1, 1), (x2, 1), (y2, 1)].
3 ∶ [(x1, 0), (x3, 0), (y1, 0), (x2, 1), (y2, 1)].
4 ∶ [(x1, 0), (x3, 0), (y1, 0), (x2, 0), (y2, 1)].
5 ∶ [(x1, 0), (x3, 0), (y1, 0), (x2, 0), (y2, 0)].

The anchor is observed on the third step and therefore 𝜋
⋆

is of (2,1) anchor-type.

Analysing steps 4 and 5, it is seen that 𝜋
⋆

is also a (3,1) and (3,2) generator.

Definition 1.6 Denote by F(k, r) the probability that a random permutation is of

(k, r) anchor-type or is a (k, r)-type generator. Obviously,

F(k, r) = N(k, r)
(n1 + n2)!

, (3)

where N(k, r) is the number of permutations which are of (k, r)-anchor type or
(k, r)-generators. We call the matrix ‖F(k, r)‖(n1+1)×(n2+1) the two-dimensional or 2D-
spectrum.

Definition 1.7 Let g(k, r) be the probability that a random permutation is of (k, r)-
anchor type. Obviously,

g(k, r) = A(k, r)
(n1 + n2)!

,

where A(k, r) is the number of permutations which are of (k, r)-anchor type.

Example 1.1 continued Let us determine N(2, 1). All permutations of three x-es

and two y-s of type (xi, xj, yl, xs, yz) with one yl on third position and two x-es among

the first three positions, produce failure sets of type (2,1). By permuting the first

three elements and the remaining two elements, and also by replacing y1 by y2
among first three elements, we will have 24 permutations for a fixed pair of xi, xj.
Since we can choose this pair in three ways, there is a total of N(2, 1) = 72 per-

mutations. Among them, there are 8 anchor-type (2,1)-permutations. These per-

mutations must have yj on the third position, and two x-es on the first two posi-

tions, like 𝜋 = (x1, x3, y1, x2, y2). There are two ways to exchange the positions of

x1 and x3, two ways to exchange y1 by y2 on the third position, and two ways to

exchange components on the fourth and fifth positions. Therefore, for our network,

F(2, 1) = 72∕5! = 0.6 and a(2, 1) = 8∕120 = 0.0666.

In Table 1 we present the ‖F(k, r)‖ and ‖g(k, r)‖matrices for system shown on Fig. 1.
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Table 1 ‖F(k, r)‖ and ‖g(k, r)‖ matrices

r k = 0 k = 1 k = 2 k = 3 r = 0 k = 0 k = 1 k = 2 k = 3
0 0.0 0.0 0.2 0.1 0 0.0 0.0 0.2 0.0333

1 0.4 0.6 0.6 0.4 1 0.4 0.3 0.0666 0.0

2 0.1 0.3 0.6 1.0 2 0 0 0 0

2.5 Counting the Number C(k, r) of (k, r)-failure Sets

Here the main role is played by the following Theorem.

Theorem 1.1
C(k, r) = F(k, r)

(n1 + n2)!
(k + r)!(n1 + n2 − k − r)!

. (4)

Proof From the description of the sequential destruction of random permutation,

follows that a (k, r)-failure set is a “compact” block of (k + r) components located

at the first (k + r) positions of the permutation (the anchor-type or generated fail-

ure set). It is also obvious that one permutation can produce not more than a single

(k, r) failure set. Permutations between the members of one such set produce (k + r)!
copies of it, and each copy is a failure set. In addition, there are (n1 + n2 − k − r)!
permutations of the remaining components. Therefore N(k, r) permutations produce

N(k, r)
(n + k)!(n1 + n2 − k − r)!

original (k, r) failure sets. Remembering (3), we arrive at the desired

formula (4). □

The following Corollary establishes the connection between the cumulative one-

dimensional D-spectrum F0(k) (see Definition 1.3) and the 2D-spectrum.

Corollary 1.1

F0(w) =
min(n1,w)∑

k=0
F(k,w − k).

Proof Suppose that we declare n2 components of y-type to be identical to the com-

ponents of x-type. Then each (k, r)-failure set becomes a (k + r)-failure set in the

system having n1 + n2 identical components. Therefore,

min(n1,w)∑

k=0
C(k,w − k) = C(w),

or
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w∑

k=0
F(k,w − k)

(n1 + n2)!
w!(n1 + n2 − w)!

= F0(w)
(n1 + n2)!

w!(n1 + n2 − w)!
,

which proves the Corollary. □

Example 1.1 continued. Let us verify C(2, 1). By (4), C(2, 1) = 0.6 ⋅ 5!∕(3!2!)
= 6. Indeed, there are 6 failure sets having two x-type and one y-type component:

[x1, x2, y1, ], [x1, x3, y1], [x2, x3, y1], [x1, x2, y2, ], [x1, x3, y2], [x2, x3, y2].

2.6 Simulation Algorithm for Estimating F(k, r)

Algorithm 1 2D-Spectra

Input: n1 and n2—the number of x-type and y-type components, respectively. N-number of repli-

cations.

Output: Ĝ and F̂ -the estimators of ‖g(k, r)‖ and ‖F(k, r)||, respectively.

1: Set t = 1 and let M1[i, j] and M2[i, j] be two matrices with n1 + 1 rows and n2 + 1 columns. Put

all elements of these matrices to be zero.

2: Generate
∏

t = (
∏(t)

1 ,… ,
∏(t)

n1+n2
) - a random component permutation.

3: Find the anchor Jt of
∏

t.

4: Set Kt and Rt be the number of x-type and y-type components in the first Jt elements

of
∏

t. Set M1[i = Kt + 1, j = Rt + 1] = M1[i = Kt + 1, j = Rt + 1] + 1 and M2[i = Kt +
1, j = Rt + 1] = M2[i = Kt + 1, j = Rt + 1] + 1.

5: Set: T1 = Kt and T2 = Rt.

6: for i = Jt + 1 to n1 + n2 do
7: if

∏(t)
i+1 is x-type component then set T1 ∶= T1 + 1,

8: else T2 ∶= T2 + 1.

9: end if
10: M2[T1 + 1,T2 + 1] = M2[T1 + 1,T2 + 1] + 1.
11: end for
12: If t < N set t = t + 1 and go to Step 2.

13: return: Ĝ = ‖M1‖∕N, F̂ = ‖M2‖∕N.

Exact calculation of F(k, r), like it was done in Example 1.1, becomes impractical

already for n exceeding 6–8. We suggest using a Monte Carlo simulation algorithm

for estimation of the F(k, r) probabilities. This algorithm is based on simulating a rel-

atively large (say 1,000,000) random permutations and extracting from them infor-

mation about the number of failure sets. The algorithm below allows rather efficient

and accurate estimation for networks with 50–70 components. Note that each random

permutation of size n which has a (k, r)-anchor, produces also n − (k + r) generated

failure sets.

This algorithm has been applied to a network with 34 nodes and 68 edges, see

Sect. 3. Quite accurate estimates of the G and F matrices were obtained by using

N = 106 replications. The CPU time did not exceed 16 s.
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3 Reliability of a Transportation Network

3.1 Description of the Network. Reliable Nodes, Unreliable
Edges

The network is shown on Fig. 2. This is a hypothetical geographically oriented road

network. It is designed as Barabasi-Albert system [1] with 34 nodes and 68 edges.

Centrally located node 31 represents the capital city.

Important strategic objects (e.g. hospitals, supply centers, etc.) are located in ter-

minal nodes 2, 5, 9, 33, 34. Thirteen edges are more reliable roads.

(14, 33), (31, 33), (33, 23), (22, 23), (5, 22), (5, 20), (29, 34),
(34, 14), (15, 14), (34, 31), (5, 31), (20, 31), (20, 29).

They form a ring around the capital and also contain several radial roads. These

edges in our notation are the “strong” x-type edges. The remaining 68 − 13 = 55
edges are the y-type edges. We remind that network failure means the loss of terminal

connectivity: the network is DOWN if at least one of the terminals gets separated

from other terminals. Edges can fail as a result of an enemy “attack”, natural disaster

or heavy road accidents, see [5, 7, 10, 15].

Table 2 presents P(DOWN) calculated by (3) and Algorithm “2D-spectra” for

F(k, r) estimation, on the basis of generating N = 106 random permutations. The

results were checked by crude Monte Carlo simulation, based also on 106 replica-

tions, see Pcmc. As it is seen from the table, the relative error is quite small which

means that the estimation by our algorithm is very accurate. We see from the table

that in order to provide P(DOWN) ≤ 0.05 it is necessary to have p1 ≥ 0.7 for type y
and about 0.8–0.9 for strong edges. Very interesting is the fact that increasing strong

edge reliability from 0.9 to 0.99 has relatively little effect on P(DOWN).

Fig. 2 Transport network

with 34 nodes and 68 edges

1

2

3

20

4

5

7

8

9

10

11 33

12

13 14

32

28

31

27

23
22

29

34

15 16

30
18

17

19

21

26

25

6



Reliability of a Network with Heterogeneous Components 13

Table 2 P(DOWN) for edge failure: estimated and simulated values, N = 1,000,000

p2 p1 P(DOWN) Pcmc Rel.err. %

0.5 0.6 0.39536 0.39526 0.10

0.5 0.7 0.34776 0.34749 0.13

0.5 0.8 0.32061 0.31854 0.14

0.5 0.9 0.30799 0.30835 0.14

0.5 0.99 0.30615 0.31641 0.15

0.6 0.7 0.16621 0.16551 0.20

0.6 0.8 0.14808 0.14592 0.25

0.6 0.9 0.13862 0.13725 0.25

0.6 0.99 0.13754 0.13415 0.25

0.7 0.8 0.04932 0.04906 0.45

0.7 0.9 0.04551 0.04450 0.45

0.7 0.99 0.04442 0.04400 0.46

0.8 0.9 0.00877 0.00862 1.10

0.8 0.99 0.00844 0.00834 1.10

0.9 0.99 0.00053 0.00049 0.40

Fig. 3 Contour plot for data

of Table 2 (edge failures)

0.5 0.6 0.7 0.8 0.9
0.6

0.7

0.8

0.9

Interesting information is provided by the contour plot on Fig. 3. Area with

P(DOWN) < 0.05 is shown by deep blue color. The adjacent blue area corresponds

to DOWN probabilities in the interval [0.05–0.1].

We also investigated the situation with edges are deteriorating in time. It as

assumed that strong edge reliability p2(t) depends on time as p1(t) = e−t, and the

remaining edges have p2(t) = e−2t. The numerical results are presented in Table 3.



14 I.B. Gertsbakh et al.

Table 3 P(DOWN) as a function of time (edge failures)

t p2 = e−2t p1 = e−t P(DOWN)
0.1 0.819 0.905 0.0058

0.2 0.801 0.895 0.0086

0.3 0.779 0.882 0.0132

0.4 0.751 0.867 0.0214

0.5 0.716 0.846 0.0371

0.6 0.670 0.819 0.0692

0.7 0.606 0.779 0.1410

0.8 0.513 0.717 0.3142

0.9 0.368 0.607 0.7010

1.0 0.135 0.368 0.9990

3.2 Unreliable Nodes

We also have studied the network reliability when the nodes are subject to failure. Six

nodes 20, 22, 23, 28, 30 and 31 are declared to be the x-type1.4 presents the results of

the numerical investigation of network reliability. Again it is seen that our algorithm

provides quite accurate results with a small relative error. Figure 4 (right) shows the

area of parameters (p1, p2) where the DOWN probability is smaller than 0.05 (shown

by deep blue).

0.5 0.6 0.7 0.8 0.9

0.70

0.75

0.80

0.85

0.90

0.95

0.5 0.6 0.7 0.8 0.9
0.6

0.7

0.8

0.9

Fig. 4 Contour plots for data of Table 4. Nodes relocated (left), original (right)
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Table 4 P(DOWN) for node failure: estimated and simulated values, N = 1,000,000 runs

p2 p1 P(DOWN) Pcmc Rel. err. % P(DOWN)⋆

0.5 0.6 0.33666 0.33633 0.14 –

0.5 0.7 0.23340 0.23360 0.18 –

0.5 0.8 0.14375 0.14359 0.24 0.26697

0.5 0.9 0.06719 0.06660 0.30 0.20931

0.5 0.99 0.00647 0.00634 0.12 0.16008

0.6 0.7 0.16476 0.16541 0.22 0.19729

0.6 0.8 0.09654 0.09634 0.30 0.14738

0.6 0.9 0.04240 0.04259 0.47 0.10304

0.6 0.99 0.00394 0.00393 1.60 0.06956

0.7 0.8 0.05727 0.05686 0.40 0.06905

0.7 0.9 0.02374 0.02373 0.60 0.04076

0.7 0.99 0.00220 0.00211 2.12 0.02234

0.8 0.9 0.01030 0.01046 0.95 0.01214

0.8 0.99 0.00083 0.00089 3.40 0.00435

0.9 0.99 0.00024 0.00021 6.40 0.00029

In order to see how influential is the location of the strong nodes, we relocated

these nodes to periphery. Now nodes 14, 15, 18, 11, 10, 7 are declared to be strong

nodes of x-type. As it could be expected, the network with relocated strong nodes is

less reliable, as it is seen from last column P(DOWN)⋆ of Table 4, and the contour

surface plot on Fig. 4, on the left. Deep blue area shows lowP(DOWN) values, and is,

therefore, the area of high reliability. It is considerably larger for the original location

of the strong nodes (the plot on the right).

4 ‖g(k, r)‖ Matrix and “Shock Process” Trajectories

Suppose that the network is subject to a two-dimensional “shock process” which is

a random sequence of type “x”-shocks which hit randomly the strong components

(strong nodes or strong edges), permuted randomly with type “y”-shocks which hit

the weak components.

This process stops when the network fails. As it follows from the definition of

the permutation destruction process, the networks fails at the “stopping point” deter-

mined by the permutation anchor. The distribution of the location (x = V , y = U)
of the “stopping point” is shown on Fig. 5 by means of surface contour plot. In this

example the “shocks” kill strong and weak nodes.

The exact probabilistic meaning of this plot is the following. The elements of

matrix G = ‖g(k, r)‖ present the conditional probabilities that the shock process

stops at coordinate (V = k,U = r), given that network is DOWN:
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Fig. 5 Contour plot for

‖g(k, r)‖ matrix
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g(k, r) = P((V = k,U = r)|DOWN),

whereV ,U are the numbers of strong and weak destroyed components at the stopping

point, respectively.

Let us examine the plot on Fig. 5. The horizontal axis is for weak nodes, vertical

axis—for strong. By deep blue is shown the area where the trajectory does not stop.

Here the trajectory does not stop at all. The adjacent area (light blue) shows points

having stopping probability between 0.005 and 0.01. Next area closer to the center

shows the points having probabilities between 0.01 and 0.015, and so on. So,the point

g(V = 2,U = 7) lies in the probability interval [0.010, 0.015].
The ‖g(k, r)‖ matrix is a valuable structural characteristic of the network. Let us

demonstrate its use by investigating so-called “quantile areas”.

Contrary to the definition of a quantile for one-dimensional case, for more dimen-

sions there are many ways to determine the area which has probabilistic mass q, see

e.g. [16]. Let us consider here the triangular areas of type U + V ≤ D. Omitting the

routine calculations, we present the following results for D = 4, 5, 6, 7, 8, 9:

P(U + V ≤ 4) = 0.0068,P(U + V ≤ 5) = 0.015,P(U + V ≤ 6) = 0.030,

P(U + V ≤ 7) = 0.052,P(U + V ≤ 8) = 0.084,P(U + V ≤ 9) = 0.128.

So, for example, the network fails with probability 0.128 if the total number of failed

nodes is not more than 9.

Comparing the size of equal quantile areas may serve as an instrument to compare

the reliability of alternative structures. For example, structure A is more reliable than

structure B if the two dimensional 0.1-quantile area DA(q = 0.1) for A is larger than

the similar area DB(q = 0.1) for structure B.
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5 More Than Two Types of Components—Concluding
Remarks

Suppose that the network has K > 2 different groups of i.i.d. components. Then the

expression for network DOWN probability will be a natural extension of (3) to more

variables. Denote by ni the number of i-th type components, n1 + n2 +⋯ + nK = n,

and let C(x1,… , xK) be the number of failure sets having xi components of i-th type

down, i = 1, ..,K. Then

P(DOWN) =
∑

0≤xi≤ni,i=1,…,K
C(x1, x2,… , xK)

K∏

i=1
qxii

K∏

i=1
pni−xii .

The main problem remains estimation of C(x1,… , xK), the numbers of failure

sets. This can be done in the framework of the above described Algorithm, with

obvious modifications. Now the random permutation will have K types of symbols

for denoting components of K groups, and now the failure sets of anchor-type and

of generated type will have xi components of i-th type, i = 1,… ,K For K = 3, for

example, the F-matrix will become a three-dimensional cubic matrix.

There are several important issues left outside the scope of the present paper.

Let us mention on the first place the investigation of component importance, see

e.g. [6]. Similar to the networks with one type of components, for several types of

components, importance issues are the key to optimal network design and to the

“nomination” of the components to be the “strong” ones.

Very interesting would be also to compare several competing network structures

by analyzing their q-quantile “areas”, as it was briefly discussed in Sect. 4. We leave

these issues for the future research.
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Reliability Analysis of Complex
Multi-state System with Common Cause
Failure Based on DS Evidence Theory
and Bayesian Network

Jinhua Mi, Yan-Feng Li, Weiwen Peng and Hong-Zhong Huang

Abstract With the increasing complexity and larger size of modern advanced
engineering systems, the traditional reliability theory cannot characterize and
quantify the complex characteristics of complex systems, such as multi-state
properties, epistemic uncertainties, common cause failures (CCFs), etc. This chapter
focuses on the reliability analysis of complex multi-state system (MSS) with
epistemic uncertainty and CCFs. Based on the Bayesian network (BN) method for
reliability analysis of MSS, the DS evidence theory is used to express the epistemic
uncertainty in system through the state space reconstruction of MSS. An uncertain
state, which used to express the epistemic uncertainty is introduced in the new state
space. The integration of evidence theory with BN is achieved by updating the
conditional probability tables. When the multiple CCF groups (CCFGs) are con-
sidered in complex redundant systems, a modified factor parametric model is
introduced to model the CCF in systems. An evidence theory based BN method is
proposed for the reliability analysis and evaluation of complex MSSs in this
chapter. The reliability analysis of servo feeding control system for CNC
heavy-duty horizontal lathes (HDHLs) by this proposed method has shown that the
presented method has high computational efficiency and strong practical value.
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1 Introduction

The multi-state system (MSS) was firstly proposed by Barlow and Wu, it has been
proved that lots of industrial systems are typical MSS, such as electrical power
system, pipe transmission system, production and manufacturing system, aerospace
system, etc. [1, 5, 9]. Those systems can define the multi-state characteristics of
components accurately by analyzing the system failure process and the effect of the
change of component performance to the system performance and reliability. Four
types of methods can be used for reliability analysis of MSS, including multi-state
fault tree method [24], Markov process method [6, 7], Monte-Carlo simulation
(MCS) method [14, 31] and universal generation function (UGF) method [4].
The MSS plays a critical role in the reliability analysis and assessment of complex
systems and also has extensive application foreground.

The uncertainty caused by lack of data and scarcity of information is one of the
most important issues in MSS reliability analysis. When the system state perfor-
mances and state probabilities cannot be exactly defined and obtained, sometimes
the bounds of system states and state probabilities cannot be exactly defined and
obtained, so the probability-based methods are no longer applicable for this kind of
system. In this situation, the bounds of system states and state probabilities can be
expressed by some other data forms, such as linguistic variables. Then some
non-probabilistic methods are developed, such as Dempster-Shafer evidence theory
(DSET) [27], fuzzy theory [13], probability-box [10, 26], interval theory [17],
possibility theory [8], Bayesian method [22, 23], etc. The DS evidence theory has a
flexible axiomatic system to describe uncertainty, and also has an independent
frame to process uncertainty in system [18, 25]. It has been widely used for
uncertainty modeling, quantification, reasoning and management in engineering [3,
29, 30].

There are many researches on Bayesian network (BN) based on evidence theory.
Simon et al. [20, 21] analyzed reliability of complex system with epistemic
uncertainty by using BN, where evidence theory is used to quantify system
uncertainty. Then the evidential networks also have been used for the reliability and
performance evaluation of system with imprecise knowledge [19]. Zhao et al. [28]
studied the influence of incomplete original parameters and subjective parameters
on the reliability of distribution system by using BN and evidence theory. Sallak
et al. [16] has developed the combination method of BN and evidence theory for
reliability analysis of multi-state system (MSS). It has shown that evidence theory
can handle the imprecise information in system, and it can get more useful infor-
mation than interval analysis method.

This chapter introduces a multi-state BN method for reliability analysis of
complex system with CCFGs based on evidence theory. The remainder of this
chapter is organized as follows: Firstly, the node definition and BN reasoning of
multi-state BN under evidence theory are introduced in Sect. 2. Then, in Sect. 3,
when the multiple CCF groups (CCFGs) are considered in complex redundant
system, a modified β factor parametric model is introduced to model the CCF in
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system. This comprehensive method is used to analyze the reliability of an example
system and a feeding control system of CNC heavy-duty horizontal lathe (HDHL) in
Sect. 4. Finally, some conclusions are presented in Sect. 5.

2 Multi-state Bayesian Network Under Evidence Theory

2.1 The Node Definition of Multi-state Bayesian Network
Under Evidence Theory

For a sample BN with three nodes which is shown in Fig. 1, assume that the nodes x1
and x2 are three state nodes, the state space is Λ= f0, 1, 2g. Let xi =0, 1, 2 represent
the reliable state, partial failure state and complete failure state of the corresponding
component. When the epistemic uncertainty exists in system, an added state
xi = ½0, 1, 2� is defined to represent the uncertain state of node xi. Then the frame of
discernment D= f0, 1, 2, ½0, 1, 2�g is defined under evidence theory, and the basic
probability assignment (BPA) is m: 2D → ½0, 1�. Its power set can be expressed as

2D = m x=∅ð Þ=0;m x=0ð Þ;m x=1ð Þ;f m x=2ð Þ;m x= 0, 1, 2½ �ð Þg. ð1Þ

For an event A: fx=0g on the frame of discernment D, and B⊆A, the belief
function of event A is

Bel Að Þ= ∑
B⊆A

m Að Þ=m x=0ð Þ. ð2Þ

The (2) represents the belief degree of event A: x=0. It’s the lower bound of
belief interval when the probability of uncertain information is not counting in the
BPA [21]. Based on the definition of plausibility function, the plausibility function
of event A can be gotten by

Pl Að Þ= ∑
B∩A≠∅

m Bð Þ=m x=0f g+m x= 0, 1, 2½ �f g. ð3Þ

Then the interval probability of event A can be calculated by (2) and (3), and it
can be expressed as ½P�ðAÞ= ½BelðAÞ,PlðAÞ�. Similarly, the interval probabilities of
other nonempty events under the frame of discernment D can be computed.

x1

y

x2

Fig. 1 A sample multi-state
BN
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When the corresponding components of nodes x1 and x2 are parallel or series, the
conditional probability table (CPT) of node y under evidence theory can be derived.
Then the belief reliability of node y:Belðy=0Þ can be computed by BN reasoning
and

Bel y=0ð Þ= ∑
x1, x2

Bel y=0 x1, x2jð ÞBel x1ð ÞBel x2ð Þ. ð4Þ

The plausibility reliability Plðy=0Þ is

Pl y=0ð Þ= ∑
x1, x2

Pl y=0 x1, x2jð ÞPl x1ð ÞPl x2ð Þ. ð5Þ

The practical reliability of node y:Pðy=0Þ will belongs to interval
½Belðy=0Þ,Plðy=0Þ�.

2.2 The Multi-state Bayesian Network Reasoning Under
Evidence Theory

For a multi-state BN with n root nodes, which can be denoted as x1, x2, . . . , xn.
Assume that the state number of node xi and leaf node y are li and ly. The relation
between the state probability of leaf node y and root nodes can be expressed as

P y= y j x1 = xk11 , . . . , xn = xknn
��� �

=
P y= y j, x1 = xk11 , . . . , xn = xknn
� �
P x1 = xk11 , . . . , xn = xknn
� � , ð6Þ

where 1≤ j≤ ly, 1≤ i≤ n and 1≤ ki ≤ li. Suppose that the interval probability of
node xi at state ki is

P½ � xi = xkii
� �

= Bel xkii
� �

,Pl xkii
� �� �

, ð7Þ

where Belðxkii Þ and Plðxkii Þ can be calculated by the CPTs of nodes xi.
The conditional probability of node y of BN under evidence theory is

P½ � y= y j x1 = xk11 , . . . , xn = xknn
��� �

= Bel y j
� �

,Pl y j
� �� �

. ð8Þ

The mid-value of conditional probability is chosen as the static conditional
probability of this node [21], that is

P y= y j x1 = xk11 , . . . , xn = xknn
��� �

=
Bel y jð Þ+Pl y jð Þ½ �

2
. ð9Þ
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Similarly, the static conditional probability of root node xi on state xkii is

P xi = xkii
� �

=
Bel xkii
� �

+Pl xkii
� �� �

2
. ð10Þ

The probability of node y on j-th state can be gotten by

P y= y j
� �

=P y= y j x1 = xk11 , . . . , xn = xknn
��� �

P x1 = xk11
� �

⋯P xn = xknn
� �

. ð11Þ

For a BN with n root nodes xiði=1, 2, . . . , nÞ, m non-leaf nodes
yjðj=1, 2, . . . ,mÞ and leaf node T. Based on the former reasoning method, the
probability of leaf node T =Tv can be expressed as

P½ � T =Tvð Þ= Bel T = Tvð Þ,Pl T =Tvð Þ½ �, ð12Þ

where the lower bound BelðT = TvÞ is the belief probability and can be calculated
by

Bel T =Tvð Þ= ∑
x1, ..., xn, y1, ..., ym

Bel x1, . . . , xn, y1, . . . , ym,T = Tvð Þ

= ∑
π Tð Þ

Bel T =Tv π Tð Þjð Þ ∏
m

j=1
∑
π y1ð Þ

Bel yj π yj
� ���� �

∏
n

i=1
Bel xkii
� �

= ∑
π Tð Þ

Bel T =Tv π Tð Þjð Þ ∑
π y1ð Þ

Bel y1 π y1ð Þjð Þ×⋯

× ∑
π ymð Þ

Bel ym π ymð Þjð Þ×⋯×Bel x1 = x1, k1ð Þ×⋯×Bel xn = xn, knð Þ.

ð13Þ

The upper bound PlðT = TvÞ is the plausibility probability and can be computed
by

Pl T =Tvð Þ= ∑
x1, ..., xn, y1, ..., ym

Pl x1, . . . , xn, y1, . . . , ym,T = Tvð Þ

= ∑
π Tð Þ

Pl T = Tv π Tð Þjð Þ ∏
m

j=1
∑
π y1ð Þ

Pl yj π yj
� ���� �

∏
n

i=1
Pl xkii
� �

= ∑
π Tð Þ

Pl T = Tv π Tð Þjð Þ ∑
π y1ð Þ

Pl y1 π y1ð Þjð Þ×⋯

× ∑
π ymð Þ

Pl ym π ymð Þjð Þ×⋯×Pl x1 = x1, k1ð Þ×⋯×Pl xn = xn, knð Þ.

ð14Þ

The probability of leaf node can be obtained by the former forward reasoning of
BN, and the posterior probability of root nodes can be gotten by backward reasoning.
When T =Tv, the posterior probability of root node xi = xi, ki can be computed by
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P½ � xi = xi, ki T = Tvjð Þ= min Bel xi = xi, ki T = Tvjð Þ,Pl xi = xi, ki T = Tvjð Þð Þ,
max Bel xi = xi, ki T =Tvjð Þ,Pl xi = xi, ki T =Tvjð Þð Þ
� �

, ð15Þ

where

Bel xi = xi, ki T = Tvjð Þ= Bel xi = xi, ki , T =Tvð Þ
Bel T =Tvð Þ , ð16Þ

Pl xi = xi, ki T = Tvjð Þ= Pl xi = xi, ki , T =Tvð Þ
Pl T =Tvð Þ , ð17Þ

where Belðxi = xi, ki ,T = TvÞ and Plðxi = xi, ki , T = TvÞ are the belief and plausibility
joint probability of root nodes and leaf node. The root nodes and leaf node of BN
reflect the fault causes and fault state properties of system. Therefore, the system
state probability can be computed by forward reasoning of BN, which can also
realize a quantitative description of system fault states. The backward reasoning of
BN can get the posterior probability of fault causes based on system failure state,
and also can implement the system failure prediction and judgment, which has
certain guiding significance for the reliability improvement of system.

3 Reliability Modeling of System with Multiple CCFGs

3.1 A Modified β Factor Model for CCFGs

Considering the dependent failure caused by interior component physical interac-
tions and human interactions in system, the beta factor parametric model has been
widely used for such cases [15]. Assume that Pt is the total failure probability of a
component; it can be expanded into an independent contribution Pind and a
dependent contribution Pccf, which are functions of time t respectively. When the
component is assumed to follow the exponential distribution, λt, λind and λccf are the
failure rates of entire system, independent part, and the dependent part respectively.
Then the parameter β can be defined as the fraction of the total failure probability
attributable to dependent failures [11, 15], and it can be mathematically described as

β=
Pccf

Pt
=

Pccf

Pind +Pccf
=

ð1− expð− λccf ⋅ tÞÞ
ð1− expð− λt ⋅ tÞÞ

=
ð1− expð− λccf ⋅ tÞÞ

ð1− expð− λind ⋅ tÞÞ+ ð1− expð− λccf ⋅ tÞÞ .
ð18Þ

The value of β-factor can be obtained by the direct use of field data and experts’
experience [11, 12, 15].
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In order to present how the beta factor model works, a simple deduction is
performed for single component within the FTA model. For a parallel system with
two identical components A1 and A2, and PðA1Þ=PðA2Þ=PA, the failure proba-
bility of system Psys can be computed as:

Psys =P A1ð ÞP A2ð Þ=P2
A ð19Þ

For the basic component A, as shown in Fig. 2, the failure probability of A can
be divided into two proportions: independent part and CCF part, and it can be
expressed as

PA =PA ind +PA ccf ð20Þ

Adding the CCF part, the failure probability is

PA ccf = βPA ð21Þ

By using the former explicit modeling method, the failure probabilities of
component A1 and A2 are both divided into independent part and CCF part. Then
based on the standard β-factor model and (18), the probability of CCF part can be
obtained and PA1 ccf =PA2 ccf = βPA. The two components parallel system also can
be further expressed as Fig. 3a. The system failure event Sys can be simplified by
using Boolean algebra operation rules and expressed as

Sys=A1A2 = A1 ind+A1 ccfð Þ A2 ind+A2 ccfð Þ
= A1 ind+A ccfð Þ A2 ind+A ccfð Þ
=A1 ind ⋅A2 ind+A ccf ⋅ A ccf +A1 ind+A2 indð Þ
=A1 ind ⋅A2 ind+ A ccf ⋅A ccf|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

A ccf

+ A ccf ⋅A1 ind|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
0

+ A ccf ⋅A2 ind|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
0

=A1 ind ⋅A2 ind+A ccf

ð22Þ

Finally, the system with consideration of CCF can be simplified and shown as
Fig. 3b.

A1_ccf

OR

A1

A1_ind

Fig. 2 FTA explicit
modeling method for
component with CCF
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Then the failure probability of system can be obtained by (22) and

P Sysð Þ=P A1 ind ⋅A2 ind+A ccfð Þ
=P A1 indð Þ ⋅P A2 indð Þ+P A ccfð Þ
= 1− βð ÞP Að Þ ⋅ 1− βð ÞP Að Þ+ βP Að Þ

ð23Þ

When a single component fails simultaneously within multiple CCFGs [2, 12], a
modified beta factor parametric model is used to express the coupling mechanism.
The explicit modeling of component A with multiple CCFGs is shown in Fig. 4.

The failure probability of component A is then given as

A1_ccf

OR

A1

A1_ind A2_ccf

OR

A2

A2_ind

Sys

AND

APβ

( )1 APβ−

APβ

( )1 APβ−

AP AP

A2_ind

A_ind

A1_ind

A_ccf

Sys

APβ

( )1 APβ− ( )1 APβ−

OR

AND

(a)FT of two components parallel system; (b) Simplify FT of system

Fig. 3 FT modeling and simplification of two components parallel system with common cause
events

A_CCFG1 A_CCFG2

OR

A

A_ind A_CCFGk

Fig. 4 Explicit modeling of
multiple CCFGs within FT
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P Að Þ=P A indð Þ+P A ccfð Þ
=P A indð Þ+P A CCFG1 ∪⋯∪A CCFGkð Þ
=P A indð Þ+P A CCFG1ð Þ+⋯P A CCFGkð Þ

ð24Þ

In this way, the failure probability of component A is divided into CCF parts and
independent part as follow

PA ccf =PA CCFG1 +PA CCFG2 +⋯+PA CCFGk

= β1PA + β2PA +⋯+ βkPA =PA ∑
k

i=1
βi

ð25Þ

PA ind = ð1− ∑
k

i=1
βiÞPA ð26Þ

3.2 Model Limitation and Solution

Because the beta factors are obtained by expert judgments, there exists the limi-
tation of this modified beta factor parametric model for β1 + β2 +⋯+ βkð Þ>1. In
this case, the failure probability of CCF part is bigger than the probability of total
components. To cope with this limitation in this model, a proportional reduc-
tion factor (PRF) method [2, 12] is applied in this chapter. The PRF factor is
defined as

PRF=
1

∑k
j=1 βj

ð27Þ

Then a set of new reduced beta factor are generated as

β= β′1, β
′

2, . . . , β
′

k

� �
=PRF β1, β2, . . . , βk½ �. ð28Þ

In this way, the failure probability of CCF parts and independent part are
rewritten as

PA ccf =PA ∑
k

i=1
β′k ð29Þ

PA ind = ð1− ∑
k

i=1
β′kÞPA =0 ð30Þ
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The essence of the PRF method is an equilibrium process of the accumulated
common cause parts on β factor, which has weaken the contradiction of the common
cause part beyond the total failure probability to some extent. And the PRF method is
just one of the methods which can be used to solve this kind of logical contradiction;
any other method capable of dealing with such contradictions may be applicable.

3.3 The Bayesian Network Node with CCFGs

When CCFs is considered in system reliability modeling, the failure of system can be
divided into independent part and CCF part. The independent part means the fail of
system caused by a single cause, and the CCF part represents the simultaneous
failure of multiple components which caused by a common coupling mechanism,
then those components constitute a CCFG. Component A exists in multiple CCFGs,
CCFG1,CCFG2, . . . ,CCFGkð Þ. By using the fault tree explicit modeling of mul-
tiple CCFGs in Sect. 3.2, the fault tree can be translated into BN, as shown in Fig. 5.

When the independent failure probability of node A is PðAindÞ, the corresponding
β factors of common cause nodes are β1, β2, . . . , βk . When ðβ1 + β2 +⋯+ βkÞ<1,
the failure probability of node A can be calculated by (23)–(27) and

P′ Að Þ=P Aindð Þ+P Accf
� �

=P Aindð Þ+ ∑k
i=1 βi

1− ∑k
i=1 βi

P Aindð Þ= 1

1− ∑k
i=1 βi

P Aindð Þ ð31Þ

When the sum of β factors are larger than 1, that is ðβ1 + β2 +⋯+ βkÞ>1, by
using the PRF method in Sect. 3.2, the failure probability of node A can be com-
puted by (27)–(30) and

P′ Að Þ=P
′

A ccf +P′

A ind =PA ∑
k

i=1
β′i +0=PA ⋅PRF ⋅ ∑

k

i=1
βi ð32Þ

A_CCFG1 A_CCFG2A_ind A_CCFGk

A

Fig. 5 BN node with CCFGs
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4 Reliability Analysis of Feeding Control System
for CNC HDHLs with Multiple CCFGs

4.1 Fault Tree Modeling of Feeding Control System

The DL series horizontal lathes are computer numerical control (CNC) types and
have the following work axes: X axis of tool head lateral movement, Z axis of tool
head longitudinal movement, U1 axis of left gang tool movement and U2 axis of
right gang tool movement. The functional block diagram of the electrical control
and drive system for such DL series horizontal lathes is shown in Fig. 6. The
feeding control system include 3 subsystems: X, Z, as well as U1 and U2 axes
feeding control systems. A signal generated by 611D-type servo driven module
(Mo) is transmitted through electric wire (Ew) to control the motor (Mt) in X axis
feeding control system. There exists a speed feedback device (Sf). The grating
scales (Gr) feedback the straightness of X axis to Mo to adjust the feed speed and
direction. The electrical control of Z, U1 and U2 axes is almost the same as that of
X axis, excepting the difference introduced in Sect. 1. Although U1 and U2 axes
share a 611D-type servo driven module, they have different current relays (Re).

Based on the function analysis and failure mechanism analysis of feeding control
system, the “functional failure of feeding control system” has been chosen as the top
event in FTA, and the fault tree of feeding control system is built and shown in Fig. 7.

The meanings of the notations in Fig. 7 are as following: T denotes the func-
tional failure of feeding control system; XF, ZF, U1F and U2F are the functional
failures of X, Z, U1 and U2 axes feeding control systems. The basic components of
each axes feeding control system include Gr, Sf, Ew, Mo, Mt and Re. Therefore, in
the fault tree model, the failure events of basic components are noted by two parts:
the code of axes and the code of each component. For example, XEw represents the
Ew failure of X axis feeding control system, and the other notations follow the
similar interpretations.

PLC
(Input/Output)NCU

Machining
Program

Power Control 
System

Lubrication
System

Main Drive Control System

Drive
Control

X Feeding

Z Feeding

U1&U2 Feeding

Tailstock Movement Control System

Control Centre Frame Motion 
System

Signaling

Power supply Hydraulic

Feedback

Control
Fixed

Feeding Control System

Machining

Fig. 6 Functional block diagram of electrical control and drive system for the DL series CNC
HDHL
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4.2 The BN Modeling and CCFGs Fusion

From Fig. 7, the different subsystems of feeding control system have several
identical or similar components, an external shock or interior component physical
interactions may cause the failure of those components simultaneously. So when
considering the CCF caused by human interactions, system function correlation and
environment, the following common cause events or CCFGs will exist in system.

(1) CMO = fXMO, ZMO,UMOg, which means the motors of different subsystems fail
at the same time by one influence factor. Based on expert experience, the
common cause factor βMO =0.1.

(2) CGR = fXGR, ZGR,UGR
1 ,UGR

2 g,CSF = fXSF , ZSF ,USF
1 ,USF

2 g and βGR =0.2,
βSF =0.15.

(3) CEW = fXEW ,ZEWg,CRE = fXRE,ZREg and βEW = βRE =0.15.
(4) When XMT exists in multiple CCFGs, and expressed as CCFGMT

1 =
fXMT ,ZMTg, fXMT ,UMT

1 g, fXMT ,UMT
2 g, fZMT ,UMT

1 g, fZMT ,UMT
2 g,

fUMT
1 ,UMT

2 g; CCFGMT
2 =fXMT ,ZMT ,UMT

1 g, fXMT ,ZMT ,UMT
2 g, fZMT ,UMT

1 ,UMT
2 g

and CCFGMT
3 =fXMT ,ZMT ,UMT

1 ,UMT
2 g. The corresponding common cause fac-

tors of two components, three components and four components failure
simultaneously are βMT

1 =0.25,βMT
2 =0.2 and βMT

3 =0.15.

The failure rates and failure probabilities of system components at t=3000 h are
listed in Table 1. Based on the transformation method of fault tree to BN and the
modified β factor model, the fault tree of feeding control system can be transformed
to BN and decomposed by explicit modeling method. When CCFs are considered,

T

U2FU1FZFXF
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MT
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Fig. 7 Fault tree model of the feeding control system
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the root nodes of BN can be decomposed into independent parts and common
cause parts. Then the system BN with consideration of CCFGs can be gotten as
Fig. 8.

The BN of Fig. 10 is the same as system BN structure without considering CCF,
the difference is the redefinition of the probabilities of root nodes, then CCF of each
components can be taken into consideration. The failure probabilities of compo-
nents in Table 1 are independent probabilities, then the root nodes’ actual failure
probabilities can be updated by modified β factor model.

For component A which is not included in multiple CCFGs, the updated failure
probabilities of this kind of basic components can be calculated by (31) and
P′ðEWÞ=0.0021,P′ðREÞ=0.0071, P′ðGRÞ=0.0075,P′ðSFÞ=0.0018, P′ðMOÞ=
0.0007. For component MT which is included in multiple CCFGs, the failure
probability of MT can be computed by (31) since it does not meet the limitation that
the sum of β factors of different CCFGs is larger than 1, then

P′ MTð Þ=P MTindð Þ+P MTccf
� �

=P MTindð Þ+P CCFGMT
1

� �� �
+P CCFGMT

2

� �� �
+P CCFGMT

3

� �� �
=P MTindð Þ+ ∑3

i=1 β
MT
i

1− ∑3
i=1 β

MT
i

 !
P MTindð Þ= 1

1− ∑3
i=1 β

MT
i

P MTindð Þ

ð33Þ

Table 1 The failure rates and failure probabilities of components

Code Failure rate
λ (10−6/h)

Failure probability
(t = 3000 h)

Code Failure rate
λ (10−6/h)

Failure probability
(t = 3000 h)

MO 0.2 0.0006 MT 7 0.0208
EW 0.6 0.0018 SF 0.5 0.0015
GR 2 0.0060 RE 2 0.0060

XMO XMTXEW XGR XSF

UMO

U1
MT

U1
RE U1

GR

U1
SF U2

MTU2
RE

U2
GR U2

SF
XF

ZMO ZMTZEW ZGR ZSF

ZF

U1F U2F

T

Fig. 8 The system BN with consideration of CCF
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Because ðβMT
1 + βMT

2 + βMT
3 Þ<1, the logical contradiction of modified β factor

model is inexistence here. So, the failure probability of this kind of components
with consideration of CCFs can be calculated directly, and P′ðMTÞ=0.0520.

4.3 Reliability Analysis of Feeding Control System by Using
DSET Based BN

As the main power take-off components of horizontal lathe, the work state of motors
will affect the processing efficiency directly. Therefore, in this chapter, there exists
an intermediate state between the perfect work state and failure state of the motors of
DL series horizontal lathes, called derating working state. So the state space of
motors can be expressed as f0, 1, 2g, where, 0 is the perfect working state, 1 is the
derating working state and 2 represents failure state. The other components of
system are all considered as two-state component. Due to the complexity of system
structure and the coupling relation between components, only a little reliability data
are available, an uncertain state [0 ,1, 2] is induced to the state space to represent the
uncertainty of system. Assume that the life of all components obey exponential
distribution, the basic components state probabilities of feeding control system can
be obtained by literature research and experts experience and listed in Table 2.

By using the BN node definition and probability reasoning method introduced in
Sects. 2.1 and 2.2, the conditional probability table (CPT) of non-leaf nodes of BN in
Fig. 8 can be gotten. Table 3 is the CPT of non-leaf nodesXF,ZF,U1F andU2F. Then
the system BN model under evidence theory can be shown as Fig. 9, and the CPT of
leaf node T is shown in Table 4. By using the multi-state BN reasoning method under
Evidence theory in Sect. 2, the belief probabilities and plausibility probabilities of
non-leaf nodes XF,ZF,U1F and U2F can be obtained and listed in Table 5.

The belief and plausibility probabilities of leaf node T can be calculated by (13)
and (14), and

Table 2 The state probabilities of components at t = 3000 h with CCF

Component State
0 1 2 [0,1,2]

MO 0.9993 – 0.0007 –

EW 0.9979 – 0.0021 –

GR 0.9925 – 0.0075 –

MT 0.9304 0.0089 0.0520 0.0087
SF 0.9982 – 0.0018 –

RE 0.9929 – 0.0071 –
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Bel T =0ð Þ=P T Bel=0ð Þ= ∑
XF,ZF,U1F,U2F

Bel XF,ZF,U1F,U2F, T =0ð Þ

= ∑
XF, ZF,U1F,U2F

Bel T =0 XF,ZF,U1F,U2Fjð Þ ∏
n

i=1
Bel xkii
� �

= ∑
XF, ZF,U1F,U2F

Bel T =0 XF,ZF,U1F,U2Fjð ÞBel XFð Þ

⋅Bel ZFð ÞBel U1Fð ÞBel U2Fð Þ

ð34Þ

Table 3 The CPT of non-leaf nodes under evidence theory
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XGR

ZGR

UGR

XMO

ZMO

UMO

XSF

ZSF

USF

XMT

ZMT

UMT

(OR) XF,ZF,U1F,U2F

Bel Pl

0 1 2 0 1 2

0 0 0 0 0 1 0 0 1 0 0
0 0 0 0 1 0 1 0 0 1 0
0 0 0 0 2 0 0 1 0 0 1
0 0 0 0 [0,1,2] 0 0 0 1 1 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
2 2 2 2 2 0 0 1 0 0 1
2 2 2 2 [0,1,2] 0 0 1 0 0 1
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Fig. 9 System BN model under evidence theory
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Pl T =0ð Þ=P T Pl=0ð Þ= ∑
XF, ZF,U1F,U2F

Pl XF,ZF,U1F,U2F,T =0ð Þ

= ∑
XF,ZF,U1F,U2F

Pl T =0 XF,ZF,U1F,U2Fjð Þ ∏
n

i=1
Pl xkii
� �

= ∑
XF,ZF,U1F,U2F

Pl T =0 XF,ZF,U1F,U2Fjð Þ

⋅Pl XFð ÞPl ZFð ÞPl U1Fð ÞPl U2Fð Þ

ð35Þ

Then the state belief probabilities and plausibility probabilities of leaf node
T under epistemic uncertainty can be calculated, and the results of system state
probabilities when considering the influence of CCFs and without CCFs are listed
in Table 6. In order to illustrate the influence of epistemic uncertainty to system, the
uncertain state of component MT is classified as perfect work state 0. Then the state
probabilities of system at t = 3000 h are calculated and listed in Table 6.

Based on the previous assumption, the lifetime of components obey exponential
distribution, and the derating work state is regarded as perfect working state. From
the belief and plausibility probability of feeding control system at state 2 in Table 6,
it has shown that the failure probability interval and failure rate interval of system at
t = 3000 h is [0.232005, 0.280306] and [8.7991 × 10−5, 1.0964 × 10-4]/h respec-
tively when consider the influence of epistemic uncertainty and CCFGs. When the

Table 4 The CPT of leaf node T under evidence theory

XF ZF U1F U2F (OR) T
T_Bel T_Pl
0 1 2 0 1 2

0 0 0 0 1 0 0 1 0 0
0 0 0 1 0 1 0 0 1 0
0 0 0 2 0 0 1 0 0 1
0 0 1 0 0 1 0 0 1 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
2 2 2 1 0 0 1 0 0 1
2 2 2 2 0 0 1 0 0 1

Table 5 The state belief and plausibility probabilities of non-leaf nodes of BN

Node State
Bel Pl

0 1 2 0 1 2

XF 0.919180 0.008793 0.063432 0.927775 0.017388 0.072027
ZF 0.919180 0.008793 0.063432 0.927775 0.017388 0.072027
U1F 0.914575 0.008749 0.068125 0.923127 0.017301 0.076677
U2F 0.914575 0.008749 0.068125 0.923127 0.017301 0.076677
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CCFGs are ignored, the system failure probability interval will be [0.119782,
0.161703], and failure rate interval is [4.2529 × 10-5, 5.8794 × 10-5]/h. The contrast
curves of system reliability with consideration of CCF are also obtained and shown
in Fig. 10. From Fig. 10 we know that when the influence of uncertainty is ignored,
the failure probability and failure rate of system are 0.238282 and 9.072629 × 10-5/
h. And when the CCF and uncertainty are both ignored, the corresponding failure
probability and failure rate of feeding control system are 0.122977 and
4.374068 × 10-5/h. Finally, the contrast curves of system reliability with epistemic
uncertainty are shown in Fig. 11.

Based on the system function analysis and failure mechanism analysis, this
section built an fault tree model of the feeding control system of a DL series
horizontal lathe. The evidence theory is introduced to quantify the epistemic

Table 6 The state probabilities of leaf node T

Leaf node T Considering CCFGs
State 0 1 2

Epistemic uncertainty Belief prob. 0.706706 0.027431 0.232005
Plausibility Prob. 0.733514 0.056553 0.280306

Ignore uncertainty State prob. 0.733514 0.028204 0.238282
Leaf node T Without considering CCFGs
Epistemic uncertainty Belief prob. 0.808964 0.030368 0.119782

Plausibility prob. 0.838640 0.062523 0.161703
Ignore uncertainty State prob. 0.838640 0.031195 0.122977
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Fig. 10 The contrast curves of the influence of epistemic uncertainty and CCFGs to system
reliability
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uncertainty caused by lack of data and information in this system, and BN model is
combined to realize the system reliability indexes calculation. A modified β factor
model is used to model the CCFGs existed in system. From Table 6 and Fig. 10,
when the influence of epistemic uncertainty to system is considered, system reli-
ability interval at t = 3000 h will be [0.808964, 0.838640] without consider CCFs,
and when the influence of CCFs is also considered, the reliability interval will be
[0.706706, 0.733514]. This shows that CCFs has evident effect on system relia-
bility. The system state probabilities in Table 6 when the epistemic uncertainty is
ignored are between the corresponding belief probabilities and plausibility proba-
bilities, which verify the accuracy of results. This chapter provides an effective
method for reliability analysis of complex system under epistemic uncertainty and
CCFGs.

5 Conclusions

This chapter introduces a reliability analysis method for complex MSS with epis-
temic uncertainty based on BN and evidence theory. The epistemic uncertainty of
system is quantified through adding an uncertain state of root nodes in multi-state
BN, and then the state space is constructed. The belief function and plausibility
function are defined under evidence theory. Based on the BN forward reasoning,
the system reliability and failure probability can be computed. The case study has
confirmed the feasibility of this comprehensive method, and realized a quantitative
analysis of system failure state. The backward reasoning can get the posterior
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Fig. 11 The contrast curves of the influence of CCFGs to system reliability without considering
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probability of failure causes based on the system failure state, and provide guidance
for prediction of system failure types.

CCF is an important failure mode in complex systems, so the reliability analysis
of MSS with consideration of both epistemic uncertainty and CCF are also studied
in this chapter. When CCFGs exist in system, a modified β factor model is intro-
duced and integrated with evidence theory based BN, and realize the state
expression and probability reasoning for complex system with epistemic uncer-
tainty and CCFGs. The reliability analysis of the feeding control system of DL
series HDHLs by this method has shown that, the proposed comprehensive method
has high computing efficiency and strong practical value.
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A D-MMAP to Model a Complex
Multi-state System with Loss of Units

Juan Eloy Ruiz-Castro

Abstract A complex multi-state system subject to different types of failures and
preventive maintenance, with loss of units, is modelled by considering a discrete
marked Markovian arrival process. The system is composed of K units, one online
and the rest in cold standby. The online unit is submitted to different types of
failures and when a non-repairable failure occurs the corresponding unit is
removed. Several internal degradation states are considered which are observed
when a random inspection occurs. This unit is subject to internal repairable failure,
external shocks and preventive maintenance. If one internal repairable failure
occurs, the unit goes to the repair facility for corrective repair, if a major degra-
dation level is observed by inspection, the unit goes to preventive maintenance and
when one external shock happens, this one may produce an aggravation of the
internal degradation level, cumulative external damage or external extreme failure
(non-repairable failure). Preventive maintenance and corrective repair times follow
different distributions. The system is modelled in transient regime and relevant
performance measures are obtained. All results are expressed in algorithmic and
computational form and they have been implemented computationally with
MATLAB and R. A numerical example shows the versatility of the model.

Keywords Reliability ⋅ Complex multi-state systems ⋅ Phase type distribution ⋅
Marked Markovian arrival process (MMAP)

1 Introduction

The failure of a reliability system may provoke severe economic and human
damage. Accordingly, system redundancy and preventive maintenance are imple-
mented in order to enhance reliability and availability. In engineering terms,
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redundancy in a system means duplicating its critical components or functions in
order to increase reliability. Redundant systems arouse considerable interest in
reliability literature. In this respect, Huang and Xu [6] presented a general
closed-form expression for the lifetime reliability of load-sharing k-out-of-n:G
hybrid redundant systems in which components are initially configured as active
units. Recently, a warm standby system with multiple types of failures was
developed by Ruiz-Castro [18].

Preventive maintenance refers to regular, routine maintenance to help keep
equipment up and running, thus avoiding the financial and time costs involved in
corrective maintenance. Designing a maintenance system and its corresponding
logistic support is a very complex process in which the aim is to find the optimal
level of maintenance, effective relations among different maintenance procedures
and appropriate implementation. The question of determining an effective pre-
ventive maintenance policy for a specific reliability system is one that has aroused
much research interest. In this respect, Nakagawa [11] conducted a detailed study of
maintenance policies for reliability systems, emphasising mathematical formulation
and optimisation techniques. New approaches to the reliability modeling of systems
with preventive maintenance subject to shared loads are given by Liu et al. [9].

In recent years, the classical binary-state reliability theory (perfect functionality
and complete failure) has been greatly extended by multi-state systems. A mul-
ti-state system is one containing components with different performance levels and
several failure modes, each with different effects on system performance. Lisnianki
el al. [8] performed a comprehensive analysis of multi-state systems, and Eryilmaz
[4] has studied the concepts of mean residual life and mean past lifetime for
multi-state systems. Measures for single-unit multi-state systems and multi-state
k-out-of-n: G systems under the assumption that the degradation in systems and
components follows an acyclic Markov process which has a discrete state space
have also been evaluated. Mi et al. [10] extended the universal generating function
based on belief function theory to conduct a reliability analysis of multi-state
systems with epistemic uncertainty.

Multi-state complex systems can be analysed in different ways in reliability
modelling. Typical failure time distributions such as Weibull and Gamma are
commonly found in reliability literature, but in order to facilitate the analytical
approach, phase-type (PH) distributions play an important role. This class of dis-
tribution was introduced by Neuts [12, 14] and has been applied in fields such as
reliability and queuing theory. Markov and semi-Markov processes have also been
used to study the behaviour over time of reliability systems with preventive
maintenance [3, 17, 20]. Ruiz-Castro [19] considered Markov counting and reward
processes in a computational form to analyse the performance and profitability of a
complex system with and without preventive maintenance.

Many reliability systems have inputs to the system over time, such as a
repairable failure, a non-repairable failure, preventive maintenance or an external
shock. When a multi-state system is considered, the number of events over time can
be modelled through a Markovian arrival process (MAP) which is a generalisation
of the Poisson process. The set of Markovian arrival processes is versatile.

40 J.E. Ruiz-Castro



Any stochastic counting process can be closely approximated by a sequence of
MAPs. The MAPs were introduced by Neuts [13]. A well-structured introduction of
MAPs, comparing them with the Poisson process, is given in [5]. BMAPs and
MMAPs are extensions of MAPs when arrivals occur in batch and for marked
arrivals, respectively. MAPs have been widely used in several fields such as reli-
ability or queuing theory [1, 2, 7, 15, 18].

Reliability systems are usually studied in the continuous case; nevertheless, not
all systems can be continuously monitored, and they must be observed at certain
epochs, due to the internal structure of the system, the need for periodic inspections,
etc. A system can also be subject to periodic inspections, with the state of the
system being identified at discrete times. Reliability systems that evolve in discrete
time have been modelled by considering a Markovian structure. Thus, Ruiz-Castro
[16] modelled a complex reliability system using a MAP in discrete time taking into
account several types of failure and preventive maintenance to determine whether
preventive maintenance was economic and profitable from a performance
standpoint.

The aim of this paper is to model a complex system, subject to several types of
failure that evolves in discrete time through a Marked Markovian Arrival Process.
The system may undergo repairable and/or non-repairable failures as a consequence
of internal wear or external shock. In reliability modelling, it is usually considered
that when a unit undergoes a non-repairable failure, it will be replaced by a new
one. In this paper, we assume a redundant system with a general number of units, in
which a unit is removed without replacement when a non-repairable failure occurs.
Preventive maintenance is introduced, in conjunction with random inspection. If
major internal or external damage is observed on inspection, the unit is sent to the
repair facility for preventive maintenance. The system is modelled in an algorithmic
and computational form and it has been implemented computationally with
MATLAB.

This paper is organised as follows. The system and its modelling are described in
Sect. 2. The MMAP that governs the system is given in Sect. 3. The Sect. 4 is
focused on expressing the transient distribution in an algorithmic form. Measures
are given in Sect. 5 and a numerical example shows the versatility of the model in
Sect. 6. Finally, conclusions are given in Sect. 7.

2 The System and the Model

We assume a cold standby system, composed of a general number of units, K. At
any time, the system is operational if at least one unit is operational, and the online
unit is subject to different events. Several internal operational stages are considered
with respect to possible internal operational failure. These stages are partitioned into
two well-differentiated groups: minor and major, corresponding to a low and high
risk of failure, respectively. The failure may be repairable or non-repairable. There
is one repair facility, staffed by one repairperson. The online unit is exposed to

A D-MMAP to Model a Complex Multi-state System … 41



external shocks. If a shock occurs, the online unit may undergo one of three
consequences: internal stage aggravation, cumulative external damage or extreme
external failure. The cumulative external damage increases each time an external
shock happens, and when it reaches a given threshold, the unit fails. In the same
way as in the internal case, the cumulative external damage is partitioned into minor
and major external stages. If the online unit fails as a consequence of an external
shock, a non-repairable failure is always produced. After a non-repairable failure,
the unit is removed and the system continues working with one less unit. If only one
unit remains and a non-repairable failure occurs, then the system is reinitialised
completely. To avoid major damage, preventive maintenance is introduced, in
conjunction with random inspection, of which periodic inspection is a particular
case. During inspection, the internal and the cumulative external stages are
observed. If a major failure is observed, the unit is sent to the repair facility for
preventive maintenance. One of three types of preventive maintenance will be
performed, according to whether only internal major damage, only external
cumulative major damage or both are observed. The system is based on the fol-
lowing assumptions.

Assumption 1 The internal operational time of the online unit is PH-distributed
with representation (α, T). The number of operational states is equal to n, and these
are partitioned in minors (the first n1 states) and majors states (states n1 + 1, …, n).

Assumption 2 When one internal failure occurs, it can be repairable or
non-repairable. The probability of undergoing a repairable or non-repairable failure
from a transient state is given by the column vectors T0

r y T0
nr, respectively.

Assumption 3 Events that produce failures of the online unit due to external
shocks occur according to a phase type renewal process. If the online place is busy,
the unit undergoes the effect of this shock. The time between two consecutive
events is PH distributed with representation (γ, L). The order of the matrix L is
equal to t.

Assumption 4 An external shock may produce one of three different effects on the
online unit: external cumulative damage, aggravation of internal degradation or
extreme failure (non-repairable failure).

Assumption 5 External damage can pass through an indeterminate number of
external degradation states. The number of external degradation states is equal to d,
and these are partitioned in minors (the first d1 states) and major states (states
d1 + 1, …, d). If the external degradation states is i, then the external shock
changes to state j with probability dij. These probabilities are contained in the
matrix D. A cumulative external damage threshold is reached from the external
damage states after an external shock through the probability column vector D0. If it
occurs then the unit undergoes a non-repairable failure. Initially, previously to an
external shock, the unit is in external degradation state 1 (no damage due to external
shock). The initial distribution for external damage when one unit occupies the
online place initially is ω = (1, 0, …, 0)1xd.
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Assumption 6 An external shock may directly produce extreme failure
(non-repairable failure). It occurs with a probability equal to ω0.

Assumption 7 One external shock can produce modification of the internal
degradation state. If the internal degradation state is i, then the external shock
changes this one to state j with probability wij. These probabilities are including in
the matrix W. An internal repairable failure can occur due to this fact from any
performance state with a probability column vector W0.

Assumption 8 The corrective repair time when the online unit fails is PH dis-
tributed with representation (β1, S1). The order of this matrix is equal to z1.

Assumption 9 When the online unit undergoes a non-repairable failure then it is
removed.

Assumption 10 While the online place is busy by a unit, random inspections can
occur. The time between two consecutive inspections is PH distributed with rep-
resentation (η, M). The order of the matrix M is equal to ε.

Assumption 11 If inspection observes only major internal failure then the pre-
ventive maintenance time is PH distributed with representation (β2, S2). The order
of this matrix is equal to z2.

Assumption 12 If inspection observes only major external cumulative failure then
the preventive maintenance time is PH distributed with representation (β3, S3). The
order of this matrix is equal to z3.

Assumption 13 If inspection observes both major internal and external failure
then the preventive maintenance time is PH distributed with representation (β4, S4).
The order of this matrix is equal to z2.

Assumption 14 When the system is composed of only one unit and this unit
undergoes a non-repairable failure, then the system is replaced by a new, identical
one with K units.

2.1 The State Space

The system described above is governed by a vector Markov process. The state
space E is composed of the macro-states E= EK ,EK − 1, . . . ,E1

� �
, where Ek con-

tains the phases when there are k units in the system for k = 1, …, K. At the same
time, these macro-states are composed by new macro-states according to the
number of units in the repair facility. Then, Ek = Ek, 0,Ek, 1, . . . ,Ek, k− 1,Ek, k

� �
where Ek, r contains the phases when the system has k operational units and r of
them are in the repair facility for r = 0,…, k. It is important to consider the order of
the units in the repair facility, according to arrival, because the type of repair needed
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(corrective or preventive) determines the repair time. Then, the macro-state Ek,r, for

r = 1, …, k, is composed of the following macro-states Ek, r = Ek
i1, i2, ..., ir ;

n
il =1, 2, 3, 4, l=1, . . . , rg. The macro-state Ek

i1, i2, ..., ir contains the phases when
there are k operational units, of which r are in the repair facility and the order of
repair of these units are given by i1, . . . , ir, where 1 indicates that the unit under-
went a repairable failure, 2 inspection has observed only major internal failure, 3
inspection has observed only major external cumulative failure and 4 when
inspection has observed major internal and external cumulative failure.

Finally, the phases of these latest macro-states are given by

Ek, 0 = i, j, u,mð Þ; 1≤ i≤ n, 1≤ j≤ t, 1≤ u≤ d, 1≤m≤ εf g, for k = 1, …, K,

Ek
i1, i2, ..., ir = i, j, u,m, að Þ; 1≤ i≤ n, 1≤ j≤ t, 1≤ u≤ d, 1≤m≤ ε, 1≤ a≤ zi1f g,

for k = 1, …, K and r = 1, …, k − 1,

Ek
i1, i2, ..., ik = j, að Þ; 1≤ j≤ t, 1≤ a≤ zi1f g, for k = 1, …, K,

where i denotes the phase of the internal operational time, j the phase of the
shock external time, u the cumulative external damage, m the phase of the
inspection time and a the phase of the repair time. This state space has been built in
this way to minimize the computational cost of the modeling process.

2.2 Analyzing Events

When a complex system is submitted to several types of events is important to
analyze the behavior of these ones to avoid or delaying economical or catastrophic
failures. The online unit is subject to several types of events, which cause failures.
The system is modeled in a well structured form to analyze these events on the
online unit.

Six different events over the online unit are considered; a repairable internal
failure of the online unit (A), inspection with response major revision for only
internal damage (B1), major revision for only cumulative external damage (B2),
major revision for both internal damage and cumulative external damage (B3) and
non-repairable failure (C). Finally, C is also taken into account when it causes a
renewal of the system.

The transition probabilities associated to these events are modeled in a well
structured form. Previous to show them, some auxiliary matrices are introduced.

The matrices Ul and Vl, for l = 1, 2, are square matrices of order n and d re-
spectively, whose element (s, t) is given by,
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U1 s, tð Þ= 1; 1≤ s= t≤ n1
0; otherwise

�
, U2 s, tð Þ= 1; s= t> n1

0; otherwise

�
,

V1 s, tð Þ= 1; 1≤ s= t≤ d1
0; otherwise

�
, V2 s, tð Þ= 1; s= t> d1

0; otherwise.

�

These matrices are applied when a minor of major damage is observed by
inspection (l = 1 and l = 2 respectively), for internal damage (matrix U) or
cumulative external damage (matrix V).

Throughout the paper, given a matrix A we denote A0 to the matrix A0 = e − Ae,
where e is a column vector of ones with appropriate order. The vector ea denotes a
vector of ones with order a. A matrix of zeros with appropriate order is denoted by 0
and the function I{} is the indicatory function.

Next, the behavior of the online unit is described.
Internal Repairable failure of the online unit (A)
The online unit may undergo a repairable failure from any operational internal

state due to wear or external shock. In the first case, it occurs because the repairable
internal failure is produced (T0

r ). In the second case, if an external shock occurs, but
no external failure is produced (Deω 1−ω0ð Þ), one internal failure may happen
because this shock modifies the internal behavior (TW0). In any case, the inspec-
tion (eεη) and the external damage are reinitialized for the new unit. The unit is
replaced by one standby unit with initial distribution α.

The matrix that governs this transition is given by

H1 = T0
rα⊗L⊗ eω+ T0

rα+TW0α
� �

⊗L0γ⊗Deω 1−ω0� �� �
⊗ eεη.

If the online unit that fails is the last operational one and no unit is available from
the repair facility, then no units will occupy the online place at the next time point.
Then,

H′

1 = T0
r ⊗L⊗ ed + T0

r +TW0� �
⊗L0γ⊗De 1−ω0� �� �

⊗ eε.

Inspection observes only major internal damage of the online unit (B1)
While the online unit is working, an inspection may take place (M0η). The

inspection will only reveal major internal damage, and may take place either fol-
lowing (U2TWeα⊗L0γ⊗V1Deω 1−ω0ð Þ), or in the absence
(U2 e−T0

� �
α⊗L⊗V1eω) of, a previous external shock. The matrix that governs it

is given by

H1
2 = U2 e−T0� �

α⊗L⊗V1eω+U2TWeα⊗L0γ⊗V1Deω 1−ω0� �� �
⊗M0η.

Preventive maintenance is performed after major inspection only if there are at
least two operational units in the system.
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Inspection observes only major cumulative external damage of the online unit
(B2)

This situation is similar to the previous one but in this case the cumulative
external damage observed by inspection is major. In this case,

H2
2 = U1 e−T0� �

α⊗L⊗V2eω+U1TWeα⊗L0γ⊗V2Deω 1−ω0� �� �
⊗M0η

Inspection observes major internal and external damage of the online unit (B3)
In this case, inspection observes major internal damage and major cumulative

damage due to external shocks. The matrix that governs this event is given by

H3
2 = U2 e−T0� �

α⊗L⊗V2eω+U2TWeα⊗L0γ⊗V2Deω 1−ω0� �� �
⊗M0η.

Non-repairable failure (C)
While the online unit is working, an internal non-repairable failure may occur,

due to wear from any operational state (T0
nr) or as a consequence of an external

shock. This situation is considered when an external shock causes an extreme
failure (ω0) or when the cumulative external threshold is reached (D0). In any case,
the operational time of the online unit, the cumulative external damage and the
inspection time are all reinitialised (α,ω,η). The matrix when there is at least one
operational unit to occupy the online place is

H3 = T0
nrα⊗ L⊗ eω+L0γ⊗Deω 1−ω0� �� �

+ eα⊗L0γ⊗ eωω0 +D0ω 1−ω0� �� �� �
⊗ eη.

If there are no operational units to occupy the online place then

H′

3 = T0
nr ⊗ L⊗ e+L0γ⊗De 1−ω0� �� �

+ e⊗L0γ⊗ eω0 +D0 1−ω0� �� �� �
⊗ e.

No events (O)
Finally, there are several situations which describe transition without any of the

above events taking place. These transitions occur when no failures are produced or
when an inspection only reveals minor damage. In both cases, there may be an
external shock without a failure being producing. The matrix is

H0 = T⊗L⊗ I+TW⊗L0γ⊗D 1−ω0� �� �
⊗M

+ U1T⊗L⊗V1 +U1TW⊗L0γ⊗V1D 1−ω0� �� �
⊗M0η.

To optimise the reliability of the system, preventive maintenance is only carried
out when there are operational units to occupy the online place. Then, if there is no
failure and an inspection takes place, revealing major damage but when there is no
operational unit in standby, the unit continues working, and no event is recorded.
The matrix that governs this transition is
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H′

2 = U1T⊗L⊗V2I+U2T⊗L⊗ I½
+U1TW⊗L0γ⊗V2D 1−ω0� �

+U2TW⊗L0γ⊗D 1−ω0� ��
⊗M0η.

3 The Markovian Arrival Process with Marked Arrivals

The system described in Sect. 2 is governed by the Markovian Arrival Process with
marked arrivals (MMAP) with representation DO,DA,DB1 ,DB2 ,DB3 ,DC,DFC

� �
,

where DY denotes the matrix associated to the event Y, being FC the non-repairable
failure of the online unit event by producing a replacement of the system.

The matrices DY are composed of matrix blocks according to the macro-states
Ek, for k ≤ K. Thus,

DY =

RK, Y
p 0 0 . . . 0

0 RK − 1, Y
p 0 . . . 0

⋮ ⋱ ⋱ ⋱ ⋮
0 . . . 0 R2, Y

p 0
0 . . . . . . 0 R1,Y

p

0
BBBBB@

1
CCCCCA
, for Y =O,A,B1,B2,B3,

DY =

0 RK, Y
s 0 . . . 0

0 0 RK − 1, Y
s . . . 0

⋮ ⋮ ⋱ ⋱ ⋮
0 0 ⋱ R2, Y

s
0 0 . . . 0

0
BBBB@

1
CCCCA,

for Y =C andDY =

0 0 0 . . . 0
0 0 0 . . . 0
⋮ ⋮ ⋱ ⋱ ⋮
0 0 ⋱ 0
R1, Y

s 0 . . . 0

0
BBBB@

1
CCCCA

for Y = FC, where Rk,Y
p is the matrix that contains the transition probabilities

between the macro-states Ek → Ek (k units in the system and a non-repairable
failure is not produced) and the event Y occurs. On the other hand, if a
non-repairable failure occurs, then the transition probabilities between the
macro-states Ek → Ek−1 is given by the matrix blocks Rk, Y

s when the event Y is
produced.

Next, the matrix blocks for repairable failure are shown in detail. The rest are
given in the Appendix.
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Matrix Rk,A
p

The matrix block Rk,A
p contains the transition probabilities when the system is

composed of k units, when a non-repairable failure does not occur and when a
repairable failure occurs. This matrix is composed of matrix blocks according to
some of the transitions between the macro-states Ek,r → Ek,r and Ek, r→ Ek,r+1.
The elements of the matrix Rk,A

p for k = 1, …, K are given by

Rk,A
p =

0 Dk,A
01 0 ⋯ 0 0

0 Dk,A
11 Dk,A

12 ⋯ 0 0
0 0 Dk,A

22 ⋯ 0 0
⋮ ⋱ ⋱ ⋮
0 Dk,A

k− 2, k− 2 Dk,A
k− 2, k− 1 0

0 ⋯ Dk,A
k− 1, k− 1 Dk,A

k− 1, k
0 0 ⋯ ⋯ 0 0

0
BBBBBBBB@

1
CCCCCCCCA
.

The matrices Dk,A
l, h are again formed by matrix blocks by considering the tran-

sitions between the macro-states Ek
i1, ..., il →Ek

j1, ..., jh . Finally, the matrices that con-

tains the phases between these macro-states are denoted by Dk,A
l, h j1, . . . , jh;ð

i1, . . . ilÞ. If l or h is equal to zero then only one queue appears. Only transitions
different to zero are shown.

Hence, the transition matrix when the system is composed of k units, all of them
in operational state, and one repairable failure occurs is given by

Dk,A
01 1ð Þ= H1I k>1f g +H′

1I k=1f g
� �

⊗ β1,

where the transition probability for the online unit depends on the number of units
in the system and after failure the unit begins its repairing with initial distribution
β1.

If there are k units in the system of which l are in the repair facility, one internal
repairable failure occurs, one repair does not happen, then the transition probability
matrix is

Dk,A
l, l+1 i1, . . . , il, 1; i1, . . . , ilð Þ= H1I l< k− 1f g +H′

1I l= k− 1f g
� �

⊗ Si1 ,

for l=1, . . . , k− 1; is =1, 2, 3, 4 for s=1, . . . , l. The unit that is being repaired
keeps on repairing governed by the matrix Si1 .

If the system is composed of k units, with l of them in the repair facility, at the
next time will have also l units in the repair facility if a repair occurs (a repairable
failure happens).
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Then,

Dk,A
l, l i2, . . . , il, 1; i1, . . . , ilð Þ=H1 ⊗ S0i1β

i2 ,

for l=1, . . . , k− 1; is =1, 2, 3, 4 for s=1, . . . , l. The unit that is being repaired
finishes its repairing (S0i1 ) and the next unit in queuing enters to be repaired with the
corresponding initial distribution (βi2 ).

4 The Transient Distribution

The transition probabilities have been worked out in a computational and algo-
rithmic form by considering matrix blocks. From the MMAP defined in the pre-
vious section, the transition probability matrix of the Markov process that governs
the system is given by

P=DO +DA +DB1 +DB2 +DB3 +DC +DFC.

This transition probability matrix can be expressed as follows,

P=

RK
p RK

s 0 . . . 0
0 RK − 1

p RK − 1
s . . . 0

⋮ ⋱ ⋱ ⋱ ⋮
0 . . . 0 R2

p R2
s

R1
s . . . . . . 0 R1

p

0
BBBBB@

1
CCCCCA
,

where Rk
p = ∑

Y
Rk,Y

p and Rk
s = ∑

Y
Rk, Y

s . Thus, Rk
p is the matrix that contains the

transition probabilities between the macro-states Ek →Ek and Rk
s the transition

probabilities between the macro-states Ek →Ek− 1. The matrix R1
s contains the

transition probabilities between the macro-states E1 →EK . It occurs when there is
only one unit in the system and a non-repairable failure occurs. The system is
reinitialized by a new one with K units.

If the matrix PðnÞ
ij denotes the matrix block with the transition probabilities

between the macro-states Ei →E j after n steps, then this one can be worked out in a
recursive way through the matrix blocks defined above as

Pð1Þ
ij = I i= jf gRi

p + I j= i− 1f gRi
s + I i=1, j=Kf gR1

s ,

PðnÞ
ij =Pðn− 1Þ

ij R j
p +Pðn− 1Þ

i, j+1 R
j+1
s + I j=Kf gP

ðn− 1Þ
i1 R1

s + I j=1f gP
ðn− 1Þ
i1 R1

p ; n≥ 2.
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Given the initial distribut5ion ϕ, partitioned according to the macro-states Ek

such as ϕ= ϕK ,ϕK − 1, . . . ,ϕ1� �
, the transient distribution can be got as

P{the system occupies the macro-state Ek at time n} = pnEk = ∑
K

i=1
ϕiP

ðnÞ
ik .

If initially the system is composed of K units then pnEk =ϕKP
ðnÞ
K, k, and P{the

system occupies the macro-state Ek, r at time n} = pnEk, r will be calculated by
considering the corresponding part of the probability vector pnEk .

5 Measures

Several measures associated to this system have been worked out.

5.1 Availability

The availability is the probability that at time ν the system will be operational. It is
given by

A νð Þ=1− ∑
K

k=1
pνEk, k ⋅ e4k− 2t z1 + z2 + z3 + z4ð Þ.

5.2 Reliability

Two different reliabilities are defined in this section: the probability of the system
being reinitialised for the first time after time ν, and the probability of the system
being non-operational the first time after time ν. Each probability is the reliability
function of a phase-type distributions with representations ϕ,P1ð Þ and ϕ*,P*ð Þ
respectively, being P1 =DO +DA +DB1 +DB2 +DB3 +DC and P* =DO

* +
DA

* +DB1
* +DB2

* +DB3
* +DC

* +DFC
* where * indicates that the matrices contained in

those are restricted to the macro-states Ek, r, for k = 1, …, K and r = 0, …, k − 1.

5.3 Mean Sojourn Times

The phase of the system changes while it is working. It is interesting to obtain
information about the mean time elapsed in certain situations, up to a certain time.

Mean operational time up to time ν
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The mean time that the system is operational up to time ν is given by

Oν =1+ ν− ∑
K

k=1
∑
ν

m=0
pmEk, ke , for k=1, . . . ,K and r=0, 1, . . . , k.

Mean working time up to a certain time ν
The mean time that the repairperson is occupied, according to the type of work

being done, up to a certain time, is calculated. The repairperson may be working on
four different types of repairs, corrective, internal preventive maintenance, external
preventive maintenance and both internal and external preventive maintenance.

Mean working time on corrective repair up to a certain time ν
Up to a certain time ν, the repairperson has been working on corrective repair a

mean time equal to

ψν
corr = ∑

ν

m=0
pmE1, 1e1: t ⋅ z1 + ∑

ν

m=0
∑
K

k=2
∑
k− 1

r=1
pmEk, re1: 4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1

+ ∑
ν

m=0
∑
K − 1

k=2
pmEk, ke1: 4k− 1t ⋅ z1 + ∑

ν

m=0
pmEK,Ke1: 4K − 2t ⋅ z1 .

Mean working time on just internal preventive maintenance up to a certain
time ν

ψν
prev1 = ∑

ν

m=0
pmE1, 1et ⋅ z1 + 1: t ⋅ z1 + z2ð Þ + ∑

ν

m=0
∑
K

k=2
∑
k− 1

r=1
pmEk, re4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + 1: 4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + z2ð Þ

+ ∑
ν

m=0
∑
K − 1

k=2
pmEk, ke4k− 1t ⋅ z1 + 1: 4k− 1t ⋅ z1 + z2ð Þ + ∑

ν

m=0
pmEK,Ke4K − 2t ⋅ z1 + 1: 4K − 2t ⋅ z1 + z2ð Þ.

Mean working time on just external preventive maintenance up to a certain
time ν

ψν
prev2 = ∑

ν

m=0
pmE1, 1et ⋅ z1 + z2ð Þ+1: t ⋅ z1 + z2 + z3ð Þ + ∑

ν

m=0
∑
K

k =2
∑
k− 1

r=1
pmEk, re4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + z2ð Þ+1: 4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + z2 + z3ð Þ

+ ∑
ν

m=0
∑
K − 1

k=2
pmEk, ke4k− 1t ⋅ z1 + z2ð Þ+1: 4k− 1t ⋅ z1 + z2 + z3ð Þ + ∑

ν

m=0
pmEK,K e4K − 2t ⋅ z1 + z2ð Þ+1: 4K − 2t ⋅ z1 + z2 + z3ð Þ.

Mean working time on internal-external preventive maintenance up to a certain
time ν
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ψν
prev3 = ∑

ν

m=0
pmE1, 1et ⋅ z1 + z2 + z3ð Þ+1: t ⋅ z1 + z2 + z3 + z4ð Þ

+ ∑
ν

m=0
∑
K

k=2
∑
k− 1

r=1
pmEk, re4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + z2 + z3ð Þ+1: 4r− 1n ⋅ t ⋅ d ⋅ ε ⋅ z1 + z2 + z3 + z4ð Þ

+ ∑
ν

m=0
∑
K − 1

k=2
pmEk, ke4k− 1t ⋅ z1 + z2 + z3ð Þ+1: 4k− 1t ⋅ z1 + z2 + z3 + z4ð Þ

+ ∑
ν

m=0
pmEK,Ke4K − 2t ⋅ z1 + z2 + z3ð Þ+1: 4K − 2t ⋅ z1 + z2 + z3 + z4ð Þ.

5.4 Mean Number of Events

The system has been modeled by considering a MMAP to express the results in a
well structured form and for calculating the mean number of events, described in
Sect. 3, up to a certain time. This mean number of events is given by

Γν
Y =ϕ ∑

ν

m=1
P m− 1ð ÞDYe, Y =A,B1,B2,B3,C,FC.

6 A Numerical Example

This section highlights the value of preventive maintenance by comparing similar
systems with and without this maintenance. We assume a system composed of three
units, one online and two in cold standby. The phase type distributions embedded in
the system and the mean times are given in Tables 1 and 2.

When an internal failure occurs, it may be repairable or non-repairable. The
probability of either case occurring, from a transient state, is given by the column
vectors T0

r = 0, 0, 0.045ð Þ′ and T0
nr = 0, 0, 0.005ð Þ′. We assume that one external

shock can produce a fatal extreme non-repairable failure with probability 0.3 and
the matrix that governs the transitions between cumulative external damage is

Table 1 Internal failure, external shock and inspection phase type distributions

Internal failure time External shock time Inspection time

α= 1, 0, 0ð Þ

T=

0.99 0.01 0

0.002 0.99 0.008

0 0 0.95

0
B@

1
CA

Mean time: 270

γ= 1, 0ð Þ

L=
0.98 0.002

0.98 0.005

	 


Mean time: 55.5741

η= 1, 0ð Þ

M=
0.7 0.1

0.6 0.2

	 


Mean time: 5
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D=

0 0.1 0.9 0
0 0 0.6 0.4
0 0 0 1
0 0 0 0.66

0
BB@

1
CCA.

When an external shock is produced, the cumulative threshold damage is
reached from any transient state according to the column vector D0 = 0, 0, 0, 0.34ð Þ′.
In this case a non-repairable failure occurs.

Some measures, described in Sect. 5, have been applied. The mean operational
time up to a certain time and the mean time that the repairperson is working in
corrective and preventive maintenance up to a certain time for both models are
given in Table 3. The stationary measures are given in the last row of this table.
Thus, the proportional operational time is 0.9843 for the case with preventive
maintenance and 0.9808 otherwise.

Table 2 Corrective and preventive maintenance phase type distributions

Corrective repair
time

Only internal
preventive maintenance
time

Only external
preventive maintenance
time

Both internal and external
preventive maintenance time

β1 = 1, 0ð Þ

S1 =
0.9 0.05

0.3 0.65

	 


Mean time: 20

β2 = 1, 0ð Þ

S2 =
0.05 0.005

0.05 0.005

	 


Mean time: 1.0582

β3 = 1, 0ð Þ

S3 =
0.005 0.005

0.005 0.005

	 


Mean time: 1.0101

β4 = 1, 0ð Þ

S4 =
0.04 0.02

0.01 0.05

	 


Mean time: 1.0638

Table 3 Mean operational time and mean working times for both models (without preventive
maintenance in parenthesis)

Time (ν) Oν ψν
corr ψν

prev1 ψν
prev2 ψν

prev3

50 50.9984
(50.9977)

0.1441
(0.3734)

0.0544 0.0888 0.0040

100 100.9630
(100.9467)

0.6228
(2.1177)

0.1555 0.2593 0.0150

200 200.5377
(200.3538)

2.0386
(7.1788)

0.3518 0.5953 0.0395

500 496.6584
(495.2728)

8.3530
(22.7648)

0.8403 1.4347 0.1011

1000 988.7855
(985.6309)

20.0059
(48.5891)

1.6094 2.7540 0.1968

∞ 0.9843
(0.9808)

0.0233
(0.0517)

0.0015 0.0026 0.0002
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The mean number of events has also been worked out from Sect. 5.4. The results
are given in Table 4. The last row shows the stationary measures, proportion of
occurrence of each event per unit of time.

The availability and reliability defined in Sect. 5.1 and Sect. 5.2, respectively,
have been plotted in Fig. 1. The mean time up to first time that all units are in the
repair facility is equal to 1597.8010 and 1275.1894 for the cases with and without
preventive maintenance respectively.

Table 4 Mean number of events up to a certain time (without preventive maintenance in
parenthesis)

Time (ν) Γν
A Γν

B1 Γν
B2 Γν

B3 Γν
C Γν

FC

50 0.0137
(0.0388)

0.0515 0.0880 0.0038 0.2708
(0.2791)

0.0026
(0.0026)

100 0.0421
(0.1486)

0.1471 0.2569 0.0141 0.5324
(0.5741)

0.0183
(0.0194)

200 0.1178
(0.4092)

0.3325 0.5895 0.0372 1.0058
(1.1298)

0.1051
(0.1194)

500 0.4397
(1.1877)

0.7942 1.4205 0.0950 2.2098
(2.4879)

0.6222
(0.7292)

1000 1.0224
(2.4789)

1.5210 2.7265 0.1850 4.1358
(4.6109)

1.5893
(1.8230)

∞ 0.00113
(0.00256)

0.0015 0.0026 0.00018 0.00384
(0.00439)

0.00188
(0.00219)

Fig. 1 Reliability and availability of the systems with (continuous line) and without (dashed line)
preventive maintenance
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7 Conclusions

This paper presents a complex multi-state model subject to various types of failure,
to which preventive maintenance is applied, modelled using a Markovian Arrival
Process with Marked arrivals in an algorithmic and computational form. This model
is developed for any number of units and it is subject to possible internal failure
and/or external shocks which may provoke non-repairable failure. When the latter
occurs, the unit is not replaced by a new one, but is removed and the system
continues working with one unit less. Random inspections are conducted and
preventive maintenance is performed if major internal or external damage is
observed.

The MMAP enables us to express this modelling and its associated measures in a
well structured form. Furthermore, this method enables us to determine the transient
distribution, the number of different events and the mean number of events. A nu-
merical example, comparing similar systems with and without preventive mainte-
nance, illustrates the versatility of the model.
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Appendix

The MMAP that governs the system has been introduced in Sect. 3. Some matrix
blocks have been described in that section, the rest are given in this Appendix.

Matrix Rk,O
p

The elements of the matrix Rk,O
p for k = 1, …, K are given by

Rk,O
p =

Dk,O
00 0 0 ⋯ 0 0

Dk,O
10 Dk,O

11 0 ⋯ 0 0
0 Dk,O

21 Dk,O
22 ⋯ 0 0

⋮ ⋱ ⋱ ⋮
0 Dk,O

k− 1, k− 2 Dk,O
k− 1, k− 1 0

0 ⋯ Dk,O
k, k− 1 Dk,O

kk

0
BBBBBBB@

1
CCCCCCCA
,

where

Dk,O
00 =H0 +H′

2I k=1f g,
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Dk,O
l, l i1, . . . , il; i1, . . . , ilð Þ= H0 +H′

2I l= k− 1f g
� �

⊗ Si1 , for l=1, . . . , k− 1;
is =1, 2, 3, 4 for s=1, . . . , l,

Dk,O
k, k i1, . . . , ik , ; i1, . . . , ikð Þ= L+L0γ

� �
⊗ Si1 ,

for is =1, 2, 3, 4 for s=1, . . . , k; k≠K, ik =1, k=K,

Dk,O
10 i1ð Þ=H0 ⊗ S0i1 ; i1 = 1, 2, 3, 4 ; k≥ 2,

Dk,O
l, l− 1 i2, . . . , il; i1, . . . , ilð Þ=H0 ⊗ S0i1β

i2 ; l=2, . . . , k− 1; is =1, 2, 3, 4 for s=1, . . . , l ,

Dk,O
k, k− 1 i2, . . . , ik; i1, . . . , ikð Þ=α⊗ L+L0γ

� �
⊗ω⊗η⊗ S0i1β

i2 ,

for is =1, 2, 3, 4 for s=1, . . . , k; k≠K, ik =1, k=K,

D1,O
10 1ð Þ=α⊗ L+L0γ

� �
⊗ω⊗η⊗ S01.

Matrix Rk,Bi
p

The elements of the matrix Rk,Bi
p for i = 1, 2, 3 and for k = 2, …, K are given by

Rk,Bi
p =

0 Dk,Bi
01 0 ⋯ 0 0

0 Dk,Bi
11 Dk,Bi

12 ⋯ 0 0
0 0 Dk,Bi

22 ⋯ 0 0
⋮ ⋱ ⋱ ⋮
0 Dk,Bi

k− 2, k− 2 Dk,Bi
k− 2, k− 1 0

0 ⋯ Dk,Bi
k− 1, k− 1 0

0 0 ⋯ ⋯ 0 0

0
BBBBBBBBB@

1
CCCCCCCCCA
, R1,Bi

p = 0

Dk,Bi
01 2ð Þ=Hi

2 ⊗ β2,

Dk,Bi
l, l+1 i1, . . . , il, 2; i1, . . . , ilð Þ=Hi

2 ⊗ Si1 ; l=1, . . . , k− 2 ; is =1, 2, 3, 4 for s=1, . . . , l,

Dk,Bi
l, l i2, . . . , il, 2; i1, . . . , ilð Þ=Hi

2 ⊗ S0i1β
i2 ; l=1, . . . , k− 1 ; is =1, 2, 3, 4 for s=1, . . . , l.

Matrix Rk,C
p

56 J.E. Ruiz-Castro



The elements of the matrix Rk,C
s for k = 2, …, K are given by

Rk,C
s =

Dk,C
00 0 0 ⋯ 0 0

Dk,C
10 Dk,C

11 0 ⋯ 0 0
0 Dk,C

21 Dk,C
22 ⋯ 0 0

⋮ ⋱ ⋱ ⋮
0 Dk,C

k− 1, k− 2 Dk,C
k− 1, k− 1 0

0 ⋯ ⋯ 0 0

0
BBBBBB@

1
CCCCCCA

Dk,C
00 =H3I k >1f g,

Dk,C
l, l i1, . . . , il; i1, . . . , ilð Þ= I k ≠K − 1f gH3 + I k=K − 1f gH′

3

� �
⊗ Si1 ; for l=1, . . . , k− 1 ,

and is =1, 2, 3, 4 for s=1, . . . , l,

Dk,C
l, l− 1 i2, . . . , il; i1, . . . , ilð Þ=H3 ⊗ S0i1β

i2 ; l=2, . . . , k − 1 ; is =1, 2, 3, 4 for s=1, . . . , l,

Dk,C
10 i1ð Þ=H3 ⊗ S0i1 ; is =1, 2, 3, 4 for s=1, . . . , l .

Matrix Rk,C
s

The elements of the matrix Rk,C
s for k = 2, …, K are given by

Rk,C
s =

Dk,C
00 0 0 ⋯ 0 0

Dk,C
10 Dk,C

11 0 ⋯ 0 0
0 Dk,C

21 Dk,C
22 ⋯ 0 0

⋮ ⋱ ⋱ ⋮
0 Dk,C

k− 1, k− 2 Dk,C
k− 1, k− 1 0

0 ⋯ ⋯ 0 0

0
BBBBBB@

1
CCCCCCA
,

where

Dk,C
00 =H3I k>1f g;

Dk,C
l, l i1, . . . , il; i1, . . . , ilð Þ= I k≠K − 1f gH3 + I k=K − 1f gH′

3

� �
⊗ Si1 ,

for l=1, . . . , k− 1; is =1, 2, 3, 4 for s=1, . . . , l,
Dk,C

l, l− 1 i2, . . . , il; i1, . . . , ilð Þ=H3 ⊗ S0i1β
i2 ,

for l=2, . . . , k− 1; is =1, 2, 3, 4 for s=1, . . . , l,
Dk,C

10 i1ð Þ=H3 ⊗ S0i1 , for is =1, 2, 3, 4 for s=1, . . . , l.
Matrix R1,FC

p
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The elements of the matrix R1,FC
s are given by

R1,FC
s = D1,C

00 0
0 0

	 

, whereD1,C

00 =H3
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Modeling and Inference for Multi-state
Systems

Vlad Stefan Barbu and Alex Karagrigoriou

Abstract In this work we are focused on multi-state systems modeled by means of

a special type of semi-Markov processes. The sojourn times are seen to be indepen-

dent not necessarily identically distributed random variables and assumed to belong

to a general class of distributions closed under extrema that includes, in addition to

some discrete distributions, several typical reliability distributions like the exponen-

tial, Weibull, and Pareto. A special parametrization is proposed for the parameters

describing the system, taking thus into account various types of dependencies of the

parameters on the the states of the system. We obtain maximum likelihood estimators

of the parameters and plug-in type estimators are furnished for the basic quantities

describing the semi-Markov system under study.

Keywords Multi-state system ⋅ Reliability theory ⋅ Survival analysis ⋅ Semi-

Markov processes ⋅ Parameter estimation ⋅ Time-varying model ⋅ Scale parameter

1 Introduction

Technical and technological systems assuming multiple possible states are known as

multi-state systems (MSS). Any system that is allowed to assume a finite number of

performance rates can be modeled by means of a multi-state system.

Such modeling approaches, which are more realistic and provide more accu-

rate representations of engineering systems, are much more complex and present

major difficulties in system definition and performance evaluation. MSS reliability

has received a substantial amount of attention in the past four decades with basic

concepts being introduced in the 70s by [1–4]. Extensions and generalizations can
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be found in [5–7]. Essential achievements that were attained up to the mid 1980s

are reflected in [8, 9], where one can find the state of the art in the field of MSS

reliability. For theoretical advances and significant applications in MSS reliability

theory in recent years, the reader is referred to [10–12]. For general references on

continuous-time semi Markov systems and associated reliability topics, one can see

[13–17].

Consider a process defined on a probability space (𝛺,F ,ℙ) with state space

E = {1, 2,… ,N}. For example, state “N” is associated with nominal performance

of the system and state “1” is associated with total failure. Markov processes repre-

sent typical tools for modelling such a system. In this work we focus on multi state

systems that we model by means of semi-Markov processes, which generalize typi-

cal Markov jump processes by allowing general distributions for sojourn times [13].

For this reason, the semi-Markov processes are more adapted for reliability studies

(and for applications in general).

The sojourn times in a given state are assumed to belong to a general class of dis-

tributions, cf. Relation (2). The interest of this distribution class is twofold. First, it

is worth noticing that the class is closed under extrema (cf. [18]) and secondly it uni-

fies under a single umbrella, not only some discrete distributions but also and more

importantly, several typical reliability distributions like the exponential, Weibull,

Rayleigh and Pareto distributions.

In this chapter we consider a special case of the semi-Markov system introduced

in [19]. In that article, the system under study depended on some parameters aij,
with i, j belonging to the state space E. In the present work, the dependence of the

parameters aij on the states i and j is made explicit through a function g(i, j). We also

provide several examples of such a function g that could be of interest in different

modeling situations, according to the application under study. It is important to indi-

cate that time- and state-varying parameters become quite popular since more and

more systems are subject to dynamic changes. Note that the problem of time- and

state-varying parameters has received in recent years, increased attention (see e.g.

[20–23]) because of an ever-growing body of evidence that typical assumptions of

stable parameters often appear invalid.

The chapter is organized as follows. Some preliminaries regarding semi-Markov

processes are presented in Sect. 2; here we also describe the special case of the semi-

Markov system introduced in [19], developed in a multi-state system framework. In

Sect. 3 we describe the class of distributions considered in this work and we propose

a special parametrization of these distributions. In Sect. 4 the likelihood function

and the associated maximum likelihood estimators of the parameters of interest are

provided.

2 A Special Case of Semi-Markov Multi-state Systems

As previously mentioned, we assume that the random system has finite state space

E = {1,… ,N}, N < ∞ and its time evolution is governed by a stochastic process

Z = (Zt)t∈ℝ+
. Let us denote by S = (Sn)n∈ℕ the successive time points when state
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changes in (Zt)t∈ℝ+
occur and by J = (Jn)n∈ℕ the successive visited states at these

time points. Set also X = (Xn)n∈ℕ for the successive sojourn times in the visited

states. Thus, Xn = Sn − Sn−1, n ∈ ℕ∗
, and, by convention, we set X0 = S0 = 0.

Let us first recall the definition of a Markov renewal and semi-Markov process

(cf. [13]). If (J, S) = (Jn, Sn)n∈ℕ satisfies the relation

ℙ(Jn+1 = j, Sn+1 − Sn ≤ t|J0,… , Jn; S1,… , Sn)
= ℙ(Jn+1 = j, Sn+1 − Sn ≤ t|Jn), j ∈ E, t ∈ ℝ+,

then

∙ (J, S) is called a Markov renewal process (MRP);

∙ Z = (Zt)t∈ℝ+
is called a semi-Markov process (SMP) associated to (J, S), where

Zt ∶= JN(t) ⇔ Jn = ZSn ,

with

N(t) ∶= max{n ∈ ℕ ∣ Sn ≤ t}, t ∈ ℝ+, (1)

the counting process of the number of jumps in the time interval (0, t]. Thus, Zt
gives the state of the system at time t.

If (Jn, Sn)n∈ℕ is a MRP, it can be immediately checked that (Jn)n∈ℕ is a Markov chain,

called the embedded Markov chain.

All along this work we assume that the SMP (or equivalently, the MRP) is regular,

irreducible and positive-recurrent (see, e.g., [13, 24, 25] for more details on these

notions).

A SM model is characterized by its initial distribution 𝛼 = (𝛼1,… , 𝛼N)

𝛼j ∶= ℙ(J0 = j), j ∈ E,

and by the semi-Markov kernel

Qij(t) ∶= ℙ(Jn = j,Xn ≤ t|Jn−1 = i).

Let us also introduce the transition probabilities of the embedded Markov chain

(Jn)n∈ℕ,

pij ∶= ℙ(Jn = j|Jn−1 = i) = lim
t→∞

Qij(t),

and the conditional sojourn time distribution functions

Wij(t) ∶= ℙ(Sn − Sn−1 ≤ t|Jn−1 = i, Jn = j)
= ℙ(Xn ≤ t|Jn−1 = i, Jn = j).
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Observe that

Qij(t) = pijWij(t).

In the sequel, we will consider a special case of semi-Markov system introduced

in [19]. As it will be seen in the next section, we will consider here a particular

parametrization of this system.

Let us assume that we have at our disposal a collection of positive random vari-

ables Tij, that can be seen as potential times spent in state i before moving (directly)

to state j. We denote by Fij(t; 𝜃ij) its cumulative distribution function (cdf), where 𝜃ij
is the m-dimensional parameter involved in the underlying distribution. We assume

that the distribution of Tij is absolutely continuous with respect to the Lebesgue mea-

sure; an associated density is denoted by fij(t; 𝜃ij).
The dynamic of the system is as follows: the next state to be visited after state

i is the one for which Til is the minimum, l ∈ E. This is the way the next state to

be visited, say j, is “chosen”, namely j = argminl∈E(Til). Thus, for our semi-Markov

system, the semi-Markov kernel becomes

Qij(t) = ℙ(min
l

Til ≤ t & the min occurs for j|Jn−1 = i)

= ℙ(min
l

Til ≤ t,Tij ≤ Til,∀l|Jn−1 = i)

= ℙ(min
l

Til ≤ t|Jn−1 = i, Jn = j) × ℙ(Tij ≤ Til,∀l|Jn−1 = i)

= pijWi(t),

where

pij = ℙ(Jn = j|Jn−1 = i) = ℙ(Tij ≤ Til,∀l|Jn−1 = i)

and

Wij(t) = ℙ(Sn − Sn−1 ≤ t|Jn−1 = i, Jn = j)
= ℙ(min

l
Til ≤ t|Jn−1 = i, Jn = j)

= ℙ(min
l

Til ≤ t|Jn−1 = i) =∶ Wi(t), independent of j,

which represents the cdf of the sojourn time in state i (unconditional to the next state

to be visited). Note that

∑

j
Qij(t) = Wi(t).

Let us assume that Wi(t) is absolutely continuous w.r.t. the Lebesgue measure and

has a density denoted by fi(t).
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As we will be dealing in the sequel with parametric inference, whenever a quantity

of interest will depend on a parameter 𝜃 ∈ 𝛩 ⊂ ℝm
, we may set this parameter as an

argument. For instance, if Qij(t) depends on some parameter 𝜃, we could denote it

by Qij(t; 𝜃).
Our intention is to provide estimators of pij, Wi(t), and Qij(t) under a general class

of distributions, with a specific parametrization. This class of distributions and the

corresponding parametrization are presented and discussed in the next section.

3 Parametric Specification of the System

The type of distributions considered for the random variables Tij are first presented

in this section. Then, a specific parametrization is considered. More specifically, we

consider the case where the distributions Fij(⋅; 𝜃ij), i, j = 1,… ,N, are of the same

functional form but with different parameters, i.e., we are focusing on independent

but not necessarily identically distributed (inid) random variables. Nonidentically

but independently distributed random variables are usually not easy to deal with. But,

when these belong to families of random variables closed under maxima or minima

then elegant expressions of various statistical characteristics such as order statistics

are possible. A member of such a class of distribution functions with parameter a is

assumed to verify the following distributional form

F(x; a) = 1 − (1 − F(x; 1))a . (2)

Let us assume that F(x; a) is absolutely continuous w.r.t. the Lebesgue measure

and let us denote its density by f (x; a), namely

f (x; a) = a (1 − F(x; 1))a−1 f (x; 1). (3)

The following result states that the minimum order statistic from an inid random

sample from the above class has a distribution belonging to the same class.

Lemma 1 (cf. [18]) Let X1,… ,XN be inid random variables such that Xi ∼ F(x; ai)
which belongs to class (2). Then the distribution function F(1) of the minimum order
statistic X(1) belongs also to (2).

It is worth noticing that examples of distribution that belong to class (2) are the

geometric distribution, the Pareto distribution, the Weibull distribution and its spe-

cial cases like the exponential, the Rayleigh and the Erlang truncated exponential.

Let us now assume that the random variables Tij considered in the previous section

belong to the class (2), with the corresponding parameters aij, i.e., the corresponding

cumulative distributions F(t; aij) verify (2). Moreover, we assume that we have a

parametrization for aij that makes explicit the dependence on the states i and j. To

be more specific, let us assume that aij has the expression
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aij ∶= a∞
(
1 − eg(i,j)∕e1

)
, (4)

where a∞ and e1 are real parameters, while g(i, j) is a known function of states i and

j, depending on certain parameters. Typical examples of g(i, j) can be obtained by

considering

g(i, j) ∶= c1ik1 jl1 + c2ik2 jl2 , (5)

where cm, km, lm,m = 1, 2, are real parameters. Examples of such a function g that

could be of interest in different modeling situations, according to the application

under study, could be:

g(i, j) = i + j, (6)

g(i, j) = c1i + c2j,with c1 + c2 = 1, (7)

g(i, j) =
√
ij, (8)

g(i, j) = (ij)c, c ∈ ℝ. (9)

Remark 1 1. Note that this parametrization is done by analogy with a framework

considered in [20], where the times between two successive failures are assumed

to be inid random variables distributed according to a cumulative distribution

F(x; ai) belonging to the class (2) with different scale parameters ai. These para-

meters are assumed to be time varying; one type of variation along time proposed

in that article is of the type ai = a∞
(
1 − e−ti∕e1

)
, i = 1, 2,… , where t1, t2,… are

observed successive failure times. Nonetheless, note that, in the present chapter,

the variation is on both states i and j, while in [20] the variation is along time.

2. Note that, if we consider a semi-Markov system with only one state (E = {1}),

we are in the framework of [20], where Sn, n = 1, 2,… , are the successive failure

times of a system, Sn < Sn+1, and S0 ∶= 0, while Xn ∶= Sn − Sn−1, n = 1, 2,… ,

are the times between two successive failures. It is clear that, in this case, there is

no state variation anymore and a modeling like the one proposed in [20] would

be appropriate.

Under these conditions, the following result concerning the main semi-Markov

characteristics can be proved. For notational convenience, we set F(t) ∶= F(t; 1),
f (t) ∶= f (t; 1) and Qij

(
t; aik; k = 1,… ,N

)
∶= Qij(t).

Proposition 1 (cf. [19]) Under the setup of this section, the following results hold:

Qij(t) =
aij

∑

k∈E
aik

[

1 − (1 − F(t))
∑

k∈E
aik
]

, (10)

pij =
aij

∑

k∈E
aik

, (11)
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Wi(t) = 1 − [1 − F(t)]
N∑

j=1
aij

(12)

and

fi(t) =
N∑

j=1
aij (1 − F(t))

N∑

j=1
aij f (t)

1 − F(t)
. (13)

4 Maximum Likelihood Estimation

In this section we consider the problem of obtaining the maximum likelihood estima-

tors of the parameters of the system (a∞ and e1, or, equivalently, aij). Then we will

get the corresponding plug-in estimators of the main quantities defining the semi-

Markov system.

Basically, two important statistical settings could be considered: either we start

with one sample path, or with several sample paths. In both cases, it can be assumed

that the sample paths are complete or that the sojourn time in the last visited state

can be right censored (lost to follow-up, for instance). In the sequel we consider the

most general case, that is the one of several sample paths with possible censored last

sojourn time. The other cases can be obtained from the one we present, as a particular

case; we will also give some details on this point.

Given L sample paths of a semi-Markov process censored at time M,{

j(l)0 , x(l)1 , j(l)1 , x
(l)
2 ,… , j(l)Nl(M), u

(l)
M

}

, l = 1,… ,L, then the associated likelihood is

L =

(
∏

i∈E
𝛼
Ni,0(L)
i

)
⎛
⎜
⎜
⎝

∏

i,j∈E
p

L∑

l=1
N(l)
ij (M)

ij

⎞
⎟
⎟
⎠

×

×
⎛
⎜
⎜
⎝

L∏

l=1

∏

i∈E

N(l)
i (M)
∏

k=1
fi(x

(l,k)
i )

⎞
⎟
⎟
⎠

∏

i∈E

Ni,M(L)∏

k=1

(

1 −Wi(u
(k)
i )

)

, (14)

where we set

∙ N(L)
i,0 ∶=

L∑

l=1
1{J(l)0 =i}: the number of sample paths starting in state i;

∙ N(l)
i (M): the number of visits to state i up to time M of the lth trajectory,

l = 1,… ,L;

∙ Ni(L,M) ∶=
L∑

l=1
N(l)
i (M): the total number of visits to state i up to time M along the

L trajectories;

∙ N(l)
ij (M): the number of transitions from state i to state j up to time M during the

lth trajectory, l = 1,… ,L;
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∙ Nij(L,M) ∶=
L∑

l=1
N(l)
ij (M): the total number of transitions from state i to state j up to

time M along the L trajectories;

∙ x(l,k)i : the sojourn time in state i during the kth visit, k = 1,… ,N(l)
i (M) of the lth

trajectory, l = 1,… ,L;

∙ u(l)M ∶= M − SNl(M) is the observed censored time of the lth trajectory;

∙ Ni,M(L) =
L∑

l=1
1{J(l)

Nl (M)
=i} is the number of visits of state i, as last visited state, over

the L trajectories; note that
∑

i∈E
Ni,M(L) = L;

∙ u(k)i is the observed censored sojourn time in state i during the kth visit, k =
1,… ,Ni,M(L).

Note that, for L = 1, the likelihood given in (14) reduces to the likelihood of 1 tra-

jectory. Note also that, if the censoring time M in a certain trajectory l is a jump time,

then for the corresponding observed censored time we have u(l)M = 0. Consequently,

the contribution to the likelihood of the associated term will be equal to 1. For this

reason, if no censoring is involved, the uncensored likelihood can be obtained as a

particular case of (14).

For the class of distributions given in (2), the likelihood takes the form

L =

(
∏

i∈E
𝛼
N(L)
i,0

i

)( L∏

l=1

∏

i,j∈E
a
N(l)
ij (M)

ij

)

×

×
∏

l,i,k

⎡
⎢
⎢
⎢
⎣

(

1 − F
(

x(l,k)i

))∑

j∈E
aij
⎛
⎜
⎜
⎜
⎝

f
(

x(l,k)i

)

1 − F
(

x(l,k)i

)

⎞
⎟
⎟
⎟
⎠

⎤
⎥
⎥
⎥
⎦

×

×
⎛
⎜
⎜
⎝

∏

i∈E

Ni,M (L)∏

k=1

(

1 − F
(

u(k)i

))∑

j∈E
aij
⎞
⎟
⎟
⎠

, (15)

where aij has been given in (4). Consequently, the log-likelihood has the expression

log(L ) = log

(
∏

i∈E
𝛼
N(L)
i,0

i

)

+
L∑

l=1

∑

i,j∈E
N(l)
ij (M) log(aij)

+
∑

l,i,k

(
∑

j∈E
aij

)

log
(

1 − F
(

x(l,k)i

))

+ log
∏

l,i,k

⎛
⎜
⎜
⎜
⎝

f
(

x(l,k)i

)

1 − F
(

x(l,k)i

)

⎞
⎟
⎟
⎟
⎠

+
∑

i∈E

Ni,M(L)∑

k=1

(
∑

j∈E
aij

)

log
(

1 − F
(

u(k)i

))

. (16)
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Using aij = a∞
(
1 − eg(i,j)∕e1

)
, taking the derivatives of log(L ) with respect to a∞

and e1 we obtain the critical equations:

𝜕 logL
𝜕a∞

=
L∑

l=1

∑

i,j∈E
N(l)

ij (M) 1
a∞

+
∑

i∈E

L∑

l=1

N(l)
i (M)
∑

k=1

∑

j∈E

(
1 − eg(i,j)∕e1

)
log

(

1 − F
(

x(l,k)i

))

+
∑

i∈E

Ni,M (L)
∑

k=1

∑

j∈E

(
1 − eg(i,j)∕e1

)
log

(

1 − F
(

u(k)i

))

= 0, (17)

𝜕 logL
𝜕e1

=
L∑

l=1

∑

i,j∈E
N(l)

ij (M) eg(i,j)∕e1
1 − eg(i,j)∕e1

g(i, j)
e21

+
∑

l,i,k

∑

j∈E

(

a∞eg(i,j)∕e1
g(i, j)
e21

)

log
(

1 − F
(

x(l,k)i

))

+
∑

i∈E

Ni,M (L)
∑

k=1

∑

j∈E

(

a∞eg(i,j)∕e1
g(i, j)
e21

)

log
(

1 − F
(

u(k)i

))

= 0. (18)

Equation (17) provides an explicit expression of a∞ in terms of e1
a∞ = (19)

−

L∑

l=1

∑

i,j∈E
N(l)
ij (M)

∑
i∈E

∑
j∈E

(
1 − eg(i,j)∕e1

)
[
∑L

l=1
∑N(l)

i (M)
k=1 log

(

1 − F
(

x(l,k)i

))

+
∑Ni,M (L)

k=1 log
(

1 − F
(

u(k)i

))] .

This expression replaced in Eq. (18) provides an equation in e1 that has to be

solved numerically. Thus we obtain the corresponding MLEs â∞(L,M) and ê1(L,M)
and also the corresponding plug-in estimator of aij,

âij(L,M) = â∞(L,M)
(

1 − eg(i,j)∕ê1(L,M)
)

. (20)

Consequently, using Proposition 1, we get the plug-in estimators of the main quan-

tities that define the semi-Markov system, namely pij, Wi(t) and Qij(t):

p̂ij(L,M) =
âij(L,M)

∑

l∈E
âil(L,M)

=
Nij(L,M)
Ni(L,M)

, (21)

Ŵi(t;L,M) =
[

1 − (1 − F(t))
∑

j∈E
âij(L,M)

]

(22)
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and

Q̂ij(t;L,M) =
âij(L,M)

∑

k∈E
âik(L,M)

[

1 − (1 − F(t))
∑

k∈E
âik(L,M)

]

. (23)

Note also that, once we have obtained the estimators of the basic quantities asso-

ciated to a multi-state semi-Markov system, we can immediately obtain estimators

of the associated reliability indicators, following the lines presented in [19].

Remark 2 A more general framework may be considered if some or all of the para-

meters involved in the function g(⋅, ⋅) are assumed to be unknown. In such a case, the

appropriate derivatives of the loglikelihood in (16) with respect to cm, km, lm, m =
1, 2, should be considered and the normal equations in addition to (17) and (18)

should include the derivatives with respect to extra unknown parameters. In this

more general setting, the system of equations has to be solved numerically for the

estimators of the parameters to be obtained.

5 Concluding Remarks

In many settings the challenge is to determine if and where the parameters of the

underlying model change their value. The rationales for time-varying parameter

models may be several. For instance, the true coefficients themselves can often be

viewed directly as the outcome of a stochastic process. Furthermore, even when the

underlying parameters are stable, situations arise in which a time-varying coefficient

approach will prove to be effective. More considerations could be provided on this

topic. The present chapter deals with the problem in a general setting where a gen-

eral class of distributions is considered with state-varying parameters. In particular

in a multi-state system modeled by means of a special type of semi-Markov process,

the parameters involved are assumed to be affected by the present state as well as

the state to be visited and the likelihood together with the parameter estimates are

provided under various dependency types of the parameters involved on the states

of the system.
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Optimizing Availability and Performance
of a Two-Unit Redundant Multi-state
Deteriorating System

Sonia Malefaki, Vasilis P. Koutras and Agapios N. Platis

Abstract The most of the contemporary large scale technological systems are func-

tioning under multiple stages of degradation, from their perfect state to their total

failure. The study of the performance and the availability of multi-stage systems is

of great importance since their deterioration and/or failure may lead to important

losses. Under a proper inspection and maintenance policy, it is feasible the operation

of the system to be improved significantly. Our main goal is to model multi-state sys-

tems with redundancy and to identify the optimal maintenance policies. The system

is inspected periodically. Depending on the condition of the system, either no action

takes place or maintenance is carried out, either minimal or major. The proposed

model takes also into account the scenario of imperfect and failed maintenance. The

asymptotic behaviour of the system is studied and optimization problems for the

asymptotic availability, the downtime cost and the expected cost due to maintenance

and unavailability, with respect to inspection intervals, are formulated and solved.

Keywords Multi-state systems ⋅ Redundancy ⋅ Preventive maintenance ⋅ Depend-

ability measures ⋅ Operational cost ⋅ Optimization

1 Introduction

Over the last years the design of large scale, complex and accurate technological sys-

tems is of great importance basically due to the rapid development of technology and

the continuously increasing demand on various important industrial applications.
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Initially, these systems have been modelled and studied unrealistically as two–state

systems (up/functioning state and down/failure state). In fact, several of these sys-

tems are functioning under multiple states of degradation, from their perfect state to

their total failure [1]. Moreover, it has been observed that the deterioration process

of these systems not only depends on the operational time of the system but also on

the state of the system [2–4]. As a result, complex technological systems can operate

in various degradation levels but with very low efficiency before their total failure.

These systems are called multi-state deterioration systems and were introduced by

Murchland [5] and they have been studied extensively the last decades (see for exam-

ple [1, 3, 6–11] and the references therein). Moreover, the study of the performance

and the availability of multi-state deterioration systems are of great importance since

their deterioration and/or failure may lead to important economical and social losses

[12, 13].

In order to improve the operation of a system and increase its availability and

reliability, redundancy can be introduced. One of the most commonly used types of

redundancy is the standby redundancy. In a standby system, apart from the func-

tioning units, there is a number of standby units as backups, in order to replace any

component after its failure. There are three types of standby, i.e. cold, warm and

hot standby. In cold standby case, the inactive components cannot fail during the

standby period but they need time in order to enter in a functioning mode. On the

other hand, when time to response to a failure is of great importance a hot standby

strategy should be adopted. In hot standby case, the standby units are ready for use,

thus they can enter immediately into a active state. The drawback in this case is that

since the standby unit are active before being used, they have an increased failure rate

at the time that the system control is switched to them. Finally, the warm standby is

an intermediate case, meaning that the inactive units have lower failure rates than the

hot standby case and they can enter into functioning state faster than the cold standby

[14]. In this study, a two-unit cold standby system is proposed under the assumption

that the switching process does not last too long and it is perfect.

For further improvement of the operational time and conditions of a multi-state

system, maintenance actions can be adopted [15, 16]. All the necessary actions for

keeping and/or restoring a system in an acceptable functioning condition or even

extending its lifetime are considered as maintenance of a system. These actions can

be divided into corrective and preventive maintenance actions. Corrective mainte-

nance actions take place just after a total failure of the system and restore the system

in an operational condition. Contrarily to corrective, preventive maintenance actions

take place regularly at predefined time intervals during the operational time of the

system in order to restore the system in a better deterioration state or even to its

perfectly functioning state [8]. Under normal circumstances, preventive maintenance

is more effective than corrective, since its main aim is to keep the system available

and avoid undesirable failures that incur cost [17].

There are two main types of preventive maintenance, condition based and time

based maintenance [18]. Time-based maintenance is carried out at specific time

intervals independently of the system’ s state. On the other hand, the condition based

maintenance depends on the system’s state. The system is inspected regularly and
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depending on its state, either it is left without maintenance, if it operates in an accept-

able level, or minimal/major maintenance takes place restoring the system in a pre-

vious deterioration level or in an as good as new state respectively, if the system does

not operate in an efficient deterioration level.

Although preventive maintenance has been adopted for improving the perfor-

mance of a system, it incurs cost. Thus, an appropriate preventive maintenance

schedule that manages to reduce the total operational cost and improve the avail-

ability of the system should carefully designed and implemented. A lot of research

effort has been conducted to this direction (see for example [19–22] and the refer-

ences therein). A recent review paper on optimal maintenance policies is [23].

In the current work a system with two identical units is considered, in which

condition based preventive maintenance is performed. One unit is operational and

the other one is in cold standby. Each unit experiences k deterioration levels before

its total failure. Among these deterioration levels, it is assumed that in the g initial

levels, each unit operates almost perfectly, a degraded state is assumed when each

unit operates from g + 1 to b deterioration level and an extensive degradation state

is assumed when each unit operates from b + 1 to k deteriorated level. The system is

inspected in constant time intervals and when the deterioration level of the system is

lower than g, no maintenance action takes place. On the other hand, if the detected

deterioration level is between g and b, minimal maintenance is performed. Finally,

when the deterioration is higher than level b, major maintenance action is triggered.

Apart from being perfectly implemented, the minimal and the major maintenance

can be imperfect or even failed restoring the system not in the desirable level but in

a higher deterioration level or even in a total failure. Our main aim is to determine

an inspection policy and thus an optimal maintenance policy that optimize system’s

dependability and/or performance measures.

The rest of the paper is organized as follows: In Sects. 2 and 3, the proposed model

is described in detail. The necessary Semi-Markov theory is presented in Sect. 4. The

main dependability and performance measures are presented in Sect. 5 and in Sect. 6

the optimization aspect is considered. In Sect. 7 some numerical results are presented

and the paper concludes by providing a short discussion.

2 Description of a Two-Unit System with Maintenance

The proposed system consists of two identical units, one operational and one in cold

standby. It is assumed that the system starts to operate in its perfect functioning

state, i.e. the functioning and also the standby unit are in their perfect state. In order

to improve the operation of the system and to extend its lifetime, condition based

maintenance is proposed. Thus, the system is inspected regularly and whenever cer-

tain conditions are met, the proper maintenance action is initiated.
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2.1 Two-Unit System with Minimal and Major Maintenance

Since the units are assumed to be identical, initially the operating flow of the func-

tioning unit is presented and thereafter the combination of both units is described.

The functioning unit starts to operate in its perfect state. Without loss of general-

ity, we assume that each unit, apart form being at a perfect functioning state, can

experience two levels of degradation before a total failure occurs. To capture real

life conditions, it is assumed that the level of deterioration of each unit increases

with respect to its operational time. From each deterioration level the unit may enter

an inspection state where the level of deterioration is identified, or it may enter the

next deterioration state or even a total failure, mainly due to external unpredicted

conditions. As far as the inspection process is concerned, it is assumed that inspec-

tion is carried out within a constant time interval of short duration. Depending on the

condition of the unit, from the inspection state it may return to its previous deterio-

ration state if it can still operate in an acceptable level, or it may enter a maintenance

state. The type of maintenance to be carried out depends on the level of unit dete-

rioration. More specifically, if the deterioration is negligible and the unit can still

operate on its perfect functioning state, no maintenance action takes place. In this

case after inspection, the unit reenters the aforementioned state. In case that the unit

operates in its first deterioration level, after inspection, it enters a minimal main-

tenance state. Correspondingly, if inspection identifies that the unit operates in its

second deterioration level, major maintenance actions are triggered.

Minimal maintenance, when performed, restores the unit to its previous deterio-

ration level. Nevertheless, it is assumed that minimal maintenance can be imperfect

as well. In the latter case, maintenance fails to be properly implemented and the

unit returns to the same deterioration state (first deterioration state). Besides imper-

fect minimal maintenance, the case where minimal maintenance is badly performed,

mainly due to human factor, is also taken into account. In this case the unit enters

a worse deterioration state or even the total failure state. In such cases, the minimal

maintenance action is characterized as failed. Note that, as already mentioned, min-

imal maintenance actions have minor impact on units upgrading but this is also the

case for its cost.

On the other hand, major maintenance is an expensive action of great impact on

unit’s deterioration state. Likewise minimal maintenance, major maintenance can be

perfect, imperfect or failed too. When major maintenance is properly implemented,

it restores the unit to its initial perfect functioning state. In an imperfect major main-

tenance action the unit returns back to any better state or to the deterioration state

where the inspection was initiated but not to the perfect state. More specifically, in

case of an imperfect major maintenance the unit does not manage to return to an as

good as new state but enters any state with lower or equal deterioration level with the

one where the inspection initiated. Finally, in the case of failed major maintenance,

the unit enters a worse deterioration state instead of a better one. In the studied model,

this means actually that the unit enters the total failure state. When the operating unit

experiences a total failure, a repair process is initiated to restore the unit to its perfect

state.
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Taking into account the operation flow of each unit, the behavior of the entire two-

unit standby system can be described. The fundamental assumption of the model is

that the system’s control is switched to the standby unit after a total failure of the

primary unit or when a maintenance action of the primary unit starts, if and only if

the standby unit is at an operational condition. However, it is meaningless to switch

system control to the standby unit if this unit is under maintenance or repair. Thus, the

switching process takes place only when the secondary unit is at the fully operational

state or at a deterioration state. As far as switching is concerned, we assume that it

is perfect.

Note that additional assumptions need to be listed. It is assumed that when the

maintenance of the standby unit is successfully completed, the unit becomes avail-

able and consequently is ready to take system control whenever the primary unit

fails or needs to be maintained. If maintenance of the standby unit fails, the unit

remains at the non-operational failure state and thus it cannot take system control

unless it is repaired. On the other hand, if the maintenance of the standby unit is

imperfect and the unit enters either the first or the second deterioration state, it is

still in an operational mode and it can take the control of the system if needed.

Similarly, when the standby unit is repaired after a failure it becomes available and

ready to takeover when the primary unit will enter a non-operational state. Note

also, that the inspection states are considered as non-operational states, but due to

the fact that the sojourn times in these states are significantly shorter that the rest of

the sojourn times, it is assumed that the system control is not switched to the standby

unit when the primary unit enters an inspection state.

Each system state is denoted by a pair (j, i), where index j denotes the condition

of the first unit while index i denotes the condition of the second one with:

i, j ∈ {O, S, DO
1 , D

S
1, D

O
2 , D

S
2, I0, I1, I2, m, M, F}

where

O unit is operational

S unit is in a standby mode

Dc
j unit is at its j-th deterioration level and in operational condition c
c = O if is operational, c = S if is standby

Ij inspection state of unit when there is on j deterioration level,

j ∈ {0, 1, 2}
m minimal maintenance state of unit

M major maintenance state of unit

F unit is in the total failure state

In Fig. 1, the concept of the multi-state two-unit deteriorating system is presented

through two parts of a state transition diagram. Nevertheless, in Appendix, Table 3

with all possible states and transitions of the system is given in order to fully describe

system’s evolution.
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Fig. 1 Parts of the state transition diagram for a two-unit system with minimal and major mainte-

nance actions

As mentioned above, neither the effects nor the cost of performing minimal or

major maintenance are the same. Minimal maintenance has less effects and lower

cost though major maintenance has more efficient effects but higher cost. Thus, usu-

ally in the relevant literature the aim is distinguish a trade-off between performing

minimal or major maintenance. Having already presented a model with both actions,

it is also interesting to examine the behaviour of the system when only one type of

maintenance is performed.

2.2 Two-Unit System with Minimal or Major Maintenance
Only

Initially, a multi-state two-unit system with only minimal maintenance actions is con-

sidered. Units’ evolution is exactly the same, as presented in the previous section. The

difference of this model consists in the fact that minimal maintenance is performed

whenever maintenance is needed, i.e. in both deterioration levels. Perfect, imperfect

and failed minimal maintenance actions have exactly the same effects as previously

described. Fig. 2 and Table 4 in Appendix, provides a description of the proposed

model with solely minimal maintenance actions.

Correspondingly, a multi-state two-unit system with only major maintenance

actions is also considered. Once again, the effects of perfect, imperfect and failed

major maintenance are exactly the same as previously described. It is worth men-

tioning though that major maintenance is assumed to be implemented only at the

second deterioration level of each unit. Figure 3 and Table 5 in Appendix, provides

a description of the proposed model with solely major maintenance actions.
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Fig. 2 Parts of the state transition diagram for a two-unit system with only minimal maintenance

actions

Fig. 3 Parts of the state transition diagram for a two-unit system with only major maintenance

actions

3 Model Assumption and Sojourn Time Distributions

Modelling the deterioration, the failure, the maintenance and the repair and/ or

replacement process with proper distribution is of great importance and has gained

a lot of research effort in the recent literature.

A realistic assumption for the inspection times is to be considered constant and

equals to T . Thus, the sojourn time distribution at any deterioration level given that

the system enters the inspection state can be modelled by the unit-step function:

u(t − T) =
{

0 for t < T
1 for t ≥ T .

For the response time of the inspection process there are several suggestions in the

literature from negligible response time [24], to constant or exponential [8, 10, 25]
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and Erlang distributed times [26]. In the current work response time is assumed to be

exponentially distributed but negligible comparing with the rest of the times. Note

that, when the operating unit is under inspection, the cold stand-by unit does not turn

into functioning mode. Thus, the inspection states are considered down states for the

whole system. The deterioration process is usually assumed exponentially distrib-

uted [10, 25, 27, 28]. Moreover, Weibull [18, 29, 30] or hypo-exponential [28, 31]

distributions have also been used for modelling the deterioration process. Without

loss of generality, in the current work, exponential distributions are assumed for the

deterioration process with state-dependent failure rates, i.e. the higher the deteriora-

tion level the more probable is for the system to enter into a worse deterioration level.

The time to failure of the functioning unit of the system is also exponentially distrib-

uted. Usually the corrective maintenance, either minimal or maximal, and the repair

times are assumed exponentially distributed [10, 25, 27]. In a less realistic case,

the duration of maintenance has been considered negligible (see for example [32]).

Moreover, several distributions, as lognormal [33], Erlang [11] and many others,

have been used for modelling the maintenance and the repair times. Constant main-

tenance and repair times have been also used [8, 29]. In the current work exponential

distributions have been assumed for the maintenance and the repair times. Finally,

the imperfect and the failed, either minimal or major maintenance are assumed expo-

nentially distributed.

Under these assumptions, the system’s evolution in time is described by a semi–

Markov process {Z(t), t ≥ 0}. Thus, the asymptotic behaviour of the system and

its performance and dependability analysis will be studied under the semi-Markov

theory.

4 Semi-Markov Modelling

In order to define the semi-Markov process which describes the evolution in time

of the studied system, initially some other important stochastic processes will be

defined.

Roughly speaking, a stochastic process is a probabilistic model for a system that

evolves randomly in time. If the system is observed continuously in time and X(t)
being its state at time t, then it is described by the continuous time stochastic process

(X(t), t ∈ R+) with state space (E, ). If the state space is countable and moreover

the equality

P(X(t + s) = j|X(u), u ≤ s) = P(X(t + s) = j|X(s)),
for all s, t ∈ R+ × R+, and j ∈ E, holds true, X(t) is a Markov process.

Let also 0 = S0 ≤ S1 ≤ ⋯ ≤ Sn ≤ Sn+1 ≤ …. If the two-dimensional process

(Xn, Sn)n∈N satisfies the following equality

P(Xn+1 = j, Sn+1 − Sn ≤ t|X0,… ,Xn, S1,… , Sn)
= P(Xn+1 = j, Sn+1 − Sn ≤ t|Xn),
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for all t ∈ R+, j ∈ E and n ∈ N is called Markov Renewal Process (MRP) with tran-

sition kernel

Qij(t) = P(Xn+1 = j, Sn+1 − Sn ≤ t|Xn)

(see for example [34, 35]).

The stochastic process {Z(t), t ≥ 0} which is associated to the MRP (Xn, Sn)n∈N
through the equality

Z(t) = Xn if Sn ≤ t < Sn+1 for t ≥ 0

is a semi-Markov process that represents the state of the MRP at an arbitrary time

point. Thus, Z(t) gives the system states at time t and Si’s represent the jump times

of the semi-Markov process.

The transition probabilities of the Markov chain X are equal to

pi,j = Qi,j(∞) = lim
t→∞

Qi,j(t), for i, j ∈ E.

Moreover, let 𝜉n = Sn − Sn−1, n ≥ 1, then the semi-Markov kernel can be rewritten

as

Qij(t) = P(Xn+1 = j, 𝜉n+1 ≤ t|Xn = i) = pij ⋅ Fij(t), i, j ∈ E

where Fij(t) = P(𝜉n+1 ≤ t|Xn = i,Xn+1 = j) is the conditional distribution function of

the sojourn time in state i given that the next visited state is the state j with j ≠ i.
The non-zero elements of the transition probability matrix of the Markov chain

X, the embedded Markov chain of Z(t), is given by the formula

pij =
∫

∞

0

∏
l∈Li−j

̄Fi,l(t)dFij(t),

where Li−j is the set of all the states of the system that state i is connected with except

from state j.
The steady state probabilities of the semi-Markov process Z(t) are given by

𝜋j =
vj ⋅ mj∑
i∈E vi ⋅ mi

, j ∈ E,

where 𝐯 = {vi, i ∈ E} the invariant probabilities of the embedded Markov chain

{Xn}n∈N and

mi =
∫

∞

0

∏
l∈Li

̄Fi,l(t)dt,

the mean sojourn time in state i [36, 37].
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Having computed the asymptotic probabilities of the SMP, the asymptotic per-

formance and availability of the studied system can be derived and are also of great

importance.

5 Asymptotic Dependability and Performance Measures

For the stochastic system with state space E described by a semi–Markov process

{Z(t), t ≥ 0} lets consider a partition U, D of E, i.e. E = U ∪ D with U ∩ D ≠ ∅.

The set U contains the up states (functioning states) of the system and the set D
contains the down states (not functioning states) of the system.

5.1 Asymptotic Availability

The availability of the system can be defined as the probability of the system to be

in a functioning state at time t

Av(t) = P(Z(t) ∈ U).

Thus the asymptotic availability is

Av = Av(∞) = lim
t→∞

Av(t) =
∑
i∈U

𝜋i.

Besides its dependability expressed by the asymptotic availability index, the per-

formance of such a system is also of prior importance, since preventive maintenance

although is carried out to avoid a total failure it incurs downtime and cost. To model

and measure systems performance, two performability indicators are considered. The

first one concerns system downtime, though the second one concerns overall opera-

tional cost.

5.2 Expected Downtime Cost

The two-unit multi-state deteriorating system is considered down when none of the

units is in an operational state. Each unit is considered as non operational when

inspection is performed, maintenance is implemented or finally it is under a repair

process. Combining all the possible states of the system where no unit is operating,

subset D of system down states is constructed.

In real-life systems the total time that a system is unavailable to operate is of

critical importance. Maintenance, repair and other actions schedules are carefully
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designed in order to minimize the total system downtime. Consequently, usually we

are interested in the total time that a system is non operational during a specified

time period. The mean value of a random variable expressing the cumulative time

spent in system down states in hours per year, and in steady state is considered to

express the expected downtime [38, 39]:

In order to express the aforementioned performance measure, let

w1(i) =
{

8760 if i ∈ D
0 if i ∈ U

be a reward function concerning the hours per year. Let also

g1(Z(t)) =
∑
i∈E

w1(i) ⋅ I(Z(t) = i).

be the downtime reward rate a time t, where I(Z(t) = i) is the indicator function and

Z(t) the systems state at time t. The total Expected Downtime Cost (EDC) in hours

per year and in the steady-state can be then derived as follows:

EDC(T) = lim
t→∞

E(g1(Z(t))) = lim
t→∞

E

(∑
i∈E

w1(i) ⋅ I(Z(t) = i)

)

= lim
t→∞

∑
i∈E

w(i) ⋅ E (I(Z(t) = i))

= lim
t→∞

∑
i∈E

w1(i) ⋅ P(Z(t) = i) = 8760 ⋅
∑
i∈D

𝜋i.

where 𝜋i is the steady state probability for the proposed two-unit multi-state deteri-

orating system of the semi-Markov process {Z(t), t ≥ 0}.

5.3 Expected Cost Due to Maintenance and Unavailability

Another measure that is of prior importance when determining or estimating the

optimal inspection policy for similar systems, is the expected cost related to the

maintenance, repair and inspection and additionally to the unavailability of the sys-

tem [39]. The meaning of such a measure consists firstly in the idea that any action

taken incurs a cost. Thus, inspection, maintenance, either minimal or maintenance

and finally repair, are actions that cost. Furthermore, for systems which are designed

to operate continuously in time, for example technological systems in industry, the

cost of not being available is also of critical importance. Independently of the reason

why such a system is unavailable, the fact of unavailability itself incurs a cost.

To model such a performance measure [38], let w2(i) = di ⋅ Ci be a reward func-

tion where
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di =
{

1 if i ∈ D
0 if i ∈ U

Moreover let Ci be a cost function including inspection, maintenance, repair and

unavailability costs. The cost function can defined as:

Ci =

⎧⎪⎪⎨⎪⎪⎩

Cm if in state i a unit is under minimal maintenance

CM if in state i a unit is under major maintenance

CR if in state i a unit is under repair

Cins if in state i a unit is under inspection

CD i ∈ D

,

where Cm is the minimal maintenance cost, CM is the major maintenance cost, CR
is the repair cost, Cins is the cost of inspection and CD is the cost due to system

unavailability. Note that, since inspection and maintenance are planned actions, their

corresponding costs are considerably lower than the cost of an unplanned failure

and the consequent repair. Moreover, due to its nature, minimal maintenance cost is

lower than major maintenance cost though the inspection cost is much lower than

maintenance and repair costs. Finally, since in system down state, either inspection

or maintenance or repair is carried out, the additional unavailability cost CD that is

added actually to the aforementioned action costs should be considered low enough.

To define the total expected cost due to maintenance and unavailability per unit

time, let

g2(Z(t)) =
∑
i∈E

w2(i) ⋅ I(Z(t) = i).

be the cost rate a time t. Then the total Expected Cost due to Maintenance and

Unavailability (ECMU) per unit time in the steady-state for the proposed model can

be derived as:

ECMU(T) = lim
t→∞

E(g2(Z(t))) = lim
t→∞

E

(∑
i∈E

w2(i) ⋅ I(Z(t) = i)

)

= lim
t→∞

∑
i∈E

w2(i) ⋅ E (I(Z(t) = i))

= lim
t→∞

∑
i∈E

w2(i) ⋅ P(Z(t) = i)

=
∑
i∈D

w2(i) ⋅ 𝜋i.
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6 Optimization Problems

All of the aforementioned dependability and performance measures need to be

optimized with respect to the inspection and hence maintenance policy which is

expresses by the inspection interval T . Thus, asymptotic availability, EDC and

ECMU can be considered as functions of the inspection interval T . Then, the fol-

lowing optimization problems arise.

6.1 Maximization of the Asymptotic Availability

Initially the maximization of the asymptotic availability is of great importance, thus

the following optimization problem should be solved

max
T

Av(T) =max
T

∑
π∈U

𝜋i

Tmin < T < Tmax,
(1)

where Tmax is a predefined data-dependent time period which is considered reason-

able as inspection interval and Tmin is a predefined minimum inspection time period

since it is assumed that inspection cannot be performed instantaneously when the

system enters a deterioration state.

6.2 Minimization of the Overall Cost

Alternatively, the minimization of EDC is also a very important and challenging

problem, i.e.

min
T

EDC(T) (2)

Tmin < T < Tmax,

while for minimizing ECMU, the corresponding optimization problem is:

min
T

ECMU(T) (3)

Tmin < T < Tmax,

There are cases that we are not interested in optimizing only either the asymp-

totic availability or the EDC and the ECMU independently, but in optimizing them

simultaneously. Thus, the need to use multi-objective optimization methods is arises.
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6.3 Multi-objective Optimization Using Weighted Sum
Approach

To decide on a policy that can optimize simultaneously the total expected cost due

to maintenance and unavailability and system asymptotic availability the following

optimization problem is solved:

min
T

ECMU(T) (4)

Tmin < T < Tmax,
Av(T) ≥ Av0

Note that availability participates into the optimization as a constraint. The

designer should decide on in order to guarantee the desired level of system asymp-

totic availability.

7 Numerical example

In order to illustrate the theoretical results presented in the previous sections, a sys-

tem with two identical units, one functioning and one in cold standby is considered.

Each unit works under three levels. The system is inspected periodically in T time

units. Without loss of generality, exponential distributions are assumed for the rest

of the transitions, whose failure rates are presented in Table 1.

Initially, we are interested in identifying the effects of inspection policies on the

measures of interest. In Fig. 4, the behaviour of the asymptotic availability with

respect to the inspection interval T is shown, where minimal and major maintenance

actions can be implemented. As it can be observed, the availability increases with

the increase of T up to T0 and from this value onwards it gets quite stable. This is

due to the fact that as delayed the system enters inspection states it spends more time

to operational states and thus the availability is higher.

This is also the case when only major maintenance is allowed to be performed.

However, when only minimal maintenance is performed availability achieves its

higher value for a certain T , the optimal one, but thereafter it reduces with the

increase of T . This is because in this case, there should be a trade-off between

inspecting as rarely the system as possible but on the other hand, since minimal

maintenance manages to restore the system only to the previous deterioration state

which is more susceptible to deterioration, an often inspection could help to avoid a

total failure which incurs a high enough sojourn time in a non-operational state. The

aforementioned observation can be seen in Fig. 5. Moreover, by Fig. 5 it is shown that

the system with minimal and major maintenance actions reveals a lower maximum

availability value than the system with only major or only minimal maintenance.

But as T increases, the system with minimal and major maintenance provides higher
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Table 1 The failure rates of the conditional sojourn time distributions in time units
−1

Transition Failure rates

From perfect state to first

deterioration level

(deterioration)

𝜆1 1/120

From first to second

deterioration level

(deterioration)

𝜆2 1/100

From second deterioration

level to total failure

(deterioration)

𝜆3 1/80

Sudden failure 𝜆sf 0.0001
Minimal maintenance action 𝜆m 1.0
Major maintenance action 𝜆M 0.2
Imperfect minimal

maintenance action in first

deterioration level

𝜆mD1 0.02

Imperfect minimal

maintenance action in second

deterioration level

𝜆mD2 0.01

Imperfect major maintenance

action in first deterioration

level

𝜆MD1 0.025

Imperfect major maintenance

action in second deterioration

level

𝜆MD2 0.015

Failed minimal maintenance

action

𝜆Fm 0.001

Failed major maintenance

action

𝜆FM 0.001

Repair action 𝜆R 0.025
Time in inspection state 𝜆ins 1/10

availability comparing with the system with only minimal but lower availability than

the system with only major maintenance. The behavior of availability indexes lies

on the fact that firstly the proposed model with only major maintenance actions has

less non-operational states comparing with the rest of the models. Additionally, the

model with minimal maintenance spends less time at the non-operational mainte-

nance states than the model with minimal and major maintenance, since in the first

one there is only minimal maintenance which lasts less than major.

As far as the expected downtime is concerned, its behaviour with respect to the

inspection interval for the model with minimal and major maintenance is shown in

Fig. 6. The total expected downtime decreases as the inspection interval decreases

since the system enters inspection and maintenance states, which are down states,

less often.
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Fig. 4 Asymptotic availability for the two-unit multi-state deteriorating system with minimal and

major maintenance actions

Similar is the behaviour of EDC for the models with major maintenance and min-

imal maintenance only, as it can be observed in Fig. 7. However, note that the model

with minimal maintenance only reveals lower downtime than the rest of the models

due to the reason already discussed concerning the reduced time spent in minimal

maintenance states. Moreover, the model with major maintenance only, reveals less

downtime than the model with minimal and major maintenance, since there are less

maintenance states and consequently the system will spend less time in maintenance

down states.

Additionally, the behaviour of index ECMU with respect to T is presented in Fig. 8

for the model with minimal and major maintenance actions. The increase of Tcauses

an increase of ECMU since delayed inspection is responsible for letting the system

without maintenance, a fact that makes the system susceptible to total failures which

incur importantly higher cost than maintenance does.

This is also the case for the model with only minimal and only major mainte-

nance, as it can be seen in Fig. 9. It is worth mentioning that the model with only

major maintenance actions reveals the lowest cost. This is clearly due to the fact that

maintenance is decided to be performed only at the second deterioration levels and

thus there fewer states that incur cost. Additionally, it is obtained that when only

minimal maintenance is performed, the system incurs higher cost comparing with

the case of performing both minimal and major maintenance actions. This can be

explained by the fact that minimal maintenance alone, although it incurs less cost,

cannot effectively prevent total failures that incur importantly higher cost.
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Fig. 5 Asymptotic availability comparison
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Fig. 6 Expected downtime for the two-unit multi-state deteriorating system with minimal and

major maintenance actions

Fig. 7 Expected downtime comparison

Besides the behaviour of the measures of interest with respect to the inspection

interval T , it is also interesting to examine the effects of model parameters upon

availability, downtime and operational cost. Note that the rate of a sudden failure

𝜆sf , the rates of deterioration 𝜆1, 𝜆2, 𝜆3 and the repair rate 𝜆R are the parameters

which affect the most Av, EDC and ECMU for all the proposed models.

In Fig. 10, the effect of the sudden failure rate 𝜆sf on asymptotic availability is

presented. As it can be observed, an increased sudden failure rate causes a decrease

of the availability since the system enters more often the total failure state. Corre-

spondingly by Fig. 11 it is obtained that as the sudden failure rate 𝜆sf increases the
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Fig. 8 Expected cost due to maintenance and unavailability for the two-unit multi-state deterio-

rating system with minimal and major maintenance actions

Fig. 9 Expected cost due to maintenance and unavailability comparison

downtime increases as well since the system enters more frequently the total fail-

ure state which incurs a higher mean sojourn down time. This is also the case for

the expected cost due to maintenance and unavailability which increases, since the

total failure state incurs a much higher cost, with the increase of 𝜆sf as it is shown in

Fig. 12.

The effects of the deterioration rates 𝜆1, 𝜆2 and 𝜆3 on system’s availability are

shown in Fig. 13. As it can be observed, the increase of the deterioration rates causes

a decrease on availability since the system enters faster and more often the total
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Fig. 10 Effect of sudden failure rate 𝜆sf on asymptotic availability

Fig. 11 Effect of sudden failure rate 𝜆sf on expected downtime

failure state. Similarly, as it can be observed in Figs. 14 and 15 respectively, the

increase of the deterioration rates results in increasing not only the downtime but the

total operational cost as well.

Finally, the effects of repair process duration on availability, expected downtime

and total expected cost are presented in Figs. 16, 17 and 18 respectively. As it can

be observed, the increase of time to repair results an increased sojourn time in the

total failure state which and as consequence the system remains for longer a the
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Fig. 12 Effect of sudden failure rate 𝜆sf on expected cost due to maintenance and unavailability

Fig. 13 Effect of the deterioration rates 𝜆1, 𝜆2 and 𝜆3 on asymptotic availability

total failure state resulting thus in an increased availability measure, an increased

downtime and cost.

Apart from modelling a two-unit redundant multi-state deteriorating system with

maintenance, the endmost aim of this work, as already highlighted, is to provide the

system designer with the appropriate theoretical and methodological framework in

order to schedule an inspection policy that optimizes the measures of interest, either

by introducing and solving separate optimization problems for each measure or by

considering a multi-objective optimization problem. Thus, in Table 2, the results of

the corresponding optimization problems are provided. Since the data used are not
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Fig. 14 Effect of the deterioration rates 𝜆1, 𝜆2 and 𝜆3 on expected downtime

Fig. 15 Effect of the deterioration rates 𝜆1, 𝜆2 and 𝜆3 on expected cost due to maintenance and

unavailability

taken form a real life system, the designer can implement the parameters for the

system that he intends to improve into the presented analysis and conclude with the

optimal inspection policies, like the ones presented in Table 2. In Table 2, the results

of optimization problems (1), (2), (3) and (4) are given for all maintenance scenarios

(minimal and major, only minimal, only major).

From Table 2 it is obtained that a relatively low inspection interval benefits sys-

tem availability, especially in the case of performing only minimal or only major

maintenance. This is logical since often inspection and thus maintenance prevents a
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Fig. 16 Effect of the repair rate 𝜆R on asymptotic availability

Fig. 17 Effect of the repair rate 𝜆R on expected downtime

total failure and consequently the system remains available (in an operational state)

for longer. On the other hand, the total downtime is optimized for relatively high

T , since a high T indicates a delay on entering the maintenance states which incur

downtime. The total operational cost though is optimizes when the inspection inter-

val is too short and thus maintenance is implemented more often. This is also obvious
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Fig. 18 Effect of the repair rate 𝜆R on expected cost due to maintenance and unavailability

Table 2 Optimization problems results

Minimal and major maintenance

Problem (5.1) Problem (5.2) Problem (5.3) Problem (5.4)

T∗ Av∗ T∗ EDC∗ T∗ ECMU∗ Av0 T∗ ECMU∗ Av∗

329.078 0.9953 1127.94 40.18 0.1 94.98 0.9 0.162 95.48 0.9001

0.99 11.828 103.73 0.9919

0.995 167.149 148.17 0.995

Minimal maintenance
18.732 0.9976 886.324 9.65 1.485 40.41 0.9 1.486 40.41 0.9879

0.99 1.829 40.42 0.99

0.995 4.145 40.9 0.995

Major maintenance
33.17 0.9980 1070.25 10.95 0.281 13.45 0.9 0.281 13.45 0.9436

0.99 1.734 16.52 0.99

0.995 3.753 21.06 0.95

since frequently performed maintenance prevents total failures which incur a much

higher cost. Finally, as far as multi-objective optimization results are concerned, it

seems that the optimal T is mostly affected by the operational cost rather than the

availability. As it can be obtained, relatively low values of T , which benefit ECMU

are given as solution of the multi-objective problems since they can provide avail-

ability that satisfies the corresponding constraints.
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8 Conclusions and Future Work

In this work a two-unit redundant multi-state deteriorating system under mainte-

nance is modelled and studied. The system consists in two units, one operational

and one in a cold standby mode. The deterioration level of the operational unit is

identified through an inspection process and when it reaches some predefined lev-

els, the maintenance action to be implemented is decided based on this level. When

the operational unit undergoes maintenance or repair, the system control is switched

automatically to the standby unit, if the standby unit is operational. Three different

scenarios are presented where both minimal and major maintenance can be triggered

or solely minimal or solely major maintenance can be performed. The evolution in

time of the system is described through a semi-Markov process and its availability,

the expected downtime and the expected cost due to maintenance and unavailability

are computed under all scenarios.

The aim of this work consists in innovatively present the theoretical and method-

ological framework of such a redundant multi-state deteriorating system with main-

tenance. The important issue in such system consists in determining the optimal time

to perform any type of maintenance. Thus, optimization problems are formulated

and solved with respect to the unit inspection interval, aiming in optimizing systems

dependability and performance measures. Apart from modelling such a system, we

also take into account the fact that maintenance of any kind can be imperfect of failed

as well. To the best of our knowledge, a multi-state deteriorating system with all the

aforementioned characteristics is innovatively introduced into the relevant literature.

Thus the contribution of this work consists in providing the system designer with all

the appropriate modelling and optimization framework in order to schedule mainte-

nance in a manner that can improve not only system availability and downtime but

the total operational cost too.

The current work can be extended in the future in many ways. Initially, the

assumption of exponentially distributed times can be relaxed and the effect of the

chosen distributions on systems availability downtime and cost can be investigated.

Additionally, as far as redundancy is concerned, the effects of considering a hot or

a warm standby unit can be also investigated. Finally, an important issue which is

authors future intentions is to relax the assumption of perfect switching among the

two units and examine how an imperfect switch can affect systems dependability and

performance.

Appendix

In the next tables the systems states and all the transitions for the proposed two-unit

systems are presented analytically. (See Tables 3, 4 and 5).
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Table 3 System state and transitions for the two-unit system with minimal and major maintenance

actions

No From state To state

1 O, S (I0, S), (D
O
1, S), (F, O)

2 O, D
S
1 (I0, D

S
1), (D

O
1, D

S
1), (F, D

O
1)

3 O, D
S
2 (I0, D

S
2), (D

O
1, D

S
2), (F, D

O
2)

4 O, m (I0, m), (D
O
1, m), (F, m),

(O, S), (O, D
S
1), (O, D

S
2), (O, F)

5 O, M (I0, M), (D
O
1, M), (F, M),

(O, S), (O, D
S
1), (O, D

S
2), (O, F)

6 O, F (I0, F), (D
S
1, F), (F, F), (O, S)

7 D
O
1, S (I1, S), (D

O
2, S), (F, O)

8 D
O
1, D

S
1 (D

O
2, D

S
1) (I1, D

S
1) (F, D

O
1)

9 D
O
1, D

S
2 (I1, D

S
2), (D

O
2, D

S
2), (F, D

O
2)

10 D
O
1, m (I1, m) (D

O
2, m), (F, m),

(D
O
1,S), (D

O
1, D

S
1),), (D

O
1, D

S
1), (D

O
1, F)

11 D
O
1, M (I1, m) (D

O
2, M), (F, M),

(D
O
1, S), (D

O
1, D

S
1), (D

O
1, D

S
1), (D

O
1, F)

12 D
O
1, F (D

O
2,F), (I1, F), (F, F), (D

O
1, S)

13 D
O
2, S (I2, S), (F, O)

14 D
O
2, D

S
1 (I2, D

S
1), (F, D

O
1)

15 D
O
2, D

S
2 (I2, D

S
2), (F, D

O
2)

16 D
O
2, m (I2, m), (F, m),

(D
O
2, S), (D

O
2, D

S
1), (D

O
2, D

S
2), (D

O
2, F)

17 D
O
2, M (I2, M), (F, M),

(D
O
2, S), (D

O
2, D

S
1), (D

O
2, D

S
2), (D

O
2, F)

18 D
O
2, F (I2, F), (F, F), (D

O
2, S)

19 I0, S (O, S)

20 I0, D
S
1 (O, D

S
1)

21 I0, D
S
2 (O, D

S
2)

22 I0, m (O, m)

23 I0, M (O, M)

24 I0, F (O, F)

25 I1, S (m, O)

26 I1, D
S
1 (m, D

O
1)

27 I1, D
S
2 (m, D

O
2)

28 I1, m (m, m)

(continued)



Optimizing Availability and Performance . . . 97

Table 3 (continued)

No From state To state

29 I1, M (m, M)

30 I1, F (m, F)

31 m, O (S, O), (D
S
1, O), (D

S
2, O), (F, O),

(m, I0), (m, D
O
1), (m, F)

32 m, I0 (m, O)

33 m, D
O
1 (S, D

O
1), (D

S
1, D

O
1), (D

S
2, D

O
1),

(F, D
O
1), (m, I1), (m, D

O
2), (m, F)

34 m, I1 (m, m)

35 m, m (O, m), (D
O
1, m), (D

O
2, m), (F, m),

(m, O), (m, D
O
1), (m, D

O
2), (m, F)

36 m, D
O
2 (S, D

O
2), (D

S
1, D

O
2), (D

S
2, D

O
2),

(F, D
O
2), (m, I2), (m, F)

37 m, I2 (m, M)

38 m, M (O, M), (D
O
1, M), (D

O
2, M), (F, M),

(m, O), (m, D
O
1), (m, D

O
2), (m, F)

39 m, F (O, F), (D
O
1, F), (D

O
2, F), (F, F), (m, O)

40 M, O (S, O), (D
S
1, O), (D

S
2, O), (F, O),

(M, D
O
1), (M, I1), (M, F)

41 M, I0 (M, O)

42 M, D
O
1 (S, D

O
1), (D

S
1, D

O
1), (D

S
2, D

O
1), (F, D

O
1),

(M, I1), (M, D
O
2), (M, F)

43 M, I1 (M, m)

44 M, D
O
2 (S, D

O
2), (D

S
1, D

O
2), (D

S
2, D

O
2),

(F, D
O
2), (M, I2), (M, F)

45 M, I2 (M, M)

46 M, m (O, m), (D
O
1, m), (D

O
2, m), (F, m),

(M, O), (M, D
O
1), (M, D

O
2), (M, F)

47 M, M (O, M), (D
O
1, M), (D

O
2, M), (F, M),

(M, O), (M, D
O
1), (M, D

O
2), (M, F)

48 M, F (O, F), (D
O
1, F), (D

O
2, F), (F, F),

(M, O)

49 I2, S (M, O)

50 I2, D
S
1 (M, D

O
1)

51 I2, D
S
2 (M, D

O
2)

(continued)
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Table 3 (continued)

No From state To state

52 I2, m (M, m)

53 I2, M (M, M)

54 I2, F (M, F)

55 F, O (S, O),

(F, D
O
1), (F, I0), (F, F)

56 F, D
O
1 (S, D

O
1),

(F, D
O
2), (F, I1), (F, F)

57 F, D
O
2 (S, D

O
2), (F, F), (F, I2)

58 F, m (O, m),

(F, O), (F, D
O
1), (F, D

O
2), (F, F)

59 F, M (O, M), (F, O), (F, D
O
1), (F, D

O
2), (F, F)

60 F, F (O, F), (F, O)

61 F, I0 (F, O)

62 F, I1 (F, m)

63 F, I2 (F, M)

64 S, O (S, I0), (S, D
O
1), (O, F)

65 S, D
O
1 (S, D

O
2), (S, I1), (O, F)

66 S, D
O
2 (O, F), (S, I2)

67 S, I0 (S, O)

68 S, I1 (O, m)

69 S, I2 (O, M)

70 D
S
1, O (D

S
1, I0), (D

S
1, D

O
1), (D

O
1, F)

71 D
S
1, D

O
1 (D

S
1, I1), (D

S
1, D

O
2), (D

O
1, F)

72 D
S
1, D

O
2 (D

S
1, I2), (D

O
1, F)

73 D
S
1, I0 (D

S
1, O)

74 D
S
1, I1 (D

O
1, m)

75 D
S
1, I2 (D

O
1, M)

76 D
S
2, O (D

S
2, I0), (D

S
2, D

O
2),

(D
O
2, F)

77 D
S
2, D

O
1 (D

S
2, I1), (D

S
2, D

O
2),

(D
O
2, F)

78 D
S
2, D

O
2 (D

S
2, I2), (D

O
2, F)

79 D
S
2, I0 (D

S
2, O)

80 D
S
2, I1 (D

O
2, m)

81 D
S
2, I2 (D

O
2, M)
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Table 4 System state and transitions for the two-unit system with minimal maintenance actions

No From state To state

1 O, S (I0, S), (DO
1, S), (F, O)

2 O, DS
1 (I0, DS

1), (DO
1, DS

1), (F, DO
1)

3 O, DS
2 (I0,DS

2), (DO
1, DS

2), (F, DO
2)

4 O, m
1

(I0, m
1
), (D

O
1, m

1
), (F, m

1
),

(O, S), (O, D
S
1), (O, D

S
2), (O, F)

5 O, m
2

(I0, m
2
), (D

O
1, m

2
), (F, m

2
),

(O, D
S
1), (O, D

S
2), (O, F)

6 O, F (I0, F), (D
O
1, F), (F, F),

(O, S)

7 D
O
1, S (I1, S), (D

O
2, S), (F, O)

8 D
O
1, D

S
1 (D

O
2, D

S
1), (I1, D

S
1), (F, D

O
1)

9 D
S
1, D

O
1 (D

S
1, D

O
2), (D

S
1, I1), (D

O
1, F)

10 DO
1, DS

2 (DO
2, DS

2), (I1, DS
2), (F, DO

2)

11 DS
1, DO

2 (DO
1, F), (DS

1, I2)

12 DO
1, m1

(I1, m1
), (DO

2, m1
), (F, m1

),

(DO
1, S), (DO

1, DS
1), (DO

1, DS
2), (D0

1, F)

13 DO
1, m2

(I1, m2
), (D2, m2

), (F, m2
),

(DO
1, DS

1), (DO
1, DS

2), (DO
1, F)

14 DO
1, F (DO

2, F), (I1, F), (F, F),

(DO
1, S)

15 DO
2, S (I2, S), (F, O)

16 DO
2, DS

1 (I2, DS
1), (F, DO

1)

17 DS
2, DO

1 (DS
2, I1), (DS

2, DO
2), (DO

2, F)

18 DO
2, DS

2 (I2, DS
2), (F, DO

2)

19 DS
2, DO

2 (DS
2, I2), (DO

2, F)

20 DO
2, m1

(F, m1
), (I2, m1

),

(DO
2, S), (DO

2, DS
1), (DO

2, DS
2), (DO

2, F)

21 D
O
2, m

2
(F, m

2
), (I2, m

2
),

(D
O
2, D

S
1), (D

O
2, D

S
2), (D

O
2, F)

22 D
O
2, F (F, F), (I2, F),

(D
O
2, S)

23 I0, S (O, S)

24 I0, D
S
1 (O, D

S
1)

25 I0, D
S
2 (O, D

S
2)

26 I0, m
1

(O, m
1
)

(continued)
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Table 4 (continued)

No From state To state

27 (m
1
, D

O
1) (S, D

O
1), (D

S
1, D

O
1), (D

S
2, D

O
1), (F, D

O
1),

(m
1
, D

O
2), (m

1
, I1), (m

1
, F)

28 I0, m
2

(O, m
2
)

29 I0, F (O, F)

30 I1, S (m
1
, O)

31 I1, D
S
1 (m

1
, D

O
1)

32 I1, D
S
2 (m

1
, D

O
2)

33 I1, m
1

(m
1
, m

1
)

34 I1, m
2

(m
1
, m

2
)

35 I1, F (m
1
, F)

36 I2, S (m
2
, O)

37 I2, D
S
1 (m

2
, D

O
1)

38 I2, D
S
2 (m

2
, D

O
2)

39 I2, m
1

(m
2
, m

1
)

40 I2, m
2

(m
2
, m

2
)

41 I2, F (m
2
, F)

42 m
1
, O (S, O), (D

S
1, O), (D

S
2, O), (F, O),

(m
1
, D

O
1), (m

2
, I0), (m

1
, F)

43 m
2
, O (D

S
1, O), (D

S
2, O), (F, O),

(m
2
, D

O
1), (m

2
, I0), (m

2
, F)

44 F, O (S, O), (F, D
O
1), (F, I0), (F, F)

45 F, D
O
1 (S, D

O
1), (F, D

O
2), (F, I1), (F, F)

46 F, D
O
2 (S, D

O
2), (F, F), (F, I2)

47 F, m
1

(O, m
1
),

(F, O), (F, D
O
1), (F, D

O
2), (F, F)

48 F, m
2

(O, m
2
),

(F, D
O
1), (F, D

O
2), (F, F)

49 F, F (O, F),

(F, O)

50 S, O (S, I0), (S, D
O
1), (O, F)

51 D
S
1, O (D

S
1, I0), (D

S
1, D

O
1), (D

O
1, F)

52 D
S
2, O (D

S
2, I0), (D

S
2, D

O
1), (D

O
2, F)

53 (m
1
, F) (O, F), (D

O
1, F), (D

O
2, F), (F, F),

(m
1
, O)

54 (m
1
, I0) (m

1
, O)

55 S, D
O
1 (S, D

O
2), (S, I1), (O, F)

(continued)
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Table 4 (continued)

No From state To state

56 m
2
, D

O
1 (D

S
1, D

O
1), (D

S
2, D

O
1),(F, D

O
1),

(m
2
, D

O
2), (m

2
, I1), (m

2
, F)

57 S, D
O
2 (S, I2), (O, F)

58 m
2
, D

O
2 (m

2
, I2), (m

2
, F),

(D
S
1, D

O
2), (D

S
2, D

O
2), (F, D

O
2)

59 (m
1
, D

O
2) (S, D

O
2), (D

S
1, D

O
2), (D

S
2, D

O
2), (F, D

O
2),

(m
1
, I2), (m

1
, F)

60 S, I0 (S, O)

61 D
S
1, I0 (D

S
1, O)

62 D
S
2, I0 (D

S
2, O)

63 m
2
, I0 (m

2
, O)

64 F, I0 (F, O)

65 S, I1 (O, m
1
)

66 D
S
1, I1 (D

O
1, m

1
)

67 D
S
2, I1 (D

O
2, m

1
)

68 m
2
, I1 (m

2
, m

1
)

69 F, I1 (F, m
1
)

70 S, I2 (O, m
2
)

71 D
S
1, I2 (D

O
1, m

2
)

72 D
S
2, I2 (D

O
2, m

2
)

73 m
2
, I2 (m

2
, m

2
)

74 F, I2 (F, m
2
)

75 m
2
, F (m

2
, O),

(O, F), (D
O
1, F), (D

O
2, F), (F, F)

76 (m
2
, m

1
) (D

O
1, m

1
), (D

O
2, m

1
), (F, m

1
),

(m
2
, O), (m

2
, D

O
1), (m

2
, D

O
2), (m

2
, F)

77 (m
2
, m

2
) (D

O
1, m

2
), (D

O
2, m

2
), (F, m

2
),

(m
2
, D

O
1), (m

2
, D

O
2), (m

2
, F)

78 (m
1
, m

1
) (O, m

1
), (D

O
1, m

1
), (D

O
2, m

1
), (F, m

1
),

(m
1
, O), (m

1
, D

O
1), (m

1
, D

O
2), (m

1
, F)

79 (m
1
, m

2
) (O, m

2
), (D

O
1, m

2
), (D

O
2, m

2
), (F, m

1
),

(m
1
, D

O
1), (m

1
, D

O
2), (m

1
, F)

80 (m
1
, I1) (m

1
, m

1
)

81 (m
1
, I2) (m

1
, m

2
)
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Table 5 System state and transitions for the two-unit system with major maintenance actions

No From state To state

1 O, S (I0, S), (D
O
1, S), (F, O)

2 O, D
S
1 (I0, D

S
1), (D

O
1, D

S
1), (F, D

O
1)

3 O, DS
2 (I0, DS

2), (DO
1, DS

2), (F, DO
2)

4 O, M (I0, M), (DO
1, M), (F, M)

(O, S), (O, DS
1), (O, DS

2), (O, F)

5 O, F (I0, F), (DO
1, F), (F, F), (O, S)

6 DO
1, S (I1, S), (DO

2, S), (F, O)

7 DO
1, DS

1 (DO
2, DS

1), (I1, DS
1), (F, DO

1)

8 DS
1, DO

1 (DS
1, DO

2), (DS
1, I1), (DO

1, F)

9 DO
1, DS

2 (DO
2, DS

2), (I1, DS
2), (F, DO

2)

10 DS
1, DO

2 (DO
1, F), (DS

1, I2)

11 DO
1, M (I1, M), (DO

2, M), (F, M),

(DO
1, S), (DO

1, DS
1), (DO

1, DS
2), (DO

1, F)

12 DO
1, F (DO

2, F), (I1, F), (F, F), (DO
1, S)

13 DO
2, S (I2, S), (F, O)

14 DO
2, DS

1 (I2, DS
1), (F, DO

1)

15 DS
2, DO

1 (DS
2, I1), (DS

2, DO
2), (DO

2, F)

16 DO
2, DS

2 (I2, DS
2), (F, DO

2)

17 DS
2, DO

2 (DS
2, I2), (DO

2, F)

18 DO
2, M (F, M), (I2, M),

(DO
2, S), (DO

2, DS
1), (DO

2, DS
2), (DO

2, F)

19 DO
2, F (F, F), (I2, F), (DO

2, S)

20 I0, S (O, S)

21 I0, DS
1 (O, DS

1)

22 I0, DS
2 (O, DS

2)

23 I0, M (O, M)

24 I0, F (O, F)

25 I1, S (D
O
1, S)

26 I1, D
S
1 (D

O
1, D

S
1)

27 I1, D
S
2 (D

O
1, D

S
2)

28 I1, M (D
O
1, M)

29 I1, F (D
O
1, F)

30 I2, S (M, O)

31 I2, D
S
1 (M, D

O
1)

32 I2, D
S
2 (M, D

O
2)

33 I2, D
S
2 (M, D

O
2)

34 I2, M (M, M)

35 I2, F (M, F)

(continued)
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Table 5 (continued)

No From state To state

36 M, O (S, O), (D
S
1, O), (D

S
2, O), (F, O),

(M, D
O
1), (M, I0), (M, F)

37 M, D
O
1 (S, D

O
1), (D

S
1, D

O
1), (D

S
2, D

O
1),

(F, D
O
1), (M, D

O
2), (M, I1), (M, F)

38 M, D
O
2 (M, I2), (M, F),

(S, D
O
2), (D

S
1, D

O
2), (D

S
2, D

O
2), (F, D

O
2)

39 M, I0 (M, O)

40 M, I1 (M, D
O
2)

41 M, I2 (M, M)

42 M, F (O, F), (D
O
1, F), (D

O
2, F),

(F, F), (M, O)

43 F, O (S, O), (F, D
O
1), (F, I0), (F, F)

44 F, D
O
1 (S, D

O
1), (F, D

O
2), (F, I1), (F, F)

45 F, D
O
2 (S, D

O
2), (F, F), (F, I2)

46 F, M (O, M),

(F, O), (F, D
O
1), (F, D

O
2), (F, F)

47 F, F (O, F), (F, O)

48 S, O (S, D
O
1), (S, I0), (O, F)

49 S, D
O
1 (S, D

O
2), (S, I1), (O, F)

50 S, D
O
2 (S, I2), (O, F)

51 S, I1 (S, O)

52 S, I1 (S, D
O
1)

53 S, I2 (O, M)

54 D
S
1, I0 (D

S
1, O)

55 F, I0 (F, O)

56 F, I1 (F, D
O
1)

57 F, I2 (F, M)

58 D
S
1, I1 (D

S
1, D

O
1)

59 D
S
2, I1 (D

S
2, D

O
1)

60 D
S
1, I2 (D

O
1, M)

61 D
S
2, I2 (D

O
2, M)

62 D
S
1, O (D

S
1, I0), (D

S
1, D

O
1), (D

O
1, F)

63 D
S
2, O (D

S
2, I0), (D

S
2, D

O
1), (D

O
2, F)

64 (M, M) (O, M), (D
O
1, M), (D

O
2, M), (F, M),

(M, O), (M, D
O
1), (M, D

O
2),(M, F)
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Phase-Type Models and Their Extension
to Competing Risks

Bo Henry Lindqvist and Susanne Hodneland Kjølen

Abstract We present an extension of the phase-type methodology for modeling of

lifetime distributions to include the case of competing risks. This is done by consid-

ering finite state Markov chains in continuous time with more than one absorbing

state, letting each absorbing state correspond to a particular risk. The special struc-

ture of Coxian phase-type models is considered in particular. The chapter emphasizes

the use of phase-type models in statistical modeling and inference for survival and

competing risks data.

Keywords Phase-type distribution ⋅ Coxian distribution ⋅ Competing risks ⋅
Identifiability

1 Introduction

Phase-type distributions represent the time to absorption for a finite state Markov

chain in continuous time. The simplest examples are mixtures and convolutions of

exponential distributions and phase-type distributions have therefore received much

attention in applied probability, in particular in queuing theory. Here they generalize

the celebrated Erlang distribution. Nowadays, phase-type distributions are applied

in various areas such as reliability analysis and medical statistics.

In its generality, the class of phase-type distributions is both flexible and con-

ceptually simple to work with. Interestingly, the class of phase-type distributions is

dense in the sense that any lifetime distribution can be approximated arbitrarily close

by a phase-type distribution. For a comprehensive introduction to the topic we refer

to Neuts [16], while a shorter and very useful introduction is given by Aalen [1].
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The potential usefulness of phase-type distributions in statistical modeling and

inference has more recently been revealed in the literature. In statistical applica-

tions there seems to be a particular interest in the use of so-called Coxian phase-type

models, first suggested by Cox [8]. These are models for phenomena where the units

go through stages (phases) in a specified order, and may transit to the absorbing

state (corresponding to the event of interest) at any stage. Coxian phase-type mod-

els have recently been successfully applied in health care studies ([10, 11, 15, 18]).

The problem of fitting more general phase-type distributions to lifetime data has also

been considered in the literature, both in a frequentist setting using the EM-algorithm

(Asmussen et al. [3]), and in a Bayesian setting using MCMC (Bladt et al. [5]).

The main purpose of the present chapter is to give the necessary tools and results

in order to extend the phase-type methodology to include competing risks. The lat-

ter concept has been introduced for cases where one in addition to a lifetime have

information about the specific cause of failure or death. The classical examples of

competing risks consider individuals subjected to multiple causes of death. A famous

example is due to David Bernoulli who around 1760 studied the problem of how to

disentangle the risk of dying from smallpox from other causes. In cancer research

one may consider both the age at onset of cancer and the cancer type. In reliability

engineering, one may observe both the time to breakdown of a mechanical compo-

nent and the root cause, for example vibration or corrosion. An introduction to the

theory can be found in, e.g., Lawless [13, Chap. 9].

The basic ingredient in a competing risks phase-type model is a finite state

Markov chain in continuous time with more than one absorbing state, where each

absorbing state corresponds to a particular risk. Expressions for cause specific hazard

functions, cumulative incidence functions etc. can now be given in terms of the tran-

sition matrix of the underlying Markov chain. Special structures like Coxian models

may still be studied in the competing risks framework. Statistical inference for com-

peting risks using phase-type models is of particular interest in the chapter. This

extends approaches in the literature for ordinary phase-type models, and some basic

aspects of this extension will be emphasized by studying simple examples involving

Coxian models.

2 Phase-Type Distributions

A phase-type distribution can be described in terms of a Markov process {X(t); t ≥
0}, say, where the system moves through some or all of K transient states, or phases,

before moving to a single absorbing state K + 1. The time of absorption, T , is then

said to have a phase-type distribution. A simple illustration is given in Fig. 1, where

K = 7 and state K + 1 = 8 is absorbing (state 9 will be considered later).

A Coxian phase-type distribution is obtained when all the transitions from the

transient states are either from i to i + 1 or to the absorbing state K + 1, see Fig. 2.

The resulting restriction on the permitted transitions is in fact not as strong as it may
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Fig. 1 The state-space and permitted transitions of an absorbing Markov chain, with absorbing

state(s) 8 (8 and 9)

Fig. 2 A coxian phase-type model

look, since any phase-type distribution based on a Markov chain where each move

is to a higher numbered state, can be brought on Coxian form (see, e.g., O’Cinneide

[17]).

2.1 Model Specification

The infinitesimal transition matrix 𝐀 of the Markov chain producing the phase-type

distribution is a (K + 1) × (K + 1) matrix given on block form as

𝐀 =
[
𝐐 𝓵
𝟎 0

]
. (1)

Here 𝐐 is the K × K matrix corresponding to the transitions between the transient

states; 𝓵 is the K × 1 vector defining direct transition intensities from the transient

states to the absorbing state; while 𝟎 is a 1 × K vector of zeros. Letting 𝐏(t) be the

matrix of transition probabilities Pij(t) = P(X(t) = j|X(0) = i) it is well known (e.g.,

Ross [19, Chap. 5]) that
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𝐏(t) = e𝐀t =
∞∑
i=0

𝐀i
,

and it is then straightforward to show that (1) implies

𝐏(t) =
[
e𝐐t 𝐐−1(e𝐐t − 𝐈)𝓵
𝟎 1

]
.

From this we obtain an expression for the cumulative distribution function of T ,

F(t) = P(T ≤ t) = P(X(t) = K + 1) = 𝐩𝐐−1(e𝐐t − 𝐈)𝓵.

Here 𝐩 is the 1 × K-vector with entries pi = P(X(0) = i) for i = 1,… ,K, which

defines the initial distribution of the Markov chain.

3 Classical Competing Risks

In survival analysis one basically considers the time to failure, T , of a unit. Suppose

now that the unit can experience any one of k competing failure causes. Then for

each unit one observes both the time to failure, T , and the cause of failure, C ∈
{1, 2,… , k}. The pair (T ,C) is the observation in the case of competing risks.

In the so called latent failure time approach to competing risks one assumes that

the k causes are represented by potential failure times T1,… ,Tk, where one only

observes the smallest time, T = minj Tj and its index C = argminj Tj.

3.1 Distributional Properties of Competing Risks

The joint distribution of the observed pair (T ,C) is completely specified by the sub-

distribution functions and their derivatives, the subdensities,

Fj(t) = P(T ≤ t,C = j), fj(t) = F′
j (t).

The interpretation of Fj(t) is as the probability of failing from cause j before time t.
In biostatistics literature, the Fj(t) are also called cumulative incidence functions.

As an extension of the concept of hazard function of a lifetime distribution, one

considers the cause-specific hazard functions,

𝜆j(t) = lim
𝛥t→0

P (t < T ≤ t + 𝛥t,C = j|T > t)
𝛥t

=
fj(t)
̄F(t)

.

The interpretation is that 𝜆j(t) is the failure rate from cause j conditional on survival

up to time t.
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3.2 The Identifiability Problem of Competing Risks

Consider here the latent failure time approach. The main interest is often in the joint

and marginal distributions of the latent failure times T1,… ,Tk. The classical problem

of competing risks is, however, that the distribution of the observable pair (T ,C) in

general does not determine the distribution of the latent failure times. In fact, several

different joint distributions of T1,… ,Tk will give rise to same distribution of (T ,C).
This non-identifiability property was noted by Cox [9] and formalized by Tsiatis [21].

The main result of Tsiatis is that for a given set of sub-distribution functions Fj(t),
there is always a unique (proxy) model with independent Tj yielding these Fj(t).

Biostatisticians have for several decades abandoned the latent failure time

approach and claim that statistical conclusions from data only should be based on

observable (i.e., identifiable) quantities like the cumulative incidence functions and

the cause-specific hazard functions.

4 Phase-Type Models for Competing Risks

As already indicated in Fig. 1, a Markov chain may have more than one absorbing

state. In the figure, both states 8 and 9 are absorbing. If we let T be the time of

absorption, and C be the identity of the absorbing state, then it is seen that (T ,C) is

of the form of the observation of a competing risks case.

More generally, consider the general setup of Sect. 2 where the Markov process

{X(t); t ≥ 0} moves among the K transient states before it is absorbed in state

K + 1. Suppose now instead that there are m > 1 absorbing states, named K + 1,K +
2,… ,K + m, say. Letting T be the time of absorption (in any one of the absorb-

ing states), and letting the cause C represent the state where absorption occurs, by

defining C = K + j if X(T) = K + j; j = 1, 2,… ,m, the pair (T ,C) can be viewed

as an observation from a classical competing risks process with possible causes

K + 1,… ,K + m.

The Coxian phase-type model can now in a straightforward manner be extended

to the competing risks case by allowing transitions to any of the m absorbing states

K + 1,… ,K + m from each of the transient states. The case m = 2 is illustrated in

Fig. 3.

4.1 Model Specification for Phase-Type Based
Competing Risks

By extending the matrix (1) to encompass m absorbing states, we obtain the infini-

tesimal matrix of the modified Markov process to be the (K + m) × (K + m) matrix

given on block form as
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Fig. 3 A coxian phase-type model for m = 2 competing risks

𝐀 =
[
𝐐 𝐋
𝟎1 𝟎2

]
. (2)

As before, 𝐐 is the K × K matrix corresponding to the transitions between the tran-

sient states. The vector 𝓵 is now replaced by the K × m matrix 𝐋 which contains

transition intensities from the transient states to the absorbing states. Further, 𝟎1 and

𝟎2 are, respectively, m × K and m × m matrices of zeros.

It is rather straightforward to show that (2) implies that the matrix of transition

probabilities Pij(t) is given by

𝐏(t) =
[
e𝐐t 𝐐−1(e𝐐t − 𝐈)𝐋
𝟎1 𝐈

]
, (3)

where 𝐈 is the K × K identity matrix. From (3) we obtain expressions for the subdis-

tribution functions, given by

Fj(t) = P(T ≤ t,C = j) = P(X(t) = j) = 𝐩𝐐−1(e𝐐t − 𝐈)𝐋𝐯j (4)

for j = 1,… ,m. By differentiation we get the subdensities

fj(t) = F′
j (t) = 𝐩e𝐐t𝐋𝐯𝐣. (5)

In these formulas, 𝐩 is the K-vector defining the initial distribution of the Markov

chain. It is often natural to assume p1 = 1. Further, 𝐯j is them-vector with jth element

equal to 1 and the rest equal to 0.

Finally, the cause-specific hazard rate is given by

𝜆j(t) = lim
𝛥t→0

P(T ≤ t + 𝛥t,C = j|T > t)
𝛥t

=
F′
j (t)

P(T > t)
=

𝐩e𝐐t𝐋𝐯j
𝐩e𝐐t𝟏K

(6)

(e.g., Braarud [7]). Here 𝟏K is a K-vector of all 1s.
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5 Statistical Inference in Coxian Phase-Type Models

In the present and next section we consider the problem of statistical inference in

phase-type models, for data containing survival times only as well as for competing

risks data.

Suppose one has a sample of n independent units, where for the ith unit one

observes the lifetime Ti and, if applicable, a cause of failure, Ci. The task is to fit

phase-type models to the data, where Coxian models will be considered first.

In practice, some of the lifetimes may be censored. Most of the methods to be

considered are able to handle censorings, but this problem will not be pursued in the

following. This also applies to the inclusion of covariates in the data.

5.1 Coxian Survival Models

Faddy, Graves and Pettitt [10] and McGrory, Pettitt and Faddy [15] considered,

respectively, maximum likelihood estimation and Bayesian estimation for Coxian

models. In the latter article, the authors used a reversible jump MCMC in their analy-

sis, thus including also K as a parameter in the model. The authors analyze an exam-

ple dataset comprising lengths of hospital stays of a sample of patients collected

from two Australian hospitals to produce a model for a patient’s expected length of

stay. In particular, posterior distributions for the number of phases and the regression

parameters were produced.

In the former article, Faddy et al. [10] considered different variations of Cox-

ian models (Fig. 2), in particular an interesting model assuming 𝜇1 = 𝜇2 = ⋯ =
𝜇K−3 = 0 and 𝜆1 = 𝜆2 = ⋯ 𝜆n−3 = 𝜇n−2 + 𝜆n−2 = 𝜆. Such a structure corresponds to

a gamma-distributed component from the first n − 2 phases, which makes the model

more flexible.

Slud and Suntornchost [20] advocated the use of parametric models based on

phase-type distributions with a low number, say 3–8, of parameters. A main conclu-

sion of [20] is that simple phase type models can do almost as well as nonparametric

methods, where the latter are commonly the preferred choices in biostatistics and

partly in reliability analysis.

Motivated by the above mentioned articles and correspondng conclusions, we

shall next show by examples how corresponding statistical analyses can be made

with Coxian competing risks models.

5.2 Model 1: Coxian Competing Risks Model with K = 𝟐
Transient States and m = 𝟐 Absorbing States

This model is illustrated in Fig. 4. The corresponding infinitesimal intensity

matrix is
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Fig. 4 Model 1

𝐀 =
⎛⎜⎜⎜⎝

1 2 3 4
1 −a k l1 m1
2 0 −b l2 m2
3 0 0 0 0
4 0 0 0 0

⎞⎟⎟⎟⎠
,

where a = l1 + m1 + k, b = l2 + m2. Hence

𝐐 =
[
−a k
0 −b

]
, 𝐋 =

[
l1 m1
l2 m2

]
.

The subdistribution functions, subdensities and cause-specific hazard functions are

found from (4) to (6), and for cause 3 they are, respectively,

F3(t) =
(1 − e−at) l1 −

k(e−bt−e−at)l2
a−b

a
−

k
(
e−bt − 1

)
l2

ab

f3(t) =
[
l1 −

kl2
a − b

]
e−at +

kl2
a − b

e−bt (7)

𝜆3(t) =
l1(a − b)e−at + k

(
e−bt − e−at

)
l2

(a − b)e−at + k
(
e−bt − e−at

) .

Note that the formulas are valid only when a ≠ b. The case a = b follows by taking

limits as b → a (see next subsection). The corresponding formulas for cause 4 are

similar, replacing the lj by mj.
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5.3 Parametric Identifiability of Model 1

Suppose we will use Model 1 in a competing risks case where the pair (T ,C) is

observed, where C = 3 and C = 4 represent the absorbing states. In order to esti-

mate the five parameters of the model consistently, we will need the model to be

identifiable. This problem will next be considered in detail below, presumably indi-

cating the flavor of the problem also for larger models.

The general identifiability problem of competing risks has been described in

Sect. 3.2. The problem is that the underlying probability mechanism is not neces-

sarily identifiable from observations of the pair (T ,C). For the present model, the

question of identifiability is the following: Does the distribution of the pair (T ,C)
determine the five parameters of the model, k, l1, l2,m1,m2?

The functions f3(t) and f4(t) are from (7) necessarily given on the form

f3(t) = A3e−𝜆1t + B3e−𝜆2t, f4(t) = A4e−𝜆1t + B4e−𝜆2t.

Knowing the distribution of (T ,C) means that 𝜆1, 𝜆2,A3,B3,A4,B4 are known to

us. We may then without loss of generality assume that 𝜆1 < 𝜆2 (the case when they

are equal will be treated separately). To identify the parameters of the model, we

need to consider two cases, a < b and a > b.

Consider first the case a < b. By (7) we must have

a = 𝜆1, b = 𝜆2.

Further,

l1 −
kl2

a − b
= A3,

kl2
a − b

= B3, m1 −
km2
a − b

= A4,
km2
a − b

= B4

From this it is straightforward to show that the five parameters of the model are

uniquely given by

l1 = A3 + B3, l2 =
(𝜆1 − 𝜆2)B3

𝜆1 − A3 − B3 − A4 − B4
,

m1 = A4 + B4, m2 =
(𝜆1 − 𝜆2)B4

𝜆1 − A3 − B3 − A4 − B4
,

k = 𝜆1 − A3 − B3 − A4 − B4.

Suppose then that a > b. Then obviously a = 𝜆2 and b = 𝜆1 and it can be shown that

the five parameters are uniquely given by
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Table 1 Two different sets of parameter values corresponding to the subdensities (8)–(9)

Assumption k l1 m1 l2 m2

a < b 1 2 1 3 2

a > b 2 2 1 5∕2 3∕2

l1 = A3 + B3, l2 =
(𝜆2 − 𝜆1)A3

𝜆2 − A3 − B3 − A4 − B4
,

m1 = A4 + B4, m2 =
(𝜆2 − 𝜆1)A4

𝜆2 − A3 − B3 − A4 − B4
,

k = 𝜆2 − A3 − B3 − A4 − B4.

As an example, suppose we have “observed” that

f3(t) = 5e−4t − 3e−5t, (8)

f4(t) = 3e−4t − 2e−5t. (9)

By using the above results we conclude that there are exactly two different sets of

parameters that give the above functions f3(t) and f4(t), see Table 1.

If a = b in Model 1, then it follows by taking the limit as b → a in (7) that

f3(t) = l1e−at + kl2te−at, f4(t) = m1e−at + km2te−at.

The observed f2(t) and f3(t) are hence necessarily of the form

f3(t) = C3e−𝜆t + D3te−𝜆t, f4(t) = C4e−𝜆t + D4te−𝜆t.

It follows immediately that l1 = C3 and m1 = C4 and from this that l2,m2.k are

uniquely given as well.

5.4 Identifiability of Coxian Phase-Type Models

It follows from the above that the parameters of Model 1 are identifiable in the case

when a = b, but that, in the case where a ≠ b, an additional assumption on the rela-

tive size of a and b has to be made as part of the prior specification of the model.

In a practical application of Model 1 we might assume that state 2 involves a more

severe condition for the unit than state 1. As a result of this, the transition rates to the

absorbing states are expected to be higher from state 2 than from state 1. In this case

it might be reasonable to assume that a < b, in which case we have an identifiable

model.
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For Model 1, it is seen that the eigenvalues of Q determine the exponents of the

exponentials in the expressions for the subdensity functions f3(t) and f4(t). More

generally, considering the general Coxian competing risks model in Fig. 3, it is seen

that the eigenvalues of 𝐐 are

𝜌i = 𝜇i1 + 𝜇i2 + 𝜆i

for i = 1, 2,… ,K, where by convention we put 𝜆K = 0. It follows that the subdensity

function fK+1 is of the form

fK+1(t) =
K∑
i=1

Aie−𝜌it

provided the 𝜌i are all different, and similarly for fK+2(t). If, say, 𝜌i has multiplicity

r > 1, then terms of the form Ctje−𝜌it for j = 1, 2,… , r − 1 are included in the func-

tions. Motivated by the study of Model 1, we may in general have to consider all

permutations of the 𝜌i in order to check identifiability.

We close the discussion on identifiability by noting that identifiability problems

may also occur in ordinary Coxian models with a single absorbing state. To be

explicit, consider Fig. 4 and assume that m1 = m2 = 0. Then f3(t) in (7) is simply

the density function of the time T to absorption in state 3. We will now show by

an example that two different parameterizations can give rise to the same density

function. Namely, let (l1, l2, k) be given by either (2, 4, 1) or (2, 3, 2). In both cases

we obtain the density function of T equal to f (t) = 6e−3t − 4e−4t. Hence the model

is not identifiable from data on lifetimes T . Again, a prior choice of whether l1 + k
is greater or smaller than l2 has to be made.

5.5 Case Study: Pneumonia on Admission
to Intensive Care Unit ([4])

Beyersmann, Allignol and Schuhmacher [4] present data for 747 patients at an inten-

sive care unit, where the purpose is to examine the effect of hospital-acquired infec-

tions. The data set contains information on pneumonia status on admission, time of

intensive care unit stay and ‘intensive care unit outcome’, either hospital death or

alive discharge.

In order to increase flexibility compared to Model 1 we build on the earlier men-

tioned idea of Faddy et al. [10] by adding two states. The model is presented in

Fig. 5, and we shall denote it by Model 2. We may think of the extended model as

adding to the waiting time in state 3 a gamma-distributed length of time. Note that

the approach of [10] would make the additional assumption that l1 + m1 + k1 = k0.

In this case the total waiting time in state 3 is gamma-distributed.
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Fig. 5 Model 2

Table 2 Estimated parameters from Model 2 for the pneumonia data of [4]

k0 k1 l1 l2 m1 m2

Pneumonia 0.079642 0.064075 0.102990 0.015845 0.479752 0.000569

No

pneumonia

0.749985 0.072420 0.009248 0.008576 0.155579 0.047151

We made separate analyses for patients with and without pneumonia at admis-

sion. The absorbing states 5 and 6 correspond to, respectively, hospital death and

discharge from hospital. The estimates of the parameters are given with one line for

each analysis in Table 2.

In order to evaluate the results, we present in Fig. 6 plots of the cumulative

incidence functions obtained from Model 2, together with nonparametric estimates

found by using the Aalen-Johansen estimators (see, e.g., Borgan [6]). The parametric

estimates seem to perform very well, a conclusion which confirms the findings and

suggestions of [20] as reported earlier.

6 Statistical Inference for General Phase-Type
Distributions

Asmussen, Nerman and Olsson [3] presented a general approach to estimation of

phase-type distributions from lifetime data. Their idea was to consider the class of

phase-type distributions, for a fixedK, as a multi-parameter exponential family. Since

one then obviously is in the setting of incomplete observations, they suggested to

implement the EM algorithm. Lindqvist [14] gave some details on how to extend the

approach of [3] to the competing risks case.
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Fig. 6 Estimated cumulative incidence functions for the pneumonia-data of [4]. The smooth esti-

mates are based on model 2 and are compared to nonparametric estimates with corresponding point-

wise confidence intervals for each curve

Bladt, Gonzalez and Lauritzen [5] considered Bayesian estimation of phase-type

distributions, constructing a Gibbs sampler which draws phase-type parameters from

their posterior distribution. They reported as a main advantage of their method, that

the uncertainty of estimates of complex functionals of the phase-type distributions

could easily be obtained. It is not so clear, on the other hand, how to do this for

the EM-algorithm approach. Aslett and Wilson [2] have improved on the method

of Bladt et al. [5], and also provide an R-package for practical computation. The

approach of Bladt et al. [5] was extended to the competing risks case by Laache [12].

In practice, lifetime data will typically include measured covariates. Most of the

methods considered above can be extended to this case, and in some cases this is

already a feature of the methods (e.g., [10] and [15]). Lindqvist [14] presented some

ideas on a general approach for inclusion of covariates.
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A Study on Repairable Series Systems
with Markov Repairable Units

He Yi and Lirong Cui

Abstract Consider a repairable series system consisting of n units and each of
them follows a Markov process with finite state and continuous time. Under
independence assumption among units, the repairable series system has been widely
studied by using the Markov process method and Lz-transform method. However,
both methods have faced the problem of state exploration although some approx-
imation methods have been used. Thus, it is still an interesting and significant
problem to be explored. In this chapter, we investigate repairable series systems by
using matrix method which has been widely used in aggregated stochastic processes
especially in ion channel modeling and aggregated repairable systems. The for-
mulas for reliability, instantaneous and interval availabilities are given in matrix
form for four kinds of repairable series systems, general repairable series system,
general repairable series system with neglected failures, phased-mission repairable
series system and phased-mission repairable series system with neglected failures,
respectively. Numerical examples are shown to illustrate the results for the four
kinds of systems and present how matrix method is used to solve the problem of
state exploration in the Lz-transform method. Finally, the conclusions and some
future possible applications are given.
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1 Introduction

Multi-state systems (MSSs) have been widely studied because components in real
word often have more states than up and down. When describing the behaviors of
MSSs, traditional Markov method has a problem of state exploration in solving
corresponding differential functions and a new method named as universal gener-
ating function (UGF) was proposed by Ushakov [1]. UGF method investigated
behaviors of the components by Markov method independently and then system
behaviors were represented by Ushakov’s universal generating operator (UGO).
Levitin [2] comprehensively investigated the UGF technique and applied it to many
different kinds of binary systems and MSSs.

UGF technique can only be used to study steady-state performance of MSSs
theoretically because generating function is defined only for random variables.
Then Lz-transform was introduced by Lisnianski [3] to analysis dynamic MSS
reliability for discrete-state continuous-time Markov process. Frenkel et al. [4]
applied Lz-transform to a real case study of aging refrigeration system to prove the
efficiency of the method. Based on Lz-transform, Lisnianski et al. [5] used Ush-
akov’s UGO to reduce computational burden in reliability importance evaluation
for components. Based on inverse Lz-transform, Lisnianski and Ding [6] developed
a special method to calculate reliability function of multi-state power system.

MSSs also take an important role in research of ion channel theory, and an
efficient matrix method was first proposed [7] and refined [8] by Colquhoun and
Hawkes to describe performance of aggregated Markov repairable system. Ball
et al. [9] generalized the matrix method for aggregated semi-Markov repairable
system and some new results of ion channel behavior were given. Cui et al. [10]
introduced a Markov repairable system with changeable state whose performance
depends on the immediately preceding state and several reliability indexes were
calculated by matrix method. Hawkes et al. [11] presented a Markov repairable
system under alternating regimes and availability of the system and some distri-
butions were given by using matrix method. In this chapter, matrix method was
used to describe behaviors of components in MSSs in place of Markov method in
Lz-transform which simplified Lz-transform method by aggregation of states and
solved the problem of state exploration to some extent.

In practice, brief events are often too short to be detected because of limitation of
devices and they always have ignorable effects on performance of MSSs. For
example, performance data of an aircraft engine system are often recorded by
several sensors in it periodically, maybe ten times per second. Obviously, failure
(working) times less than the period can be recorded at most as an outlier point and
they often have ignorable effects on performance of the system in such a short time.
This kind of problem which is called time interval omission has been discussed for
many kinds of MSSs. Hawkes et al. [12] first derived exact distribution of open
times and shut times for single ion channel with assumption of Markov process and
time interval omission. Ball [13] further considered number of bursts in single ion
channel for Markov and semi-Markov process with time interval omission and
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properties of two measures were given to describe degree of temporal clustering of
bursts. Zheng et al. [14] discussed a single unit Markov repairable system with
repair time interval omission and availability of the system was given for both
constant and random critical repair time. Bao and Cui [15] studied a series Markov
system with failures neglected and delayed, and instantaneous availability and
steady availability were presented as reliability measures.

In some cases, systems have different missions and performance during different
periods. For example, ion drive system of space shuttles, which is made up of
peripheral processor unit (PPU), ion engines and propel valves, is a phased-mission
system that have identical system structure but different failure modes and failure
rates in different phases. Warships use different systems or devices for different
missions, which means the whole warship system is a phased-mission system that
have different system structures and different failure modes. Early in 1958, Quandt
[16] considered estimation of parameters for a two phased linear regression system,
especially the switching point. Later, Goldfeld and Quandt [17] further investigated
a Markov model for switching regressions. This kind of phased mission problems
have been widely studied [11, 18, 28]. Recently, Shen et al. [19] considered a
dynamic system operating under a cycle of k continuous-time Markov processes
and availability and distribution of the first uptime were derived. Li et al. [20]
discussed non-repairable cyclic phased-mission systems with multiple-failure
modes for semi-Markov system and some reliability measures were given.

In the field of reliability, availability is an important measure to describe per-
formance of systems. Since single point availability is not enough for practical
requirements, joint availability was first proposed by Baxter [21] to describe
availability at multi-point. Interval availability was first proposed by Sericola [22]
according to definition of guaranteed availability [23, 24] for computer systems.
Csenki investigated joint availability [25] for semi-Markov processes by integral
equations and derived closed form of joint interval availability [26] for Markov
processes by induction method. Cui et al. [27] further considered mixed
multi-point-interval availabilities for Markov repairable system and some properties
of them were given.

However, as one of the most popular methods in the research of MSSs, Lz-
transform method hasn’t consider problem of time interval omission and
phased-mission, and interval availability which is a very important reliability
measure can’t be given by Lz-transform. In this chapter, four kinds of repairable
series systems will be investigated by matrix method and their reliability, instan-
taneous availability and interval availability will be given, respectively. To illustrate
how these reliability measures are calculated, some numerical examples are given in
this chapter.

The first system in this chapter is general repairable series system which works if
all its units work and fails once one of its units fails. The second system is general
repairable series system with neglected failures which works if failures of all its
units are not found and fails once a failure of its units is found. The third system is
phased-mission repairable series system, which works if the unit in use works and
fails once the unit in use fails. The fourth system is phased-mission repairable series
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system with neglected failures, which works if failures of the unit in use are not
found and fails once a failure of the unit in use is found. These systems widely exist
in practice since time interval omission and phased-mission are very common
problems for repairable series systems.

To illustrate how matrix method solves the problem of state exploration, a
magnet resonance inspection (MRI) water cooling system in [5] is considered. As
mentioned in [5], the water cooling system is used to remove heat from MRI
scanners to guarantee their efficiency. The water cooling system can be described as
a repairable series system consisting of four independent units—chillers subsystem,
heat exchanger subsystem, pump subsystem and electrical board subsystem, and
each of the system follows a Markov process.

With too many states, it’s very complex to get reliability of the water cooling
system by Lz-transform [6]. First, Ushakov’s UGO should be used four times to get
Lz-transforms of the four units. Next, Ushakov’s UGO should be used again to get
Lz-transform of the entire system in which 3× 4× 2× 3=72 terms should be
considered. Then genetic algorithm should be used to generate a matrix with
dimension 5 × 5 in which 20 unknown elements should be given. Finally, the
reliability is given by solving a set of five differential functions. However, when
calculating reliability of the system by matrix method, we only need to get relia-
bilities of the units by simple matrix calculation and then reliability of the system is
given by their product. By aggregation of states, MSSs are simplified to binary state
system that is how matrix method solved the problem of state exploration to some
extent.

The rest of this paper is organized as follows. Model assumptions and definitions
of the four kinds of repairable series systems are given in Sect. 2. Reliability,
instantaneous availability and interval availability are calculated for the four sys-
tems in Sects. 3, 4, 5 and 6, respectively. Numerical examples are shown in Sect. 7
to illustrate results of the four systems and present how matrix method is used to
solve the problem of state exploration. Finally, some conclusions are presented in
Sect. 8.

2 Model Assumptions

Consider a repairable series system consisting of n independent units and each of
them follows a Markov process XiðtÞ, t≥ 0f g with continuous time and finite state
space. State spaces Si i=1, . . . , nð Þ of the n units can be divided into two subspaces,
respectively, that is Si =Wi ∪Fi, i=1, . . . , nð Þ, Wi for working states and Fi for
failure states. Then infinitesimal generator QðiÞ i=1, . . . , nð Þ of each unit can be

divided into
QðiÞ

WiWi
QðiÞ

WiFi

QðiÞ
FiWi

QðiÞ
FiFi

 !
, respectively. Assume that all the units are in their

best working states at the beginning and πðiÞ
Wi

is the initial probability vector of unit
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i with dimension 1× Wij j. In this chapter, four kinds of repairable series (general
repairable series system, general repairable series system with neglected failures,
phased-mission repairable series system and phased-mission repairable series sys-
tem with neglected failures) are defined, and their reliability, instantaneous avail-
ability and interval availability are given, respectively.

Definition 1 The first system—general repairable series system is a repairable
system which works if all its units work and fails once one of its units fails.

Remark For example, if the system has three units and unit 1 has two states,
S1 = 1, 2f g, and W1 = 1f g,F1 = 2f g, unit 2 has two states, S2 = 3, 4f g, and
W2 = 3f g,F2 = 4f g, and unit 3 has three states, S3 = 5, 6, 7f g, and
W3 = 5f g,F3 = 6, 7f g, where state 6 and state 7 mean different failure modes or
different performance levels lower than need, then possible paths for the first system
can be shown in Fig. 1. As shown in Fig. 1, the system is working until unit 2 fails.
Before unit 2 is repaired, unit 1 fails, and before unit 1 is repaired, unit 3 fails. Then
the system begins to work when unit 3 is repaired because at that time the other two
units all work. This system is a general series system whose units follow Markov
processes with continuous time and finite state space.

Definition 2 The second system—general repairable series system with neglected
failures is a repairable system which works if failures of all its units are not found
and fails once a failure of its units is found. In this system, assume that failures of
unit i can be found after a critical time τi which means failure time being less than τi
can never be found for unit i and failure time being longer than τi can be found after
it happens for unit i.

Remark For the same example, paths for the second system are shown in Fig. 2. As
shown in Fig. 2, a dotted line at the left endpoint of a double arrow and a solid one
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Fig. 1 Paths for the first system

A Study on Repairable Series Systems with Markov Repairable Units 125



at its right endpoint mean the time a failure happens and the time it is found,
respectively, and two dotted lines means the failure is too short to be found. The
first failure of the unit 1 is longer than τ1 , so it’s found τ1 after it happens. The first
failure of unit 2 is less than τ2, so it can never be found. This system is a general
series system with time interval omission problem considered for failures and its
only difference with the first system is that failures are all delayed which causes
some short failures never be found.

Definition 3 The third system—phased-mission repairable series system is a
repairable system which works if the unit in use works and fails once the unit in use
fails. In this system, assume that unit i is in use during

mT + ∑
i− 1

j=1
Tj, mT + ∑

i

j=1
Tj

" #
, m=0, 1, . . . ,∞, where T =T1 + T2 +⋯+Tn.

Remark For the same example, paths for the third system are shown in Fig. 3. As
shown in Fig. 3, in every period, the system uses unit 1 first for T1, and then unit 2
for T2, unit 3 for T3 and so on. In the first phase, unit 1 is in use and it fails for one
time, so the system fails for one time during ½0, T1�. This system is a series system
with phased-mission problem considered and it uses the units periodically which
means in each phase, performance of the system is decided only by performance of
the unit in use.

Definition 4 The fourth system—phased-mission repairable series system with
neglected failures is a repairable system which works if failures of the unit in use are
not found and fails once a failure of the unit in use is found. In this system, assume

that unit i is in use during mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj

" #
, m=0, 1, . . . ,∞, and fail-

ures of unit i can be found after a critical time τi which means failure time being less
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than τi can never be found for unit i and failure time being longer than τi can be
found after it happens for unit i.

Remark For the same example, paths for the fourth system are shown in Fig. 4. As
shown in Fig. 4, in the first phase, unit 1 is in use and its first failure is found, so the
system fails for one time during 0, T1½ �. In the second phase, unit 2 is in use and its
failures are not found, so the system doesn’t fail during T1,T1 +T2½ �. This system is
a series system with both phased-mission problem and time interval omission
problem considered and its only difference with the third system is that failures are
all delayed which causes some short failures never be found.
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3 General Repairable Series System

Theorem 1 Reliability of general repairable series system can be given as follows,

RðtÞ= ∏
n

i=1
RiðtÞ,

where Ri tð Þ=π ið Þ
Wi
eQ

ið Þ
WiWi

tu ið Þ
Wi
.

Proof Denote reliability of unit i as RiðtÞ i=1, 2, . . . , nð Þ, respectively. For general
repairable series system, it’s easy to find RðtÞ= ∏

n

i=1
RiðtÞ under independent

assumption. From [8], we have, RiðtÞ= πðiÞ
Wi
PðiÞ
WiWi

ðtÞuðiÞWi
=πðiÞ

Wi
eQ

ðiÞ
WiWi

tuðiÞWi
, where πðiÞ

Wi
is

the initial probability vector of unit i with dimension 1× Wij j, PðiÞ
WiWi

tð Þ= eQ
ðiÞ
WiWi

t is a

matrix with dimension Wij j× Wij j whose element pðiÞlk tð Þ, l, k∈Wi is the probability
that unit i is working during 0, t½ � and is in state k at time t condition on initial state l at

time 0 and uðiÞWi
is a vector with dimension Wij j×1 whose elements are all 1.

□

Theorem 2 Instantaneous availability of general repairable series system can be
given as follows,

AðtÞ= ∏
n

i=1
AiðtÞ,

where A*
i ðsÞ=πðiÞ

Wi
½sI−QðiÞ

WiWi
−QðiÞ

WiFi
ðsI−QðiÞ

FiFi
Þ− 1QðiÞ

FiWi
�− 1uðiÞWi

.

Proof Denote instantaneous availability of unit i as AiðtÞ i=1, 2, . . . , nð Þ,
respectively, and then it’s easy to find that the instantaneous availability of the

system is AðtÞ= ∏
n

i=1
AiðtÞ. Denote the conditional probability P XiðtÞ= k Xið0Þ= ljð Þ

as T ðiÞ
lk ðtÞ where Xi 0ð Þ= l means unit i is in state l at time 0 and Xi tð Þ= k means unit

i is state k at time t. Then the matrix TðiÞðtÞ= ðT ðiÞ
lk ðtÞÞ with dimension Sij j× Sij j can

be divided into
TðiÞ
WiWi

tð Þ TðiÞ
WiFi

tð Þ
TðiÞ
FiWi

tð Þ TðiÞ
FiFi

tð Þ

 !
. It is easy to find that

TðiÞ
WiWi

tð Þ= eQ
ðiÞ
WiWi

t +
Z t

0

Zt− u

0

TðiÞ
WiWi

ðuÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

sQðiÞ
FiWi

eQ
ðiÞ
WiWi

ðt− u− sÞdsdu,
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because there are two cases for the event XiðtÞ= k, k∈Wi to happen condition on
Xið0Þ= l, l∈Wi, one case is that the system never leave subspace Wi and the other
one is that the system leave subspace Wi for at least one time. Then the instanta-

neous availability of the system is given as AiðtÞ=πðiÞ
Wi
TðiÞ
WiWi

ðtÞuðiÞWi
, where πðiÞ

Wi
,uðiÞWi

are defined in Theorem 1. By taking Laplace transform, we have,

TðiÞ*
WiWi

ðsÞ= sI−QðiÞ
WiWi

� �− 1
+TðiÞ*

WiWi
sð ÞQðiÞ

WiFi
sI−QðiÞ

FiFi

� �− 1
QðiÞ

FiWi
sI−QðiÞ

WiWi

� �− 1

= sI−QðiÞ
WiWi

� �− 1
I−QðiÞ

WiFi
ðsI−QðiÞ

FiFi
Þ− 1QðiÞ

FiWi
ðsI−QðiÞ

WiWi
Þ− 1

h i− 1

= sI−QðiÞ
FiWi

−QðiÞ
WiFi

ðsI−QðiÞ
FiFi

Þ− 1QðiÞ
FiWi

h i− 1
,

and then A*
i ðsÞ=πðiÞ

Wi
TðiÞ*
WiWi

ðsÞuðiÞWi
=πðiÞ

Wi
sI−QðiÞ

WiWi
−QðiÞ

WiFi
ðsI−QðiÞ

FiFi
Þ−1QðiÞ

FiWi

h i−1
uðiÞWi

.

□

Remark Another proof can be given by [8]. From [8], we have TðiÞðtÞ= eQ
ðiÞt and its

Laplace-transform TðiÞ*ðsÞ= sI−QðiÞ
� �− 1

, and then TðiÞ*
WiWi

ðsÞ can be given by

inverse of general partitioned matrix.

Theorem 3 Interval availability of general repairable series system can be given as
follows,

A a, b½ �= ∏
n

i=1
Ai a, b½ �,

where Ai a, b½ �=πðiÞ
Wi
TðiÞ
WiWi

ðaÞeQ
ðiÞ
WiWi

b− að ÞuðiÞWi
.

Proof Denote interval availability of unit i as Ai½a, b� which is the probability that
unit i is in working state during [a, b]. Then interval availability of the system

A ½a, b� can be given as A a, b½ �= ∏
n

i=1
Ai a, b½ �, because it is the probability that the

system is in working state during [a, b] which is true only when all the units are

working during [a, b]. It is easy to find that Ai a, b½ �=πðiÞ
Wi
TðiÞ
WiWi

ðaÞeQ
ðiÞ
WiWi

b− að ÞuðiÞWi
,

where πðiÞ
Wi
, eQ

ðiÞ
WiWi

b− að Þ,uðiÞWi
are defined in Theorem 1 and TðiÞ

WiWi
ðaÞ is defined in

Theorem 2.
□
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4 General Repairable Series System with Neglected
Failures

Theorem 4 Reliability of repairable series system with neglected failures can be
given as follows,

eRðtÞ= ∏
n

i=1

eRiðtÞ,

where eR*
i ðsÞ=πðiÞ

Wi
ePðiÞ*
WiWi

ðsÞ uðiÞWi
+QðiÞ

WiFi
I− e− ðsI−QðiÞ

FiFi
Þτi

h i
sI−QðiÞ

FiFi

� �− 1
uðiÞFi

� �
.

Proof For repairable series system with neglected failures, denote the probability
that failures of unit i are not found during ½0, t� as eRiðtÞ, which means unit i doesn’t
fail during ½0, t� or all its failure are repaired in τi. Similar to Theorem 1, we haveeRðtÞ= ∏

n

i=1

eRiðtÞ. Denote as pl̃kðtÞ the conditional probability that failures of unit

i are not found during ½0, t� and unit i is in state k at time t condition on initial

state l at time 0. The matrix ePðiÞðtÞ= ðpð̃iÞlk ðtÞÞ with dimension Sij j× Sij j can be

divided into
ePðiÞ
WiWi

ðtÞ ePðiÞ
WiFi

ðtÞePðiÞ
FiWi

ðtÞ ePðiÞ
FiFi

ðtÞ

 !
. Then we have, eRiðtÞ= πðiÞ

Wi
ePðiÞ
WiWi

ðtÞuðiÞWi
+

πðiÞ
Wi
ePðiÞ
WiFi

ðtÞuðiÞFi
, where πðiÞ

Wi
,uðiÞWi

are defined in Theorem 1 and uðiÞWi
is a vector with

dimension Fij j×1 whose elements are all 1 From [8], we have,

ePðiÞ
WiWi

ðtÞ= eQ
ðiÞ
WiWi

t +
Z t

0

Zminðt− u, τiÞ

0

eQ
ðiÞ
WiWi

uQðiÞ
WiFi

eQ
ðiÞ
FiFi

sQðiÞ
FiWi
ePðiÞ
WiWi

ðt− u− sÞ dsdu,

ePðiÞ
WiFi

ðtÞ=
Zminðt, τiÞ

0

ePðiÞ
WiWi

ðt− sÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

sds, ePðiÞ
FiWi

ðtÞ=
Zminðt, τiÞ

0

eQ
ðiÞ
FiFi

sQðiÞ
FiWi
ePðiÞ
WiWi

ðt− sÞ ds,

P̃ðiÞ
FiFi

ðtÞ= eQ
ðiÞ
FiFi

tIft< τig +
Zminðt, τiÞ

0

Zminðt− s, τiÞ

0

eQ
ðiÞ
FiFi

uQðiÞ
FiWi

P̃ðiÞ
WiWi

ðt− u− sÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

sduds.

By taking Laplace transform, we have,
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Pð̃iÞ*
WiWi

ðsÞ= ðsI−QðiÞ
WiWi

Þ− 1 + ðsI−QðiÞ
WiWi

Þ− 1QðiÞ
WiFi

½I− e− ðsI−QðiÞ
FiFi

Þτi �
ðsI−QðiÞ

FiFi
Þ− 1QðiÞ

FiWi
Pð̃iÞ*
WiWi

ðsÞ
= fI− ðsI−QðiÞ

WiWi
Þ− 1QðiÞ

WiFi
½I− e− ðsI−QðiÞ

FiFi
Þτi �ðsI−QðiÞ

FiFi
Þ− 1QðiÞ

FiWi
g− 1ðsI−QðiÞ

WiWi
Þ− 1

= fsI−QðiÞ
WiWi

−QðiÞ
WiFi

½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1QðiÞ
FiWi

g− 1,

P̃ðiÞ*
WiFi

ðsÞ= P̃ðiÞ*
WiWi

ðsÞQðiÞ
WiFi

½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1,

P̃ðiÞ*
FiWi

ðsÞ= ½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1QðiÞ
FiWi

P̃ðiÞ*
WiWi

ðsÞ,
P ̃ðiÞ*FiFi

ðsÞ= ½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1

fI+QðiÞ
FiWi

Pð̃iÞ*
WiWi

ðsÞQðiÞ
WiFi

½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1g.

And then eR*
i ðsÞ=πðiÞ

Wi
ePðiÞ*
WiWi

ðsÞ uWi+Q
ðiÞ
WiFi

I−e−ðsI−Q
ðiÞ
FiFi

Þτi
h i

sI−QðiÞ
FiFi

� �−1
uðiÞFi

� �
.

□

Theorem 5 Instantaneous availability of general repairable series system with
neglected failures can be given as follows,

eAðtÞ= ∏
n

i=1

eAiðtÞ,

where eA*
i ðsÞ=πðiÞ

Wi
T̃ðiÞ*
WiWi

ðsÞ uðiÞWi
+QðiÞ

WiFi
I− e− ðsI−QðiÞ

FiFi
Þτi

h i
sI−QðiÞ

FiFi

� �− 1
uðiÞFi

� �
.

Proof For repairable series system with neglected failures, denote the probability that
failures of unit i are not found at time t as eAiðtÞ, which means unit i is in working state
at t or its last failure before time t happens after t− τi. Similar to Theorem 2, we haveeAðtÞ= ∏

n

i=1

eAiðtÞ. Denote as eT ðiÞ
lk ðtÞ the conditional probability that failures of unit

i are not found at time t and unit i is in state k at time t condition on initial state l at

time 0. The matrix eTðiÞðtÞ= ðeT ðiÞ
lk ðtÞÞ with dimension Sij j× Sij j can be divided intoeTðiÞ

WiWi
ðtÞ eTðiÞ

WiFi
ðtÞeTðiÞ

FiWi
ðtÞ eTðiÞ

FiFi
ðtÞ

 !
. Then we have, eAiðtÞ= πðiÞ

Wi
eTðiÞ
WiWi

ðtÞuðiÞWi
+πðiÞ

Wi
eTðiÞ
WiFi

ðtÞuðiÞFi
,

where πðiÞ
Wi
, uðiÞWi

are defined in Theorem 1 and uðiÞFi
is defined in Theorem 4. From [28],

we have,

eTðiÞ
WiWi

ðtÞ= ePðiÞ
WiWi

ðtÞ+
Z t

0

Zt− u

τi

eTðiÞ
WiWi

ðuÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

sQðiÞ
FiWi
ePðiÞ
WiWi

ðt− u− sÞ dsdu,

eTðiÞ
WiFi

ðtÞ=
Zminðt, τiÞ

0

eTðiÞ
WiWi

ðt− sÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

sds.
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By taking Laplace transform, we have,

eTðiÞ*
WiWi

ðsÞ= ePðiÞ*
WiWi

ðsÞ+ eTðiÞ*
WiWi

ðsÞQðiÞ
WiFi

e− ðsI−QðiÞ
FiFi

ÞτiðsI−QðiÞ
FiFi

Þ− 1QðiÞ
FiWi
ePðiÞ*
WiWi

ðsÞ
= ePðiÞ*

WiWi
ðsÞ½I−QðiÞ

WiFi
e− ðsI−QðiÞ

FiFi
ÞτiðsI−QðiÞ

FiFi
Þ− 1QðiÞ

FiWi
ePðiÞ*
WiWi

ðsÞ�− 1

= ePðiÞ*
WiWi

ðsÞ
h i− 1

−QðiÞ
WiFi

e− ðsI−QðiÞ
FiFi

ÞτiðsI−QðiÞ
FiFi

Þ− 1QðiÞ
FiWi

� �− 1

,

eTðiÞ*
WiFi

ðsÞ= eTðiÞ*
WiWi

ðsÞQðiÞ
WiFi

½I− e− ðsI−QðiÞ
FiFi

Þτi �ðsI−QðiÞ
FiFi

Þ− 1,

and then eA*
i ðsÞ=πðiÞ

Wi
eTðiÞ*
WiWi

ðsÞ uðiÞWi
+QðiÞ

WiFi
I− e− ðsI−QðiÞ

FiFi
Þτi

h i
ðsI−QðiÞ

FiFi
Þ− 1uðiÞFi

n o
.

□

Theorem 6 Interval availability of general repairable series system with neglected
failures can be given as follows,

eA ½a, b�= ∏
n

i=1

eAi½a, b�.

Proof Denote interval availability of unit i as eAi½a, b� which is the probability that
failures of unit i are not found during [a, b]. Then interval availability of the systemeA½a, b� can be given as eA½a, b�= ∏

n

i=1

eAi½a, b�, because it is the probability that the

system is in working states during [a, b] which is true only when failures of all its
units are not found during [a, b]. It is easy to find that, eAi½a, b�=0 for a< b< τi andeAi½a, b�= eAi½τi, b� for a< τi < b. When τi < a< b, we have,

eAi½a, b�=πðiÞ
Wi
eTðiÞ
WiWi

ðaÞePðiÞ
WiWi

ðb− aÞuðiÞWi
+ πðiÞ

Wi
eTðiÞ
WiWi

ðaÞePðiÞ
WiFi

ðb− aÞuðiÞFi

+
Za

a− τi

Zminðb− s, τiÞ

a− s

πðiÞ
Wi
eTðiÞ
WiWi

ðsÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

uQðiÞ
FiWi
ePðiÞ
WiWi

ðb− a− s− uÞuðiÞWi
duds

+
Za

a− τi

Zminðb− s, τiÞ

a− s, τi

πðiÞ
Wi
eTðiÞ
WiWi

ðsÞQðiÞ
WiFi

eQ
ðiÞ
FiFi

uQðiÞ
FiWi
ePðiÞ
WiFi

ðb− a− s− uÞuðiÞFi
duds,

where the first term πðiÞ
Wi
eTðiÞ
WiWi

ðaÞePðiÞ
WiWi

ðb− aÞuðiÞWi
means failures of unit i are not

found during [a, b] and unit i is in working state at both time a and time b, the
second term means failures of unit i are not found during [a, b] and unit i is in
working state at time a and in failure state at time b, the third term means failures of
unit i are not found during [a, b] and unit i is in failure state at time a and in
working state at time b, and the last term means failures of unit i are not found
during [a, b] and unit i is in failure state at both time a and time b.
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□

Remark The results given in Theorems 1–6 can be applied to general MSS whose
structure function can be given by maximum operator and minimum operator.
Reliability, instantaneous availability and interval availability of these systems can
be given by using Lz-transform method for corresponding binary state system,
respectively. To explain how those reliability measures are calculated for general
MSSs, a numerical example (Example 2) is given in Sect. 7.

5 Phased-Mission Repairable Series System

Theorem 7 Reliability of phased-mission repairable series system can be given as
follows,

(1) When t∈ ½mT ,mT + T1�, m=0, 1, 2, . . ., unit 1 is in use at time t and we have,

R
!ðtÞ=A1ð ∏

m− 1

k=0
½kT , kT + T1�, ½mT , t�Þ ∏

n

i=2
Aið ∏

m− 1

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

(2) When t∈ ½mT + ∑
n− 1

j=1
Tj,mT + ∑

n− 1

j=1
Tj�,m=0, 1, 2, . . ., unit n is in use at time

t and we have,

R⃗ðtÞ=Anð ∏
m− 1

k=0
½kT + ∑

n− 1

j=1
Tj, kT + ∑

n

j=1
Tj�, ½mT + ∑

n− 1

j=1
Tj, t�Þ

× ∏
n− 1

i=1
Aið∏

m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

(3) When t∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, 1 < l< n, m=0, 1, 2, 3 . . ., unit i is in use

at time t and we have,

R⃗ðtÞ= Alð ∏
m− 1

k=0
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�, ½mT + ∑

l− 1

j=1
Tj, t�Þ

∏
l− 1

i=1
Aið∏

m

k =0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ × ∏

n

i= l+1
Aið ∏

m− 1

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� .
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Proof General phased-mission repairable series system fails once the unit in use

fails. Unit i is in use during ½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, T =T1 + T2 +⋯+Tn,

m=0, 1, . . . ,∞.

(1) When t∈ ½mT ,mT +T1�, m=0, 1, 2, . . ., unit 1 is in use during
½kT , kT +T1� ðk=0, 1, . . . ,m− 1Þ and ½mT , t�, unit i ði=2, . . . , nÞ is in use

during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=0, 1, . . . ,m− 1Þ. Since the n units are

independent from each other, and from [27], we have,

R
!ðtÞ=A1ð ∏

m− 1

k=0
½kT , kT + T1�, ½mT , t�Þ ∏

n

i=2
Aið ∏

m− 1

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ,

where

A1ð ∏
m− 1

k =0
½kT , kT + T1�, ½mT , t�Þ= πð1Þ

W1
eQ

ð1Þ
W1W1

T1Eð1Þ
1 ½eQð1ÞðT −T1ÞEð1Þ

2 eQ
ð1Þ
W1W1

T1Eð1Þ
1 �m− 1

eQ
ð1ÞðT −T1ÞEð1Þ

2 eQ
ð1Þ
W1W1

ðt−mTÞuð1ÞW1
,

Aið ∏
m− 1

k =0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ= πðiÞ

Wi
EðiÞ
1 e

QðiÞ ∑
i− 1

j=1
Tj
EðiÞ
2 eQ

ðiÞ
WiWi

TiEðiÞ
1

½eQðiÞðT − TiÞEðiÞ
2 eQ

ðiÞ
WiWi

TiEðiÞ
1 �m− 1uðiÞ,

EðiÞ
1 = ðI Wij j× Wij j, 0 Wij j× Fij jÞ,EðiÞ

2 =
I Wij j× Wij j
0 Fij j× Wij j

 !
,uðiÞ =

uðiÞWi

uðiÞFi

 !
.

(2) When t∈ ½mT + ∑
n− 1

j=1
Tj,mT + ∑

n− 1

j=1
Tj�, m=0, 1, 2, . . ., unit n is in use during

½kT + ∑
n− 1

j=1
Tj, kT + ∑

n

j=1
Tj� ðk=0, 1, . . . ,m− 1Þ and ½mT + ∑

n− 1

j=1
Tj, t�, unit

i ði=2, . . . , nÞ is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=0, 1, . . . ,mÞ.

Since the n units are independent from each other, and from [27], we have,

R⃗ðtÞ=Anð ∏
m− 1

k=0
½kT + ∑

n− 1

j=1
Tj, kT + ∑

n

j=1
Tj�, ½mT + ∑

n− 1

j=1
Tj, t�Þ

∏
n− 1

i=1
Aið∏

m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ,

where
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Anð ∏
m− 1

k=0
½kT + ∑

n− 1

j=1
Tj, kT + ∑

n

j=1
Tj�, ½mT + ∑

n− 1

j=1
Tj, t�Þ

=πðnÞ
Wn
EðnÞ
1 ½eQðnÞðT − TnÞEðnÞ

2 eQ
ðnÞ
WnWn

TnEðnÞ
1 �m

eQ
ðnÞðT − TnÞEðnÞ

2 e
QðnÞ

WnWn
ðt−mT − ∑

n− 1

j= 1
TjÞ
uðnÞWn

,

Aið∏
m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

=πðiÞ
Wi
EðiÞ
1 e

QðiÞ ∑
i− 1

j=1
Tj
EðiÞ
2 eQ

ðiÞ
WiWi

TiEðiÞ
1 ½eQðiÞðT − TiÞEðiÞ

2 eQ
ðiÞ
WiWi

TiEðiÞ
1 �muðiÞ.

(3) When t∈ ½mT + ∑
l− 1

j=1
Tj, mT + ∑

l− 1

j=1
Tj�, m=0, 1, 2, . . ., unit l is in use during

½kT + ∑
l− 1

j=1
Tj, kT + ∑

l

j=1
Tj� ðk=0, 1, . . . ,m− 1Þ and ½mT + ∑

l− 1

j=1
Tj, t�, unit

i ði=1, . . . , l− 1Þ is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=0, 1, . . . ,mÞ,

unit i ði= l+1, . . . , nÞ is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=0, 1,

. . . ,m− 1Þ. Since the n units are independent from each other, and from [27],
we have,

R ⃗ðtÞ=Alð ∏
m− 1

k=0
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�, ½mT + ∑

l− 1

j=1
Tj, t�Þ

× ∏
l− 1

i=1
Aið∏

m

k =0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ× ∏

n

i= l+1
Aið ∏

m− 1

k =0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�,

where

Alð ∏
m− 1

k=0
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�, ½mT + ∑

l− 1

j=1
Tj, t�Þ= πðlÞWl

EðlÞ
1 e

QðlÞ ∑
l− 1

j=1
Tj
EðlÞ
2 eQ

ðlÞ
WlWl

TlEðlÞ
1

½eQðlÞðT −TlÞEðlÞ
2 eQ

ðlÞ
WlWl

TlEðlÞ
1 �m− 1

eQ
ðlÞðT −TlÞEðlÞ

2 e
QðlÞ

WlWl
ðt−mT − ∑

l− 1

j=1
TjÞ
uðlÞWl

.

□
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Theorem 8 Instantaneous availability of phased-mission repairable series system
can be given as follows,

A
!ðtÞ=AiðtÞ, t∈ ½mT + ∑

i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, 1≤ i≤ n,m=0, 1, . . . ,∞.

Proof Unit i is in use during ½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, T =T1 + T2 +⋯+Tn,

m=0, 1, . . . ,∞, then it’s easy to find that A
!ðtÞ= A

!
iðtÞ during that time.

□

Theorem 9 Interval availability of phased-mission repairable series system can be
given as follows,

(1) When a, b∈ ½mT + ∑
l− 1

j=1
Tj, mT + ∑

l

j=1
Tj�,m=0, 1, 2, . . ., unit l is in use during

[a,b] and we have A
!½a, b�=Al½a, b�.

(2) When a∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½mT + ∑

p− 1

j=1
Tj,mT + ∑

p

j=1
Tj�,

l< p,m=0, 1, 2, . . ., the system is in its ðm+1Þ th period during [a, b] and we
have,

A
!½a, b�=Al½a,mT + ∑

l

j=1
Tj�Ap½mT + ∑

p− 1

j=1
Tj, b� ∏

p− 1

i= l+1
Ai½mT + ∑

i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�.

(3) When a∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½rT + ∑

p− 1

j=1
Tj, rT + ∑

p

j=1
Tj�, m< r,

m=0, 1, 2, . . ., the system is not in the same period during [a,b] and unit l is in
use at time a and unit p is in use at time b. If l= p, we have,

A⃗½a, b�= Alð½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× ∏
l− 1

i=1
Aið ∏

r

k =m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Aið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.
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If l< p, we have,

A⃗½a, b�=Alð½a,mT + ∑
l

j=1
Tj�, ∏

r

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× Apð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
l− 1

i=1
Aið ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

× ∏
p− 1

i= l+1
Aið ∏

r

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= p+1
Aið ∏

r− 1

k =m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

If l> p, we have,

A ⃗½a, b�= Alð½a,mT + ∑
l

j=1
Tj�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× Apð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
p− 1

i=1
Aið ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

× ∏
l− 1

i= p+1
Aið ∏

r− 1

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Aið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

Proof

(1) When a, b∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, m=0, 1, 2, . . . , unit l is in use during

[a,b] and it’s obvious that A
!½a, b�=Al½a, b�.
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(2) When a∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½mT + ∑

p− 1

j=1
Tj, mT + ∑

p

j=1
Tj� , l< p, m

=0, 1, 2, . . ., unit l is in use during ½a,mT + ∑
l

j=1
Tj�, unit p is in use during

½mT + ∑
p− 1

j=1
Tj, b�, unit i ði= l+1, . . . , p− 1Þ is in use during

½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, then we have,

A
!½a, b�=Al½a,mT + ∑

l

j=1
Tj�Ap½mT + ∑

p− 1

j=1
Tj, b� ∏

p− 1

i= l+1
Ai½mT + ∑

i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�.

(3) When a∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½rT + ∑

p− 1

j=1
Tj, rT + ∑

p

j=1
Tj�, m< r,

m=0, 1, 2, . . ., there are three cases to be considered.

Case 1: If l= p, unit l is in use during ½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b� and

½kT + ∑
l− 1

j=1
Tj, kT + ∑

l

j=1
Tj� ðl=m+1, . . . , r− 1Þ, unit i ði=1, . . . , l− 1Þ

is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=m+1, . . . , rÞ, unit

i ði= l+1, . . . , nÞ is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�

ðk=m, . . . , r− 1Þ, then we have,

A⃗½a, b�=Alð½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× ∏
l− 1

i=1
Aið ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Aið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ,

138 H. Yi and L. Cui



where

Alð½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

= πðlÞ
Wl
EðlÞ
1 eQ

ðlÞaEðlÞ
2 e

QðlÞ
WlWl

ðmT + ∑
l

j=1
Tj − aÞ

EðlÞ
1 ½eQðlÞðT − TlÞEðlÞ

2 eQ
ðlÞ
WlWl

TlEðlÞ
1 �r−m− 1

eQ
ðlÞðT − TlÞEðlÞ

2 e
QðlÞ

WlWl
ðb− rT − ∑

l− 1

j= 1
TjÞ
uðlÞWl

.

Case 2: If l< p, unit l is in use during ½a,mT + ∑
l

j=1
Tj� and

½kT + ∑
l− 1

j=1
Tj, kT + ∑

l

j=1
Tj� ðl=m+1, . . . , rÞ, unit p is in use during

½rT + ∑
p− 1

j=1
Tj, b� and ½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj� ðk=m, . . . , r− 1Þ, unit

i ði=1, . . . , l− 1Þ is in use during

½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�ðk=m+1, . . . , rÞ, unit i ði= l+1, . . . , p− 1Þ

is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�ðk=m, . . . , rÞ, unit

i ði= p+1, . . . , nÞ is in use during

½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=m, . . . , r− 1Þ, then we have,

A ⃗½a, b�=Alð½a,mT + ∑
l

j=1
Tj�, ∏

r

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ×

Apð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
l− 1

i=1
Aið ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

× ∏
p− 1

i= l+1
Aið ∏

r

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= p+1
Aið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ,
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where

Alð½a,mT + ∑
l

j=1
Tj�, ∏

r

k =m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

= πðlÞ
Wl
EðlÞ
1 eQ

ðlÞaEðlÞ
2 e

QðlÞ
WlWl

ðmT + ∑
l

j=1
Tj − aÞ

EðlÞ
1 ½eQðlÞðT − TlÞEðlÞ

2 eQ
ðlÞ
WlWl

TlEðlÞ
1 �r−muðlÞ,

Apð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

= πðpÞ
Wp
EðpÞ
1 e

QðpÞðmT + ∑
p− 1

j=1
TjÞ
EðpÞ
2 ½eQ

ðpÞ
WpWp

TpEðpÞ
1 eQ

ðpÞðT − TpÞEðpÞ
2 �r−m

e
QðpÞ

WpWp
ðb− rT − ∑

p− 1

j=1
TjÞ
uWP ,

Aið ∏
r

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

= πðiÞ
Wi
EðiÞ
1 e

QðiÞðmT + ∑
i− 1

j=1
TjÞ
EðiÞ
2 eQ

ðiÞ
WiWi

TiEðiÞ
1 ½eQðiÞðT − TiÞEðiÞ

2 eQ
ðiÞ
WiWi

TiEðiÞ
1 �r−muðiÞ.

Case 3: If l> p, unit l is in use during ½a,mT + ∑
l

j=1
Tj� and

½kT + ∑
l− 1

j=1
Tj, kT + ∑

l

j=1
Tj� ðk=m+1, . . . , r− 1Þ, unit p is in use during

½rT + ∑
p− 1

j=1
Tj, b� and ½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj� ðk=m+1, . . . , r− 1Þ,

unit i ði=1, . . . , p− 1Þ is in use during

½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=m+1, . . . , rÞ, unit i ði= p+1, . . . , l− 1Þ

is in use during ½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=m+1, . . . , r− 1Þ, unit

i ði= l+1, . . . , nÞ is in use during

½kT + ∑
i− 1

j=1
Tj, kT + ∑

i

j=1
Tj� ðk=m, . . . , r− 1Þ, then we have,
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A⃗½a, b�=Alð½a,mT + ∑
l

j=1
Tj�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× Apð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k =m+1
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
p− 1

i=1
Aið ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

× ∏
l− 1

i= p+1
Aið ∏

r− 1

k =m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Aið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

□

6 Phased-Mission Repairable Series System
with Neglected Failures

Theorem 10 Reliability of phased-mission repairable series system with neglected
failures can be given as follows,

(1) When t∈ ½mT ,mT + T1�, m=0, 1, 2, . . ., unit 1 is in use at time t and we have,

eR!ðtÞ= eA1ð ∏
m− 1

k=0
½kT , kT + T1�, ½mT , t�Þ ∏

n

i=2

eAið ∏
m− 1

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

(2) When t∈ ½mT + ∑
n− 1

j=1
Tj,mT + ∑

n− 1

j=1
Tj�, m=0, 1, 2, . . ., unit n is in use at time

t and we
have,

R̃⃗ðtÞ= Ãnð ∏
m− 1

k=0
½kT + ∑

n− 1

j=1
Tj, kT + ∑

n

j=1
Tj�, ½mT + ∑

n− 1

j=1
Tj, t�Þ

∏
n− 1

i=1
Ãið∏

m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ .

.
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(3) When t∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, 1 < l< n, m=0, 1, 2, 3 . . ., unit i is in use

at time and we have,

R ̃⃗ðtÞ= Ãlð ∏
m− 1

k=0
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�, ½mT + ∑

l− 1

j=1
Tj, t�Þ

∏
l− 1

i=1
Ãið∏

m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

× ∏
n

i= l+1
Ãið ∏

m− 1

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�.

Proof The proof is similar to Theorem 7. From the proof of Theorem 4, for the
three cases we have,

(1) When t∈ ½mT ,mT + T1�, m=0, 1, 2, . . .,

Ã1ð ∏
m− 1

k=0
½kT , kT +T1�, ½mT , t�Þ= πð1Þ

W1
Eð1Þ
1 Pð̃1ÞðT1Þ½eQð1ÞðT − T1ÞP̃ð1ÞðT1Þ�m− 1

eQ
ð1ÞðT − T1ÞPð̃1Þðt−mTÞuð1Þ,

where ePð1ÞðT1Þ is given in Theorem 4.

(2) When t∈ ½mT + ∑
n− 1

j=1
Tj,mT + ∑

n− 1

j=1
Tj�, m=0, 1, 2, . . .,

Ãnð ∏
m− 1

k=0
½kT + ∑

n− 1

j=1
Tj, kT + ∑

n

j=1
Tj�, ½mT + ∑

n− 1

j=1
Tj, t�Þ

=πðnÞ
Wn
EðnÞ
1 ½eQðnÞðT − TnÞP̃ðnÞðTnÞ�meQðnÞðT − TnÞP̃ðnÞðt−mT − ∑

n− 1

j=1
TjÞuðnÞ,

Ãið∏
m

k=0
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

=πðiÞ
Wi
EðiÞ
1 e

QðiÞ ∑
i− 1

j=1
Tj
P̃ðiÞðTiÞ½eQðiÞðT − TiÞEðiÞ

2 P̃ðiÞðTiÞ�muðiÞ.

(3) When t∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, 1 < l< n, m=0, 1, 2, 3 . . .,
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Al̃ð ∏
m− 1

k=0
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�, ½mT + ∑

l− 1

j=1
Tj, t�Þ

=πðlÞ
Wl
EðlÞ
1 e

QðlÞ ∑
l− 1

j=1
Tj
P
ð̃lÞðTlÞ½eQðlÞðT −TlÞP̃

ðlÞðTlÞ�m− 1eQ
ðlÞðT − TlÞP

ð̃lÞðt−mT − ∑
l− 1

j=1
TjÞuðlÞ.

□

Theorem 11 Instantaneous availability of phased-mission repairable series system
with neglected failures can be given as follows,

eA!ðtÞ= eAiðtÞ, t∈ ½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, 1≤ i≤ n, m=0, 1, . . . ,∞.

Proof Unit i is in use during ½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�, T =T1 + T2 +⋯+Tn,

m=0, 1, . . . ,∞, then it’s easy to find that eA!ðtÞ= eA!lðtÞ during that time.
□

Theorem 12 Interval availability of phased-mission repairable series system with
neglected failures can be given as follows,

(1) When a, b∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, m=0, 1, 2, . . ., unit l is in use during

[a, b] and we have eA!½a, b�= eAl½a, b�.
(2) When a∈ ½mT + ∑

l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½mT + ∑

p− 1

j=1
Tj,mT + ∑

p

j=1
Tj�, l< p,m

=0, 1, 2, . . ., the system is in its ðm+1Þ th period during [a, b] and we have,

eA!½a, b�= eAl½a,mT + ∑
l

j=1
Tj�eAp½mT + ∑

p− 1

j=1
Tj, b� ∏

p− 1

i= l+1

eAi½mT + ∑
i− 1

j=1
Tj,mT + ∑

i

j=1
Tj�.

(3) When a∈ ½mT + ∑
l− 1

j=1
Tj,mT + ∑

l

j=1
Tj�, b∈ ½rT + ∑

p− 1

j=1
Tj, rT + ∑

p

j=1
Tj�, m< r,

m=0, 1, 2, . . . , the system is not in the same period during [a, b] and unit l is
in use at time a and unit p is in use at time b. If l= p, we have,
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Ã⃗½a, b�= A ̃lð½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× ∏
l− 1

i=1
Ãið ∏

r

k =m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Aĩð ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

If l< p, we have,

A ̃⃗½a, b�= Ãlð½a,mT + ∑
l

j=1
Tj�, ∏

r

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× Ãpð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
l− 1

i=1
A ̃ið ∏

r

k =m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ× ∏

p− 1

i= l+1
A ̃ið ∏

r

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= p+1
A ̃ið ∏

r− 1

k =m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

If l> p, we have,

Ã⃗½a, b�= A ̃lð½a,mT + ∑
l

j=1
Tj�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

× Ãpð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

∏
p− 1

i=1
Aĩð ∏

r

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ× ∏

l− 1

i= p+1
Ãið ∏

r− 1

k=m+1
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

∏
n

i= l+1
Ãið ∏

r− 1

k=m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ.

Proof The proof is similar to Theorem 9. From the proof of Theorem 4, we have,
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Ãlð½a,mT + ∑
l

j=1
Tj�, ½rT + ∑

l− 1

j=1
Tj, b�, ∏

r− 1

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

= πðlÞ
Wl
eQ

ðlÞaP̃ðlÞðmT + ∑
l

j=1
Tj − aÞ½eQðlÞðT − TlÞP̃lðTlÞ�r−m− 1

eQ
ðlÞðT − TlÞP̃ðlÞðb− rT − ∑

l− 1

j=1
TjÞuðlÞ,

Ãið ∏
r

k =m
½kT + ∑

i− 1

j=1
Tj, kT + ∑

i

j=1
Tj�Þ

= πðiÞ
Wi
EðiÞ
1 e

QðiÞðmT + ∑
i− 1

j=1
TjÞ
Pð̃iÞðTiÞ½eQðiÞðT − TiÞPð̃iÞðTiÞ�r−muðiÞ,

Ãlð½a,mT + ∑
l

j=1
Tj�, ∏

r

k=m+1
½kT + ∑

l− 1

j=1
Tj, kT + ∑

l

j=1
Tj�Þ

= πðlÞ
Wl
EðlÞ
1 eQ

ðlÞaPð̃lÞðmT + ∑
l

j=1
Tj − aÞ½eQðlÞðT − TlÞPð̃lÞðTlÞ�r−muðlÞ,

Ãpð½rT + ∑
p− 1

j=1
Tj, b�, ∏

r− 1

k=m
½kT + ∑

p− 1

j=1
Tj, kT + ∑

p

j=1
Tj�Þ

= πðpÞ
Wp
EðpÞ
1 e

QðpÞðmT + ∑
p− 1

j=1
TjÞ
P̃ðpÞðTpÞ½eQðpÞðT − TpÞPl̃ðTpÞ�r−m− 1

eQ
ðpÞðT − TpÞPð̃pÞðb− rT − ∑

p− 1

j=1
TjÞuðpÞ.

□

7 Numerical Examples

Example 1 In order to illustrate the results in the previous sections, a numerical
example is given as follows. Assume that the underlying repairable series system
consists of three independent units which can be shown in Fig. 5.

Unit 1 follows a Markov process X1ðtÞ, t≥ 0f g and its state space S1 = 1, 2f g can
be divided into two subspaces W1 = 1f g and F1 = 2f g, which means 1 is a working
state and 2 is a failure state. The initial probability vector is πW1 = 1 and the

infinitesimal generator is
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Unit 2 follows a Markov process X2ðtÞ, t≥ 0f g and its state space S2 = 3, 4f g can
be divided into two subspaces W2 = 3f g and F2 = 4f g, which means 3 is a working
state and 4 is a failure state. The initial probability vector is πW2 = 1 and the

infinitesimal generator is

Unit 3 follows a Markov process X3ðtÞ, t≥ 0f g and its state space S3 = 5, 6, 7f g
can be divided into two subspaces W3 = 5f g and F3 = 6, 7f g, which means 5 is a
working state and 6, 7 are failure states. The initial probability vector is πW3 = 1 and
the infinitesimal generator is

Numerical results are given for the four systems as follows.

(1) The first system: general repairable series system

(1) Reliability
The reliabilities of the three units and the system are given as follows and
are shown in Fig. 6.

R1ðtÞ= e− að1Þ12 t = e− t,R2ðtÞ= e− að1Þ12 t = e− 4t,R3ðtÞ= e− ðað3Þ12 + að3Þ13 Þt = e− 6t,RðtÞ= e− 11t .

(2) Instantaneous availability
The instantaneous availabilities of the three units and the system are given
as follows and are shown in Fig. 6.

Unit 1

Unit 3

Unit 2

2

1

4

3

7

6

5

(1)
21a

(3)
23a

(1)
12a (2)

21a (2)
12a

(3)
21a (3)

12a

(3)
32a

(3)
31a (3)

13a

Fig. 5 Repairable series system with three independent units
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A*
1ðsÞ = ½s+ að1Þ12 − að1Þ12 ðs+ að1Þ21 Þ− 1að1Þ21 �− 1 =

s+2
sðs+3Þ ,A1ðtÞ= 2+ e− 3t

3
,

A*
2ðsÞ= ½s+ að2Þ12 − að2Þ12 ðs+ að2Þ21 Þ− 1að2Þ21 �− 1 =

s+3
sðs+7Þ ,A2ðtÞ= 3+4e− 7t

7
,

A*
3ðsÞ = fs+ að3Þ12 + að3Þ13 − að3Þ12 að3Þ13

h i s+ að3Þ21 + að3Þ23 − að3Þ23

að3Þ32 s+ að3Þ31 + að3Þ32

" #− 1
að3Þ21

að3Þ31

" #
g− 1

=
s2 + 7s+9

sðs2 + 13s+41Þ ,

A3ðtÞ= 9
41

+
4

205
e−

13
2 t½40 coshð

ffiffiffi
5

p

2
tÞ− 19

ffiffiffi
5

p
sinhð

ffiffiffi
5

p

2
tÞ�,

AðtÞ= 1
4305

ð2+ e− 3tÞð3+ 4e− 7tÞf45+ 4e−
13
2 t½40 coshð

ffiffiffi
5

p

2
tÞ− 19

ffiffiffi
5

p
sinhð

ffiffiffi
5

p

2
tÞ�g.

From Fig. 6, the steady-state availabilities are given as follows.

A∞
1 =

2
3
,A∞

2 =
3
7
,A∞

3 =
9
41

,A∞ =
18
287

.

(3) Interval availability
Interval availabilities for [0.1, 0.2] and [0, 1] are given as follows.

A1½0.1, 0.2�=A1ð0.1Þe− 0.1≈0.8267,A2½0.1, 0.2�=A2ð0.1Þe− 4× 0.1≈0.4775,

A3½0.1, 0.2�=A3ð0.1Þe− 6× 0.1≈0.3189,A½0.1, 0.2�≈0.1259,
A1½0, 1�=Rð1Þ= e− 1≈0.3679,A2½0, 1�=Rð1Þ= e− 4≈0.0183,

A3½0, 1�=Rð1Þ= e− 6≈0.0025,A½0, 1�= e− 11≈0.0000167.

Fig. 6 Reliability and instantaneous availability for the first system
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(2) The second system: general repairable series system with neglected failures
ðτi =0.01, i=1, 2, 3Þ
(1) Reliability

The reliabilities of the three units and the system are shown in Fig. 7.
(2) Instantaneous availability

The instantaneous availabilities of the three units and the system are shown
in Fig. 7.
From Fig. 7, the steady-state availabilities are given as follows.

eA∞
1 ≈0.6733, eA∞

2 ≈0.4455, eA∞
3 ≈0.2326, eA∞≈0.0698.

(3) Interval availability
Interval availabilities for [0.1, 0.2] and [0, 1] are given as follows.

eA1½0.1, 0.2�≈0.8365, eA2½0.1, 0.2�≈0.5020,eA3½0.1, 0.2�≈0.3417, eA½0.1, 0.2�≈0.1435,eA1½0, 1�= eA1½0.01, 1�≈0.3789, eA2½0, 1�= eA2½0.01, 1�≈0.0215,eA3½0, 1�= eA3½0.01, 1�≈0.0029, eA½0, 1�= eA½0.01, 1�≈0.0000224.
(3) The third system: phased-mission repairable series system ðTi =0.2, i=1, 2, 3Þ

(1) Reliability
The reliabilities of the three units and the system are given as follows and
shown in Fig. 8.

Fig. 7 Reliability and instantaneous availability for the second system
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R
!ðtÞ=

A1½0, t�, t∈ ð0, 0.2�,
A1½0, 0.2�A2½0.2, t�, t∈ ð0.2, 0.4�,
A1½0, 0.2�A2½0.2, 0.4�A3½0.4, t�, t∈ ð0.4, 0.6�,
A1ð½0, 0.2�, ½0.6, t�ÞA2½0.2, 0.4�A3½0.4, 0.6�, t∈ ð0.6, 0.8�,
A1ð½0, 0.2�, ½0.6, 0.8�ÞA2ð½0.2, 0.4�, ½0.8, t�ÞA3½0.4, 0.6�, t∈ ð0.8, 1.0�,
A1ð½0, 0.2�, ½0.6, 0.8�ÞA2ð½0.2, 0.4�, ½0.8, 1.0�ÞA3ð½0.4, 0.6�, ½1.0, t�Þ, t∈ ð1.0, 1.2�,
⋯⋯

8>>>>>>>>>>><>>>>>>>>>>>:
(2) Instantaneous availability

The instantaneous availabilities of the three units and the system are given
as follows and shown in Fig. 8.

A
!ðtÞ=

A1ðtÞ, t∈ ð0.2m, 0.2m+0.2�, m=0, 1, 2, . . .
A2ðtÞ, t∈ ð0.2m+0.2, 0.2m+0.4�, m=0, 1, 2, . . .
A3ðtÞ, t∈ ð0.2m+0.4, 0.2m+0.6�, m=0, 1, 2, . . .

8<:
(3) Interval availability

Interval availabilities for [0.1, 0.2] and [0, 1] are given as follows.

A
!½0.1, 0.2�=A1½0.1, 0.2�≈0.8267,

A
!½0, 1�=A1ð½0, 0.2�, ½0.6, 0.8�ÞA2ð½0.2, 0.4�, ½0.8, 1.0�ÞA3½0.4, 0.6�

≈0.5142 × 0.0817× 0.0768≈0.0032.

(4) The fourth system: phased-mission repairable series system with neglected
failures

Fig. 8 Instantaneous availability for the third system
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ðτi =0.01, Ti =0.2, i=1, 2, 3Þ

(1) Reliability
The reliabilities of the three units and the system are shown in Fig. 9.

(2) Instantaneous availability
The instantaneous availabilities of the three units and the system are shown
in Fig. 9.

(3) Interval availability
Interval availabilities for [0.1, 0.2] and [0, 1] are given as follows.

eA!½0.1, 0.2�= eA1½0.1, 0.2�≈0.8365,eA!½0, 1�= eA1ð½0, 0.2�, ½0.6, 0.8�ÞeA2ð½0.2, 0.4�, ½0.8, 1.0�ÞeA3½0.4, 0.6�
≈0.5297 × 0.0827× 0.0838≈0.0036.

Example 2 In order to illustrate how theorems for the first and second system are
applied to MSSs whose structure functions can be given by maximum operator and
minimum operator, another numerical example is given for theorem 1 as an
example. Assume that the underlying repairable system consists of three indepen-
dent units which can be shown in Fig. 10 and the three units are exactly those in
Example 1. Structure function of the system is given by ϕ=minðmaxðX1,X2Þ,X3Þ,
where Xi is performance level of unit i.

By state aggregation, state spaces of the three units are all divided into two
subspaces and then multi-state system is simplified to binary system which makes
the Lz-transform of the system much easier to be calculated. From Example 1,
reliabilities of the three units are given as follows,

Fig. 9 Reliability and instantaneous availability for the fourth system
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R1ðtÞ= e− t,R2ðtÞ= e− 4t,R3ðtÞ= e− 6t.

Then individual Lz-transform of each unit is as follows,

Lz GiðtÞf g=RiðtÞz1 + ½1−RiðtÞ�z0,

where RiðtÞ=1−RiðtÞ, i=1, 2, 3.
Using the Ushakov’s UGO, we obtain the Lz-transform of the system as follows,

Lz GðtÞf g=ΩϕfLzfG1ðtÞg, LzfG2ðtÞg, LzfG3ðtÞgg

= ∑
1

i=0
∑
1

j=0
∑
1

k=0
½R1ðtÞ�i½R1ðtÞ�1− i½R2ðtÞ� j½R2ðtÞ�1− j½R3ðtÞ�k½R3ðtÞ�1− kzϕði, j, kÞ

= R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ
� �

z1 + R1ðtÞR2ðtÞR3ðtÞ
�

+R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ
�
z0,

Then the reliability of the system can be given as follows,

RðtÞ=R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ+R1ðtÞR2ðtÞR3ðtÞ
= ½1−R1ðtÞR2ðtÞ�R3ðtÞ= e− 7t + e− 10t − e− 11t.

Example 3 In order to illustrate how matrix method solves the problem of state
exploration, a magnet resonance inspection (MRI) water cooling system in [5] is
considered. Assume that the underlying repairable series system consists of four
independent units—chillers subsystem, heat exchanger subsystem, pumps subsys-
tem and electrical board subsystem, which can be shown in Fig. 11. Assume that
the nominal performance level for the system is 24 ⋅ 104 BTU ̸h, where BTU
means British thermal unit.

Unit 1

Unit 3

Unit 2

2

1

4

3

7

6

5

(1)
21a

(3)
23a

(1)
12a

(2)
21a (2)

12a

(3)
21a (3)

12a

(3)
32a

(3)
31a (3)

13a

Fig. 10 Repairable series system with three independent units
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The chillers subsystem consists of three independent identical chillers connected
in parallel and each chiller has two states, state 1 for full cooling capacity
12 ⋅ 104 BTU ̸h and state 2 for zero capacity 0 ⋅ 104 BTU ̸h, then two chillers work
simultaneously can cover the cooling load needed for the system. The failure rate of
each chiller is λChi =3 year− 1 and the repair rate of each chiller is
μCh =365 year− 1.

The heat exchanger subsystem consists of three independent heat exchangers
connected in parallel and each chiller has two states, state 1 for full cooling capacity
and state 2 for zero capacity. Their cooling capacities are
16 ⋅ 104 BTU ̸h, 4 ⋅ 104 BTU ̸h and 4 ⋅ 104 BTU ̸h, respectively. Then three chil-
lers work simultaneously can cover the cooling load needed for the system. Without
consideration of system aging, assume that the failure rate of each heat exchanger is
λHEi =0.1 year− 1 and the repair rate of each chiller is μHE =200 year− 1.

The pumps subsystem consists of two independent pumps connected in parallel
and each chiller has two states, state 1 for full cooling capacity 24 ⋅ 104 BTU ̸h and
state 2 for zero capacity 0 ⋅ 104 BTU ̸h. One pump in use can cover the cooling load
needed for the system and two pumps work together won’t make the pumps sub-
system perform better. The failure rates of the two pumps are λPumpi =3 year− 1 and
the repair rate of each chiller is μPump =365 year− 1.

The electrical board system is used for power supply and control of chillers
subsystem and pumps system. The power controller has two states, state 1 for fully
operational state with performance level 24 ⋅ 104 BTU ̸h to the entire system and
state 2 for complete failure with performance level 0 ⋅ 104 BTU ̸h to the entire
system. The failure and repair rates of the power controller are
λEB−Power =1 year− 1 and μPump2 = 1000 year− 1, respectively.

The chiller controller has four states, state 1 and state 2 for fully operational
states with performance level 24 ⋅ 104 BTU ̸h to the entire system, state 3 for partial
operation with performance level 12 ⋅ 104 BTU ̸h to the entire system and state 4
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1

2

2Chλ Chμ

1

2

1Chλ Chμ

1

2

3Chλ Chμ

Heat Exchanger 
Subsystem

1

2

2HEλ HEμ

1

2

1HEλ HEμ

1

2

3HEλ HEμ

Pumps
Subsystem

1

2

2Pumpλ Pμ

1

2

1Pumpλ Pμ Power
Controller

1

2

_EB Powerλ _EB Powerμ
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Contorller

3

4

_EB Chλ _EB Chμ
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2

_3 EB Chλ _EB Chμ

Pump
Controller

3

_EB Pumpλ _EB Pumpμ

1

2

_2 EB Pumpλ _EB Pumpμ_2 EB Chλ _EB Chμ

Electrical Board Subsystem

Fig. 11 Structure and state transition diagram of the water cooling system
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for complete failure with performance level 0 ⋅ 104 BTU ̸h to the entire system. The
failure and repair rates of the chiller controller are λEB−Ch =2 year− 1 and
μEB Ch =1000 year− 1, respectively.

The pump controller has three has three states, state 1 and state 2 for fully
operational states with performance level 24 ⋅ 104 BTU ̸h to the entire system and
state 3 for complete failure with performance level 0 ⋅ 104 BTU ̸h to the entire
system. The failure and repair rates of the pump controller are λEB−Pump =2 year− 1

and μEB Pump =1000 year− 1, respectively.
Assume that demand level of the system is 24 ⋅ 104 BTU ̸h and then the problem

is to find reliability of the water cooling system. By Lz-transform method, we can
get reliability of the system by the following steps [6]:

Step 1: Find Lz-transforms for all subsystems by using Ushakov’s UGO.
Step 2: Find Lz-transform for the entire system by using Ushakov’s UGO.
Step 3: Get underlying Markov process of the entire system by inverse Lz-

transform.
Step 4: Investigate the Markov process to get reliability of the system.

From [5], a lot of work should be done in step 1. Take the first subsystem,
chillers subsystem, for example. First, we should solve differential equations for

each chiller ði=1, 2, 3Þ: dpChi1 ðtÞ
dt = − 3pChi1 ðtÞ+365pChi2 ðtÞ, dpChi2 ðtÞ

dt =3pChi1 ðtÞ−
365pChi2 ðtÞ on initial condition pChi1 ð0Þ=1, pChi2 ð0Þ=0. Then we have
pChi1 ðtÞ= 365

368 +
3
368 e

− 368t, pChi2 ðtÞ= 3
368 −

3
368 e

− 368t, and Lz-transform of each chiller
is given as follows:

LzfGCh
i ðtÞg= pChi1 ðtÞz12 + pChi2 ðtÞz0.

Using Ushakov’s UGO, we have Lz-transform of the chillers subsystem as
follows,

Lz GChðtÞ� �
=Ωfpar Lz GCh

1 ðtÞ� �
, Lz GCh

2 ðtÞ� �
, Lz GCh

3 ðtÞ� �� �
=Ωfpar pCh11 ðtÞz12 + pCh12 ðtÞz0, pCh21 ðtÞz12 + pCh22 ðtÞz0, pCh31 ðtÞz12 + pCh32 ðtÞz0

� �
= pCh11 ðtÞpCh21 ðtÞpCh31 ðtÞzminð12+12+12, 24Þ + pCh11 ðtÞpCh21 ðtÞpCh32 ðtÞzminð12+ 12+ 0, 24Þ

+ pCh11 ðtÞpCh22 ðtÞpCh31 ðtÞzminð12+0+ 12, 24Þ + pCh11 ðtÞpCh22 ðtÞpCh32 ðtÞzminð12+ 0+ 0, 24Þ

+ pCh12 ðtÞpCh21 ðtÞpCh31 ðtÞzminð0+ 12+ 12, 24Þ + pCh12 ðtÞpCh21 ðtÞpCh32 ðtÞzminð0+12+ 0, 24Þ

+ pCh12 ðtÞpCh22 ðtÞpCh31 ðtÞzminð0+ 0+12, 24Þ + pCh12 ðtÞpCh22 ðtÞpCh32 ðtÞzminð0+ 0+0, 24Þ

= pCh1 ðtÞz24 + pCh2 ðtÞz12 + pCh3 ðtÞz0,
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where

pCh1 ðtÞ= pCh11 ðtÞpCh21 ðtÞpCh31 ðtÞ+ pCh11 ðtÞpCh21 ðtÞpCh32 ðtÞ
+ pCh11 ðtÞpCh22 ðtÞpCh31 ðtÞ+ pCh12 ðtÞpCh21 ðtÞpCh31 ðtÞ,

pCh2 ðtÞ= pCh11 ðtÞpCh22 ðtÞpCh32 ðtÞ+ pCh12 ðtÞpCh21 ðtÞpCh32 ðtÞ+ pCh12 ðtÞpCh22 ðtÞpCh31 ðtÞ,
pCh3 ðtÞ= pCh12 ðtÞpCh22 ðtÞpCh32 ðtÞ.

As shown above, in step 1, each unit in chillers subsystem has two states, it’s not
hard to solve the differential functions, but for the chiller controller in electrical
board subsystem who has four states, things will be harder. There are 2 × 2× 2=8
terms to be considered in Lz-transform of the chillers subsystem which is not too
hard. However, we should repeat this work for the other three subsystems and there
will be 2 × 2× 2=8 terms for heat exchanger subsystem, 2 × 2= 4 terms for pumps
subsystem and 2× 4× 3= 24 terms for the electrical board subsystem. What’s more,
in step 2, there will be 3 × 4× 2× 3= 72 terms to be considered in Lz-transform of
the entire system. From [6], step 3 is also not easy to be completed. To obtain
infinitesimal generator of the entire system whose dimension is 5 × 5, genetic
algorithm need to be used to generate all the 4 × 5 unknown coefficients in the
matrix. Therefore, it’s very difficult to get reliability of the system by Lz-transform.

However, for matrix method, it’s not that hard and state exploration problem is
solved to some extent by state aggregation. Reliability of the water cooling system
can be given by three steps:

Step 1: Find infinitesimal generators for chillers subsystem, heat exchanger
subsystem, pumps subsystem and the three controllers in electrical board
subsystem as follows,

These infinitesimal generators are all divided into four parts according to
state aggregation, which divides state space of corresponding Markov
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process into two subspaces, one for working states and the other one for
failure states.

Step 2: Calculate reliabilities for the three subsystems and three controllers in
step 1 by Theorem 1 as follows,

RChðtÞ=πCh
WWe

QCh
WW tuChWW ,R

HEðtÞ= πHE
WWe

QHE
WW tuHEWW ,

RPumpðtÞ=πPump
WW eQ

Pump
WW tuPumpWW ,REB PowerðtÞ= πEB Power

WW eQ
EB Power
WW tuEB Power

WW ,

REB ChðtÞ=πEB Ch
WW eQ

EB Ch
WW tuEB Ch

WW ,REB PumpðtÞ= πEB Pump
WW eQ

Ch
WW tuChWW ,

where vectors πCh
WW = 1 0ð Þ, πHE

WW =1, πPump
WW = 1 0ð Þ,πEB Power

WW =1,
πEB Ch
WW = 1 0ð Þ, πEB−Pump

WW = 1 0ð Þ are initial conditions,
uChWW ,u

HE
WW ,u

Pump
WW ,uEB−Power

WW ,uEB−Ch
WW ,uChWW are vectors whose elements

are 1 and

QCh
WW =

− 9 9

365 − 371

	 

, QHE

WW = − 0.3, QPump
WW =

− 6 6

365 − 368

	 

,

QEB Power
WW = − 1,QEB Ch

WW =
− 6 6

1000 − 1004

	 

, QEB Pump

WW =
− 4 4

1000 − 1002

	 

.

Then by MAPLE software, we have,

RChðtÞ≈1.00037438e− 0.1421584t − 0.00037438e− 379.8578416t,RHEðtÞ= e− 0.3t,

RPumpðtÞ≈1.00012874e− 0.0481345t − 0.00012874e− 373.9518655t,REB PowerðtÞ= e− t,

REB ChðtÞ≈1.00002353e− 0.0237629t − 1.00002353e− 1009.976237t,

REB PumpðtÞ≈1.00000791e− 0.0079523t − 0.00000791e− 1005.992048t.

Step 3: Get reliability of the entire system as follows,

RðtÞ=RChðtÞRHEðtÞRPumpðtÞREB PowerðtÞREB ChðtÞREB PumpðtÞ
≈1.00055025e− 1.5378187t − 0.00012879e− 375.4415497t

− 0.00037445e− 381.2535019t − 0.00004708e− 1011.490293t.

As shown above, all the three steps are not difficult and finally the result
can be given in very simple form.

A Study on Repairable Series Systems with Markov Repairable Units 155



8 Conclusions

In this chapter, we consider repairable series systems consisting of n independent
units and each of them follows a Markov process with finite state and continuous
time. With state spaces of units divided into two subspaces for working states and
failure states, four kinds of system are defined. The first system is general repairable
system and the second system is general repairable system with neglected failures.
The third system is phased-mission repairable series system and the forth system is
phased-mission repairable series system with neglected failures. By aggregation of
states and matrix method, problem of state explosion is solved to some extent.
Reliability measures such as reliability, instantaneous availability and interval
availability are discussed for the four kinds of system, respectively. The theorems
for the first system and second system can be applied to MSSs whose structure
functions can be given by maximum operator and minimum operator. Numerical
examples are provided to illustrate results given in this chapter and present how
matrix method solves the problem of state exploration. Obviously, values of reli-
ability measures are larger with neglected failures in the numerical examples. The
results in this chapter can be used in the analysis of repairable degradation systems
in the field of reliability and many other fields.
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Dynamic Performance of Series Parallel
Multi-state Systems with Standby
Subsystems or Repairable Binary
Elements

Gregory Levitin and Liudong Xing

Abstract This chapter presents a method for evaluating dynamic performance of
multi-state systems with a general series parallel structure. The system components
can be either repairable binary elements with given time-to-failure and repair time
distributions, or 1-out-of-N warm standby configurations of heterogeneous binary
elements characterized by different performances and time-to-failure distributions.
The entire system needs to satisfy a random demand defined by a time-dependent
distribution. Iterative algorithms are presented for determining performance
stochastic processes of individual components. A universal generating function
technique is implemented for evaluating the dynamic system performance indices.
Examples are provided to demonstrate applications of the proposed methodology.
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process ⋅ Instantaneous availability ⋅ Unsupplied demand
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Nomenclature

T Mission time
I Number of system components
Ni Number of elements within component i
Gi(t) Random performance of component i at time t
gi,k K-th possible performance level of component i
gi Performance level vector of component i: gi = fgi, 0, . . . , gi,Nig
pi,k(t) Probability that component i operates at level gi,k at time t, i.e.,

Pr(Gi(t) = gi,k)
ϕðG1, . . . ,GIÞ System structure function
V(t) Random system performance at time t
v Vector of possible performance levels of MSS v= v0, . . . , vKf g
wj(t) Pr(V(t) = vj)
D(t) Random system demand at time t
d Vector of possible system demand levels: d = {d0, …, dL}
hl(t) Pr(D(t) = dl)
c(t) Expected system performance at time t
C(T) Expected amount of work system can complete in time T
e(t) Expected instantaneous unsupplied demand at time t
E Expected unsupplied demand over mission time T
a(t) Expected instantaneous system availability at time t
A Expected system availability over mission time T
θ Predetermined amount of work to be completed by system,
τ (θ) Expected time of completing amount of work θ
si(k) Index determining type of element that should be activated after

the (k − 1)th element failure in component i
Tk Random variable representing the time when the last element from

sequence si(1), …, si(k) fails
qk(t) pdf of random variable Tk
Fi,j(t), fi,j(t) cdf, pdf of lifetime of element j within component i in the

operation mode
ωi,j Nominal performance of element j within standby component i
δij Deceleration factor of element j within component i
ηi,j, βi,j Scale, shape parameters of Weibull time-to-failure distribution for

element j within component i
γmin
i , γmax

i Minimum, maximum repair time of element i
Ji Maximal number of failures of element i
πi Repair efficiency of element i
ωi Nominal performance of repairable element i
ζi(t) Hazard rate of element i
Xj Random time spent by element in operation mode before the j-th

failure
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Qj(t, x) Joint distribution of j-th failure event parameters
Γ Random repair time
Ψ i(t), ψ i(t) Cdf, pdf of random repair time
rijðtÞ Probability that element i is under repair after the j-th failure at

time t

1 Introduction

Many real-world systems, such as those with shared loads, performance degrada-
tion, standby sparing, imperfect coverage, or limited repair resources are multi-state
systems (MSSs) [1, 2]. In MSSs, the system and/or its components can exhibit
multiple different states or performance levels [3]. MSSs abound in applications
including (but not limited to) medical systems [4], power systems [5, 6], computing
systems [7], communication systems [8], and transportation systems [9, 10]. Due to
their critical applications, the MSS modeling and analysis have attracted lots of
research efforts. Diverse types of methods have been developed for MSS analysis
including for example, multi-state path/cut-vector based enumerations [3, 11],
simulations [12], branch-and-bound technique [13], Lz-transform techniques based
on Markov processes [14–16], universal generating functions (UGF) [3, 9, 17], and
binary or multi-valued decision diagrams [1, 8, 18, 19].

This chapter focuses on a class of MSSs with the general series parallel structure.
Different from the traditional structure of multi-state series parallel systems that has
been intensively studied [9, 20–23], the system considered in this chapter contains
an arbitrary combination of series and parallel configurations of system compo-
nents. Each system component can be either a warm standby configuration of basic
binary functional elements or a repairable binary element. In contrast, the traditional
structure contains subsystems connected in a purely series configuration with each
subsystem being a purely parallel configuration of functional components.

An iterative algorithm is first presented for determining the performance
discrete-state continuous-time process (DSCTP) of an individual component in the
considered system. A UGF-based technique is then applied for evaluating
system-level performance indices of expected system availability and unsupplied
demand. Note that the integrated DSCTP and UGF technique has been applied to
model dynamic behavior of MSSs without general standby redundancies in [4–6,
14–16]. These works are based on the Markov process model, thus being limited to
exponential element time-to-failure distributions. In this chapter we extend the
dynamic MSS model to considering repairable elements with arbitrary repair time
distributions and to considering warm standby components (or subsystems) com-
posed of elements with non-identical, arbitrary time-to-failure distributions.

The rest of this chapter is organized as follows. Section 2 presents the generic
model and performance metrics of the MSS considered. Section 3 presents
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algorithms for obtaining the performance DSCTP for system components consist-
ing of either standby elements or repairable binary elements. Section 4 gives
examples of the DSCTP evaluation. Section 5 describes the UGF technique for
obtaining the DSCTP of the entire system performance based on DSCTPs of its
components’ performances. Section 6 presents illustrative examples of obtaining
the system performance DSCTPs. Section 7 concludes the chapter and outlines the
optimization problems that can be solved based on the presented methodology.

2 System Model and Performance Metrics

Two types of MSSs are considered in this chapter, both of which contain
I s-independent components composing a general series parallel structure.

In the first type of MSSs, each component i consists of Ni non-repairable binary
elements configured as a 1-out-of-Ni warm standby structure, where one element is
online and functioning with the remaining elements being kept in a warm standby
mode. In the case of the online element failing, according to a pre-defined sequence
a standby element is activated to take over the task of the component. If the chosen
standby element is not available (fails before it should be activated), the next
element in the sequence is checked etc. Elements within the same component can
be non-identical, characterized by different time-to-failure distributions and nominal
performance rates. Thus, depending on the element functioning at the moment, the
performance Gi(t) of each component i can vary dynamically, and be modeled using
a DSCTP.

In the second type of MSSs, each component consists of a single binary
repairable element with known time-to-failure and repair time distributions as well
as nominal performance. Depending on the status of the element at the instant of
time t, the performance Gi(t) of component i can dynamically change from zero
(failure) to nominal (operation), which constitutes a DSCTP with two discrete
states.

The entire system needs to meet a random demand that can be specified by a
distribution depending on weather conditions, time of day, season, etc. The demand
is also modeled using a DSCTP. In many applications the demand distribution is
obtained empirically for specific time periods (times of day, seasons, parts of
production cycle etc.)

The considered models are based on the following assumptions.

• The time-to failure and repair time distributions of elements are independent.
• Different components are statistically independent.
• The failure detection is perfect.
• The repair/replacement starts immediately after the failure.
• Specific elements have fixed performance during their operation.
• All the system elements are available in the beginning of the mission.
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2.1 Generic Model of Series Parallel MSSs

For modelling behaviour of an MSS, it is necessary to analyse characteristics of its
components. In the first type of MSSs, any system component i can assume Ni + 1
states, corresponding to different performance levels or rates. Specifically, com-
ponent i’s performance rate at a time instant t can be modelled using a discrete
random variable Gi tð Þ∈ gi = gi, 0, gi, 1, . . . , gi,Nif g. Let pi,k(t) be the probability that
component i operates at level gi,k at time t, i.e., pi,k(t) = Pr{Gi(t) = gi,k}. The two
vectors pi tð Þ= fpi, 0 tð Þ, pi, 1 tð Þ, . . . , pi,Ni ðtÞg and gi = fgi, 0, gi, 1, . . . , gi,Nig can
determine the performance distribution of random variable Gj(t) at any time instant
t. The second type of MSSs can be considered as a special case of the above model,
where pi tð Þ= pi, 0 tð Þ, pi, 1 tð Þf g and gi = gi, 0, gi, 1f g= f0,ωig determining the
DSCTP Gi(t) of component i consisting of a single repairable binary-state element
with nominal performance ωi.

Performance rates of its constituent components unambiguously determine the
performance rate of a system; their mapping relation can be defined by a function
called system structure function ϕðG1, . . . ,GIÞ. The system structure function and
probability mass functions (pmf) of performances of system elements at any time
instant t give the generic model of the considered MSS, as shown in (1).

gi, piðtÞ, 1≤ i≤ I, 1≤ t≤ T ,

VðtÞ=ϕðG1ðtÞ, . . . , GIðtÞÞ, VðtÞ∈ fv1, . . . , vKg ð1Þ

The DSCTP V(t) in (1) can be determined by pmf of the entire system perfor-
mance at t as

wkðtÞ=PrfVðtÞ= vkg, where 0≤ k≤K. ð2Þ

The system must meet a random demand D(t), defined by two vectors d = {d0,
…, dL} and h(t) = {h0(t),…, hL(t)}, where hl(t) = Pr{D(t) = dl} for l = 0, 1,…, L.

2.2 MSS Dynamic Performance Metrics

Based on the DSCTPs of V(t) and D(t), the following dynamic performance metrics
can be defined for the considered MSSs.

• The expected system performance at time t

cðtÞ= ∑
K

k=0
vkwkðtÞ ð3Þ
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• The expected amount of work the system can complete in time T

CðTÞ=
ZT

0

cðtÞdt=
ZT

0

∑
K

k =0
vkwkðtÞdt; ð4Þ

• The expected instantaneous system availability at time t

aðtÞ= ∑
L

l=0
hlðtÞ ∑

K

k=0
wkðtÞ1 dl ≤ vkð Þ

� �
; ð5Þ

• The expected system availability during the system mission time T

A=
1
T

ZT

0

aðtÞdt= 1
T

ZT

0

∑
L

l=0
hlðtÞ ∑

K

k=0
wkðtÞ1 dl ≤ vkð Þ

� �
dt; ð6Þ

• The expected instantaneous unsupplied demand at time t

eðtÞ= ∑
L

l=0
hlðtÞ ∑

K

k=0
wkðtÞmax 0, dl − vkð Þ

� �
ð7Þ

• The expected total unsupplied demand during mission time T

E=
ZT

0

eðtÞdt =
ZT

0

∑
L

l=0
hlðtÞ ∑

K

k=0
wkðtÞmax 0, dl − vkð Þ

� �
dt. ð8Þ

• If the system must complete a predetermined amount of work θ, the expected
mission time is

τðθÞ= arg
Zτ

0

∑
K

0
vkwkðtÞdt= θ

0
@

1
A. ð9Þ

To evaluate system performance metrics (3)–(9), an iterative algorithm is pre-
sented in Sect. 3, which is used for obtaining the description of DSCTP character-
izing components’ performances in the form of gi, pi(t), 1 ≤ i ≤ I, 1 ≤ t ≤ T in (1).

Then a generalized reliability block diagram (RBD) method based on the UGF
technique is implemented in Sect. 5 to derive the description of the DSCTP for the
entire MSS performance in the form of (2).
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3 Obtaining Performance DSCTP for Individual
Components

The DSCTP Gi(t) for each individual component i is derived for both types of
MSSs in this section.

3.1 Performance DSCTP for Warm Standby Components

To determine the DSCTP Gi(t) for 1-out-of-Ni standby component i in the first type
of MSS, vector pi tð Þ= fpi, 0 tð Þ, pi, 1 tð Þ, . . . , pi,Ni tð Þg is derived in this subsection
while vector gi = fgi, 0, gi, 1, . . . , gi,Nig is given as input parameters, where gi, 0 = 0,
gi, k = ωi, siðkÞ for k=1, . . . ,Ni.

Let the order si(1), si(2), …, si(Ni) determine the predetermined activation
sequence of elements composing component i, Tk be a random variable modeling
the time when the last element from sequence si(1), …, si(k) fails during the
operation mode, and qk(t) be the probability density function (pdf) of this random
variable. For k = 1, since only one element si(1) belongs to the sequence,
q1 tð Þ= fi, sið1ÞðtÞ, where fi, sið1ÞðtÞ is the pdf of element si(1).

With qk−1(t) and fi, siðkÞðtÞ qk tð Þ can be derived for k = 2, …, Ni. Specifically,
there exist two scenarios that can cause failure of the last element from sequence
si(1), …, si(k) at time t.

1. Scenario 1: Tk = Tk−1 = t. The last element from sequence si(1), …, si(k − 1)
fails at time t; element si(k) fails earlier during the standby mode. This scenario
can occur with probability Fi, siðkÞðtÞ, where Fi, siðkÞðtÞ is the cdf of element si(k).

2. Scenario 2: Tk = t, Tk − 1 = t− τ. The last element from sequence si(1), …,
si(k − 1) fails at certain time before t, e.g., t − τ for 0≤ τ≤ t; element si(k) fails
after spending ðt− τÞ in the standby mode and then working for time τ in the
operation mode.

Based on the two scenarios, pdf of Tk is

qkðtÞ= qk− 1ðtÞFi, siðkÞðtÞ+
Z t

0

qk− 1ðt− τÞfi, siðkÞððt− τÞδi, siðkÞ + τÞdτ. ð10Þ

In (10), 0≤ δi, siðkÞ ≤ 1 represents a deceleration factor of element si(k) within
component i. Such a factor is utilized to reflect lower stresses experienced by the
element during the warm standby mode than during the operation mode in the
commonly-used cumulative exposure model [24]. Based on (10), qk(t) can be
obtained iteratively for k = 2, …, Ni.

Next the derivation of vector pi tð Þ= fpi, 0 tð Þ, pi, 1 tð Þ, . . . , pi,Ni tð Þg is given. The
probability pi,1(t) that component i operates with performance level ωi, sið1Þ provided
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by element si(1) at time t is simply the probability that element si(1) does not fail
before time t, which is given as:

pi, 1 tð Þ=1−Fi, sið1ÞðtÞ. ð11Þ

The probability pi,k(t) that component i works with performance level ωi, siðkÞ
(i.e., element si(k) is operational) at time t can be evaluated as the probability that
Tk− 1 = t− τ for any 0≤ τ≤ t and element si(k) waiting for time t− τ in the warm
standby mode does not fail before spending at least time τ in the operation mode:

pi, kðtÞ=
Z t

0

qk− 1ðt− τÞ 1−Fi, siðkÞðδi, siðkÞðt− τÞ+ τÞ� �
dτ ð12Þ

The probability that component i’s performance is zero (i.e., all the elements of
component i fail) at time t is thus

pi, 0ðtÞ=1− ∑
Ni

k=1
pi, kðtÞ ð13Þ

3.2 Performance DSCTP for Repairable Binary Elements

Todetermine theDSCTPGi(t) for component i consisting of a single repairable element
in the second type ofMSSs, vector pi(t) = {pi,0(t), pi,1(t)} is derived in this subsection,
while vector gi = f0,ωig is given as input parameters meaning that element i functions
with nominal performance ωi and has performance 0 while under repair.

It is assumed that the repair starts immediately when an element fails. The repair
time of element i is dependent on external factors such as availability and efficiency
of repair manpower and equipment. Assume the repair time of element i is ran-
domly distributed within interval ½γmin

i , γmax
i � ð0> γmin

i > γmax
i >∞Þ with known cdf

Ψ i tð Þ ðΨ i tð Þ≡ 0 for t< γmin
i , Ψ i tð Þ≡ 1 for t> γmax

i ).
The number of repairs experienced by element i during considered mission time

T cannot exceed T ̸γmin
i . Thus, the maximal number of failures that can be expe-

rienced by this element is Ji =1+ ⌊T ̸γmin
i ⌋.

According to the repair model in [25], a coefficient πi can be used to model the
repair efficiency of element i. Particularly, πi can vary from 0 corresponding to
perfect repair (the element after repair is as good as new) to 1 corresponding to
minimal repair (the element after repair is as bad as old). Under the model of [25],
for element i with hazard rate ζi tð Þ before a repair, its hazard rate after the repair is
ζiðπit0 + tÞ, where t0 and t represent operation times of element i before and after the
repair, respectively. The pdf fi

*(t0, t) and cdf F*
i t0, tð Þ of the time-to-failure of

element i after the repair performed at time t0 are, respectively,
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f *i t0, tð Þ= fiðπit0 + tÞ ̸½1−Fiðπit0Þ� ð14Þ

and

F*
i t0, tð Þ= ½Fiðπit0 + tÞ−Fiðπit0Þ ̸� ½1−Fiðπit0Þ� ð15Þ

For element i, consider a random event denoted by ⟨Tj,Xj⟩, meaning that the j-th
failure of element i occurs at time Tj from the beginning of the mission after element
i has spent time Xj ≤ Tj in the operation mode and additional time Tj −Xj in repair.
Each event ⟨Tj,Xj⟩ corresponds to the initiation of a repair action that takes random
time Γ. For any realization of Xj, the time elapsed from the beginning of the mission
Tj can range from Xj + j− 1ð Þγmin

i to Xj + j− 1ð Þγmax
i , corresponding to the cases

where the element spends minimal and maximal time in each of the j − 1 repairs,
respectively.

Define Qj(t, x) as the joint distribution of random event parameters Tj and Xj.
Because the element spends no time in repair before the first failure and X1 =T1

Q1ðt, xÞ= fiðtÞ if x= tð Þ
0 otherwise

�
. ð16Þ

The element in the second type of MSSs must have event transition from ⟨Tj,Xj⟩

to ⟨Tj+1,Xj+1⟩ with Tj+1 ≥ Tj + γmin
i and Xj+1 ≥Xj. Note that when element i fails

immediately after the j-th repair, Xj+1 =Xj The event transition
⟨Tj,Xj⟩→ ⟨Tj+1,Xj+1⟩ happens when the element has functioned for time
Xj+1 −Xj
� �

after a repair that takes time Γ = Tj+1 −Tj
� �

− Xj+1 −Xj
� �

. Because
γmin
i ≤Γ ≤ γmax

i , the condition (17) must hold to make the event transition possible.

Tj+1 +Xj −Xj+1 − γmax
i ≤ Tj ≤ Tj+1 +Xj −Xj+1 − γmin

i ð17Þ

With functions Qj t, xð Þ, ψ i tð Þ and fi tð Þ, Qj+1 t, xð Þ can be obtained in a recursive
manner for j=1, . . . , Ji − 1 as

Qj+1ðt, xÞ=
Zx

0

Zmin x̃+ ðj− 1Þγmax
i , t+ x̃− x− γmin

ið Þ

max x̃+ ðj− 1Þγmin
i , t+ x ̃− x− γmax

ið Þ
Qjðt,̃ x̃Þψ i t− t −̃ x+ x̃ð Þf *i x ̃, x− x̃ð Þdtd̃x ̃

=
Zx

0

Zmin x̃+ ðj− 1Þγmax
i , t+ x̃− x− γmin

ið Þ

max x̃+ ðj− 1Þγmin
i , t+ x ̃− x− γmax

ið Þ
Qjðt,̃ x̃Þψ i t− t −̃ x+ x̃ð Þ fi πix̃+ x− x̃ð Þ

1−Fi πix̃ð Þ dtd̃x̃.

ð18Þ

Note that for t< x+ jγmin
i or t> x+ jγmax

i , Qj+1 t, xð Þ=0.
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The element can be under repair at time t since the mission beginning if the last
failure occurred at time t− ξ and the last repair took at least time ξ Hence, the prob-
ability that the element is under repair at time t after the occurrence of the j-th failure is

rijðtÞ=0 for t < j− 1ð Þγmin
i ð19Þ

rijðtÞ=
Zmin t, γmax

ið Þ

0

Zt− ξ− j−1ð Þγmin
i

max 0, t− ξ− j−1ð Þγmax
ið Þ

Qjðt− ξ, xÞ 1−Ψ i ξð Þð Þdxdξ for t ≥ j−1ð Þγmin
i

ð20Þ

Observe that for any k≠ j rijðtÞ and rikðtÞ are probabilities of mutually disjoint
events corresponding to different numbers of failures occurred before time
t. Therefore the overall probability that the element i undergoes repair at time t can
be obtained as sum of probabilities rijðtÞ for all the possible numbers j of
failure/repair events. Because the minimal time when the j-th element failure may
occur is j− 1ð Þγmin

i , the number of failures that can occur at time not later than
t cannot exceed 1+ t ̸γmin

i . The overall occurrence probability that element i is
under repair at time t is thus

pi, 0ðtÞ= ∑
⌊1+ t ̸γmin

i ⌋

j=1
rijðtÞ= ∑

⌊1+ t ̸γmin
i ⌋

j=1

Zmin t, γmax
ið Þ

0

Zt− ξ− j− 1ð Þγmin
i

max 0, t− ξ− j− 1ð Þγmax
ið Þ

Qjðt− ξ, xÞ 1−Ψ i ξð Þð Þdxdξ.

ð21Þ

For the binary repairable element i, pi, 1 tð Þ=1− pi, 0 tð Þ which defines the com-
ponent’s instantaneous availability.

4 Examples of Component Performance Evaluation

4.1 Warm Standby Components

Consider a warm standby component denoted by component 1, consisting of three
elements characterized by Weibull time-to-failure distributions. The scale (ηj) and
shape (βj) parameters of the distributions, deceleration factor (δj) and nominal
performance (ωj) of elements are presented in Table 1.

Figure 1 illustrates the performance level probabilities p1, j tð Þ=PrfG1 tð Þ=ωjg
for two different element activation sequences 1, 2, 3 and 3, 2, 1. According to
Table 1, the component performance can take three different values, G1(t) ∈ (20,
27, 32). Thus,
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Pr G1 tð Þ≥ 20ð Þ=Pr G1 tð Þ>0ð Þ=Pr G1 tð Þ=20ð Þ+Pr G1 tð Þ=27ð Þ+Pr G1 tð Þ=32ð Þ,
Pr G1 tð Þ≥ 27ð Þ=Pr G1 tð Þ=27ð Þ+Pr G1 tð Þ=32ð Þ, Pr G1 tð Þ≥ 32ð Þ=Pr G1 tð Þ=32ð Þ.

Figure 2 shows the cumulative performance distribution Pr(G1(t) ≥ x) of
component 1 under the two activation sequences. It can be observed that the
probability Pr(G1(t) ≥ 32) is always larger for sequence 3, 2, 1 where element 3
with the greatest performance is activated first; the probability Pr(G1(t) ≥ 20) is
always slightly larger for sequence 1, 2, 3 where the most reliable element 1 is
activated first.

4.2 Repairable Binary Element

Consider a repairable element with a Weibull time-to-failure distribution having cdf

of F tð Þ=1− exp − t ̸20ð Þ2
h i

. The random repair time follows a truncated normal

Table 1 Parameters of
elements composing standby
component 1

Element j ηj βj δj ωj

1 280 1.5 0.2 20
2 250 1.1 0.4 27
3 180 2 0.2 32

(A) Sequence 1,2,3 (B) Sequence 3,2,1

Fig. 1 Performance level probabilities p1,j(t) [27]. a Sequence 1, 2, 3 b Sequence 3, 2, 1
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distribution with the following parameters: γmin = x+5, γmax = x+10, μ= x+7
(mean), σ =2 (standard deviation). Figure 3 illustrates the reliability 1−F tð Þ,
instantaneous availability a tð Þ and repair time pdf ψ tð Þ for x=0, x=10 and x=30
of the element. The perfect repair is assumed, i.e., π =0. As the value of x increases
(i.e., the repair time increases), the element instantaneous availability reduces
significantly.

(A) Sequence 1,2,3 (B) Sequence 3,2,1

Fig. 2 Cumulative performance distributions Pr(G1(t) ≥ x) [27]. a Sequence 1, 2, 3 b Sequence
3, 2, 1

Fig. 3 Performance metrics of the example element for different repair time distributions
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5 Obtaining Performance DSCTP for Entire MSS5

5.1 UGF (U-Function) Technique

The polynomials in (22) give the u-function modeling the DSCTPs of random
performance of s-independent component i at time t.

ui(z, t) = ∑
Ni

ni =0
pi, niðtÞzgi, ni . ð22Þ

The composition operator of (23) is used to obtain the u-function modeling the
DSCTP of the system random performance VðtÞ at time t.

Uðz, tÞ=⊗ϕðu1ðz, tÞ, . . . , uIðz, tÞÞ=⊗ϕð ∑
N1

n1 = 0
p1, n1ðtÞzg1, n1 , . . . , ∑

NI

nI =0
pI, nI ðtÞzgI, nI Þ

= ∑
N1

n1 = 0
∑
N2

n2 = 0
. . . ∑

NI

nn =0
∏
I

i=1
pi, niðtÞzϕðg1, n1 , ..., gI, nI Þ

� �

ð23Þ

For each time instance t, the polynomial U(z, t) models all the possible disjoint
combinations of realizations of s-independent random variables G1ðtÞ, . . . ,GIðtÞ by
relating the occurrence probability of each combination to the value of the structure
function ϕðG1ðtÞ, . . . ,GIðtÞÞ for this particular combination. This polynomial can
eventually take the form of (24), representing performance distribution of the entire
system at time t.

U(z, t) = ∑
K

k=0
wkðtÞzvk , ð24Þ

With the MSS generic model in the form of (1), the system performance metrics
(3)–(9) can be obtained through the following 3-step procedure.

1. Apply the u-function (22) to represent the pmf of random performance distri-
bution of each component i at time t.

2. Apply the composition operator ⊗ϕ (23) to obtain the u-function U(z, t) of the
entire system random performance distribution V(t).

3. Evaluate metrics (3)–(9) based on pmf (2) modeled by the u-function U(z, t)
(24).

Steps 1 and 3 are straightforward. Step 2 often involves complex computations
because it can be difficult to derive the system structure functions. According to
studies in [17], representing the structure function recursively can be beneficial for
computation simplicity and derivation clarity. For a system with complex series
parallel structure, its structure function can be represented as a composition of
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structure functions of the system’s s-independent subsystems. Those subsystems
contain only components configured in purely series or in purely parallel. During
the aggregation process, the RBD method is commonly applied to distinguish
recurrent subsystems and replace them with equivalent single components in a
graphical representation of system structure, as detailed in Sect. 5.2.

5.2 Generalized RBD Method for Multi-state
Series-Parallel System

For obtaining the u-function of a series parallel system, the composition operators is
applied recursively to obtain u-functions of intermediate purely series or purely
parallel subsystems using the following procedure.

1. Identify any pair of components (i and j) that are connected in parallel or in
series in the considered MSS.

2. Obtain the u-function of each pair (i and j) by applying the composition operator
⊗φ over the u-functions of these two components:

Ufi, jgðz, tÞ= uiðz, tÞ⊗ϕujðz, tÞ= ∑
Ni

ni =0
∑
Nj

nj =0
pi, niðtÞpj, njðtÞzϕðgi, ni , gj, nj Þ, ð25Þ

The function ϕ in (25) depends on the interaction nature between the two s-
independent components’ performances. For example for a production system with
throughput being its performance metric, if components i and j operate in parallel,
the sum of throughputs of the two components gives the total throughput, as
determined in (26).

ϕ Gi tð Þ,Gj tð Þ
� �

=Gi tð Þ+Gj tð Þ ð26Þ

If two components process some material consecutively (i.e., forming a series
connection), the performance of the component with the minimal performance (i.e.,
the bottleneck) determines the entire system throughput, as shown in (27).

ϕ Gi tð Þ,Gj tð Þ
� �

=min Gi tð Þ,Gj tð Þ
� � ð27Þ

3. Replace the component pair with a single component that has the u-function
determined in step 2.

4. If there are more than one component remained in the system, then return to step 1.

The final u-function obtained from the above algorithm models performance
distribution of the entire series parallel system.
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6 Examples of System Performance Evaluation

6.1 Systems with Warm Standby Components

Figure 4 illustrates an example of MSS with each component consisting of several
binary elements configured in a warm standby subsystem. All elements have
Weibull time-to-failure distributions with parameters presented in Table 2.

Fig. 4 Example series parallel MSS with warm standby components

Table 2 Parameters of
elements composing
components

Component i Element j ηi,j βi,j δi,j ω i,j

1 1 280 1.5 0.2 20
2 250 1.1 0.4 27
3 180 2 0.2 32

2 1 300 1 0 18
2 200 1.4 0 25

3 1 380 2.2 0.5 10
2 360 1.8 0.7 12
3 270 1.1 0.5 15
4 210 1.1 0.6 17

4 1 400 1 0.2 37
2 400 1 0.2 37

5 1 400 1.4 0.3 30

2 540 1.2 0.1 40
6 1 380 1.1 0.2 35

2 340 1.1 0.1 40
3 280 1.4 0.1 45
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A random demand should be supplied by the system, which changes periodically
with distribution as follows: d = {63, 50, 46, 22}, for t < 50 and 100 < t < 150
h(t) = {0.2, 0.4, 0.4, 0}; for 50 ≤ t ≤ 100 and t ≥ 150, h(t) = {0, 0.3, 0.2, 0.5}.
The components’ interaction corresponds to functions (26) and (27). The time of
replacement by standby elements is negligible compared to the mission time
T = 200 (days).

Assume the elements within each component are activated according to their
numerical order. For mission time T = 200, the expected system availability is
obtained as A(T) = 0.629 and the expected unsupplied demand is obtained as
E(T) = 539.9. Figure 5 illustrates the system cumulative performance distribution
Pr(V(t) ≥ x), instantaneous availability a(t) and unsupplied demand e(t).

6.2 Systems with Repairable Binary Elements

Assume that the system presented in Fig. 4 consists of repairable binary elements
with Weibull time-to-failure distribution parameters and performances presented in
Table 3. Table 3 also gives repair efficiency coefficients πj and parameters related
to the truncated normal distributions of elements’ repair time. The time horizon of

Fig. 5 Performance metrics of the example series parallel system with standby components
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interest is T = 50. The random system demand can take four different values
d = {70, 50, 40, 20} and its distribution is h(t) = {0.05, 0.25, 0.45, 0.25}, which
does not change during T.

The performance metrics obtained for the considered system are A = 0.6704,
C = 2565, E = 267.3 and the expected time needed to complete the amount of
work θ=1700 is τ=29.75.

Figure 6 presents the system cumulative performance distribution Pr V tð Þ≥ xð Þ
as a function of time. Figure 7 presents the instantaneous system performance
metrics α tð Þ, c tð Þ and e tð Þ.

Table 3 Parameters of
repairable elements

Element j ηj βj ω,j πj dmin
j dmax

j μj σj

1 60 2.0 33 0.30 15 20 17 2
2 78 1.1 22 0.70 10 40 25 100
3 90 1.0 19 0.80 28 48 32 5
4 75 1.1 48 0.00 30 40 35 2
5 60 1.0 45 0.20 5 15 10 6
6 80 2.0 33 0.00 10 15 12 100

Fig. 6 Cumulative
performance distribution Pr(V
(t) ≥ x) of example series
parallel system with
repairable elements
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7 Summary

This chapter demonstrates a methodology that extends the state-of-the-art in system
modeling by considering multi-state series parallel systems with components sub-
ject to dynamic performance. Each system component can be either a heteroge-
neous warm standby configuration of binary elements or a repairable binary
element. The entire system is considered being available if it can meet a
pre-specified random system demand distribution. Iterative algorithms are described
for determining dynamic stochastic performances of individual components.
A generalized RBD method based on UGFs is implemented for analyzing expected
system availability, performance and unsupplied demand over a specific mission
time for the entire series parallel MSS.

The presented algorithms allow fast determination of system dynamic perfor-
mance metrics. Based on these algorithms different optimization problems can be
solved. For example, as shown in Sect. 4.1, standby element activation sequence
can have significant impacts on component and thus system performance metrics.
Therefore solving the following two problems can considerably improve system
performance. The optimal operation problem finds the element activation sequence
of each component maximizing system availability or minimizing unsupplied
system demand. The optimal design problem finds both component structures and
element activation sequences minimizing the total cost consisting of design and
operation expenses. In addition, increased elements loading can on one hand
improve the system performance; on the other hand, it can cause failures that are
more frequent and, thus reduces the system availability. Hence, the element loading
can be optimized to achieve a proper balance among different system performance
metrics. Examples of solving the optimization problems based on the suggested
methodology can be found in [26, 27].

Fig. 7 System instantaneous performance metrics α(t), c(t) and e(t)
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Optimal Imperfect Maintenance
in a Multi-state System

Stephanie Dietrich and Waltraud Kahle

Abstract In this research, we are concerned with the modeling of optimal main-

tenance actions in multi-state systems. Most of the imperfect maintenance models

that have been investigated in literature use either imperfect preventive maintenance

actions or imperfect corrective maintenance actions. In this paper we consider a

model with both imperfect preventive and imperfect corrective maintenance actions.

A sequential failure limit preventive maintenance (PM) policy with infinite planning

horizon and with imperfect preventive and imperfect corrective maintenance actions

is used to formulate a cost optimization problem. Different cost functions for PM

actions, as well as several discrete lifetime distributions are introduced. The solution

of the cost optimization problem is illustrated by an example.

Keywords Multistate systems ⋅ Optimal maintenance ⋅ Discrete lifetimes ⋅
Modified Weibull distribution

1 Introduction

This paper is concerned with the statistical modeling and optimization of an imper-

fect maintenance model for a repairable MSS. Multi-state systems are an important

area in modern reliability theory. They provide a flexible tool for modeling engi-

neering systems in real life. This model was first introduced in [4, 7]. For a histor-

ical overview of MSS and an overview of ideas for MSS reliability theory, see for

example [13]. A recent contribution on the subject is [12]. As in [10] we consider

a MSS with n states and assume that in time 1 the system is in state one, in time 2

the system is in state two and so on. Using this time scale, one can model imperfect

maintenance actions also for systems with discrete lifetime distribution.
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Most models in reliability theory use continuous lifetime distributions. This is

appropriate because in reality most of the lifetimes are continuous. But there are also

several situations where discrete failure data arise. This is the case if the life length

of a system is measured in cycles and the number of cycles successfully completed

prior to failure are observed. The same holds if we have a multi-state system and

the number of states prior to failure is observed. A recent contribution on complex

systems subject to shock processes is [8].

When a failure occurs, a repairable system can be restored to an operating con-

dition by some repair process. Therefore, it is not necessary to replace the whole

system, and the failure intensity of the system depends on the history of repairs. In

general, there are two kinds of maintenance actions. Preventive or planned main-

tenance actions and unplanned corrective maintenance actions. Corrective mainte-

nance (CM), also called repair, is carried out after a failure of the system. The aim

of CM actions is to retain the system in or restore it to an acceptable operating con-

dition [14]. Preventive maintenance (PM) occurs when the system is operating. The

aim of PM actions is to reduce the failure intensity of the system.

The two most common assumptions on the influence of maintenance actions is

minimal repair or as bad as old and perfect repair or as good as new. A maintenance

action is called to be minimal if the failure intensity of the system after that action

is the same it had when it failed. Perfect repair means the failure intensity of the

system after repair is that of a new system [3]. In reality, the state of the system after

maintenance will often not be as good as new and not as bad as old, but something in

between. In this case, the maintenance action is called to be imperfect. In this paper

we assume that maintenance actions impacted the failure intensity of the system

in such a way that they adjust the virtual age of the system. As in Kijima [11], we

proposed that the state of the system just after a maintenance action can be described

by its virtual age, which is smaller or equal than the real age of the system.

In [5] we have considered a system with two failure types, minor and major

ones. Minor ones can be removed by minimal repair and the major ones can only

be removed by replacement. The maintenance model of the present paper includes

both imperfect preventive and imperfect corrective maintenance actions where the

costs of maintenance actions depend on the degree of maintenance. Here a sequen-

tial failure limit PM policy (also called age replacement in case of perfect PM) with

infinite planning horizon is used to formulate a cost optimization problem.

The paper is structured as follows. Section 2 contains essential assumptions and

definitions that are needed to formulate the cost optimization problem in Sect. 3.

In Sect. 4 we introduce some discrete lifetime distributions. In multi-state systems,

these distributions define the probability of a failure in different states. Finally, in

Sect. 5 different possible cost functions for PM and CM are introduced. In an exam-

ple, the optimal maintenance strategy is computed the introduced discrete lifetime

distributions and for one of the cost functions.
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2 Modeling the System and Maintenance Policy

According to Kahle [10], we consider a repairable multi-state system (MSS). This

system has the following properties.

1. Initially a new repairable MSS is installed. The MSS has n states in which the

system can fail. A time scale is introduced so that the system at time 1 is in state

one, at time 2 in state two and so on.

2. The system has only one failure type which can be removed through imperfect

repair actions.

3. The repair times are negligible small.

The maintenance strategy described here is designed for an infinite time horizon.

The following assumptions are made.

1. All failures that occurred after installation during the time interval (0, v] are

removed through minimal repair.

2. If there is a failure during the time interval (v, v + 𝜏) a CM action is carried out.

The first cycle is finished by this CM. Otherwise a PM action at time v + 𝜏 will

be carried out and the first cycle is finished by a PM. Both maintenance actions

reset the virtual age (state) of the system to v.

3. At the begin of a cycle the system is in state v which is the virtual age of the

system. If there is no failure during the pre-defined time interval of length 𝜏 > 0
after a maintenance action, a PM will be carried out. For 𝜏 it holds 𝜏 ∈ {1,… ,

n − v}.

4. If a failure occurs during the time interval of the length 𝜏 > 0 after a maintenance

action, a CM is carried out.

5. The virtual age of the system after both PM actions and CM actions is always

v ≥ 0 and v ∈ {0,… , n − 1}. Since PM actions can be planned, they are assumed

to be more cost effective than unplanned CM actions.

6. Suppose c1, c2,… are the realizations of the general maintenance times. In terms

of Kijima type II model the degree of the kth repair is

𝜉k(v, ck, ck−1) =
v

v + ck − ck−1
, ∀k ≥ 1. (1)

This maintenance policy is a sequential failure limit policy (see [6, p. 765]) because

an alternative formulation of Assumption 2 might be: A PM is performed when the

failure intensity reaches the predetermined level 𝜆(v + 𝜏).

3 Cost Optimization Problem

Consider a technical system that is maintained with maintenance policy described

in Sect. 2. The aim of this section is to formulate a cost optimization problem. The

optimization criterion are the average maintenance costs per unit time. For this
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purpose, the expected maintenance costs per cycle are set in relation to the mean

cycle length. Here the cycle length is the time between two maintenance actions and

for reasons of simplification, the time between the startup of the system and the age

of v is excluded from the modeling of the cost optimization problem.

Suppose N = (Nt)t≥0 is the failure counting process, i.e. Nt is the random number of

failures of a repairable system with PM in the interval [0, t].
The next two lemmata are obviously.

Lemma 1 (Intensity Function of N = (Nt)t≥0) Suppose c1, c2,… are realizations of
the general maintenance times. The intensity function of the counting process N =
(Nt)t≥0 is then

𝜆(t) =
⎧
⎪
⎨
⎪
⎩

0, t < 0
hT1 (t), t ∈ [0, c1)
hT1 (v + t − ck), t ∈ [ck, ck+1), k ≥ 1,

(2)

where hT1 (⋅) is the hazard function of the time to first failure of a new system.

For the computation of the expected maintenance costs per cycle it is necessary to

compute the probability that a failure occurs within 𝜏 time units after a maintenance

action.

Lemma 2 (Distribution function of Tv
) Let T1 be the discrete random time of the

first failure of a repairable system without maintenance. Suppose Tv is the remaining
discrete lifetime of the system after a maintenance action that reduces the virtual age
of the system to v. Then Tv is a truncated discrete random variable with the following
cumulative distribution function

FTv(t) = P(Tv
≤ t) = FT1 (v + t) − FT1 (v)

1 − FT1 (v)
, ∀t = 0, 1, 2,… . (3)

Suppose the random cycle length Lv,𝜏 is the random time between two maintenance

actions. Therefore, it is either the time between two PM actions (if there is no failure

within the interval of length 𝜏) or the time between PM and CM actions (if a failure

occurs). It holds

Lv,𝜏 = min{Tv
, 𝜏}

{
< 𝜏 with P(Tv

< 𝜏) = P(T1 < v + 𝜏|T1 > v)
= 𝜏 with P(Tv ≥ 𝜏) = 1 − P(T1 < v + 𝜏|T1 > v) (4)

for 𝜏 ∈ {1,… , n − v}. For the cumulative distribution function of Lv,𝜏 it holds

FLv,𝜏 (t) = P(Lv,𝜏 ≤ t) =
⎧
⎪
⎨
⎪
⎩

0, if t < 0
FT1 (v + t|T1 > v), if t ∈ {0,… , 𝜏 − 1}
1, if t ≥ 𝜏

. (5)
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Theorem 1 (Mean Cycle Length) For the expected cycle length it holds

E(Lv,𝜏) =
𝜏−1∑

j=0
j ⋅ P(T1 = v + j|T1 > v) + 𝜏 ⋅ P(T1 ≥ v + 𝜏|T1 > v) . (6)

Proof The random cycle length is a positive discrete random variable with the fol-

lowing probability mass function

P(Lv,𝜏 = t) =
⎧
⎪
⎨
⎪
⎩

0, if t < 0
P(T1 = v + t|T1 > v), if t ∈ {0,… , 𝜏 − 1}
P(T1 ≥ v + t|T1 > v), if t = 𝜏

0, if t > 𝜏

. (7)

Using this, the mean cycle length is computed as follows

E(Lv,𝜏) =
∞∑

j=0
j ⋅ P(Lv,𝜏 = j) =

𝜏−1∑

j=0
j ⋅ P(Lv,𝜏 = j) + 𝜏 ⋅ P(Lv,𝜏 = 𝜏)

=
𝜏−1∑

j=0
j ⋅ P(T1 = v + j|T1 > v) + 𝜏 ⋅ P(T1 ≥ v + 𝜏|T1 > v). (8)

□

The mean cycle length in the discrete case is bounded from below by one and for

v = 0 the mean cycle length is bounded from above bymin{𝜏,E(T1)}. Note that since

P(T1 = 0) = 0, the expected time to first failure of a new system is always greater or

equal one, i.e. E(T1) ≥ 1.

Problem 1 (Cost Optimization Problem) Let cCM denotes the costs of a CM action

and cPM the costs of a PM action. The average maintenance costs per unit time are

C(v, 𝜏) =
cCMP(Tv

< 𝜏) + cPMP(Tv ≥ 𝜏)
E(Lv,𝜏)

. (9)

The optimization problem then has the following form

min
v∈{0,…,n−1}, 𝜏∈{1,…,n−v}

C(v, 𝜏). (10)

Note that if 𝜏 = 1, there will be no CM actions, i.e. P(Tv
< 1) = 0, and E(Lv,1) = 1.

Thus, for the average maintenance costs per unit time it holds C(v, 1) = cPM .

In Sect. 5 an example plot of this function is given. It can be seen that it has (at

least for this example) a unique minimum with respect to both 𝜏 and v.
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4 Discrete Lifetime Distributions

There are different possible discrete lifetime distributions, e.g. in [10] are studied

some discrete lifetime distributions like the discrete uniform distribution, the Poisson

distribution and the truncated discrete Weibull distribution. In this paper we consider

the discrete modified Weibull distribution (DMWD), that was introduced in [9], and

the discrete version of the reduced modified Weibull distribution (RMWD), that was

introduced in [2].

4.1 The Discrete Modified Weibull Distribution

The DMWD based on the modified Weibull distribution (MWD) that was introduced

in [15]. This distribution generalizes some most commonly used distributions in sur-

vival analysis such as exponential, Rayleigh, linear failure rate and Weibull distrib-

ution.

In the following, the notation MWD(𝛼, 𝛽, 𝛾) is used to denote the modified

Weibull distribution with the scale parameter 𝛼 and the two shape parameters 𝛽 and

𝛾 . Let X be modified Weibull distributed MWD(𝛼, 𝛽, 𝛾). Then the probability density

function of X is

f X(x; 𝛼, 𝛽, 𝛾) = (𝛼 + 𝛽𝛾x𝛾−1) exp(−𝛼x − 𝛽x𝛾 ), (11)

where x > 0, 𝛾 > 0 and 𝛼, 𝛽 ≥ 0 such that 𝛼 + 𝛽 > 0.

Let T be the random discrete lifetime of an operating unit. For the discrete version

of the MWD we put the probability mass of the interval (t − 1, t] into the point t (see

[9]), that is for t = 1, 2,…

P(T = t) =
∫

t

t−1
f X(s)ds

= exp(−𝛼(t − 1) − 𝛽(t − 1)𝛾 )− exp(−𝛼t − 𝛽t𝛾 ) . (12)

The corresponding reliability (survival) function is given by

RT (t) = P(T > t) =
∞∑

j=t+1
P(T = j) = exp(−(𝛼t + 𝛽t𝛾 )), t = 1, 2,… , (13)

and RT (0) = 1. Finally, the failure rate is given by

hT (t) = P(T = t)
P(T ≥ t)

= RT (t − 1) − RT (t)
RT (t − 1)

= 1 − exp(𝛼(t − 1) + 𝛽(t − 1)𝛾 − (𝛼t + 𝛽t𝛾 )), t = 1, 2,… . (14)
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This DMWD(𝛼, 𝛽, 𝛾) includes other important lifetime distributions. If 𝛾 = 2 the

DMWD(𝛼, 𝛽, 𝛾) becomes the discrete linear failure rate distribution (DLFRD) with

parameters 𝛼 and 𝛽. In case of 𝛼 = 0, we obtain the discrete Weibull distribution

(DWD) with parameters 𝛽 and 𝛾 . By setting 𝛼 = 0 and 𝛾 = 2, we get the discrete

Rayleigh distribution (DRD) with parameter 𝛽. Finally, if 𝛽 = 0, we obtain the dis-

crete exponential distribution with parameter 𝛼, that is, a geometric distribution with

success probability 1 − exp(−𝛼).

4.2 The Discrete Reduced Modified Weibull Distribution

The discrete version of the RMWD was introduced in [2] and based on a three-

parameter modified Weibull distribution, which was developed in [1]. In the fol-

lowing the notation RMWD(𝛼, 𝛽, 𝛾) is used to denote the reduced modified Weibull

distribution with scale parameters 𝛼 and 𝛽 and acceleration parameter 𝛾 . Let X be

reduced modified Weibull distributed RMWD(𝛼, 𝛽, 𝛾). Then the probability density

function of X is

f X(x; 𝛼, 𝛽, 𝛾) = 1
2
√
x
(𝛼 + 𝛽(1 + 2𝛾x) exp(𝛾x))

× exp
(
−𝛼

√
x − 𝛽

√
x exp(𝛾x)

)
, (15)

for x > 0, 𝛼, 𝛽 > 0 and 𝛾 > 0. Now set q = exp(−𝛼), b = 𝛽∕𝛼 and c = exp(𝛾).
Let T be the random discrete lifetime of an operating unit. As before, for the

discrete version of the RMWD(q, b, c) we put the probability mass of the interval

(t − 1, t] into the point t, i.e.

P(T = t) =
∫

t

t−1
f X(s)ds = q

√
t−1(1+bct−1)−q

√
t(1+bct)

, t = 1, 2,… . (16)

The reliability (survival) function of the discrete reduced modified Weibull dis-

tribution DRMWD(q, b, c) is given by

RT (t) = P(T > t) = q
√
t(1+bct)

, t = 1, 2,… , (17)

and RT (0) = 1. The failure rate is given by

hT (t) = P(T = t)
P(T ≥ t)

= 1 − q
√
t(1+bct)−

√
t−1(1+bct−1)

, t = 1, 2,… . (18)

As shown in [2], the failure rate of the DRMWD(q, b, c) can be increasing or has

a bathtub shape.
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Fig. 1 Probability mass

functions
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Fig. 2 Discrete failure rates
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Fig. 3 Cumulative hazard

functions
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Figure 1 shows the different probability mass functions (PMF). It can be seen that

the PMF of the DLFRD and the DRD have a similar shape. This is true also for the

failure rate and the cumulative hazard function as seen in Figs. 2 and 3. As can be

seen in Fig. 2, the chosen parameters for the DRMWD leads to a bathtub shaped

failure rate.

Note that in Figs. 1, 2 and 3 the points are connected with lines for better visibility.

Further, the parameters for all distributions are chosen so that the expectation is equal

to 5 and the number of states in the MSS is n = 20.

Usually truncated distributions, i.e.P(T = t|T ≤ n), are used to model the lifetime

of MSS. For the chosen distribution parameters of all previously defined lifetime

distributions, the probability that a failure occurs at a point in time t > 20 is close to

zero. This means there is no significant difference between the lifetime distribution

and the truncated version of it. Hence, it is appropriate here to use the untruncated

lifetime distribution instead of the truncated version.
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5 Example for Cost Optimal Maintenance

The costs for CM and PM actions in optimization problem 1 are yet unspecified. In

this section four different special cost functions (plotted in Fig. 4) for CM and PM

actions are considered and cost optimal parameter v and 𝜏 are computed for different

discrete lifetime distributions using R and complete enumeration.

(a) Costs Proportional to the Impact of Repair
We assume, that the costs for maintenance actions depends only on the virtual

age after repair, i.e. the cost functions for PM and CM are

cPM(v) = cI
(1
v

)
𝛿

, cCM(v) = cF + cI
(1
v

)
𝛿

, (19)

where v > 0, 𝛿 > 0, cI > 0 is a constant cost value and cF > 0 is the fixed

amount, by which the costs for CM are higher than for PM. Note that in case

of costs proportional to the impact of repair the extreme case of perfect repair,

i.e. v = 0, have to be excluded from optimization problem 1.

Cost function (19) has the following properties:
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(b) Proportional to the state before repair
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(c) Proportional to the degree of repair – 1
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Fig. 4 Cost functions for PM depending on v with cR = cI = cS = 1000, cM = 500 and 𝜏 = 3
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∙ The costs of PM are only bounded below by zero, i.e. cPM(v) > 0.

∙ Figure 4a shows the better the PM actions, i.e. the smaller v, the higher are

the costs for PM. For a perfect repair the costs tend to infinity, i.e. the limit

of cPM(v) as v approaches zero is infinity, on condition that 𝛿 does not tend

towards zero.

∙ The worse the PM actions, i.e. the higher v, the smaller are the costs of PM.

The limit of cPM(v) as v approaches infinity is zero, on condition that 𝛿 does

not tend towards zero.

∙ If 𝛿 tends to zero the costs of PM converge to cI for all values of v. Therefore,

the costs of relative good PM actions with v < 1 decrease and the costs of less

good PM actions with v > 1 increase.

∙ The higher 𝛿, the faster the costs of PM converge to infinity as v approaches

zero and the faster the costs of PM converge to zero as v approaches infinity.

∙ If v = 1 the costs of PM are always cI independent of 𝛿.

(b) Costs Proportional to the State Before Repair
Assume the cost function cPM depends on the state just before PM. It holds

cPM(v, 𝜏) = cS
( 1
v + 𝜏

)
𝛿

, (20)

where 𝛿 > 0 and cS > 0 is a constant cost value. The following cost function is

used for CM actions

cCM(v, 𝜏) =
𝜏−1∑

t=1

(

cF + cS
( 1
v + t

)
𝛿

)

P(Tv = t|Tv
< 𝜏), (21)

where cF > 0 is the fixed amount, by which the costs for CM are higher than for

PM.

∙ The costs of PM are only bounded below by zero, i.e. cPM(v, 𝜏) > 0.

∙ Figure 4b shows the better the PM actions and the shorter the distance between

PM actions, the higher are the costs for PM. In case of perfect repair, i.e. v = 0,

the costs of PM are cPM = cS(1∕𝜏)𝛿 .

∙ The worse the PM actions and the longer the distance between PM actions,

i.e. the higher v and 𝜏, the lower are the costs of PM. The limit of cPM(v, 𝜏) as

v or 𝜏 approaches infinity is zero, on condition that 𝛿 does not tends towards

zero.

∙ If 𝛿 tends to infinity and v or 𝜏 tend to infinity the costs of PM converge to

zero. The higher 𝛿 the faster the costs of PM tend towards zero.

∙ If 𝛿 tends to zero the costs of PM converge to cS for all possible values of v
and 𝜏.

∙ If 𝛿 is increasing the costs of PM tend to infinity if v + 𝜏 is close to zero.
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(c) Costs Proportional to the Degree of Repair
It is assumed that a PM action reduces the virtual age of a repairable system to

v ≥ 0. If the PM action is done 𝜏 ≥ 0 time units after the last maintenance action

that reduced the virtual age of the system to v, the degree of repair in a Kijima

type II manner is

𝜉(v, 𝜏) = v
v + 𝜏

. (22)

If the costs of PM depend on the degree of repair, a possible cost function could

be

cPM(v, 𝜏) = cR

(

1 −
( v
v + t

)
𝛿

)

, (23)

with 𝛿 > 0 and replacement costs cR > 0. The cost function used for CM actions

is

cCM(v, 𝜏) =
𝜏−1∑

t=1

(

cF + cR

(

1 −
( v
v + t

)
𝛿

))

P(Tv = t|Tv
< 𝜏), (24)

where cF > 0 is the fixed amount by which the costs of CM are higher than

for PM. Figure 4c shows the shape of cost function (24) for different parameter

constellations. This cost function has the following properties:

∙ The costs of PM actions are bounded below and above. They are greater than

zero and smaller than the costs of a replacement, i.e. 0 ≤ cPM(v, 𝜏) ≤ cR.

∙ The better the PM actions, i.e. the smaller v, the higher are the costs for PM.

In case of perfect repair, i.e. 𝜉(v, 𝜏) = 0, implying that v = 0, the costs of PM

are cPM(v, 𝜏) = cR. The same holds if v tends to zero and 𝛿 does not at the

same time tends to zero.

∙ The worse the PM actions and the lower the distance between PM actions,

i.e. the higher v and the smaller 𝜏, the lower are the costs for PM. In case

of minimal repair, i.e. 𝜉(v, 𝜏) = 1, involving that v tends to infinity or 𝜏 = 0,

there are no costs of PM, i.e. cPM(v, 𝜏) = 0.

∙ If v and 𝜏 tend to infinity and 𝛿 does not tend to zero, the costs of PM tend to

the cost of a replacement, i.e. cPM(v, 𝜏) tends to cR.

∙ The lower 𝛿 the lower are the costs of PM. If v ≠ 0 and 𝛿 tends to zero, the

costs of PM tend to zero too.

(d) Costs Proportional to the Degree of Repair-2
Another way to model the costs of PM actions if they depend on the degree of

repair is

cPM(v, 𝜏) = cR
(
1 −

( v
v + 𝜏

)
exp

( v
v + 𝜏

− 1
))

𝛿

, (25)
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where 𝛿 > 0 and cR > 0 are the costs of a replacement. For CM actions the fol-

lowing cost function is used

cCM(v, 𝜏) =
𝜏−1∑

t=1

(

cF + cR
(
1 −

( v
v + t

)
exp

( v
v + t

− 1
))

𝛿

)

P(Tv = t|Tv
< 𝜏).

(26)

where v, 𝜏 ≥ 0, v + 𝜏 ≠ 0, 𝛿 > 0 and cR > 0 are the costs of a replacement. This

cost function was introduced e.g. in Gasmi and Mannai [9]. Figure 4d shows

the shape of cost function (25) for different parameter constellations. This cost

function has the following properties:

∙ The costs of PM actions are bounded below and above. They are greater than

zero and smaller than the costs of a replacement, i.e. 0 ≤ cPM(v, 𝜏) ≤ cR.

∙ The better the PM actions, i.e. the smaller v, the higher are the costs for PM.

In case of perfect repair, i.e. 𝜉(v, 𝜏) = 0, implying that v = 0, the costs of PM

are cPM(v, 𝜏) = cR. The same holds if v tends to zero and 𝛿 does not at the

same time tends to zero.

∙ The worse the PM actions and the lower the distance between PM actions,

i.e. the higher v and the smaller 𝜏, the lower are the costs for PM. In case

of minimal repair, i.e. 𝜉(v, 𝜏) = 1, involving that v tends to infinity or 𝜏 = 0,

there are no costs of PM, i.e. cPM(v, 𝜏) = 0. The same holds if 𝜏 tends to zero

and v and 𝛿 does not at the same time tend to zero.

∙ The lower 𝛿, the higher are the costs of PM actions. If v ≠ 0 and 𝛿 tends to

zero, the costs of PM tend to the costs of a replacement.

∙ If v and 𝜏 tend to infinity and 𝛿 does not tend to zero, the costs of PM tend to

the cost of a replacement, i.e. cPM(v, 𝜏) tends to cR.

As illustrated in Fig. 4c, d, the difference between cost function (24) and (25) is

that if 𝛿 ≤ 1 the costs of PM actions are now higher than before and if 𝛿 > 1 the

costs of PM actions are lower than before. In contrast to cost function (24), the

costs of PM decrease with rising 𝛿.

As a concrete example we consider case (b). The cost optimal maintenance strate-

gies for different cost ratios cF∕cI and different 𝛿 are given in Table 1 and lead to the

following conclusions:

1. Only for 𝛿 = 0.125 it is cost optimal to do very good maintenance actions with

v = 1. For higher 𝛿 these maintenance actions are too expensive compared to

worse maintenance actions. Therefore, with rising 𝛿 it is cost optimal to have

higher values of v.

2. The higher 𝛿 the greater is the cost difference between good and less good main-

tenance actions and the faster the costs of PM tend to zero and the costs of CM

tend to cF. Therefore, for high values of 𝛿 it is cost optimal to do nonstop bad PM

actions.
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Table 1 Optimal values in case of costs proportional to the state before repair

DLFRD DRD DWD DMWD DRMWD

𝛼 = 0.01 𝛽 = 0.03142 𝛽 = 0.0057 𝛼 = 0.03 𝛼 = 0.1
𝛽 = 0.02944 𝛾 = 3 𝛽 = 0.004335 𝛽 = 0.1746

𝛾 = 3 𝛾 = 0.1
cF∕cS = 0.05
𝛿 = 0.125 v = 0 v = 0 v = 0 v = 0 v = 1

𝜏 = 20 𝜏 = 20 𝜏 = 10 𝜏 = 11 𝜏 = 19
𝛿 = 0.5 v = 0 v = 0 v = 0 v = 0 v = 3

𝜏 = 20 𝜏 = 19 𝜏 = 9 𝜏 = 10 𝜏 = 17
𝛿 = 1 v = 19 v = 19 v = 0 v = 19 v = 5

𝜏 = 1 𝜏 = 1 𝜏 = 8 𝜏 = 1 𝜏 = 13
𝛿 = 2 v = 19 v = 19 v = 19 v = 19 v = 19

𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1
cF∕cR = 0.1
𝛿 = 0.125 v = 0 v = 0 v = 0 v = 0 v = 1

𝜏 = 18 𝜏 = 17 𝜏 = 9 𝜏 = 10 𝜏 = 19
𝛿 = 0.5 v = 0 v = 0 v = 0 v = 0 v = 3

𝜏 = 14 𝜏 = 13 𝜏 = 8 𝜏 = 9 𝜏 = 17
𝛿 = 1 v = 19 v = 19 v = 19 v = 19 v = 4

𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 11
𝛿 = 2 v = 19 v = 19 v = 19 v = 19 v = 19

𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1
cF∕cR = 0.2
𝛿 = 0.125 v = 0 v = 0 v = 0 v = 0 v = 1

𝜏 = 12 𝜏 = 12 𝜏 = 7 𝜏 = 8 𝜏 = 18
𝛿 = 0.5 v = 0 v = 0 v = 0 v = 0 v = 3

𝜏 = 10 𝜏 = 9 𝜏 = 7 𝜏 = 7 𝜏 = 13
𝛿 = 1 v = 19 v = 19 v = 19 v = 19 v = 19

𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1
𝛿 = 2 v = 19 v = 19 v = 19 v = 19 v = 19

𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1 𝜏 = 1

3. For lower values of 𝛿 the maintenance costs are relatively high and the cost differ-

ence between good and less good maintenance actions is relatively small. There-

fore, the higher the amount, by which the costs of CM are higher than for PM,

i.e. the higher the ratio cF∕cI , the better are the maintenance actions, i.e. v is

decreasing.

4. If the cost optimal values of v for the other distributions are at a low level, the

DRMWD has higher cost optimal values of v. The reason for this lies in the high

failure rate at lower states for the DRMWD.
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Fig. 5 Costs depending on

v for different 𝜏
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In Fig. 5 the costs depending on v are plotted for the DRMWD, cF∕cI = 0.2,

𝛿 = 0.5. As one can see from Table 1, the optimal solution in the case is v = 3, 𝜏 =
13.

6 Conclusion

In this paper an imperfect maintenance model with both imperfect preventive and

imperfect corrective maintenance actions is investigated. A sequential failure limit

PM policy with infinite planning horizon is used to formulate a cost optimization

problem. The remaining lifetime of the system after a maintenance action is modeled

as a truncated random variable. With the help of this truncated random variable the

costs of corrective maintenance actions, the mean cycle length and thus the average

maintenance costs per unit time can be computed. Optimal maintenance strategies

are computed with R. The resulting cost optimal maintenance strategies shows that

in special parameter constellations it is cost optimal to do quasi-non-stop PM actions

if the costs of PM are close to zero.
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Reliability Evaluation of Non-repairable
Multi-state Systems Considering
Survival-Death Markov Processes

Yan Yuan, Yi Ding, Chuanxin Guo and Yuanzhang Sun

Abstract Multi-state system (MSS) models have been extensively studied in
recent years, because of their accuracy and flexibility for reliability evaluation of
complex systems. One of the most important multi-state systems is the
non-repairable multi-state system, which cannot be repaired during its operating
time or whose repair is not economical. The “death” Markov process provides a
basis for reliability analysis of the non-repairable multi-state system. It does not
consider, however, the impact of start–up failures of components on system relia-
bility. In this chapter, two models of modified “death” Markov processes consid-
ering component start–up failures are proposed. They are referred to as
“survival-death” Markov processes and they differ in that the first model considers
not only completely successful and failed start up but also partially successful
start-up, whereas the second model only considers completely successful or failed
start up. In such processes, the analytic expressions of the time-dependent transition
probabilities can be obtained by using the Laplace-Stieltjes transform and the
inverse Laplace-Stieltjes transform. The stochastic processes are combined with the
Lz-transform technique for evaluating dynamic reliability of non-repairable MSS.
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1 Introduction

Compared with a conventional binary-state system model, a multi-state system
(MSS) model is capable of describing systems with different levels of performance.
MSS models have found wide applications in engineering and medicine [14], and
have been extensively studied in the last three decades [1, 4, 6, 7, 9, 10, 13–15].
References [9, 10, 13, 14] provide insightful summaries of MSS reliability theory
developments. In recent research, a general fuzzy multi-state system (FMSS) model
has been proposed to extend the basic MSS model with crisp sets [2, 3].

The MSSs can be divided into two groups: non-repairable and repairable [13,
14]. To our knowledge, most existing research is more focused on the studies of
repairable MSSs and usually long-term (steady state) system reliabilities are used to
analyze them. However, there exist many non-repairable MSSs in real life appli-
cations. A non-repairable MSS consists of components, which either cannot be
repaired during their operating time, or the repair is uneconomical, or only the life
history up to the first failure is of interest [14]. Non-repairable systems and
non-repairable components include both complex systems such as spacecraft and
missile and most “one-shot” household devices. Instead of steady state reliabilities,
short-term reliabilities (dynamic reliabilities) should be utilized to analyze the
dynamic behavior of non-repairable MSSs.

Continuous-time discrete state Markov processes are widely used for the relia-
bility analysis of MSSs because they fit very well in many practical cases. The
“death” Markov process [13, 14, 16, 17] is a special case of the well-known
“birth-death” Markov process [8, 13, 14, 17], where state transition only goes from
state j to the adjacent state j – 1. The “death” Markov process provides a basis for
reliability analysis of a non-repairable multi-state system with minor failures and
degradation [13, 14]. The “death” Markov process is also used in ecology to
evaluate the expected time of population extinction as well as the probability of
population to extinct at certain time.

In the “death” process, it is usually assumed that a component has already been
in the operational phase and begins from its best state K with maximal performance
level. However, it does not consider failures of multi-state components during
“start–up”. For example, an emergency generating unit can fail to start when
needed, which may have serious impact on system reliability. Though the basic
Markov process of non-repairable components can be easily extended for including
the start-up failures, the conceptual modeling and corresponding reliability solu-
tions have not been comprehensively developed and evaluated based on our
knowledge. This can lead to inaccurate and optimistic assessment of reliability
indices of non-repairable MSSs.

In this chapter, two models of modified “death” Markov processes which
account for start–up failures are presented in Sect. 2. They are named
“survival-death” Markov processes. They are referred to as “survival-death” Mar-
kov processes and they differ in that the first model considers not only completely
successful and failed start up but also partially successful start-up, whereas the
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second model only considers completely successful or failed start up. In
“survival-death” Markov processes, the analytic expressions of the time-dependent
state probabilities (dynamic probabilities) can be obtained by utilizing the
Laplace-Stieltjes transform and the inverse Laplace-Stieltjes transform.

The universal generating function techniques (UGF) [5, 10, 13, 14, 18] have
been widely used for MSS reliability evaluation. However, the Z-transform used in
the UGF is only restricted for random variables. The Z-transform cannot be applied
to discrete-state continuous-time stochastic process [11, 12]. Therefore, the basic
UGF techniques are only suitable for steady-state reliability evaluation of repairable
MSS, which cannot be used for analyzing dynamic reliability of non-repairable
MSS. In some recent research [11, 12], the basic UGF techniques have been further
extended and a special transform technique named as “Lz-transform” has been
developed for discrete-state continuous-time stochastic process. In Sect. 3, this
technique is applied for evaluating the dynamic reliability measures of
non-repairable MSSs. Illustrative examples are also given.

Notation:

l Component index
j, i State index
λj, i Transition rate from state j to state i
N Number of system components
Kl State number of component l
Ks System state number
gl = gl1, g

l
2, . . . , g

l
K

� �
Performance set of component l

plðtÞ= pl0ðtÞ, pl1ðtÞ, . . . , plKðtÞ
� �

Probability set of component l at time instant t

GlðtÞ Performance level of component l at time instant
t

2 Multi-state Models and Markov Processes
for Non-repairable Components

In this section, key definitions and concepts of multi-state models and corre-
sponding Markov processes for non-repairable components are introduced and
developed. According to the generic MSS model, any system component l can have
Kl different states corresponding to the performance levels, which can be repre-
sented by the set gl = gl1, g

l
2, . . . , g

l
Kl

� �
[10, 13, 14]. The performance level GlðtÞ of

component l at time instant t takes a value from gl: GlðtÞ∈ gl, which is a random
variable. The performance level of component l forms a stochastic process during
the time interval [0, T], where T is the operation period of the MSS. If the state
probabilities at a future instant only depend on the current state, the stochastic
process is considered as the Markov process.
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In this section, the study is more focused on a single multi-state component. For
simplifying expression, the component index l can be omitted. Therefore the set of
performance levels is represented as g = g1, g2, . . . , gKf g and ordered so that
gj+1 > gj.

A non-repairable multi-state component transits from a higher state level to a
lower state level. Firstly consider a multi-state component with only minor failures
defined as failures that cause transition from state j to the adjacent state j – 1 [13,
14]. During the deterioration process of the component, a minor failure causes
minimal performance degradation. A typical state-space diagram of a multi-state
component with minor failures is shown in Fig. 1 [14].

When the sojourn time in any state j is exponentially distributed with parameter
λj, j− 1, the process is the well known “death”Markov process [13, 14, 17]. Based on
the standard Markov technique the following system of differential equations
(Kolmogorov equations) can be written for the state probabilities of the component.

dpK ðtÞ
dt = − λK,K − 1 ⋅ pKðtÞ

dpjðtÞ
dt = λj+1, j ⋅ pj+1ðtÞ− λj, j− 1 ⋅ pjðtÞ, for 1< j<K

dp1ðtÞ
dt = λ2, 1 ⋅ p2ðtÞ

8><
>: ð1Þ

Fig. 1 State-space diagram
for a non-repairable
multi-state component with
minor failures
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Suppose the process starts from the highest state K. The initial conditions of the
state probabilities are:

pKð0Þ=1, pK − 1ð0Þ= pK − 2ð0Þ=⋯= p1ð0Þ=0 ð2Þ

The analytical solution of the system of differential Eqs. (1) under initial con-
ditions (2) can be obtained using the Laplace–Stieltjes transform and inverse
Laplace–Stieltjes transform [14]. More detailed discussions of analytical solution
for the “death” Markov process can be found in [14, 17].

2.1 Model I for Non-repairable Components

The simplified model shown in Fig. 1 assumes that multi-state components have
already started up and been in the operating cycles. However, the starting period is
the most critical period in the system or/and component operation, where the
start-up may succeed or not succeed or be partially successful. The model without
considering start–up failures can lead to accuracy decreasing and optimistic
assessment of reliability indices.

A more complex multi-state model that takes into consideration of the start-up
process is illustrated in Fig. 2.

Fig. 2 State-space diagram
for a non-repairable
multi-state component with
minor failures considering the
start-up process (model I)
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As shown in Fig. 2, the partially successful start-up causes the component
transition from the start-up state to a performance derating state. The formal defi-
nition of Model I of a non-repairable multi-state component with minor failures
considering the start-up process is given below.

Definition 1 The component may be in K +1 possible states: 0, 1, 2, …, K. State 0
and state 1 represent the start-up state and the completely failure state, respectively.
State j (1 < j≤K) represents a functional state with a performance level gj >0. The
component starts at state 0 at time t=0. The component start-up can be completely
successful, partially successful or failed. The completely successful or failed
start-up causes the transition from state 0 to state K or state 1 with the transition rate
λ0,K or λ0, 1, respectively. The partially successful start-up makes the transition from
state 0 to a functional state j (1≤ j≤K − 1) with a derating performance level,
which has the transition rate λ0, j. Following a completely successful or partially
successful start-up, the component degrades with minor failures with transition rate
λj, j− 1.

Suppose the transition time between any states is exponentially distributed. The
homogeneous continuous-time Markov process describing the component evolution
process is illustrated in Fig. 2. The states probabilities, p0ðtÞ, pKðtÞ and pjðtÞ for
1< j<K for the Model I of the “survival-death” Markov process can be evaluated
by solving the differential equations:

dp0ðtÞ
dt = − c0 ⋅ p0ðtÞ

dpK ðtÞ
dt = λ0,K ⋅ p0ðtÞ− cK ⋅ pKðtÞ

dpjðtÞ
dt = λ0, j ⋅ p0ðtÞ+ λj+1, j ⋅ pj+1ðtÞ− cj ⋅ pjðtÞ, for 1≤ j<K

8><
>: ð3Þ

where cj =
∑
K

i=1
λ0, i for j=0

λj, j− 1 for 1< j≤K
0 for j=1

8>><
>>:

The initial conditions are p0ð0Þ=1, pKð0Þ= pK − 1ð0Þ=⋯= p1ð0Þ=0.
Under the initial conditions, the following linear algebraic equations can be

obtained using the Laplace-Stieltjes transform:

sp0̃ðsÞ= − c0 ⋅ p0̃ðsÞ
spK̃ðsÞ= λ0,K ⋅ p0̃ðsÞ− cK ⋅ pK̃ðsÞ
spj̃ðsÞ= λ0, j ⋅ p0̃ðsÞ+ λj+1, j ⋅ pj̃+1ðsÞ− cj ⋅ pj̃ðsÞ, for 1≤ j<K

8<
: ð4Þ

Solving this system of algebraic equations (4) and apply the inverse
Laplace-Stieltjes transform and obtain the probability function of state 0:

p0ðtÞ= e− c0t ð5Þ
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ci ≠ cl for any i, l=0, j, j+1, . . . ,K but i≠ l, therefore

pjðtÞ= aj, 0e− c0t + ∑
K

l= j
aj, le− clt for 1≤ j≤K ð6Þ

where

aj, 0 = ∑
K

l= j

λ0, lλl, l− 1λl− 1, l− 2⋯λj+1, j

ðcl − c0Þðcl− 1 − c0Þ⋯ðcj − c0Þ ð7Þ

aj, i = ∑
K

l= i

λ0, l ∏l
m= j+1 λm,m− 1

ðc0 − ciÞ∏l
n= j
n≠ i

ðcn − ciÞ
ð8Þ

for 1≤ j≤K and j≤ i≤K where ∏b
n= a ð∙Þ=1 when a> b.

2.2 Model II for Non-repairable Components

Model II is illustrated in Fig. 3, and its formal definition given below. Model II is
the specific case of Model I. Model II can be used in many engineering applications
e.g. power generating unit, where the start up can be simplified as completely
successful or failed start up.

Definition 2 The component may be in K +1 possible states: 0, 1, 2, …, K. State 0
and state 1 represent the start-up state and the completely failure state, respectively.
State j (1 < j≤K) represents a functional state with a performance level gj >0. The
component starts at state 0 at time t=0. The successful or failed start-up causes the
transition from state 0 to state K or state 1 with the transition rate λ0,K or λ0, 1,
respectively. Following a successful start-up, the component degrades with minor
failures with transition rate λj, j− 1.

p0ðtÞ= e− c0t

pjðtÞ= aj, 0e− c0t + ∑
K

l= j
aj, le− clt for 1≤ j≤K

8<
: ð9Þ

where

aj, 0 = ð λ0,K
cK − c0

Þ ⋅ ð λK,K − 1

cK − 1 − c0
Þ ⋅ . . . ⋅ ð λj+1, j

cj − c0
Þ for 1≤ j≤K, ð10Þ
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aj, i = ð λ0,K
c0 − ci

Þ ⋅ ðλK,K − 1

cK − ci
Þ ⋅ . . . ⋅ ð λi+1, i

ci+1 − ci
Þ ⋅ ð λi, i− 1

ci− 1 − ci
Þ ⋅ ðλi− 1, i− 2

ci− 2 − ci
Þ ⋅ . . . ⋅ ðλj+1, j

cj − ci
Þ

for 1≤ j≤K and j≤ i≤K
ð11Þ

3 Dynamic Reliability Evaluation for Non-repairable
Multi-state Systems

There are many optimization methods available and used to various reliability
optimization problems [14]. The applied algorithms can be classified into two
categories: heuristics and exact techniques. Most reliability optimization problems
are solved by using general heuristic techniques based on artificial intelligence and
stochastic techniques. Based on the classification of [14] and some recent research,
the heuristics techniques include simulating annealing, ant colony, tabu searching,
genetic algorithm and particle swarm optimization.

The LZ-transform of a discrete-state continuous-time stochastic process
GlðtÞ t≥ 0j� �

of the component l can be represented as a function u z, t, p(0)ð Þ
[11, 12] associated with GlðtÞ t≥ 0j� �

:

Fig. 3 State-space diagram
for a non-repairable
multi-state component with
minor failures considering the
start-up process (model II)
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LZ GlðtÞ� �
= ul z, t, plð0Þ

� �
∑
Kl

j=0
pljðtÞ ⋅ zg

l
j = pl0ðtÞ ⋅ zg

l
0 + pl1ðtÞ ⋅ zg

l
1 +⋯+ plKl

ðtÞ ⋅ zglKl ð12Þ

where pljðtÞ is the probability that the stochastic process is in state j at time t≥ 0 for
given initial states probability distribution plð0Þ= pl0ð0Þ, pl1ð0Þ, pl2ð0Þ, . . . , plKð0Þ

� �
,

glj is the performance level of the component l in state j, and z is a complex variable.
Equation (12) represents the performance distribution (PD) of the component l at

time t≥ 0. The instantaneous state probabilities of plðt) = pl0ðtÞ, pl1ðtÞ,
�

pl2ðtÞ, . . . , plKðtÞg can be obtained analytically or numerically using the models
proposed in Sect. 2.

The performance levels of state-up state (state 0) and completely failure state
(state 1) can be zero. Therefore, these two states can be united in one state with the
probability (pl0ðtÞ+ pl1ðtÞ). The Lz-transform of output performance process of the
component l can be represented as:

ul z, t, plð0Þ
� �

= pl0ðtÞ+ pl1ðtÞ
� �

⋅ z0 + ∑
Kl

j=0
pljðtÞ ⋅ zg

l
j = ∑

Kl

ȷ =̂ 1
plȷð̂tÞ ⋅ zg

l
ȷ ̂ ð13Þ

where pl1 ̂ðtÞ= pl0ðtÞ+ pl1ðtÞ, gl1 ̂ðtÞ=0, plȷð̂tÞ= pljðtÞ and glȷð̂tÞ= gljðtÞ:2≤ j≤K.
As it was proved in [11] in order to obtain Lz-transform of output performance

process for entire MSS at time t≥ 0 with the arbitrary structure function ϕ, a general
composition operator Ωϕ (Ushakov’s universal generating operator) is applied to
Lz-transforms of all individual system components over all time points t:

Uðz, tÞ=Ωϕ fu1 z, t, p1ð0Þ� �
, . . . , uN z, t, pNð0Þ� �g

=Ωϕf ∑
K1

ȷ1̂ = 1
p1ȷ1̂ðtÞ ⋅ z

g1ȷ1̂ , . . . ∑
KN

ȷN̂ =1
plȷN̂ ðtÞ ⋅ z

gNȷN̂ g

= ∑
K1

ȷ1̂

∑
K2

ȷ1̂

. . .∑
KN

ȷN̂

ð∏
N

l=1
plȷ ̂lðtÞ ⋅ z

ϕðg1ȷ1̂ , ...g
N
ȷN̂
ÞÞ

= ∑
Ks

js =1
psjsðtÞ ⋅ zg

s
js

ð14Þ

where U(z,t) is Lz-transform representation of output performance stochastic pro-
cess for the entire MSS at time t≥ 0, Ks is the number of system states, and psjsðtÞ
and gsjs are probability at time t≥ 0 and performance level of system state js,
respectively. The system performance is determined by the structure function ϕð ⋅ Þ,
which is strictly defined by the type of connection between elements in the
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reliability logic-diagram sense [13]. For example, consider a generating system with
two units connected in parallel, we may have ϕ G1ðtÞ,G2ðtÞð Þ=G1ðtÞ+G2ðtÞ.

After obtaining the Lz-transform for output performance process of the entire
system, the system reliability at time instant t ðRðw, tÞÞ for the arbitrary constant
demand w can be calculated. Generally, it is impossible to find entire system
reliability based on its UGF. However, in our case where the system is
non-repairable it can be done by using the operator δA [13, 14], which in general
case (for repairable system) is used for availability computation:

Rðw, tÞ= δAðUðz, tÞ,wÞ= δAð ∑
Ks

js =1
psjsðtÞ ⋅ zg

s
js ,wÞ= ∑

Ks

js =1
psjsðtÞ ⋅ αis ð15Þ

where αis =
1, ðgsjs −wÞ≥ 0

0, ðgsjs −wÞ<0

(

The expected instantaneous performance deficiency ðDðw, tÞÞ can be evaluated
using the δD operator [13, 14]:

Dðw, tÞ= δDðUðz, tÞ,wÞ= δDð ∑
Ks

js =1
psjsðtÞ ⋅ zg

s
js ,wÞ

= ∑
Ks

js =1
psjsðtÞ ⋅max w− gsjs , 0

� � ð16Þ

4 System Studies

In this section, we will use three application examples to illustrate the proposed
models. The first and second examples correspond to multi-state generating units of
model II and model I, respectively. The third example illustrates the reliability
evaluation of a generation and transmission system represented by the MSS with
non-repairable components. The analytic expressions of the time-dependent state
probabilities of generating units of model II and model I are evaluated in the first and
second examples, respectively. Based on that, the Lz-transform for the generation and
transmission system is obtained and corresponding reliability indices are calculated.

4.1 Example 1

Consider a power generating unit that can be described by model II. The generating
unit has 5 possible states: 0, 1, 2, 3, 4. State 0 and state 1 represent the start-up state
and the completely failure state, respectively, both with zeroing performance levels,

gð1Þ0 = gð1Þ1 = 0. The generating unit can either start up successfully and transit to the
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best performance state (state 4) or fail to start-up and goes into the completely
failure state (state 1). States 2, 3, 4 represent functional states with performance

levels gð1Þ2 = 50 KW, gð1Þ3 = 80 KW, gð1Þ4 = 100 KW, respectively. The transition

rates are λð1Þ0, 4 = 49932 year− 1, λð1Þ0, 1 = 2628 year− 1, λð1Þ4, 3 = 2 year− 1, λð1Þ3, 2 = 1 year− 1,

λð1Þ2, 1 = 0.7 year− 1. The initial state is state 0.
In order to find state probabilities the following system of differential equations

should be solved:

dpð1Þ0 ðtÞ
dt = − ðλð1Þ0, 4 + λð1Þ0, 1Þ ⋅ pð1Þ0 ðtÞ

dpð1Þ4 ðtÞ
dt = λð1Þ0, 4 ⋅ p

ð1Þ
0 ðtÞ− λð1Þ4, 3 ⋅ p

ð1Þ
4 ðtÞ

dpð1Þ3 ðtÞ
dt = λð1Þ4, 3 ⋅ p

ð1Þ
4 ðtÞ− λð1Þ3, 2 ⋅ p

ð1Þ
3 ðtÞ

dpð1Þ2 ðtÞ
dt = λð1Þ3, 2 ⋅ p

ð1Þ
3 ðtÞ− λð1Þ2, 1 ⋅ p

ð1Þ
2 ðtÞ

dpð1Þ1 ðtÞ
dt = λð1Þ0, 1 ⋅ p

ð1Þ
0 ðtÞ+ λð1Þ2, 1 ⋅ p

ð1Þ
2 ðtÞ

8>>>>>>>>><
>>>>>>>>>:

The initial conditions are pð1Þ0 ð0Þ=1, pð1Þ4 ð0Þ= pð1Þ3 ð0Þ= pð1Þ2 ð0Þ= pð1Þ1 ð0Þ=0.
Using the Laplace-Stieltjes transform and the inverse Laplace-Stieltjies trans-

form in proper order, we obtain the state probabilities as functions of time t:

pð1Þ0 ðtÞ= e− ðλð1Þ0, 4 + λð1Þ0, 1Þt,

pð1Þ4 ðtÞ= λð1Þ0, 4

λð1Þ4, 3 − ðλð1Þ0, 4 + λð1Þ0, 1Þ
e− ðλð1Þ0, 4 + λð1Þ0, 1Þt +

λð1Þ0, 4

ðλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ4, 3

e− λð1Þ4, 3t;

pð1Þ3 ðtÞ= λð1Þ0, 4λ
ð1Þ
4, 3

ðλð1Þ4, 3 − ðλð1Þ0, 4 + λð1Þ0, 1ÞÞðλð1Þ3, 2 − ðλð1Þ0, 4 + λð1Þ0, 1ÞÞ
e− ðλð1Þ0, 4 + λð1Þ0, 1Þt

+
λð1Þ0, 4λ

ð1Þ
4, 3

ððλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ4, 3Þðλð1Þ3, 2 − λð1Þ4, 3Þ
e− λð1Þ4, 3t

+
λð1Þ0, 4λ

ð1Þ
4, 3

ððλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ3, 2Þðλð1Þ4, 3 − λð1Þ3, 2Þ
e− λð1Þ3, 2t;

pð1Þ2 ðtÞ= λð1Þ0, 4λ
ð1Þ
4, 3λ

ð1Þ
3, 2

ðλð1Þ4, 3 − ðλð1Þ0, 4 + λð1Þ0, 1ÞÞðλð1Þ3, 2 − ðλð1Þ0, 4 + λð1Þ0, 1ÞÞðλð1Þ2, 1 − ðλð1Þ0, 4 + λð1Þ0, 1ÞÞ
e− ðλð1Þ0, 4 + λð1Þ0, 1Þt

+
λð1Þ0, 4λ

ð1Þ
4, 3λ

ð1Þ
3, 2

ððλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ4, 3Þðλð1Þ3, 2 − λð1Þ4, 3Þðλ2, 1 − λð1Þ4, 3Þ
e− λð1Þ4, 3t

+
λð1Þ0, 4λ

ð1Þ
4, 3λ

ð1Þ
3, 2

ððλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ3, 2Þðλð1Þ4, 3 − λð1Þ3, 2Þðλð1Þ2, 1 − λð1Þ3, 2Þ
e− λð1Þ3, 2t

+
λð1Þ0, 4λ

ð1Þ
4, 3λ

ð1Þ
3, 2

ððλð1Þ0, 4 + λð1Þ0, 1Þ− λð1Þ2, 1Þðλð1Þ4, 3 − λð1Þ2, 1Þðλð1Þ3, 2 − λð1Þ2, 1Þ
e− λð1Þ2, 1t;
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pð1Þ1 ðtÞ=1− pð1Þ2 ðtÞ− pð1Þ3 ðtÞ− pð1Þ4 ðtÞ− pð1Þ0 ðtÞ

The time-dependent state probabilities with different time scales for Example 1
are presented in Fig. 4. The Fig. 4a, b illustrates the state probabilities in the
short-term (45 min) and long term (8 years), respectively. It can be observed from
the Fig. 4a that the probabilities in state 1 and state 4 increase with time and
become relatively stable. Meanwhile the probability in state 0 gradually decreases
and reaches to zero after 45 min.

The probabilities of other states are very small in the short term and are not
shown in Fig. 4a. Therefore the degradation impact of the generation unit can be
neglected in the short-term operation. In the long term, the generating unit will
reside in the any 3 functional states (states 2–4) or state 0, as shown in Fig. 4b. The
probability in state 1 (completely failure state) gradually increases and reaches to
one after 8 years.

4.2 Example 2

Consider a power-generating unit that can be described by model I. The generating
unit also has 5 possible states: 0, 1, 2, 3, 4. In this example, besides the completely
successful start-up or failed start-up, the partially successful start-up can cause the
component transition from the start-up state to a performance derating state. The

transition rates are λð2Þ0, 4 = 42048 year− 1, λð2Þ0, 3 = 7884 year− 1, λð2Þ0, 2 = 2102 year− 1,

λð2Þ0, 1 = 526 year− 1, λð2Þ4, 3 = 2 year− 1, λð2Þ3, 2 = 1 year− 1, λð2Þ2, 1 = 0.7 year− 1. Other con-
ditions are the same as those in the Example 1. The initial state is state 0. In order to
find state probabilities the following system of differential equations should be
solved:

Fig. 4 State probabilities with different time scale for Example 1
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dpð2Þ0 ðtÞ
dt = − c0 ⋅ p

ð2Þ
0 ðtÞ where c0 = λð2Þ0, 4 + λð2Þ0, 3 + λð2Þ0, 2 + λð2Þ0, 1

dpð2Þ4 ðtÞ
dt = λð2Þ0, 4 ⋅ p

ð2Þ
0 ðtÞ− λð2Þ4, 3 ⋅ p

ð2Þ
4 ðtÞ

dpð2Þ3 ðtÞ
dt = λð2Þ0, 3 ⋅ p

ð2Þ
0 ðtÞ+ λð2Þ4, 3 ⋅ p

ð2Þ
4 ðtÞ− λð2Þ3, 2 ⋅ p

ð2Þ
3 ðtÞ

dpð2Þ2 ðtÞ
dt = λð2Þ0, 2 ⋅ p

ð2Þ
0 ðtÞ+ λð2Þ3, 2 ⋅ p

ð2Þ
3 ðtÞ− λð2Þ2, 1 ⋅ p

ð2Þ
2 ðtÞ

dpð2Þ1 ðtÞ
dt = λð2Þ0, 1 ⋅ p

ð2Þ
0 ðtÞ+ λð2Þ2, 1 ⋅ p

ð2Þ
2 ðtÞ

8>>>>>>>>><
>>>>>>>>>:

The initial conditions are pð2Þ0 ð0Þ=1, pð2Þ4 ð0Þ= pð2Þ3 ð0Þ= pð2Þ2 ð0Þ= pð2Þ1 ð0Þ=0.

pð2Þ0 ðtÞ= e− c0t;

pð2Þ4 ðtÞ= λð2Þ0, 4

λð2Þ4, 3 − c0
e− c0t +

λð2Þ0, 4

c0 − λð2Þ4, 3

e− λð2Þ4, 3t;

pð2Þ3 ðtÞ= ð λð2Þ0, 3

λ3, 2 − c0
+

λð2Þ0, 4λ
ð2Þ
4, 3

ðλð2Þ4, 3 − c0Þðλð2Þ3, 2 − c0Þ
Þe− c0t

+
λð2Þ0, 4λ

ð2Þ
4, 3

ðc0 − λð2Þ4, 3Þðλð2Þ3, 2 − λð2Þ4, 3Þ
e− λð2Þ4, 3t

+ ð λð2Þ0, 3

c0 − λð2Þ3, 2

+
λð2Þ0, 4λ

ð2Þ
4, 3

ðc0 − λð2Þ3, 2Þðλð2Þ4, 3 − λð2Þ3, 2Þ
Þe− λð2Þ3, 2t;

pð2Þ2 ðtÞ= a1e− c0t + a2e
− λð2Þ4, 3t + a3e

− λð2Þ3, 2t + a4e
− λð2Þ2, 1t

where

a1 =
λð2Þ0, 2

λð2Þ2, 1 − c0
+

λð2Þ0, 3λ
ð2Þ
3, 2

ðλð2Þ3, 2 − c0Þðλð2Þ2, 1 − c0Þ
+

λð2Þ0, 4λ
ð2Þ
4, 3λ

ð2Þ
3, 2

ðλð2Þ4, 3 − c0Þðλð2Þ3, 2 − c0Þðλð2Þ2, 1 − c0Þ

a2 =
λð2Þ0, 4λ

ð2Þ
4, 3λ

ð2Þ
3, 2

ðc0 − λð2Þ4, 3Þðλð2Þ3, 2 − λð2Þ4, 3Þðλð2Þ2, 1 − λð2Þ4, 3Þ

a3 =
λð2Þ0, 3λ

ð2Þ
3, 2

ðc0 − λð2Þ3, 2Þðλð2Þ2, 1 − λð2Þ3, 2Þ
+

λð2Þ0, 4λ
ð2Þ
4, 3λ

ð2Þ
3, 2

ðc0 − λð2Þ3, 2Þðλð2Þ4, 3 − λð2Þ3, 2Þðλð2Þ2, 1 − λð2Þ3, 2Þ

a4 =
λð2Þ0, 2

ðc0 − λð2Þ2, 1Þ
+

λð2Þ0, 3λ
ð2Þ
3, 2

ðc0 − λð2Þ2, 1Þðλð2Þ3, 2 − λð2Þ2, 1Þ
+

λð2Þ0, 4λ
ð2Þ
4, 3λ

ð2Þ
3, 2

ðc0 − λð2Þ2, 1Þðλð2Þ4, 3 − λð2Þ2, 1Þðλð2Þ3, 2 − λð2Þ2, 1Þ

pð2Þ1 ðtÞ=1− pð2Þ2 ðtÞ− pð2Þ3 ðtÞ− pð2Þ4 ðtÞ− pð2Þ0 ðtÞ
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4.3 Example 3

An application of the proposed method is to evaluate the reliability of a generation
and transmission system consisting of three generating units and two transmission
lines as shown in Fig. 5.

Components 1 and 2 are two generating units with characteristics of Example 1.
Component 3 is a generating unit with characteristics of Example 2. Components 1
and 2 are two identical transmission lines with the transmission capacity of 165 KW
each, represented by binary state models. The failure rate of each transmission line

is λð3Þ2, 1 = 0.51 year− 1. The reliability model of the generation and transmission
system can be represented as a parallel-series MSS. It is supposed that components
cannot be repaired during their operating time. The initial states of generating units
and transmission lines are start-up states and successful states, respectively. The
system will carry a demand ðw=100KW) from the time instant t0 = 30 min.

The time-dependent state probabilities of transmission line in successful state

ðpð3Þ2 ðtÞÞ and failure state ðpð3Þ1 ðtÞÞ can be represented as: pð3Þ2 ðtÞ= e− λð3Þ2, 1 ⋅ t,

pð3Þ1 ðtÞ=1− pð3Þ2 ðtÞ. The time-dependent state probabilities of generating units are
obtained from Examples 1 and 2, respectively.

The Lz-transform of the components 1 and 2 can be represented as:

ul1 z, t, pl1ð0Þ� �
= ul2 z, t, pl2ð0Þ� �
= ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞzgð1Þ1 + pð1Þ2 ðtÞzgð1Þ2 + pð1Þ3 ðtÞzgð1Þ3 + pð1Þ4 ðtÞzgð1Þ4

= ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞz0 + pð1Þ2 ðtÞz50 + pð1Þ3 ðtÞz80 + pð1Þ4 ðtÞz100

Component 1: A unit with
characteristics of Example 1

Component 2: A unit with
characteristics of Example 1

Component 3: A unit with
characteristics of Example 3

Component 4: A
Tranmission line

Component 5: A
Tranmission line

Fig. 5 Generation and transmission system
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The Lz-transform of the component 3

ul3 z, t, pl3ð0Þ� �
= ðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞzgð2Þ1 + pð2Þ2 ðtÞzgð2Þ2 + pð2Þ3 ðtÞzgð2Þ3 + pð2Þ4 ðtÞzgð2Þ4

= ðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞz0 + pð2Þ2 ðtÞz50 + pð2Þ3 ðtÞz80 + pð2Þ4 ðtÞz100

The three generating units are connected in parallel, which can be represented as
a generation sub-system. The Lz-transform of the generation sub-system can be
represented by utilizing the parallel operator:

Ul, Iðz, tÞ=ΩϕP
ul1 z, t, pl1ð0Þ� �

, ul2 z, t, pl2ð0Þ� �
, ul3 z, t, pl3ð0Þ� �� �

= ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞ2ðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞz0

+ ð2pð1Þ2 ðtÞðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞ+ ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞ2pð2Þ2 ðtÞÞz50

+⋯+ ððpð1Þ4 ðtÞÞ2pð2Þ3 ðtÞ+2pð1Þ3 ðtÞpð1Þ4 ðtÞpð2Þ4 ðtÞÞz280

+ ðpð1Þ4 ðtÞÞ2pð2Þ4 ðtÞz300

The Lz-transform of the components 4 and 5 can be represented as:

ul4 z, t, pl4ð0Þ� �
= ul5 z, t, pl5ð0Þ� �
= pð3Þ1 ðtÞzgð3Þ1 + pð3Þ2 ðtÞzgð3Þ2

= pð3Þ1 ðtÞz0 + pð3Þ2 ðtÞz165

The two transmission lines are connected in parallel, which can be represented as
a transmission sub-system. The Lz-transform of the transmission sub-system can be
represented as by utilizing the parallel operator:

Ul, IIðz, tÞ=ΩϕP
ul4 z, t, pl4ð0Þ� �

, ul5 z, t, pl5ð0Þ� �� �
= ðpð3Þ1 ðtÞÞ2zgð3Þ1 + 2pð3Þ1 ðtÞpð3Þ2 ðtÞzgð3Þ1 + gð3Þ2 + ðpð3Þ2 ðtÞÞ2z2gð3Þ2

= ðpð3Þ1 ðtÞÞ2z0 + 2pð3Þ1 ðtÞpð3Þ2 ðtÞz165 + ðpð3Þ2 ðtÞÞ2z330

The generation sub-system and the transmission sub-system are connected in
series. The Lz-transform of the system can be represented as by utilizing the series
operator:

USðz, tÞ=ΩϕS
ðUl, Iðz, tÞ,Ul, IIðz, tÞÞ

= ððpð3Þ1 ðtÞÞ2 + ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞ2ðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞð1− ðpð3Þ1 ðtÞÞ2ÞÞz0

+ ð2pð1Þ2 ðtÞðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞðpð2Þ0 ðtÞ+ pð2Þ1 ðtÞÞ+ ðpð1Þ0 ðtÞ+ pð1Þ1 ðtÞÞ2pð2Þ2 ðtÞÞð1− ðpð3Þ1 ðtÞÞ2Þz50

+⋯+ ððpð1Þ4 ðtÞÞ2pð2Þ3 ðtÞ+2pð1Þ3 ðtÞpð1Þ4 ðtÞpð2Þ4 ðtÞÞðpð3Þ2 ðtÞÞ2z280

+ ðpð1Þ4 ðtÞÞ2pð2Þ4 ðtÞðpð3Þ2 ðtÞÞ2z300
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After obtaining Lz-transform for output performance process of the entire sys-
tem, the system reliability and expected instantaneous performance deficiency can
be obtained, respectively. The Figs. 6 and 7 illustrate the system reliability and
expected instantaneous performance deficiency in the short-term (45 min),
respectively.

It can be observed from the Figs. 6 and 7 that the system reliability and expected
instantaneous performance deficiency increases and decrease with the operating
time in the short-term.

Fig. 6 Reliability of the
system in the short-term

Fig. 7 Expected
instantaneous performance
deficiency in the short-term
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5 Conclusions

The non-repairable multi-state systems are important MSS models, which find
many applications in practical cases. The pure “death” Markov process is an
important tool for analyzing the non-repairable multi-state systems, which, how-
ever, has not considered the impact of start–up failures of components. The start–up
failures may have serious impact on the reliabilities of the non-repairable multi-state
systems during their mission time. Two models of modified “death” Markov pro-
cesses considering component start–up failures are proposed in this chapter, which
are named “survival-death” Markov processes. The Laplace-Stieltjes transform and
the inverse Laplace-Stieltjes transform are used to obtain the analytic expressions of
the time-dependent state probabilities of the “survival-death” Markov processes,
which can provide accurate and important information for reliability evaluation.
A general multi-state model for non-repairable components is also developed in this
chapter. The proposed stochastic processes are combined the Lz-transform tech-
nique for evaluating the dynamic reliabilities of multi-state systems.
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Reliability Assessment of Systems
with Dependent Degradation Processes
Based on Piecewise-Deterministic Markov
Process

Yan-Hui Lin, Yan-Fu Li and Enrico Zio

Abstract This chapter presents a reliability assessment framework for
multi-component systems whose degradation processes are modeled by multi-state
and physics-based models. The piecewise-deterministic Markov process modeling
approach is employed to treat dependencies between the degradation processes
within one component or/and among components. The proposed method can handle
the dependencies between physics-based models, between multi-state models and
between these two types of models. A Monte Carlo simulation algorithm is
designed to compute the systems reliability. A case study on one subsystem of the
residual heat removal system of a nuclear power plant is illustrated as exemplifi-
cation of the proposed modeling framework.
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1 Introduction

Safety-critical plants, like the nuclear power plants (NPPs), are designed not to fail,
i.e. with very high reliability, because of the potentially catastrophic consequences
of their failures. Traditional data-based reliability analysis, based on failure data, is,
then, unsuitable. On the other hand, most failure mechanisms can be traced to
underlying degradation processes (e.g. wear, stress corrosion, shocks, cracking,
fatigue, etc.) [30], for which models exist.

In general, the reliability of a system decreases as the degradation processes
develop, eventually leading to failure [31]. In reliability engineering, degradation
processes have been widely studied and different degradation models have been
developed. The existing degradation models can mainly be classified into the fol-
lowing categories:

• statistical models of time to failure, based on degradation data (e.g. Bernstein
distribution [9], Weibull distribution [21]).

• stochastic process models (e.g. Gamma processes [14], inverse Gaussian process
[2]) describing the evolution of one or more degradation parameters by gradual
degradation increments over time, and the failure occurs when the degradation
parameter values reach predefined thresholds.

• physics-based models (PBMs), based on the knowledge of the physics of
degradation, which is translated into equations to give a quantitative description
(e.g. the physics functions based on critical environmental stresses, e.g.
amplitude and frequency of mechanical loads, used to model the pitting and
corrosion-fatigue degradation mechanisms [3]).

• multi-state models (MSMs) describing the underlying degradation process by
finite degradation states (e.g. semi-Markov models for the deterioration of
infrastructure systems [1]).

Among these categories, PBMs [6, 13, 27] and MSMs [18, 19, 23] can be used
to describe the evolution of degradation in structures, systems and components, for
which statistical degradation/failure data are insufficient, e.g. the highly reliable
devices in the nuclear and aerospace industries.

In reality, components and systems are often subject to multiple competing
degradation processes and any of them may cause failure [29]. The dependencies
among these processes within one component (e.g. the wear of rubbing surfaces
influenced by the environmental stress shock within a micro-engine [12]), or/and
among different components (e.g. the degradation of the pre-filtrations stations
leading to a lower performance level of the sand filter in a water treatment plant
[26]) need to be considered, under certain circumstances. This renders challenging
the analysis and prediction of the components and systems reliability [25]. Wang
and Pham [29] applied time-varying copulas for describing the dependencies
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between the degradation processes modeled by statistical distributions. Straub [28]
used a dynamic Bayesian network to represent the dependencies between degra-
dation processes modeled by multi-state models.

In this chapter, we present a reliability assessment framework for
multi-component systems whose degradation processes are modeled by MSMs and
PBMs, capturing dependencies among the components and among multiple
degradation processes within one component. The piecewise-deterministic Markov
process (PDMP) modeling approach is employed. The PDMP, firstly introduced by
Davis in [7, 8], and further studied by Jacobsen [11] and Cocozza-Thivent [4], is
well-suited to describe degradation dependence. The remainder of this chapter is
organized as follows. Section 2 presents the proposed degradation model for sys-
tems with degradation dependence. Monte Carlo simulation procedures to solve the
model are presented in Sect. 3. Section 4 presents a case study on one subsystem of
a residual heat removal system (RHRS) of a NPP. Section 5 concludes the work.

2 Dynamic Reliability Models for Systems
with Degradation Dependence

For highly reliable systems, such as nuclear safety systems, it is relatively difficult
to model their degradation and failure behaviors due to the limited amount of data
available. In these cases, PBMs and MSMs are two modeling frameworks that can
be used to model degradation. Systems are often subject to multiple competing
degradation processes and any of them may cause failure. The dependences among
these processes need to be considered under certain circumstances. In this chapter, a
PDMP modeling framework is developed to treat degradation dependence in a
system whose degradation processes are modeled by PBMs and MSMs.

2.1 Degradation Models

We consider a multi-component system made of Q components denoted by
O= fO1,O2, . . . ,OQg. Each component may be affected by multiple degradation
mechanisms or processes, possibly dependent. The degradation processes can be
separated into two groups: (1) L= fL1,L2, . . . ,LMg modeled by M PBMs;
(2) K = fK1,K2, . . . ,KNg modeled by N MSMs, where Lm,m=1, 2, . . . ,M and
Kn, n=1, 2, . . . ,N are the indexes of the degradation processes.
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2.1.1 PBMs

The following assumptions on PBMs are made:

• A degradation process XLm tð Þ, Lm ∈ L in the first group, has dLm time-dependent
continuous variables

XLm tð Þ= x1Lm tð Þ, x2Lm tð Þ, . . . , xdLmLm tð Þ
� �

∈ℝdLm . A system of first-order differential

equations (i.e. physics equations)

XLm

⋅
tð Þ= f LmðXLm tð Þ, tjθLmÞ, are used to characterize its evolution, where θLm are

the environmental factors influential to Lm (e.g. temperature and pressure) and
the parameters used in f Lm . This assumption is made in [20] and widely used in
practice [5, 6]. Note that higher-order differential equations can be converted
into a system of a large number of first-order differential equations by intro-
ducing extra variables [33].

• XLm tð Þ can be divided into two groups of variables XLm tð Þ= XD
Lm tð Þ,XP

Lm tð Þ
� �

:

(1) XD
Lm tð Þ are the non-decreasing degradation variables describing the degra-

dation process (e.g. leak area of the piston of the valve [6]), where D is the set of
degradation variables indices; (2) XP

Lm tð Þ are the physical variables influencing
XD
Lm tð Þ (e.g. velocity and force [5]), where P is the set of physical variable

indices. For example, the friction-induced wear of the bearings is considered as
one degradation process in [5]. It is represented by the increase in friction
coefficients. The two friction coefficients associated with sliding and rolling
friction are considered as the degradation variables. The rotational velocity of
the pump is considered as the physical variable, since it influences the increase
in the coefficients of friction. The evolution of physical variables can be char-
acterized by physics equations. If the variables can be modeled by physics
equations and influence certain degradation variables, then, they are considered
as physical variables. As long as one xiLm tð Þ∈XD

Lm tð Þ reaches or exceeds its
corresponding failure threshold xðLmÞi

* the generic degradation process Lm fails.
Let F Lm denote the failure state set of Lm and x*Lm denote the set of all the failure
thresholds of XD

Lm tð Þ. An example of L1 is shown in Fig. 1.

2.1.2 MSMs

The following assumptions on MSMs are made:

• A degradation process, YKnðtÞ,Kn ∈K in the second group, takes values from a
finite state set denoted by SKn = 0, 1, . . . , dKnf g, where ‘dKn ’ is the perfect
functioning state and ‘0’ is the complete failure state. The transition rates
λi jjθKnð Þ,∀i, j∈ SKn , i> j characterize the degradation transition probabilities
from state i to state j, where θKn is the set of the environmental factors to Kn and
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the related parameters used in λi. We follow the assumption of Markov property
which is widely used in practice to describe components degradation processes
[10]. The transition rates between different degradation states are estimated from
the degradation and/or failure data from historical field collection. Let
FKn = 0f g denote the failure state set of Kn. An example of K1 is shown in
Fig. 2.

2.2 Degradation Model of the System Considering
Dependence

The dependencies between degradation mechanisms or processes may exist within
each group and between the two groups. The evolution trajectories of the contin-
uous variables in the first group may be influenced by the degradation states of the
second group. The transition times and transition directions of the degradation
processes of the second group may depend on the degradation levels of the com-
ponents in the first group [17]. PDMPs [4], which are a family of Markov processes

Fig. 1 An illustration of L1

Fig. 2 An illustration of K1
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involving deterministic evolution punctuated by random jumps, can be employed to
model this type of dependence (the detailed formulations are shown in Eqs. (2) and

(3)). Let X tð Þ=
XL1 tð Þ
⋮

XLM tð Þ

0
@

1
A denote the degradation processes of the first group and

Y tð Þ=
YK1 tð Þ
⋮

YKN tð Þ

0
@

1
A denote the degradation processes of the second group. The

overall degradation process of the system is presented as

Z(t) =
X tð Þ
Y tð Þ

� �
∈E=ℝdL × S ð1Þ

where E is a space combining ℝdL ðdL = ∑
M

m=1
dLmÞ and S= 0, 1, . . . , dSf g denotes

the state set of process Y tð Þ. The evolution of Z tð Þ has two parts: (1) the stochastic
behavior of Y tð Þ and (2) the deterministic behavior of X tð Þ between two consecutive
jumps of Y tð Þ, given Y tð Þ. The former is governed by the transition rates of Y tð Þ,
which depend on the states of the degradation processes in X tð Þ and also in Y tð Þ, as
follows:

lim
Δt→ 0

P Y t+Δtð Þ= jjX tð Þ,Y tð Þ= i, θK = ∪ N
n=1θKn

� �
̸Δt

= λi jjX tð Þ, θKð Þ, ∀t≥ 0, i, j∈ S, i≠ j
ð2Þ

The latter is described by the deterministic physics, which depends on the states
of the degradation processes in Y tð Þ and also in X tð Þ, as follows:

X ̇ðtÞ=
XL1

⋅ ðtÞ
⋮

XLM

⋅ ðtÞ

0
B@

1
CA=

f Y tð Þ
L1 ðXðtÞ, tjθL1Þ

⋮
f Y tð Þ
LM ðXðtÞ, tjθLM Þ

0
B@

1
CA

= f Y tð Þ
L ðXðtÞ, tjθL = ⋃M

m=1 θLm
� ð3Þ

Let F denote the system failure state set, which depends on the structure of the
system: then, the system reliability at mission time Tmiss can be obtained as follows:

R Tmissð Þ=P Z sð Þ∉F ,∀s≤ Tmiss½ � ð4Þ
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The system failure state set is dependent on system structure. To determine this
set, reliability analysis tools such as fault tree [15] can be used to identify the
combination of primary failure events leading to system failure.

3 System Reliability Estimation Method

Analytically solving the PDMP is a difficult task due to the complex behavior of the
system [22], which contains stochastic properties in the components modeled by
MSMs and the time-dependent evolutions of the components modeled by PBMs.
On the other hand, MC simulation methods are suited for the reliability estimation
of the system.

Refer to the system presented in Sect. 2.2. Let Zk = Z Tkð Þ= X Tkð Þ
Y Tkð Þ

� �
∈E, k ∈ℕ,

where Tk denotes the time of the k-th transition of Y tð Þ from the beginning. Then,
Zk, Tkf gk ≥ 0 is a Markov renewal process defined on the space E ×ℝ+ [4], which is

characterized as follows:

P Zk+1 ∈B,Tk +1 ∈ Tk,Tk +Δt½ �jZk = i, θ= θK ∪ θL½ �
=

ZZ
B* 0,Δt½ �

N i, dz, dsjθð Þ, ∀k≥ 0,Δt≥ 0, i∈E,B∈ ε ð5Þ

where ε is a σ-algebra of E and N i, dz, dsjθð Þ is a semi-Markov kernel on E, which
verifies that

RR
E* 0,Δt½ �

N i, dz, dsjθð Þ≤ 1, ∀Δt≥ 0, i∈E. It can be further developed as:

N i, dz, dsjθð Þ= dFi sjθð Þβ i, dzjs, θð Þ ð6Þ

where

dFi sjθð Þ ð7Þ

is the probability density function of Tk +1 − Tk given Zk = i and

β i, dzjs, θð Þ ð8Þ

is the conditional probability distribution of state Zk+1 starting from Zk = i given
Tk+1 −Tk = s.

The simulation procedure consists of sampling the transition time from Eq. (7)
and the arrival state from Eq. (8) for Y tð Þ, then, calculating X tð Þ within the tran-
sition times, by using the physics equation (3) until the time of system evolution
reaches a certain mission time Tmiss or the system enters the failure space F .
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To calculate the system reliability, the procedure of the MC simulation is pre-
sented as follows:

The estimated probability of occurrence of one path at time Tmiss can be obtained
by

bR Tmissð Þ=1− k′ ̸Nmax ð9Þ

with the sample variance [16] as follows:

varbP Tmissð Þ =
bR Tmissð Þ 1− bR Tmissð Þ

� �
̸ Nmax − 1ð Þ ð10Þ
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4 Case Study

The case study refers to one subsystem of the RHRS of a NPP. The system consists
of a centrifugal pump and a pneumatic valve in series. Given the series configu-
ration, the failure of anyone of the two components can lead the subsystem to
failure. Dependence in the degradation processes of the two components has been
indicated by the experts: the pump vibrates due to degradation [32] which, in turn,
leads the valve to vibrate, aggravating its own degradation processes [24].

The pump is modeled by a MSM, modified from the one originally supplied by
EDF upon discussion with the experts. It is a continuous-time homogeneous
Markov chain as shown in Fig. 3.

Sp = 0, 1, 2, 3f g denotes its degradation states set, where 3 is the perfect func-
tioning state and 0 is the complete failure state. The parameters λ32, λ21 and λ10 are
the transition rates between the degradation states. Due to degradation, the pump
vibrates when it reaches the degradation states 2 and 1. The intensity of the
vibration of the pump on states 2 and 1 is evaluated as by the experts ‘smooth’ and
‘rough’, respectively. We assume that λ32 = λ21 = λ10 = 3e− 3 ̸s.

The simplified scheme of the pneumatic valve is shown in Fig. 4. It is a normally
closed, gas-actuated valve with a linear cylinder actuator.

By regulating the pressure of the pneumatic ports to fill or evacuate the top and
bottom chambers, the position of the piston can be controlled. A return spring is
linked with the piston to ensure the closure of the valve, when pressure is lost. The

3 2 1 0
λ32 λ21 λ10

Fig. 3 Degradation process
of the pump

Return Spring

Piston
Bottom chamberBottom 

pneumatic port

Top chamber

Top
pneumatic port

Fluid 

Fig. 4 Simplified scheme of
the pneumatic valve [9]
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external leak at the actuator connections to the bottom pneumatic port due to
corrosion and other environmental factors is chosen as the degradation mechanism
of the valve, which is much more significant than the other degradation mechanisms
according to the results shown in [6].

Let Db tð Þ denote the area of the leak hole at the bottom pneumatic port at time t,
the development of the leak size is described by:

Db
⋅

tð Þ=ωb 1+ βYp tð Þ
� �

ð11Þ

where ωb =1e− 8m2 ̸s is the original wear coefficient and where βYp tð Þ is the rel-
ative increment of the developing rate of the external leak at the bottom pneumatic
port, caused by the vibration of the pump at degradation state ‘2’ or ‘1’. We assume
that β2 = 10% and β1 = 20%.

The leak will lead the valve to be more difficult to open but easier to close than
in case without leak. The threshold of the area of the leak hole D*

b =1.06e− 5m2 is
defined as the value above which ðDb tð Þ>D*

bÞ the valve cannot reach the fully open
position from the fully closed position, within the 15 s time limit, after an opening
command is executed.

The degradation processes affecting the system are modeled by PDMP as
follows:

Z tð Þ= Db tð Þ
Yp tð Þ

� �
∈ℝ+ × Sp ð12Þ

where Yp tð Þ denotes the degradation state of the pump at time t and Db tð Þ denotes
the area of the leak hole at the bottom pneumatic port of the valve at time t. The
space of the failure states of Z tð Þ is F = 0, +∞½ Þ× ′0′

� 	
∪ D*

b, +∞

 �

× 1, 2, 3f g.
The initial state of the system is assumed as follows:

Z0 =
Db 0ð Þ
Yp 0ð Þ

� �
=

0
3

� �
ð13Þ

which means that the two components are both in their perfect states. The initial
probability distribution of the processes Db tð Þ, Yp tð Þ� �

t≥ 0, p0 dzjθð Þ, hence, equals
to δZ0 dzð Þ, where δ is the Dirac delta function.

We perform MC simulation for the estimation of the system reliability over a
time horizon of Tmiss = 1000 s. The results of 106 trials are shown in Fig. 5. We can
see from the Figure that the system reliability decreases more rapidly after around
885 s, because at that time the valve could fail, corresponding to the situation when
the pump jumps to the state ‘1’ very quickly and stays there until the valve fails.
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We further consider a relative uncertainty of ±10% of the original parameters
values. In this case study, higher parameters values lead to rapider degradation
development and lower system reliability. The results of 106 trials are shown in
Fig. 6. The lower bound of the system reliability decreases more sharply after
around 790 s. It is seen that the system fails after around 964 s, because at that time
the valve is completely failed. The upper bound of the system reliability does not
experience a rapid decrease because the valve is mostly functioning over the time
horizon.
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Fig. 5 Estimated system
reliability
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reliability in consideration of
uncertainty
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5 Conclusion

We have illustrated a PDMP modeling approach for modeling multiple, dependent,
competing degradation processes. The significance of the proposed method lies in
its capability to describe the degradation dependence. A MC simulation algorithm
for the system reliability assessment has been designed and an example from a real
industrial system has been used to illustrate the capabilities of the modeling and
simulation framework.

Limitation of the MC simulation lies in the computational burden. As future
work, we plan to study acceleration techniques to improve computation efficiency,
thus, enabling to extend the applications to systems of larger sizes.
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Trade-Off Between Redundancy,
Protection, and Imperfect False Targets
in Defending Parallel Systems

Hui Xiao and Rui Peng

Abstract A substantial amount of research over the past decades has studied the
reliability of different systems, but most of them are restricted to systems with only
internal failures. In practice, systems may fail due to unintentional impacts or
intentional attacks. In this chapter, we first provide a comprehensive review of the
research on improving system reliability. The survey shows that, for systems
subject to intentional attacks, providing redundant system elements, protecting
genuine elements, and deploying false targets are the three important measures to
increase the system survivability. The trade-off between protecting genuine ele-
ments and deployment of imperfect false targets has been studied before, however,
subject to a fixed number of genuine elements in the system. This chapter studies
the trade-off between building redundant genuine elements, protection of genuine
elements and deploying imperfect false targets in the defense of a capacitated
parallel system. Numerical examples are carried out to illustrate the applications.
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1 Introduction

In the past two decades, reliability has received substantial attention in both
industry and research [15, 17]. In order to model the complex modern systems more
accurately, the traditional binary reliability theory has been extended to analyze
multi-state systems that can perform their intended work at different intensities [34].
A variety of multi-state systems such as series-parallel systems [36], linear sliding
window systems [18], linearly connectively connected systems [40] and multi-state
network systems [48] have been studied in recent years. These reliability models
have been successfully applied to analyze many real industrial systems such as
power supply systems [33], maritime transportation systems [7], and high perfor-
mance computing systems [50].

Most of the abovementioned research is restricted to systems with only internal
failures. In practice, systems may fail due to external impacts. Examples of unin-
tentional impacts include shocks, natural disasters, and unintentional human errors
[41, 47]. Providing redundant system elements and elements protection are the two
essential measures against unintentional impacts. Besides unintentional impacts,
intentional attackers may circumvent the protection and choose the fragile positions
to attack in order to destroy the system [42, 51]. For systems subject to intentional
attacks, the defender not only need to provide redundancy and protect the genuine
elements, but also can deploy some false targets in order to distract the attacker. In
the literature, the false targets can be assumed to be perfect or imperfect. If the
attacker cannot distinguish the false targets from the genuine elements, the false
target is said to be perfect. If the false target can be detected by the attacker, the
false target is imperfect. This chapter aims to analyze the trade-off among providing
redundancy, investing in protection and deploying imperfect false targets. The work
is closely related to some of the existing works, but differs in different aspects.
Levitin and Hausken [21–23] have studied the different measures such as providing
redundancy and protection, and deployment of false targets to defend parallel
systems under attacks. In these works, the false targets are assumed to be perfect. In
practice, false targets are usually detectable, i.e., imperfect. Thus, we study the
scenario when false targets are assumed to be imperfect in this chapter. Peng et al.
[38] considered the optimal number of false targets in both a parallel system and a
series system assuming that the false targets are imperfect, but this paper does not
consider the strategy of providing redundancy to improve the system reliability.
Previous research has shown that providing redundancy is an important and useful
measure to improve system reliability, therefore, this chapter proposes a model to
study the optimal resource allocation in providing redundant system elements,
protecting genuine system elements, and deploying false targets in the defense
of capacitated parallel systems. The organization of this chapter is as follows.
Section 2 conducts a comprehensive literature review on the relevant topics.
Section 3 studies the defense of capacitated parallel systems with redundancy,
protection, and imperfect false targets. The chapter is concluded in Sect. 4.
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2 Literature Review

In the literature, approaches to minimize the system unavailability caused by
internal failures include providing redundancy and finding the optimal maintenance
policy [3, 44]. For example, Yeh and Fiondella [49] studied the optimal redundancy
allocation for a multi-state computer network system. A correlated binomial dis-
tribution is applied to characterize the state distribution of the edges, which can
exhibit multiple states. This redundancy allocation problem was solved using
simulated annealing with an illustration in four practical networks. Ardakan and
Hamadani [1] considered the redundancy allocation problem in a series-parallel
system, where active and cold-standby strategies are simultaneously used in one
subsystem. Utilizing the genetic algorithm, it determined the optimal component
type, redundancy level, number of active units and cold-standby units jointly for
each subsystem with the objective of maximizing the system reliability. Levitin and
Amari [20] presented an approximation algorithm based on the universal generating
function technique to evaluate the distribution of the time to failure for a k-out-of-n
system with shared redundant elements. Besides providing redundancy, mainte-
nance is also a frequently used measure to reduce the system internal failures. Peng
et al. [40] studied the optimal preventive maintenance policy for linearly consec-
utively connected systems with the objective of minimizing the total maintenance
cost while meeting a pre-specified system availability requirement. Xiao and Peng
[46] studied the optimal element allocation and replacement interval in a
series-parallel system with common bus performance sharing. Lisnianski et al. [35]
considered a reliability importance evaluation for components in an aging
multi-state system under minimal repair.

Besides the preventive replacement and minimal repair used in the abovemen-
tioned research, imperfect maintenance is also well studied in the literature [43]. For
example, in order to model the wind turbine system in a wind farm, Ding and Tian
[5] proposed an opportunistic maintenance policy that introduces different imper-
fect maintenance thresholds for failure turbines and working turbines. The proposed
approach was shown to be effective in modeling the practical system in order to
minimize the maintenance cost. Zhao et al. [52] utilized the cumulative processes
theory and found the optimal imperfect maintenance policy by minimizing the
expected cost rate for a used system. Pandey et al. [37] developed a selected
maintenance strategy for a multi-state system with multi-state components. Dif-
ferent types of maintenance options such as replacement, do-nothing option, and
imperfect repair were chosen to ensure that maximum system reliability could be
achieved during the next mission.

Besides internal failures, systems may also fail due to external impacts. In
general, the external impacts can be classified into unintentional impacts and
intentional attacks. Natural disasters such as earthquakes and tsunamis are typical
examples of unintentional impacts, while terrorism, warfare, intrusion, and human
disruption are examples of intentional attacks [6]. In the case of external impacts,
providing redundant systems elements and investing in protection are two effective
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measures to improve system survivability, and the two measures have
been well-studied in the literature. For example, Kunreuther and Heal [16] char-
acterized the Nash equilibrium for an interdependent security problem to analyze
the incentive of firms investing in protection against intentional attacks. Bier et al.
[2] proposed general models for determining the optimal defense resource alloca-
tion assuming that the attacker will maximize either the expected damage or the
success probability. Hausken [9] considered the security investment of several firms
in cyber wars with external intruders. Zhuang and Bier [53] considered the defender
resource allocation for countering terrorism and natural disasters. Hausken [10, 11]
studied the strategic defense and attack for series and parallel systems consisting of
independent components against intentional attacks. Levitin [19] considered the
optimal trade-off between protection and redundancy in a homogenous parallel
system subject to intentional attacks. When overarching protection is provided, the
attacker can only destroy the components when the outside protection layer is
penetrated. Haphuriwat and Bier [8] developed a model to allocate the resource
optimally between target hardening and overarching protection and analyzed the
effects that influence the trade-off between target hardening and overarching pro-
tection. Hausken [12] considered the individual and overarching protection versus
attack for both defenders and attackers in both series and parallel systems. The
model was extended to analyze the individual and overarching protection versus
attack of assets in a simultaneous game and a two-period game [13]. Levitin et al.
[32] further studied the viable number of individual protection versus overarching
against strategic attack. Peng et al. [41] studied the optimal individual protection
versus overarching protection versus maintenance for a parallel system subject to
both internal failures and unintentional impacts. Deck et al. [4] proposed a model to
analyze the scenario when the contest happens between an attacker and multiple
defenders, and concluded that alliance of the defenders can reduce the defense
spending and result in higher profit for defenders and attackers.

Besides providing redundant system elements and investing in protection, some
researchers studied the deployment of false targets in defense of systems against
intentional attacks. A historical example of using false targets (decoys) can be
found in WWII and the Operation Desert Storm in 1990–1991. The objective of
deploying false targets is to distract the attacker and dissipate the attack resource
over greater number of targets. The defense measure of deploying false targets is
most effective when the attacker cannot distinguish the false targets from genuine
elements. Usually, false targets are much cheaper than genuine elements, but they
are not costless. Deploying more false targets results in less resource allocated to
provide redundancy and protect the genuine elements. In the literature, the study on
the deploying false targets against intentional attacks has been studied in a variety
of ways. Firstly, based on the assumption that the false targets can be destroyed
with much less effort than the genuine elements, the attacker can distribute its attack
resource in two sequential attacks so that the false targets can be eliminated as many
as possible in the first attack [26, 29–31]. Secondly, the defense resource is usually
distributed to provide redundancy, deploy false element and protect the genuine
elements. In some scenarios, the defender can also distribute its resource to strike
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preventively against the attacker [27, 28]. Thirdly, the quality of the false targets
can be different in different scenarios. Some researchers assume that the false targets
are perfect, i.e., the attacker cannot distinguish the false targets from the genuine
elements [14, 21, 23, 24], while others consider the false targets as imperfect, i.e.,
the false target can be distinguished from the genuine elements by the attacker with
certain probability [38, 39]. Lastly, some recent research has also considered the
scenario that the attacker allocates part of the resource into intelligence activities to
detect the false targets, and the defender allocates part of the resource into
counter-intelligence activities [22, 25, 42].

In this chapter, the following notations will be used.

N The number of genuine elements in the system
H The number of false targets in the system
k The number of false targets that are detected
Qk The number of objects the attacker tries to attack give k false targets are

detected
Pk The probability that k false targets are detected
x, y The cost of a false target and a genuine element respectively
r, R The total resource of the defender and attacker respectively
a, A The unit cost of defending and attacking respectively
d The detection probability of a false target
F The system demand
g The performance of a genuine element.

3 Defense of Parallel Systems with Redundancy,
Protection, and Imperfect False Targets

Consider a parallel system that consists of N identical genuine elements. The
defender can deploy imperfect false targets, provide redundancy, and protect gen-
uine elements to minimize the expected damage that may be caused by the inten-
tional attacks. The defender builds the system and distributes its defense resource
first. The attacker takes it as given when it chooses its attack strategy. Therefore, it
can be modeled as a two-period min-max game of perfect information where the
defender moves in the first period, and the attacker moves in the second period. The
defender decides how many false targets to deploy and how many redundant
genuine elements to provide in order to minimize the expected damage caused by
the attacker assuming that the attacker will always use the most harmful attack
strategy.

The total resource of the attacker is a fixed value R. The unit cost of attacking an
object is a constant denoted by A. We assume that attacker distributes the resource
evenly among all attacked objects. All elements are assumed to be mutually
independent. A single attack cannot destroy more than one object. In order to
improve the system reliability, the defender can perform three different measures

Trade-Off Between Redundancy, Protections … 231



using a fixed value of resource r. The defender can provide redundancy for the
parallel system, and the cost of a genuine element is y. Therefore, the maximal
number of genuine elements is ⌊r ̸y⌋. The defender can deploy false targets at the
cost of x each, and x≪ y. Similarly, the maximal number of false targets to deploy is
⌊ r−Nyð Þ ̸x⌋, where N is the number of genuine elements in this parallel system.
The false target is imperfect, i.e., each false target can be detected by the attacker
independently with probability d. The probability that k false targets are detected is
denoted by pk:

pk =
H
k

� �
dk 1− dð ÞH − k, ð1Þ

where H is the total number of the false targets deployed.
The cost of a genuine element is much more than the cost of a false target.

Additionally, the defender can protect the genuine elements using the remaining
resource. The unit cost of protecting a genuine element is a, and the protection
effort on each genuine element is assumed to be evenly distributed.

Given that N genuine elements and H false targets are placed in this system, the
protection effort on each genuine element can be expressed as follows:

t=
r−Ny−Hx

Na
. ð2Þ

Suppose that k ð0 ≤ k ≤ HÞ false targets are detected. The attacker chooses Qk

out of N +H − k objects to attack, where 1 ≤ Qk ≤ N +H − k. The attack effort on
each attacked object is T =R ̸ðQkAÞ. Therefore, the destruction probability of each
element can be written using the contest function suggested by Tullock [45]:

v =
Tm

Tm + tm
=

Rm

Rm + r−Ny−Hxð Þm QkAð Þm
Nmam

=
Rm

Rm +Qm
k ε

m r−Ny−Hxð Þm
Nm

, ð3Þ

where ε=A ̸a, T and t are the efforts allocated to a single object by the attacker and
the defender respectively. m is the parameter describing the intensity of the contest.
If the no protection effort is provided, the element is destroyed with probability 1
when it is attacked since v=1 if t=0. The destruction probability will be always
0.5 if the intensity parameter m is zero. If m→∞, v is a step function where
“winner takes all”.

Given k and Qk, the number of attacked genuine elements can vary from
maxð0,Qk −H + kÞ to minðN,QkÞ, where maxð0,Qk −H + kÞ refers to the scenario
when all the false targets are attacked while minðN,QkÞ refers to the case when no
false target is attacked. Let φðQk , iÞ denote the probability that among the Qk

attacked objects i of them are genuine elements. φðQk , iÞ can be derived using
hyper-geometric distribution:
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φ Qk, ið Þ=
N
i

� �
H − k
Qk − i

� �
N +H − k

Qk

� � . ð4Þ

Let θði, jÞ denote the probability that j elements out of i attacked genuine ele-
ments are destroyed. θði, jÞ can be determined based on the destruction probability
function as follows:

θ i, jð Þ= i
j

� �
v j 1− vð Þi− j. ð5Þ

In the parallel system, it is assumed that all genuine elements have the same
functionality with performance rate g. The system demand is F. The system fails if
at least ⌊N −F ̸g⌋+1 elements are destroyed by the attacker. When the system
fails, the expected damage is proportional to the loss of demand probability. In this
case, the risk can be obtained as follows:

D Qk,N,Hð Þ=F ⋅ ∑
min N,Qkð Þ

i=max ⌊N −F ̸g⌋+1,Qk −H + kð Þ
φ Qk , ið Þ ⋅ ∑

i

j= ⌊N −F ̸g⌋+1
θ i, jð Þ

 !
. ð6Þ

The attacker chooses the most harmful strategy Q*
k which maximizes

D Qk,N,Hð Þ. The total risk over all possible values of k can be obtained as follows:

D N,Hð Þ= ∑
H

k=0
pk ⋅D Q*

k ,N,H
� �

= ∑
H

k=0

H
k

� �
⋅ dk ⋅ 1− dkð Þ ⋅D Q*

k ,N,H
� �� �

. ð7Þ

In this two-period game, the defender moves first. Given the defender’s strategy
of H and N, the attacker chooses the best Qk to maximize the damage D Qk,N,Hð Þ
when k false targets are detected. The defender knows that the attacker will max-
imize its damage for any value of H and N, and chooses the optimal H and N such
that the expected risk DðN,HÞ can be minimized.

For example, consider a parallel system that is made up by genuine elements to
satisfy the demand of F =4. The performance of each genuine element is g=1. In
order to protect the system, the defender can deploy false targets at the cost of
x=0.03 each and provide redundancy at the cost of y=0.1 for a genuine element.
The cost of the attacker’s effort unit and defender’s effort unit is assumed to be
equal, i.e., ε=1. The total resource of the attacker and defender are assumed to be
R=1 and r=1 respectively.
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Figure 1 shows the optimal redundancy, optimal number of false targets and the
corresponding expected damage of this defense-attack game as a function of
detection probabilities when the contest intensity parameter m is equal to 10 and 6
respectively. Figure 1 indicates that the expected damage and optimal redundancy
increase when the probability of detection increases, but the optimal number of false
targets decreases with increasing probability of detection. The numerical results
show that it is worthy deploying false targets than providing redundancy when the
detection probability is very low. When the probability of detection increases, the
benefit of deploying false targets will be reduced. Furthermore, the redundancy
reduces the need of false targets.

Figure 2 shows how the amount of resource owned by the attacker affects the
optimal values of N, H and D. The results indicate that the expected damage
increases due to the increase of resource owned by the attacker. It is also interesting
to note that the optimal redundancy decreases and the optimal number of false
targets increases when the attacker’s resource increases. When the resource of the
attacker increases, the destruction probability increases given the fixed contest
intensity parameter. Therefore, the attacked GEs are more likely to be destroyed.
This is why it is better to deploy more false targets so that the attack effect on each
GE will be reduced.

Figure 3 shows that the expected damage is reduced when the resource of the
defender increases. Naturally, increasing the resource of defense reduces the
probability of destruction, therefore, the expected damage can be reduced. In Fig. 3,
the optimal redundancy increases and the optimal number of false targets decreases
in general when the resource of defense is increasing. It shows that increasing
redundancy is better than increasing the false targets in order to minimize the
expected damage if the resource of defense is unlimited.

Fig. 1 Optimal number of false targets and the corresponding expected risk as a function of
detection probability given intensity parameter m: (a) m = 10, (b) m = 6
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Figures 4 and 5 show the optimal redundancy, optimal number of false targets
and the corresponding expected damage under different cost of a genuine element
and different cost of a false target. Both figures indicate that the expected dam-
age increases with increasing cost of a genuine element or a false target. When the
cost of a genuine element increases, the optimal redundancy decreases and the
optimal number of false targets increases. On the other hand, the optimal redun-
dancy increases and the optimal number of false targets decreases when the cost of a
false target increases.

Fig. 2 Optimal number of false targets and the corresponding expected risk as a function of
attacker’s resource given detection probability d: (a) d = 0.6, (b) d = 0.4

Fig. 3 Optimal number of false targets and the corresponding expected risk as a function of
defender’s resource when detection probability d: (a) d = 0.6, (b) d = 0.4
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4 Conclusions and Future Research

This chapter considers protecting a capacitated parallel system under intentional
attacks. The defense resource can be allocated to protect the genuine element,
deploy imperfect targets, and provide redundancy in order to minimize the expected
damage caused by intentional attacks. Given the protection strategy of the defender,
the attacker will choose the optimal number of elements to attack such that the
damage can be maximized. Therefore, the defender must take consideration of the
attacker’s decision to optimally allocate the defense resource to minimize the total
expected damage. To illustrate the attack-defense model, several numerical

Fig. 4 Optimal number of false targets and the corresponding expected risk as a function of cost
of a genuine element when detection probability d: (a) d = 0.6, (b) d = 0.4

Fig. 5 Optimal number of false targets and the corresponding expected risk as a function of cost
of a false target when detection probability d: (a) d = 0.6, (b) d = 0.4
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experiments are conducted to analyze the effect of detection probability, the amount
of resource owned by the defender and the attacker, and the cost of a genuine
element and a false target. The numerical experiments indicate that the optimal
number of false targets decreases when the probability of detection increases. When
the detection probability become larger, it is better to allocate more resources to
provide redundancy rather than deploying false targets. When the resource of the
attacker becomes large, it is more worthy deploying more false targets than pro-
viding redundancy. However, more redundancy should be provided rather than
deploying false targets if the resource of the defender is large. Besides, as consistent
as the theoretic argument, higher cost of a genuine element results in a smaller
optimal value of the redundancy, while higher cost of a false targets leads to a
smaller optimal number of false targets.

This chapter uses a two-period dynamic game of perfect information to model
the contest between the attacker and the defender assuming each party has full
information about the other. In future, the model can be extended to consider the
scenario when full information is not available. Besides, it is also important to
consider the scenario when preventive strikes may be used by the defender. In this
case, the problem becomes more complicated since the defender will consider the
resource allocation for preventive strikes, and the attacker may consider using part
of the resource to defend the preventive strike. Furthermore, it is also interesting to
analyze the contest model between one defender and multiple attackers in future.
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Optimal Testing Resources Allocation
for Improving Reliability Assessment
of Non-repairable Multi-state Systems

Yu Liu, Tao Jiang and Peng Lin

Abstract Due to limited reliability testing resources (e.g., budget, time, and
manpower etc.), the reliability of a sophisticated system may not be able to accu-
rately estimated by insufficient reliability testing data. The book chapter explores
the reliability testing resources allocation problem for multi-state systems, so as to
improve the accuracy of reliability estimation of an entire system. The Bayesian
reliability assessment method is used to infer the unknown parameters of multi-state
components by merging subjective information and continuous/discontinuous
inspection data. The performance of each candidate testing resources allocation
scheme is evaluated by the proposed uncertainty quantification metrics. By intro-
ducing the surrogate model, i.e., kriging model, the computational burden in
seeking the optimal testing resources allocation scheme can be greatly reduced. The
effectiveness and efficiency of the proposed method are exemplified via two
illustrative case.

Keywords Multi-state system ⋅ Reliability testing resources allocation ⋅
Bayesian reliability assessment ⋅ Surrogate model

1 Introduction

Multi-state is one of the characteristics of advanced manufacturing systems and
complex engineered systems [1, 2]. Both systems and components may manifest
multiple states ranging from perfect working, through deterioration, to completely
failed over time [1, 2]. Multi-state system (MSS) reliability modeling has, therefore,
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received considerable attentions in recent years as it is able to characterize the
complicated deteriorating process of systems in a finer fashion than that of tradi-
tional binary-state models [1–3]. In engineering practice, many systems can be
regarded as multi-state systems, e.g., manufacturing systems, power generating
systems, flow transmission systems, etc. Various tools, such as the stochastic
models, the universal generating functions, the recursive algorithms, and the
simulation-based methods etc., have been developed to assess reliability and per-
formance of MSSs in a computationally efficient manner.

Nevertheless, all the reported studies on MSS reliability assessment are based on
the critical premise that the transition intensities and/or the state distributions of
components and systems are exactly known in advance. Very limited attention has
been placed on the parameter inference, which is a preceding task before con-
ducting reliability assessment and enhancement of MSSs. Lisnianski et al. [4]
introduced the point estimation of the transition intensities of a multi-state
power-generating unit by defining a special Markov chain embedded in the
observed capacity process. However, the results of point estimation are biased when
data are sparse. The parameter uncertainty due to limited data and/or vague
information has been taken into account in several existing works. For example, the
transition intensities or the state distributions of components in an MSS were treated
as fuzzy numbers [5, 6], interval values [7], and belief function [8]. Although these
methods can quantify the uncertainty associated with reliability measures of interest
from various angles, such uncertainty cannot be progressively reduced by collecting
additional data. The Bayesian approach, which treats the unknown parameters to be
inferred as random variables, enables reliability engineers to systematically syn-
thesize the subjective information from experts and intuitive judgements with actual
observed data. The estimates can be progressively updated as more data and
information become available. In our earlier work, a Bayesian framework has been
proposed to assess reliability and performance of MSSs [9]. Two scenarios, i.e.,
components are continuously and discontinuously inspected, have been discussed.
The uncertainty of estimates will eventually propagate to the reliability measures of
interest via a simulation method. Yet, as demonstrated in our illustrative cases,
adding the same amount of additional observations to each component of an MSS
may not yield an even contribution to uncertainty reduction of system reliability
function. Therefore, it raises a new research question: how to allocate the additional
reliability testing resources strategically if reliability engineers aim at further
reducing the uncertainty associated with the reliability measures of interest?

The testing resources allocation problem has been reported in the existing lit-
erature. A methodology for allocating additional testing resources across the fault
tree events with the purpose of minimizing the uncertainty of the top event prob-
ability has been investigated in Hamada et al. [10]. The events in a fault tree were
binary-state in their work. Anderson-Cook et al. [11] developed an approach to
assess the relative improvement in system reliability estimation for additional data
from various types of aging components. The data for components could be
pass/fail observations, degradation data, and lifetime data, and components can
be in one of only two states, either functioning or failed. The aforementioned
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optimization question has been extended to a multi-objective optimization problem,
in which the widths of the credible intervals of system and two subsystem reliability
estimates were maximally reduced simultaneously by allocating limited testing
resources [12]. Nonetheless, to date, the reliability testing resources allocation
problem has rarely been studied for MSSs, and this chapter serves this purpose.

The remainder of this chapter is organized as follows: In Sect. 2, the Bayesian
reliability assessment method developed in our earlier work is briefly reviewed first.
It is followed by the proposed reliability testing resources allocation approach in
Sect. 3. The details of evaluating performance of candidate allocation schemes, the
kriging metamodel, and the optimization algorithm are elaborated. Two illustrative
examples are presented in Sect. 4 to demonstrate the effectiveness of the proposed
approach. A brief conclusion is given in Sect. 5.

2 Review of Bayesian Reliability Assessment for MSS

The MSS with ordered states [13] in question is assumed to be composed of
M non-repairable statistically independent multi-state components, each of which
has kl (l∈ f1, 2, . . . , Mg) different states distinguished by the possible performance
capacities gl = fgðl, 1Þ, gðl, 2Þ, . . . , gðl, klÞg, where gðl, iÞ < gðl, jÞ for i< j. The stochastic
deteriorating behaviors of components are governed by the homogenous
continuous-time Markov model. In this case, the probability of component l re-
maining at any particular state in a future time is statistically independent of its
previous state. Many engineering systems can be characterized by the aforemen-
tioned stochastic model, such as manufacturing systems [2], power systems [1], and
flow transmission systems [3].

The state-space diagram of multi-state component l is given in Fig. 1, where
λlði, jÞ (i, j∈ f1, 2, . . . , klg, i≠ j) denotes the constant intensity of component
l transitioning from state i to state j. Given the initial condition that component l is
at state u at t=0, the corresponding Kolmogorov differential equations can be
formulated as:

dplðu, iÞðtÞ
dt

= ∑
kl

j= i+1
plðu, jÞðtÞλlðj, iÞ − plðu, iÞðtÞ ∑

i− 1

j=1
λlði, jÞ, ð1Þ

……

( ,1)l

l
kλ

( ,2)l

l
kλ ( 1,1)l

l
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l
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Fig. 1 The state-space
diagram of non-repairable
multi-state component l
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where plðu, iÞðtÞ is the probability of component l being at state i at time instant t if it

is initially at state u at t=0. The initial condition is set to be plðu, uÞð0Þ=1 and

plðu, iÞð0Þ=0 (i≠ u) (i, u∈ f1, 2, . . . , klg). By resolving the differential equations,

one can get the state probability plðu, iÞðtÞ as a function of λl (a vector of λlði, jÞ,
i, j∈ f1, 2, . . . , klg, i≠ j) and time. Nevertheless, in this work, the transition
intensities λl are unknown parameters to be estimated by observations.

In our earlier work, a Bayesian framework has been developed to infer the
unknown parameters λl of multi-state components and assess reliability measures of
a multi-state system [2]. It enables reliability engineers to systematically synthesize
the subjective information from experts and intuitive judgements with actual
observations, thereby, obtaining a balanced estimate. On the other side, the esti-
mates from the Bayesian approach can be progressively updated as more data
become available, and the uncertainty due to the limited data can also be quantified.
The proposed Bayesian reliability assessment method for MSSs is composed of six
steps as illustrated in Fig. 2. In Step 1, data are collected by conducting inspections.
According to the data collection strategy, two types of data, i.e., continuous
inspection data and discontinuous inspection data, are involved. The likelihood
functions of the two types of data are constructed in Step 2. By merging the
collected data with the prior knowledge of the unknown parameters, i.e., λl, from
Step 3, the Bayesian inference can be performed in Step 4 to yield the posterior
distributions of the unknown parameters. In Step 5, by the Monte Carlo
(MC) simulation, a set of samples of λl is randomly generated to get the corre-
sponding universal generating functions (UGFs) of component l. The UGFs of the
entire system, representing the system state distribution, can be derived by aggre-
gating the UGFs of all the components. Consequently, reliability measures, such as

Fig. 2 The steps of the proposed Bayesian reliability assessment method for MSSs
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the reliability function, the state probabilities, the instantaneous expected perfor-
mance capacity, etc., can be evaluated in Step 6 via the UGFs of the entire system.
The ensuing sections will review the technical details of this method.

2.1 Bayesian Parameter Inference for Multi-state
Components

Following the general framework of Bayesian inference, the posterior distribution
of the unknown parameters, i.e., λl, of component l can be readily estimated by [9]:

f postðλljdataÞ= lðdatajλlÞ f priorðλlÞR
lðdatajλlÞ f priorðλlÞdλl , ð2Þ

where f priorðλlÞ is the prior distribution of unknown parameters λl, whereas
f postðλljdataÞ is the posterior distribution of λl given observations. lðdatajλlÞ is the
likelihood function.

In accordance to the data collection strategy, two common scenarios, i.e., con-
tinuous inspection data and discontinuous inspection data, are studied to construct
the corresponding likelihood functions.

Scenario I: Continuous Inspection Data

In this scenario, components are continuously inspected all the time, and the exact
times of components transitioning from one state to another can be recorded. Thus,
one can evaluate the following quantities:

(1) The number of the transitions from state i to state j among all the observations,
denoted as mði, jÞði> j, i∈ f2, 3, . . . , klg, j∈ f1, 2, . . . , kl − 1gÞ;

(2) The total time that components are remaining at state i, denoted as
Ti ði∈ f2, 3, . . . , klgÞ;

(3) The total number of the transitions from state i, denoted as miði=2, 3, . . . , nÞ,
and it can be computed by mi = ∑i− 1

j=1 mði, jÞ.

Bear in mind that the deterioration of each component is assumed to comply
with a homogenous continuous-time Markov model, mi follows a Poisson process,
i.e., mi ∼Poissonð∑i− 1

j=1 λ
l
ði, jÞ ⋅ TiÞ, and its probability density function is expressed

as:

f1 mij∑i− 1
j=1 λ

l
ði, jÞ ⋅ Ti

� �
=

∑i− 1
j=1 λ

l
ði, jÞ ⋅ Ti

� �mi

mi!
e− ∑i− 1

j= 1 λ
l
ði, jÞ ⋅ Ti , ð3Þ
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If a transition occurs at state i, the conditional probability qlði, jÞ(i> j,
i∈ f2, 3, . . . , klg, j∈ f1, 2, . . . , kl − 1g) that the transition is from state i to state j is
given by:

qlði, jÞ =
λlði, jÞ

∑i− 1
j=1 λ

l
ði, jÞ

. ð4Þ

Thereby, the set of quantities ðmði, 1Þ,mði, 2Þ, . . . ,mði, i− 1ÞÞ (i∈ f2, 3, . . . , klg)
follows the multinomial distribution with parameters mi and qli = ðqlði, 1Þ, qlði, 2Þ, . . . ,
qlði, i− 1ÞÞ, and the corresponding probability mass function can be formulated as:

f2ðmði, 1Þ, . . . ,mði, i− 1Þ qli
�� ,miÞ= mi!

∏i− 1
j=1 mði, jÞ!

qlði, 1Þ
mði, 1Þ . . . qlði, i− 1Þ

mði, i− 1Þ . ð5Þ

Hence, the likelihood function is the product of Eqs. 3 and 5, and written as [9]:

l data λl
��� �

= ∏
kl

i=2

∑i− 1
j=1 λ

l
ði, jÞ ⋅Ti

� �mi

mi!
e− ∑i− 1

j=1 λ
l
ði, jÞ ⋅Ti ⋅

mi!

∏i− 1
j=1 mði, jÞ!

qlði, 1Þ
mði, 1Þ . . . qlði, i− 1Þ

mði, i− 1Þ

0
@

1
A.

ð6Þ

Scenario II: Discontinuous Inspection Data

Continuous inspections may be costly in engineering practice. Alternatively,
components can be inspected periodically or non-periodically. However, in this
case, only the state of components at each inspection time and the time interval
between two adjacent inspections are recorded. The collected data cannot reflect the
time duration that components resides in each state and the exact paths that com-
ponents degrade from the best state to the worst. If components are inspected
periodically with a time interval of Δt, the following quantities can be derived from
discontinuous observations:

(1) The number of inspections in which components are observed at state i in the
last inspection and at state j after an inspection interval Δt, denoted as mΔt

ði, jÞ;

(2) The number of inspections in which the time interval between two adjacent
inspections is Δt and components are observed at state i in the last inspection,
denoted as mΔt

ði, jÞ, and one has mΔt
i = ∑i

j=1 m
Δt
ði, jÞ.

Under the assumption that a component’s deterioration follows a homogenous
continuous-time Markov model, all the observations with the same observed state
in the last inspection and the same time interval Δt between two adjacent inspec-
tions can be regarded as repeated s-independent trials. It can be characterized by a
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multinomial distribution. According to Eq. 1, on the condition that component l is
observed at state i in the last inspection, the probability of component l being at
state j∈ f1, 2, . . . , ig after Δt, denoted as plði, jÞðΔtÞ, is a function of the inspection

interval Δt and λl. Hence, the set of quantities ðmΔt
ði, 1Þ,m

Δt
ði, 2Þ, . . . ,m

Δt
ði, iÞÞ follows a

multinomial distribution with parameters mΔt
i and pliðΔtÞ= ðplði, 1ÞðΔtÞ, plði, 2ÞðΔtÞ,

. . . , plði, iÞðΔtÞÞ, and it is written as:

f3ðmΔt
ði, 1Þ,m

Δt
ði, 2Þ, . . . ,m

Δt
ði, iÞjpliðΔtÞ,mΔt

i Þ

=
mΔt

i !

∏i
j=1 m

Δt
ði, jÞ!

plði, 1ÞðΔtÞm
Δt
ði, 1Þplði, 2ÞðΔtÞm

Δt
ði, 2Þ . . . plði, iÞðΔtÞm

Δt
ði, iÞ

. ð7Þ

To generalize this scenario to a non-periodical case, a vector
Δt= ðΔt1, Δt2, . . .ΔtnÞ (n∈ f1, 2, . . .g) with finite time intervals is used to rep-
resent the distinct time intervals between two adjacent inspections in the cases of
non-periodical inspections. The quantities mΔtv

i (i∈ f2, 3, . . . , klg) and mΔtv
ði, jÞ (j≤ i,

i∈ f2, 3, . . . , klg, j∈ f1, 2, . . . , klg) for each individual time interval
Δtvðv ∈ f1, 2, . . . , ngÞ can be evaluated based on all the collected data. Thus, the
likelihood function of all the observations under non-periodical inspections can be
formulated as [9]:

lðdatajλlÞ= ∏
n

v=1
∏
kl

i=2

mΔtv
i !

∏i
j=1 m

Δtv
ði, jÞ!

plði, 1ÞðΔtvÞm
Δtv
ði, 1Þplði, 2ÞðΔtvÞm

Δtv
ði, 2Þ . . . plði, iÞðΔtvÞm

Δtv
ði, iÞ

 ! !
.

ð8Þ

By plugging Eq. 6 or 8 into the Bayesian formula Eq. 2, together with the prior
knowledge f priorðλlÞ, one can get the posterior distributions f postðλljdataÞ of λl via
Eq. 2. Depending on the experts’ knowledge or historical data, a particular distri-
bution, such as the Gamma distribution, the Beta distribution, etc., can be chosen
for the prior distribution f priorðλlÞ [14]. Alternatively, the uniform distribution can
be used as a non-informative prior if the prior knowledge is unavailable. The
methods to determine the prior distribution in the Bayesian framework can be found
in Wang et al. [14], Smith [15], Hamada et al. [16], and Kelly [17].

However, it should be noted that the analytical solutions to the posterior dis-
tributions of λl may not exist. In our study, the Markov Chain Monte Carlo
(MCMC) method is used, as an alternative, to generate the posterior distribution via
simulation. The technical details of the MCMC method are available in Hamada
et al. [16] and Kelly [17].
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2.2 Bayesian Reliability Assessment for Multi-state Systems

Given a particular set of the transition intensities λl (l∈ f1, 2, . . . ,Mg), the state
distributions of components and/or systems at any time instant can be evaluated. By
using the UGF, the state distribution of a multi-state component can be written as a
polynomial form as ulðz, tÞ= ∑kl

i=1 p
l
ðu, iÞðtÞzgðl, iÞ , where plðu, iÞðtÞ derived by Eq. 1 is

a function of λl and time. In the same fashion, the state distribution of an MSS can
also be represented by an UGF as USðz, tÞ= ∑NS

i=1 piðtÞzgi , where piðtÞ is the
probability of the system staying at state i at time t and it is a function of plðu, iÞðtÞ
(l∈ f1, 2, . . . ,Mg). As such, piðtÞ is also a function of λl (l∈ f1, 2, . . . ,Mg). gi is
the performance capacity of the system at state i. NS is the number of system states.
The UGF of the system can be recursively derived by the UGFs of all the com-
ponents via composition operators [2, 18].

The reliability of the studied MSS is defined as the probability of the system’s
performance capacity being not less than a specified demand level W . Hence, the
system reliability function can be formulated as:

RðtÞ= ∑
H

j=1
qj ∑

NS

i=1
piðtÞ ⋅ 1ðgi −wj ≥ 0Þ, ð9Þ

where wj (j∈ f1, 2, . . . ,Hg) is the possible value of W with the associated prob-
ability mass function PrfW =wjg= qj. 1ð ⋅ Þ is a unity function, i.e., 1ðTRUEÞ=1
and 1ðFALSEÞ=0. As piðtÞ is completely determined by λl (l∈ f1, 2, . . . ,Mg),
RðtÞ is, therefore, a function of λl (l∈ f1, 2, . . . ,Mg).

However, unlike most reported works in which the transition intensities
λl (l∈ f1, 2, . . . ,Mg) of all the components are assumed to be pre-specified pre-
cise values, in this work, the transition intensities are estimated from the proposed
Bayesian framework and characterized by a set of posterior distributions. Such
uncertainty associated with the parameter inference will eventually propagate to the
reliability measures of interests, say RðtÞ, which are functions of the estimates.
Hence, at any time instant, the system reliability evaluated based on the posterior
distributions of the transition intensities is a random quantity. In our earlier work, a
simulation-based method was developed to approximate the posterior distributions
of system reliability at any time [9]. The basic procedures of the simulation method
are as follows:

(1) Nsa, say Nsa =1000∼ 5000, samples of the transition intensities λl for each
component are randomly generated based on the posterior distributions.

(2) The state distribution of each component with respect to the ith sample of the
transition intensities λl can be produced by solving Eq. 1.

(3) The system reliability function can be obtained by aggregating all the com-
ponents’ UGFs solved by the ith sample of the transition intensities λl.
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(4) By putting all the results from the Nsa samples together, the posterior distri-
butions of the system reliability at any time instant can be approximated by
fitting all the Nsa results with either a parametric distribution (e.g., normal,
Weibull) or non-parametric distribution (e.g., the empirical distribution).

3 Optimal Testing Resources Allocation Strategy

The testing resources allocation problem concerns the sequential experiments in the
reliability field, with which the best strategy to allocate the future available
resources for a new data collection can be determined [11]. The role of the testing
resources allocation in the progressive reliability evaluation of a product is depicted
in Fig. 3. Reliability analysis is conducted based on the available initial data col-
lected at the present Phase 1. From the analysis, the system reliability can be
estimated and predicted. If the results are not credible enough, Phase 2 will be,
therefore, involved to collect more data to further update the estimates and pre-
dictions. The sequential experiment process of collecting new data will continue
whenever additional testing resources are available until the results of interest are
satisfactory. The testing resources allocation is a decision-making action bridging
the two adjacent phases, and it can provide a cost-efficient allocation strategy which
yields a maximum improvement to the reliability estimates and predictions.

In our particular study, due to the limited data collected from reliability tests, the
uncertainty of the estimates, i.e., the transition intensities λl (l∈ f1, 2, . . . ,Mg),
and the reliability measures, i.e., reliability function, cannot be completely elimi-
nated. These uncertainties have been quantified by the corresponding posterior
distributions in the Bayesian framework as introduced in Sect. 2. On the other hand,
by conducting sequential reliability tests, the newly collected data can be further
used to reduce the uncertainty associated with the estimates and the reliability
measures of interest. The specific objective of this study is, therefore, to determine
the optimal scheme for the reliability testing resources allocation of the next phase,

Reliability 
Analysis

Results of Estimates & 
Predictions

Reliability 
Analysis

Available Data 
at Present Stage

New Results of 
Estimates & Predictions

New Data Collection

Testing Resources            
Allocation Strategy

Phase 2

Phase 1

Fig. 3 The role of the testing resources allocation in the process of reliability analysis
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so as to reduce the uncertainty of the estimated reliability measures of interest as
much as possible.

As seeking the optimal testing resources allocation strategy is extremely
time-consuming, a metamodel-based approach is developed in this study to alle-
viate the computational burden. The basic steps of the proposed metamodel-based
approach to identify the optimal testing resources allocation strategy are plotted in
Fig. 4.

In Step 1, a set of candidate schemes for reliability testing resources allocation is
randomly generated by the design of experiment (DOE), such as the full factorial
experimental design, the Latin Hypercube Design (LHD), the Improved distributed
Hypercube Sampling (IHS). The candidate schemes produced by the DOE are
required to evenly spread over the decision space. In Step 2, the performance of
each scheme generated in Step 1 will be evaluated. In our particular study, we are
concerned with the uncertainty associated with the reliability measures of interest.
The improvement to the uncertainty of system reliability estimation/prediction will
be quantified by a metric. As evaluating, the performance of all the candidate
schemes is computationally unaffordable, the kriging model, as a surrogate model,
will be constructed in Step 3 to approximate the implicit relationship between the
decision variables and the performance of candidate schemes. New candidate
schemes together with their performance evaluation may be added into the initial
DOE to update the kriging model until the accuracy of the kriging model is

Fig. 4 The four steps of the proposed metamodel-based approach for seeking the optimal testing
resources allocation scheme
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acceptable. In Step 4, the optimization algorithm, such as the genetic algorithm, will
be directly performed on the kriging model to seek the global optimal solution,
and it corresponds to the optimal testing resources allocation strategy that
decision-makers are looking for. The technical details of some steps will be elab-
orated in the ensuing sections.

3.1 Evaluating Performance of Candidate
Allocation Schemes

To determine the optimal testing resources allocation scheme, it is necessary to
define a criterion to evaluate the performance of each candidate scheme. In this
study, we are concerned with the uncertainty associated with the reliability mea-
sures of interest, and the testing resources allocation scheme which can maximally
reduce the uncertainty of the estimated reliability measures is preferable. As
reported in Anderson-Cook et al. [11], several possible metrics can be used to
quantify the uncertainty of the reliability measures of interest, such as the width of a
particular ð1− αÞ× 100% confidence bound and the entropy of the estimate.
Although these metrics are all asymptotically equivalent as claimed by Wynn [19],
the different metrics will lead to different relative rankings of the candidate allo-
cation schemes. In our study, as the system reliability function is uncertain due to
the uncertainty associated with the transition intensities λl (l∈ f1, 2, . . . , Mg), we
choose the width of the ð1− αÞ×100% confidence bound as a metric, denoted as
Rð1− αÞ×100%ðtjf postðλljdataÞÞ, to quantify the uncertainty of the system reliability at
a particular time instant, as shown in Fig. 5a. If decision-makers concern with the
uncertainty of the system reliability in a period of time, the integration of the width
of the ð1− αÞ×100% confidence bound over the particular period of time, as
depicted in Fig. 5b, can be used as an alternative metric. In this study, we will only
focus on the former case in the illustrative examples.

The performance of a candidate allocation scheme is evaluated by examining the
expected uncertainty of the reliability measures of interest after conducting the
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Fig. 5 The illustration of the metrics for uncertainty quantification. a Uncertainty at a particular
time instant; b uncertainty of a period of time
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sequential experiments. The scheme with smaller expected uncertainty is preferable.
Nevertheless, the expected uncertainty of the reliability measures cannot be derived
analytically for each candidate scheme. In this study, a simulation-based approach
is developed to evaluate the expected uncertainty of the reliability measures after
carrying out a testing resources allocation scheme. The flowchart of the
simulation-based approach is shown in Fig. 6. In Step 1, Nd samples of transition
intensities λl (l∈ f1, 2, . . . , Mg) are randomly drawn from the posterior distribu-
tions f postðλljdataÞ. The posterior distributions are the estimates of λl based on the
initial data at Phase 1 as shown in Fig. 3. And then, set the index i=1. It is
followed by Step 2 in which the deterioration paths of components are randomly
generated based on the ith random sample of λl, and a set of new artificial obser-
vations can be collected based on the candidate allocation schemes. By merging
both the initial observations from Phase 1 and the new artificial observations, the
Bayesian inference introduced in Sect. 2.1 can be executed to update the posterior
distributions of λl in Step 3, and then, in Step 4, the reliability of the entire system
can be evaluated by the proposed approach in Sect. 2.2.

The uncertainty associated with the reliability measures of interest is quantified
by the metrics, such as the width of the ð1− αÞ×100% confidence bound, in Step 5.

Start

Step 1: Random draw Nd samples of λl 

for all the components and set i = 1

Step 2: Generate a set of new data based on a 
candidate allocation scheme with the ith

sample of λl of all the component

Step 3: Conduct Bayesian inference with 
both initial and new data to obtain the 

posterior distributions of λl

Step 4: Evaluate system reliability via the 
proposed approach in Section 2.2

Step 5: Compute the metric for 
uncertainty quantification, e.g., the 

width of confidence bounds

i < Nd

Set i = i + 1

Step 6: Compute the expected 
value of the Nd  metrics

End

Yes

No

Fig. 6 The flowchart of
evaluating the expected
uncertainty of the reliability
measures
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If i<Nd , set i= i+1 and go to Step 2. Otherwise, go to Step 6 to compute the
expected value of the metrics, e.g., the expected width of the ð1− αÞ× 100%
confidence bounds of the reliability measures, based on the Nd results.

It should be noted that,

(1) as the true values of λl are unknown and the new observations are artificially
generated based on the posterior distributions of λl, the expected uncertainty of
the reliability measures from the simulation-based approach is not a true value,
but a predictive value;

(2) the simulation-based approach is very time-consuming, and it is computa-
tionally unaffordable to enumerate the performance of all the candidate
schemes.

3.2 Kriging Model

To mitigate the computational burden in enumerating the performance of candidate
schemes, the metamodeling technique is adopted in this study to approximate the
implicit relationship between the decision variables (corresponding a particular
candidate allocation scheme) and the performance of schemes, i.e., the expected
width of ð1− αÞ×100% confidence bound. Many metamodeling tools can be used
here, such as the polynomial response surface, the radial basis function, the kriging,
the artificial neural networks, and support vector machine, etc. It is desired that a
metamodel is capable of capturing both global and local trends with a few training
samples. A comparative study on the performance of various metamodels has been
reported in Jin et al. [20, 21]. In this study, we choose the kriging model as a
surrogate model because it has extremely widespread applications due to its flex-
ibility and high accuracy [22–24].

In essence, the kriging model is a semi-parametric interpolation technique based
on statistical theory. The kriging model is composed by a polynomial model and a
stochastic model as follows:

yðxÞ=βT fðxÞ+ zðxÞ= ∑
P

i=1
βif ðxÞ+ zðxÞ, ð10Þ

where P is the number of basic functions; fðxÞ= ½f1ðxÞ, f2ðxÞ, . . . , fPðxÞ�T and
β= ½β1, β2, . . . , βP�T are polynomial function of inputs x and the corresponding
coefficients, respectively, and they provide a global approximation. While zðxÞ is
the lack of fit and is represented by a realization of a random process with mean
zero and non-zero covariance. The covariance of the residuals at any two sites, say
zðxiÞ and zðxjÞ, can be expressed by:
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Cov zðxiÞ, zðxjÞ
� �

= σ2Rðxi, xjÞ, ð11Þ

where σ2 is the variance of zðxÞ; Rðxi, xjÞ is the spatial correlation function of any
two sites, i.e., zðxiÞ and zðxjÞ in the sample space. The correlation function Rðxi, xjÞ
plays an important role in determining the accuracy of the model. Many correlation
functions can be chosen, such as linear, spherical, exponential, and Gaussian cor-
relation functions, etc. Among these options, the Gaussian correlation function is
the most popular, and it is given by:

Rðxi, xjÞ= exp − ∑
n

k =1
θk xki − xkj
��� ���2	 


, ð12Þ

where xki and x
k
j are the k th elements of xi and xj, respectively; θ= ½θ1, θ2, . . . , θn�T

are the correlation parameters which measure how fast the correlation between xi
and xj decays with the distance between these two sites. fθ, β, σ2g are the unknown
parameters of a kriging model and they can be estimated via the maximum like-
lihood estimations with existing training samples.

The predicted mean value of the estimated response y at any un-sampled site x
is:

μ̂yðxÞ= f xð Þβ ̂+ rT xð ÞR− 1 ys − fβ̂
� �

, ð13Þ

and

β̂= fTR− 1f
� �− 1

fTR− 1ys. ð14Þ

Where the column vector ys contains the response values at all sample sites; f are
the values of the polynomial function at all of the sample sites; rðxÞ are the
correlations between the un-sampled site x and all of the sample sites; and R is a
correlation matrix of all of the sample sites. The predicted variance of the estimated
response y at the un-sampled site x is:

σ ̂2yðxÞ= σ ̂2 1− rTðxÞR− 1rðxÞ+ f ðxÞ− fTR− 1rðxÞ� �T
fTR− 1f
� �− 1

f ðxÞ− fTR− 1rðxÞ� �� �
,

ð15Þ

where

σ ̂2 =
1
n

ys − fβ̂
� �TR− 1 ys − fβ̂

� �� �
, ð16Þ

and σ2̂yðxÞ quantifies the interpolation uncertainty associated with the un-sampled
site x.
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Given a set of training samples, the unknown parameters, i.e., fθ, β, σ2g, in a
kriging model can be estimated, and then the responses ast un-sampled sites can be
predicted by Eq. 13 with the associated predicted variance given in Eq. 15. In this
particular study, the inputs x correspond to a candidate testing resources allocation
scheme, e.g., the number of additional specimens and/or the inspection interval for
each component, and the response y is the performance of each scheme, e.g. the
expected width of ð1− αÞ×100% confidence bound of the concerned reliability
measure. The implicit relationship between the inputs and the response can be built
up by the initial training samples from the DOE. The global accuracy of the kriging
model can be quantified by the metrics [20], such as the R square, the Relative
Average Absolute Error (RAAE), the Relative Maximum Absolute Error (RMAE),
etc. If the accuracy of the kriging model is not satisfactory, additional training
samples could be further generated by the sequential DOE to update the kriging
model [25, 26]. The kriging model with acceptable accuracy will be used in the next
step to seek the optimal testing resources allocation strategy.

3.3 Optimization Model and Algorithm

In this study, the reliability testing resources allocation for MSSs can be formulated
as an optimization problem as follows:

min E Rð1− αÞ×100%ðtjf postðλljdataÞÞjðs,ΔtÞ
� �

s.t. Cðs,ΔtÞ≤C0

sl ≤ s0l
Δtl ≥ 0

ð17Þ

where s= fs1, s2, . . . , sMg and Δt= fΔt1, Δt2, . . . ,ΔtMg are two sets of decision
variables, representing the number of additional specimens to be allocated to each
component and the inspection intervals for collecting data, respectively. A setting
for fs,Δtg corresponds to a candidate scheme for the reliability testing resources
allocation. If Δtl (l∈ f1, 2, . . . , Mg) is set to be zero, it is the case where com-
ponent l will be continuously inspected to collect observations. C0 is the cost
constraint for the testing resources; s0l is the constraint for the maximum number of
additional specimens of component l. E½ ⋅ � is expectation. The objective function,
i.e., E½Rð1− αÞ×100%ðtjf postðλljdataÞÞjðs,ΔtÞ�, is replaced by the kriging model
introduced in Sect. 3.2 to mitigate the computational burden.

It should be noted that the optimization problem in Eq. 17 involves both integer
and real decision variables and the number of decision variables increases linearly
with respect to the types of components in a system. An exhaustive examination of
all the candidate solutions is not realistic due to the limited computational capa-
bility. In this study, the genetic algorithm (GA) is utilized to search the global
optimal solution owing to its flexibility in terms of representing mixed variables in
various optimization problems [27, 28].
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The main procedures of implementing the GA to solve the specific optimization
problem are as follows:

(1) Population initialization. For our specific problem, the chromosome is com-
posed of two parts, and it can be denoted as a string c= fs1, s2, . . . , sM , Δt1,
Δt2, . . . ,ΔtMg. The first M elements are non-negative integers, corresponding
to the additional specimens for components, whereas the last M elements are
non-negative real numbers, representing the inspection intervals for data col-
lection. A set of Ng chromosomes, as the initial population, are randomly
generated in the first iteration.

(2) Fitness evaluation. The expected width of 90% confidence bounds of relia-
bility measures serves as the fitness value of each chromosome, and it is pre-
dicted by the kriging model introduced in Sect. 3.2. The smaller expected width
of 90% confidence bound, the higher the fitness value. The infeasible solutions
which violate the constraints are handled by the penalty function approach.

(3) New population generation. The roulette-wheel selection strategy is used to
select chromosomes based on their fitness values from the present population to
form a new generation of population for the next iteration. The crossover and
mutation operators are used to produce new chromosomes to explore the
unsearched solution space, while maintaining the diversity of a population. As
the chromosome is composed of mixed decision variables, the crossover and
mutation operators are performed separately for each of the two parts to keep
the digits within their allowable bounds. Nr chromosomes with the highest
fitness values will be directly merge into the new generation.

(4) Iterative process termination. The optimization procedure terminates when
the iteration count reaches Nc. Otherwise, go to Step 2 for the next iteration.

It is worth noting that many other advanced optimization algorithms, such as the
Tabu search, the simulated annealing (SA), the ant colony optimization (ACO), etc.,
can also be used here, instead of the GA, to solve the resulting optimization
problem.

4 Illustrative Examples

The illustrative example is a three-unit multi-state power generating system as
shown in Fig. 7. Components 1 and 2 connected in parallel constitute a subsystem.
The performance capacities and the transition intensities of all the components are

1

2
3

SubsystemFig. 7 The system
configuration
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tabulated in Tables 1 and 2, respectively. The transition intensities are assumed to
be unknown to the reliability engineers, but can be inferred by the proposed
Bayesian approach. The system and subsystem are viewed as failure if their per-
formance capacities are less the required demand level. In Example 1, we only
focus on allocating the limited testing resources for components 1 and 2 to improve
the reliability estimation of the subsystem at a particular time, while the testing
resources are allocated for all the three components in Example 2.

4.1 Example 1

In this example, the testing resources allocation is only considered for components
1 and 2 to improve the reliability estimation of the subsystem at a specific time
t=3.0 months. In other words, we expect to reduce the uncertainty of the sub-
system reliability estimation at t=3.0 months. According to the transition inten-
sities given in Table 2, 50 deterioration paths are randomly generated for
components 1 and 2, respectively. Components 1 and 2 are supposed to be con-
tinuously inspected over time. The collected data are tabulated in Tables 3 and 4,
and will be used to infer the posterior distributions of transition intensities. The
prior distributions of transition intensities are set to be a uniform distribution in the
range of [0, 0.5] month−1, together with the observations from 50 specimens,
the posterior distributions of the transition intensities of the two components can be

Table 1 The performance
capacities of the three
components (unit kW)

Component ID State 1 State 2 State 3 State 4

1 0 4 8 /
2 0 5 8 12
3 0 4 7 10

Table 2 The state transition
intensities of the three
components (unit month−1)

Component ID λlð4, 3Þ λlð4, 2Þ λlð4, 1Þ λlð3, 2Þ λlð3, 1Þ λlð2, 1Þ
1 / / / 0.2 0.1 0.2
2 0.3 0.2 0.1 0.3 0.2 0.3
3 0.2 0.1 0.05 0.2 0.1 0.2

Table 3 The continuous inspection data of component 1 from 50 specimens

Initial state i of a
transition

Total sojourning time
(months) Ti

Total number mi Destination state
j of a transition
j = 2 j = 2
mði, 2Þ mði, 2Þ

i = 3 165.94 50 36 14
i = 2 167.60 36 – 36
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evaluated via the proposed Bayesian approach as shown in Figs. 8 and 9. Conse-
quently, the subsystem reliability function can be estimated, as shown in Fig. 10,
via the proposed simulation method in Sect. 2.2 if the required demand level W is
given as tabulated in Table 5. The width of the 90% confidence bound of the
subsystem reliability is 0.1087 at t=3.0 months. If the accuracy of the subsystem
reliability function at t=3.0 months is not satisfactory, the inference results at the
present stage can be viewed as Phase 1 shown in Fig. 3 and will facilitate the
reliability testing resources allocation at Phase 2.

Table 4 The continuous inspection data of component 2 from 50 specimens

Initial state i of a
transition

Total sojourning time
(months) Ti

Total number mi Destination state j
of a transition
j = 3 j = 2 j = 1
mði, 3Þ mði, 2Þ mði, 1Þ

i = 4 73.18 50 24 19 7
i = 3 47.05 24 – 15 9
i = 2 122.17 34 – – 34
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Fig. 8 The prior distributions and the posterior distributions of the transition intensities of
component 1
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Suppose that the total budget for the reliability testing resources at Phase 2 is
C0 = 29, 500 US dollars. The costs for conducting a test with continuous inspec-
tions for components 1 and 2 are 400 US dollars and 800 US dollars, respectively.
A candidate testing resources allocation scheme, i.e., the additional number of
reliability tests for each component, is denoted as fs1, s2g where si ∈ ½0, 50�
(i∈ f1, 2g) is assumed as the decision space. By the Latin Hypercube Design
(LHD), 15 candidate testing resources allocation schemes are randomly generated
within the decision space. The performance, i.e., the expected width of 90% con-
fidence bound of the subsystem reliability at t=3.0 months, of these candidate
schemes are evaluated by the proposed approach in Sect. 3.1. However, it costs
around 10 min to evaluate the performance for a candidate scheme, in which the
sample size Nd is set to be 50. A kriging model, as depicted in Fig. 11, is therefore
constructed to approximate the relationship between candidate schemes and the
predicted performance of the schemes.

As seen in Fig. 11, with the increase of the numbers of reliability tests, the
expected width of 90% confidence bound of the subsystem reliability at t=3.0
months declines. Additionally, adding the specimens for component 2 is more
effective to reduce uncertainty than that of component 1, because the expected
width of 90% confidence bound has a steeper decreasing trend along the s2 axis.

The resulting optimization problem with a budget constraint, i.e.,
400s1 + 800s2 ≤ 29, 500, can be resolved by the proposed GA algorithm. The
optimal allocation strategy is fs*1 = 17, s*2 = 28g, and the corresponding expected
width of confidence bound of the subsystem reliability at t=3.0 months is reduced
to 0.0852. By replacing the time-consuming performance evaluation with a kriging
model, the optimization algorithm takes less than 5.0 s via Matlab 2012 on a
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Fig. 10 The estimated reliability function of the subsystem

Table 5 The possible values of the required demand W for the subsystem (unit kW)

Possible required demand W 3 5 9

Probability 0.4 0.4 0.2
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workstation with an Intel Xeon 2.10 GHz and 128 GB RAM when Ng and Nc are
set to 50 and 1000, respectively.

4.2 Example 2

The proposed testing resources allocation approach is further validated in the entire
system as shown in Fig. 7. The limited testing resources will be optimally dis-
tributed to the three components with the purpose of further reducing the uncer-
tainty of the system reliability estimation at t=3.0 months. In addition to the data in
Tables 3 and 4, 50 specimens of component 3 are supposed to be continuously
inspected at Phase 1 and the collected data are tabulated in Table 6. The posterior
distributions of transition intensities of the three components are evaluated by the
proposed Bayesian method and depicted in Figs. 8, 9, and 12. They serve as the
inputs for the decision-making at Phase 2. The possible values and the corre-
sponding probabilities of the required demand W are given in Table 7. Therefore,
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Fig. 11 The kriging model
and the samples from the
LHD

Table 6 The continuous inspection data of component 3 from 50 specimens

Initial state i of a
transition

Total sojourning time
(months) Ti

Total
number mi

Destination state j of a
transition

j = 3 j = 2 j = 1
mði, 3Þ mði, 2Þ mði, 1Þ

i = 4 155.09 50 30 15 5
i = 3 94.31 30 – 20 10
i = 2 163.21 35 – – 35
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the system reliability at any time instant can be evaluated via Eq. 9. The mean value
and the 90% confidence bound of the estimated reliability function are shown in
Fig. 13. At t=3.0 months, the width of the 90% confidence bound of the system
reliability is 0.1368, and such uncertainty needs to be further reduced in Phase 2.

The budget for the reliability testing resources at Phase 2 is C0 = 97, 500 US
dollars. The components can be continuously inspected or periodically inspected,
and thus, a candidate testing resources allocation scheme can be represented by
fs1, s2, s3,Δt1, Δt2, Δt3g where the number of additional specimens for each
component si ∈ ½0, 50� (i∈ f1, 2, 3g) and the inspection intervals for each com-
ponent Δti ∈ ½0, 5� months (i∈ f1, 2, 3g). The cost for conducting a test is asso-
ciated with the inspection interval for data collection. In general, the cost of a test
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Fig. 12 The prior distribution and the posterior distributions of the transition intensities of
component 3

Table 7 The possible values of the required demand W for the system (unit kW)

Possible required demand W 3 3 5 9

Probability 0.2 0.3 0.3 0.2
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Fig. 13 The estimated
system reliability function in
Phase 1

Optimal Testing Resources Allocation for Improving … 261



increases monotonically with the frequency of inspections. The following rela-
tionships are defined to link the inspection intervals with the cost for a single
reliability test:

Component 1

c1 = 3000− 1000ðΔt1Þ0.2,

Component 2

c2 = 400− 100ðΔt2Þ0.2,

Component 3

c3 = 800− 200ðΔt3Þ0.2,

where Δti =0 (i∈ f1, 2, 3g) corresponds to the case of continuous inspections.
44 candidate allocation schemes are randomly generated via the LHD within the

decision space and evaluated, and then, a kriging model is constructed to predict the
performance, i.e., the expected width of 90% confidence bound of the system
reliability at t=3.0 months, of a candidate scheme. The genetic algorithm with
mixed decision variables is used to solve the optimal allocation scheme, and it takes
around 30.0 s via Matlab 2012 on a workstation with an Intel Xeon 2.10 GHz and
128 GB RAM when Ng and Nc are set to 60 and 1000, respectively. The optimal
testing resources allocation scheme is fs*1 = 43, s*2 = 39, s*3 = 22, Δt*1 = 3.7,
Δt*2 = 1.1, Δt*3 = 1.64g with the expected width of 90% confidence bound equal to
0.0911 as predicted by the kriging model. By the flowchart in Fig. 6, the true
performance of the optimal scheme is 0.0909 which is extremely close to the
predicted value.

5 Conclusion

In this chapter, the testing resources allocation problem for MSSs is studied to
optimally distribute the limited reliability testing resources to improve the accuracy
of reliability estimation/prediction. The approach is on the base of the Bayesian
reliability assessment method for MSSs with which both subjective information and
actual continuous or discontinues inspection data can be merged to infer the
unknown parameters, i.e., transition intensities λl. The computational burden in the
performance evaluation of candidate schemes is alleviated by introducing the
kriging metamodel. The genetic algorithm is utilized to resolve the resulting opti-
mization problem with mixed decision variables. Two illustrative examples are
given to demonstrate the effectiveness and efficiency of the proposed method.
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As reliability tests can be conducted at various physical levels of a system,
allocating the limited testing resources across multiple levels of a system [29, 30],
say system-level test, component-level test, is worth exploring in our future work.
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Topological Analysis of Multi-state
Systems Based on Direct Partial Logic
Derivatives

Miroslav Kvassay and Elena Zaitseva

Abstract Topological analysis deals with evaluation of influence of the system
components on system operation. Such evaluation is usually performed by identi-
fication and quantification of situations in which degradation/improvement of a
given system component results in system degradation/improvement. These situa-
tions can be revealed using Direct Partial Logic Derivatives (DPLDs). One of the
open problems is how to compute DPLDs efficiently for large systems. In this
paper, we develop a new method for their computation for systems that can be
decomposed into disjoint modules. The method is based on the chain rule that is
derived in this paper.

Keywords Multi-state systems ⋅ Structure function ⋅ Topological analysis ⋅
Modular decomposition ⋅ Structural importance measures ⋅ Direct partial logic
derivatives

1 Introduction

Evaluation of system reliability is a complex problem. The principal task is creation
of system model. As a rule, two approaches dominate in reliability analysis:
Binary-State Systems (BSSs) and Multi-State Systems (MSSs).

BSSs are based on the assumption that the system and all its components can be
in one of only two possible states—perfectly functioning or completely failed [1].
This approach is used in the analysis of systems in which any deviation from
perfect functioning can result in a disaster, e.g. aviation systems [2], nuclear power
plants [3]. However, it is not very practical for systems that operate at several
performance levels, such as distribution networks [4] or complex socio-technical
systems [5]. For the analysis of such systems, MSSs are more suitable because they
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permit defining more than two states in system or component operation—from
perfectly functioning through partially damaged to completely failed [6, 7].

One of the current issues in reliability analysis of MSSs is development of
algorithms that can be applied to systems composed of many components. In [8],
relations between MSSs and Multiple-Valued Logic (MVL) have been studied.
Based on these relations, it has been shown that several tools related to the analysis
of MVL functions can also be applied in investigation of MSSs. One of them is
logical differential calculus, which has been used in [9] to develop a complex
framework for importance analysis of MSSs.

In this paper, we extend the results from the previously mentioned papers. We
primarily focus on topological analysis of MSSs and a new method for investigation
of MSSs is developed using MVL. The method is based on a modular decompo-
sition of MSSs [7]. Based on this decomposition, an efficient algorithm for quan-
tification of reliability of system topology is proposed. Combination of this
algorithm with the chain rule developed in this paper allows efficient computation
of logic derivatives that can be used in importance analysis of MSSs.

2 Structure Function

Let us consider a MSS composed of n components, and let us denote the set of the
components as N = {1, 2,…, n}. A map that defines dependency between states of
the components and states of the system is known as structure function [6, 7]:

ϕ x1, x2, . . . , xnð Þ=ϕ xð Þ: 0, 1, . . . ,m− 1f gn → 0, 1, . . . ,m− 1f g, ð1Þ

where m denotes number of system/components states (state m − 1 agrees with
perfect functioning while state 0 with complete failure), xi is a variable defining
state of the i-th component for i ∈ N, and x = (x1, x2,…, xn) is a vector of com-
ponents states (state vector). Depending on properties of this function, two classes
of systems can be recognized—coherent and noncoherent. In what follows, only
coherent systems, i.e. systems with monotonic structure function, will be
considered.

The structure function correlates with system topology, but its knowledge is not
sufficient for computation of probabilistic characteristics, such as system state
probability [8]:

Pr ϕ xð Þ= jf g, for j∈ 0, 1, . . . ,m− 1f g, ð2Þ

or system availability/unavailability computed with respect to system state j [6, 7]:

A≥ j = Pr ϕðxÞ≥ jf g,U ≥ j = Pr ϕðxÞ< jf g, for j∈ 1, 2, . . . ,m− 1f g. ð3Þ
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Computation of these and other measures requires knowledge of the state
probabilities of the system components:

pi, s =Pr xi = sf g, for i=1, 2, . . . , n, s=0, 1, . . . ,m− 1. ð4Þ

In this paper, we primarily focus on the analysis of system topology. Because of
that we will assume that only the structure function of the system is known.

2.1 Modular Decomposition

According to [7, 10], a module of a MSS is defined as a pair (B, ϕB) such that:

ϕðxÞ=ψ ϕB xB
� �

, xB
c� �
, ð5Þ

where B∪Bc =N and B∩Bc = fg, xB is a vector of state variables xi such that
i∈B, xB

c
is a vector of state variables xi such that i∈Bc, ϕBðxBÞ is a substructure

function defined over the components from set B, i.e.:

ϕBðxBÞ: 0, 1, . . . ,m− 1f g Bj j → 0, 1, . . . ,m− 1f g, ð6Þ

where ⋅j j denotes size of the argument interpreted as a set, and ψ ϕB, xB
c� �

is a
function that combines substructure function ϕBðxBÞ with the variables defining
states of the components not contained in set B into the system structure function.

Based on the previous definition, a modular decomposition of a MSS has been
introduced in [7] as a set of k disjoint modules ðN1,ϕN1Þ, ðN2,ϕN2Þ,
. . . , and Nk,ϕNk

� �
together with function ψ ϕN1 ,ϕN2 , . . . ,ϕNk

� �
such that:

ϕðxÞ=ψ ϕN1 xN1ð Þ,ϕN2 xN2ð Þ, . . . ,ϕNk xNkð Þ� �
,

whereN=⋃k
l=1Nl andNl1 ∩Nl2 = fg for any l1, l2 ∈ 1, 2, . . . , kf g such that l1 ≠ l2.

ð7Þ

Clearly, a modular decomposition can be applied not only to the entire system,
but also to a module. For this purpose, the following notation will be used in the
rest of the paper: (Nl,ϕNl )—the l-th module of a MSS, (Nl1, l2 , ϕ

Nl1, l2 )—the l2-th
module of the l1-th module of a MSS, etc.

Topological Analysis of Multi-state Systems … 267



2.2 Series and Parallel Systems

In case of MSSs, series and parallel systems can be defined in several ways. In this
paper, we will adapt approach from [11, 12], and we will define a series MSS as a
system with the following structure function:

ϕ xð Þ=min x1, x2, . . . , xnð Þ, ð8Þ

and a parallel as a system whose structure function has the following form:

ϕ xð Þ=max x1, x2, . . . , xnð Þ. ð9Þ

Structure function (or topology) of series and parallel MSSs can also be
expressed using reliability block diagrams (Fig. 1), which represent one of the
principal tools used in reliability analysis of BSSs [1]. The only difference is the
fact that the series connections are evaluated using min-function (instead of Boo-
lean AND) and the parallel using max-function (instead of Boolean OR).

Structure functions (8) and (9) can also be viewed as substructure functions of
more complex systems that will be denoted as series-parallel systems (Fig. 2). One
of the important properties of such systems is that they can be decomposed into
modules, the modules into sub-modules, etc. until we obtain modules that have only
series or parallel topology or that contain just one component. For example, in case
of the system in Fig. 2, we can perform the following decomposition:

Fig. 1 Reliability block diagrams expressing topology of series and parallel MSSs

Fig. 2 Example of a
series-parallel MSS
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N= 1, 2, 3, 4, 5f g andϕ x1, x2, x3, x4, x5ð Þ=ψðϕN1 ,ϕN2Þ=maxðϕN1 ,ϕN2Þ, where:

N1 = 1, 2f g andϕN1 x1, x2ð Þ=max x1, x2ð Þ
N2 = 3, 4, 5f g andϕN2 x3, x4, x5ð Þ=ψN2ðϕN2, 1 ,ϕN2, 2Þ=minðϕN2, 1 ,ϕN2, 2Þ, where:

N2, 1 = 3f g andϕN2, 1 x3ð Þ= x3

N2, 2 = 4, 5f g andϕN2, 2 x4, x5ð Þ=max x4, x5ð Þ

3 Topological Analysis of Multi-state Systems

Knowledge of the structure function without information about the state proba-
bilities of the system components implies that we are not able to compute global
characteristics, such as the system state probabilities or system availability. How-
ever, it would be nice to have some analogous measures to these characteristics that
could be used to compare systems with different topologies and identify more
reliable topologies. For this purpose, the relative frequencies of the system states:

Fr = j =TD ϕðxÞ↔ jð Þ, for j∈ 0, 1, . . . ,m− 1f g, ð10Þ

and the relative frequency of states greater than or equal to j:

Fr ≥ j =TD ϕðxÞ≥ jð Þ= ∑
m− 1

h= j
Fr = h, for j∈ 1, 2, . . . ,m− 1f g, ð11Þ

could be used. Please note that symbols ↔ and ≥ denote logical biconditionals
that are defined as follows:

ϕðxÞ↔ jf g=
1 if ϕðxÞ= j

0 otherwise

(
,

ϕðxÞ≥ jf g= ∨ m− 1
h= j ϕðxÞ↔ hf g=

1 if ϕðxÞ≥ j

0 otherwise

(
,

ð12Þ

and TD(.) is the truth of the argument interpreted as a function with Boolean-valued
output, i.e. the relative frequency of situations in which the function takes true
value. It can be shown easily that measures (10) and (11) agree with the system
state probabilities and the system availability respectively if the state probabilities
of the system components have the following values:
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pi, s =1 ̸m, for i=1, 2, . . . , n, s=0, 1, . . . ,m− 1. ð13Þ

For illustration of the proposed measures, let us consider two MSSs. The first one
is a series system with structure function ϕmin(x) = min(x1, x2) and the second is a
parallel with structure function ϕmax(x) = max(x1, x2) where x1, x2 ∈ {0, 1, 2}.
The structure functions of these systems can be expressed in form of Table 1. Using
this table, the relative frequency of system state 1 can be computed as follows:

Fr =1
min = TD ϕminðxÞ↔ 1ð Þ= 3

9
≈ 0.3333,

Fr =1
max = TD ϕmaxðxÞ↔ 1ð Þ= 3

9
≈ 0.3333.

ð14Þ

In the similar way, we can compute the relative frequencies of system states 0
and 2. These data are in the central part of Table 2. Based on them, we can assume
that the parallel system is more reliable from topological point of view because
every of its states greater than state 0 (i.e. the working states) is at least such
frequent as the same state in the series system with structure function ϕmin(x). This
is more obvious using measure (11), which focuses on the occurrence of all states
greater than or equal to a specific system state (the right part of Table 2). Clearly, it
has no sense to compute this measure for state 0 of the system because, regardless
of system topology, this measure is always equal to number 1 and, therefore, it is
not useful in comparing topological reliability of different systems.

Table 1 Structure functions
of series and parallel MSS
composed of 2 3-state
components

Components
states

ϕmin xð Þ ϕmax xð Þ

x1 x2
0 0 0 0
0 1 0 1
0 2 0 2
1 0 0 1
1 1 1 1
1 2 1 2
2 0 0 2
2 1 1 2
2 2 2 2

Table 2 The relative
frequencies for the states of
the MSSs defined in Table 1

System state (j) Fr = j
min

Fr = j
max Fr ≥ j

min
Fr ≥ j

max

0 5/9 1/9 1 1
1 3/9 3/9 4/9 8/9
2 1/9 5/9 1/9 5/9
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3.1 Structural Importance Measures

The measures introduced above allow us to identify system states with the greatest
occurrence (Fr = j) or systems whose topology is more reliable for satisfying
demand that requires system to operate at least in state j (Fr ≥ j). However, they do
not allow investigating importance of the system components. For this task other
indices have to be used. These indices are known as importance measures.

One of the most fundamental importance measures is Structural Importance (SI),
which focuses on system topology. In [8, 10, 13], several versions of SI have been
proposed. The common characteristic of all those versions is that they investigate
importance of a specific component (or its state) by counting situations when the
component (or its state) is critical for system operation, i.e. situations in which
component degradation (improvement) results in system degradation (improve-
ment). In [9], some other SI measures have been introduced and have been com-
bined with those defined in [8, 10, 13] into one complex framework that allows
investigating:

• topological importance of state s of component i for system state

j SIj↓i, s for s, j∈ 1, 2, . . . ,m− 1f g
� �

,

• topological importance of state s of component i for the entire system
SI↓i, s for s∈ 1, 2, . . . ,m− 1f g� �

,
• the total topological importance of component i for system state

j SIj↓i for j∈ 1, 2, . . . ,m− 1f g
� �

,

• the total topological importance of component i SI↓i
� �

.

(Please note that symbol ↓ used in the notation of the SI measures indicates that
they analyze consequences of component degradation.) It has been shown in [9]
that the most important version of SI is SIj↓i, s because all other measures can be
computed from it using the following formulae:

SI↓i, s = ∑
m− 1

j=1
SIj↓i, s, SIj↓i =

1
m− 1

∑
m− 1

s=1
SIj↓i, s, SI↓i =

1
m− 1

∑
m− 1

s=1
SI↓i, s. ð15Þ

The SIj↓i, s has been defined in [9] as a relative frequency of situations in which a
minor degradation (degradation by one state) of state s of component i results in
degradation of state j of the system. These situations can be identified using a
special tool of MVL, which is known as logical differential calculus.
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3.2 Logical Differential Calculus

Logical differential calculus allows analyzing dynamic properties of MVL functions
[14]. The central term of this tool is logic derivative. Several types of logic
derivatives exist but, for the purpose of this paper, Direct Partial Logic Derivatives
(DPLDs) and Integrated DPLDs (IDPLDs) are the most important ones.

A DPLD of function ϕ(x) with respect to variable xi is defined as follows [14]:

∂ϕðj→ hÞ
∂xiðs→ rÞ =

1 if ϕðsi, xÞ= j andϕðri, xÞ= h
0 otherwise

�
,

for s, r, j, h∈ 0, 1, . . . ,m− 1f g, s≠ r, j≠ h ,
ð16Þ

where ai, xð Þ= x1, x2, . . . , xi− 1, a, xi+1, . . . , xnð Þ for a ∈ {s, r} This definition
implies that a DPLD is a function with Boolean-valued output whose nonzero
elements agree with situations in which change of variable xi from value s to r re-
sults in change in value of function ϕ(x) from j to h. In reliability analysis, the
nonzero elements of the DPLD agree with state vectors (.i, x) = (x1, x2,…, xi−1,
xi+1,…, xn) at which degradation/improvement of component i from state s to
r results in degradation/improvement of the system from state j to h. Since the
structure function of a coherent system is monotonic, only DPLDs in which
s > r and j > h or s < r and j < h are relevant in reliability analysis of such
systems [8].

DPLD ∂ϕðj→ hÞ ̸∂xiðs→ s− 1Þ allows finding situations in which a minor
degradation of state s of component i results in degradation of system from state j to
h. If we want to identify all situations in which the considered degradation of the i-
th system component results in degradation of system state j, then j such derivatives
have to be computed (for h = 0,1,…, j − 1). Since this can be quite
time-consuming, other types of logic derivatives have been introduced in [9]. These
derivatives combine several DPLDs together and, therefore, they were named as
IDPLDs. Depending on which DPLDs are combined, three types of IDPLDs can be
recognized. In this paper, the most useful are IDPLDs of type I.

An IDPLD of type I of function ϕ(x) with respect to variable xi can be defined in
the following manner [9]:

∂ϕðj↓Þ
∂xiðs→ rÞ = ∨

j− 1

h=0

∂ϕðj→ hÞ
∂xiðs→ rÞ =

1 if ϕðsi, xÞ= j andϕðri, xÞ< j
0 otherwise

�
,

for s, r∈ 0, 1, . . . ,m− 1f g, s≠ r, j∈ 1, 2, . . . ,m− 1f g.
ð17Þ

This derivative permits detecting situations in which degradation of system
component i from state s to r results in degradation of system state j. Since detection
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of these situations plays a key role in computation of SIj↓i, s, IDPLDs of type I can be
used in the following way to calculate this measure [9]:

SIj↓i, s =TD
∂ϕðj↓Þ

∂xiðs→ s− 1Þ
� �

. ð18Þ

Specially, if a minor degradation of component i can result only in a minor
degradation of the system, then the previous formula will have the following form:

SIj↓i, s =TD
∂ϕðj→ j− 1Þ
∂xiðs→ s− 1Þ

� �
. ð19Þ

The key question is how to compute IDPLDs ∂ϕ j↓ð Þ ̸∂xi s→ s− 1ð Þ or DPLDs
∂ϕ j→ j− 1ð Þ ̸∂xi s→ s− 1ð Þ and their truth densities efficiently.

3.2.1 Chain Rule

Let us consider a MSS in which module (B, ϕB) can be identified. This implies that
the system structure function can be expressed in the following way:

ϕðxÞ=ψ ϕB xB
� �

, xB
c� �
, ð20Þ

where ψ ϕB, xB
c� �

denotes function that combines substructure function ϕB xBð Þ
with the components not contained in module (B, ϕB) into the system structure
function.

Next, let us compute DPLD ∂ϕðj→ hÞ ̸∂xiðs→ rÞ assuming that the i-th system
component is in module (B, ϕB). According to (20), we can write:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ϕðsi, xÞ↔ jf g ϕðri, xÞ↔ hf g

= ψ ϕB si, xð ÞB
� �

, xB
c

� �
↔ j

n o
ψ ϕB ri, xð ÞB

� �
, xB

c
� �

↔ h
n o

.
ð21Þ

Since this is a function with Boolean-valued output, the Shannon expansion [15]
can be applied to it. This can be done in the following way:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ∨

m− 1

v=0
ϕB si, xð ÞB

� �
↔ v

n o
ψ v, xB

c� �
↔ j

	 
� �

∧ ∨
m− 1

w=0
ϕB ri, xð ÞB

� �
↔w

n o
ψ w, xB

c� �
↔ h

	 
� �
.

ð22Þ
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This formula can be rearranged in the following way:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ∨

m− 1

v=0
∨

m− 1

w=0

ϕB si, xð ÞB
� �

↔ v
n o

ψ v, xB
c� �
↔ j

	 

∧ ϕB ri, xð ÞB

� �
↔w

n o
ψ w, xB

c� �
↔ h

	 

0
B@

1
CA. ð23Þ

Since j ≠ h, at least one of the expressions ψ v, xB
c� �
↔ j and ψ w, xB

c� �
↔ h has

to be false whenever v equals w. So, we can write:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ∨

m− 1

v=0
∨

m− 1

w=0
w≠ v

ψ v, xB
c� �
↔ j

	 

ψ w, xB

c� �
↔ h

	 

∧ ϕB si, xð ÞB

� �
↔ v

n o
ϕB ri, xð ÞB

� �
↔w

n o
0
@

1
A. ð24Þ

One can easily recognize that the following relations are valid:

ψ v, xB
c� �
↔ j

	 

ψ w, xB

c� �
↔ h

	 

=

∂ψðj→ hÞ
∂ϕBðv→wÞ ,

ϕB si, xð ÞB
� �

↔ v
n o

ϕB ri, xð ÞB
� �

↔w
n o

=
∂ϕBðv→wÞ
∂xiðs→ rÞ ,

ð25Þ

where v ≠ w and, therefore, the next formula holds:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ∨

m− 1

v=0
∨

m− 1

w=0
w≠ v

∂ψðj→ hÞ
∂ϕBðv→wÞ

∂ϕBðv→wÞ
∂xiðs→ rÞ ,

whereϕðxÞ=ψ ϕB xBð Þ, xBc� �
and i∈B.

ð26Þ

Using the same procedure, the following formula can be derived for a system
that can be decomposed into k disjoint modules:

∂ϕðj→ hÞ
∂xiðs→ rÞ = ∨

m− 1

v=0
∨

m− 1

w=0
w≠ v

∂ψðj→ hÞ
∂ϕNl ðv→wÞ

∂ϕNl ðv→wÞ
∂xiðs→ rÞ ,

whereϕðxÞ=ψ ϕN1 xN1ð Þ,ϕN2 xN2ð Þ, . . . ,ϕNk xNkð Þ� �
and l∈ f1, 2, . . . , kg such that i∈Nl.

ð27Þ
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It can be noticed this expression is equivalent to the chain rule, which is well
known in the classical calculus. Based on (24), it is possible to show this formula
allows computing the truth density of a DPLD in the following way:

TD
∂ϕðj→ hÞ
∂xiðs→ rÞ

� �
= ∑

m− 1

v=0
∑
m− 1

w=0
w≠ v

TD
∂ψðj→ hÞ

∂ϕNlðv→wÞ

� �
TD

∂ϕNlðv→wÞ
∂xiðs→ rÞ

� �
. ð28Þ

4 Hand Calculation Example

For illustration of the formulae developed above, let us consider the series-parallel
system from Fig. 2. Using the decomposition presented at the end of Sect. 2.2, its
structure function can be expressed in the form of Table 3.

This table consists of 4 sub-tables that describe behavior of the modules iden-
tified in the system. For example, the first sub-table implies the system is in state 0
if modules (N1,ϕN1 ) and (N2,ϕN2 ) are in state 0. Situations when these modules are
in state 0 can be identified in the second and third sub-tables, etc.

Table 3 can be used to compute global topological characteristics, such as Fr =j

and Fr ≥ j, in a fast recursive way. For example, Fr =0 can be calculated as follows:

Fr =0 =TD ϕðxÞ↔ 0ð Þ=TD ψðϕN1 ,ϕN2Þ↔ 0
� �

=TD ϕN1ðx1, x2Þ↔ 0
	 


ϕN2ðx3, x4, x5Þ↔ 0
	 
� �

=TD ϕN1ðx1, x2Þ↔ 0
� �

TD ϕN2ðx3, x4, x5Þ↔ 0
� �

.

ð29Þ

Now, the truth density of function ϕN1 x1, x2ð Þ↔ 0 can be computed directly from
the second sub-table as 1/9 and the truth density of function ϕN2 x3, x4, x5ð Þ↔ 0 can
be calculated using the third sub-table in the following way:

TD ϕN2ðx3, x4, x5Þ↔ 0
� �

=TD ψN2ðϕN2, 1 ,ϕN2, 2Þ↔ 0
� �

=TD ψN2ðx3,ϕN2, 2Þ↔ 0
� �

=TD x3 ↔ 0ð Þ+TD x3 ↔ 1ð ÞTD ϕN2, 2ðx4, x5Þ↔ 0
� �

+TD x3 ↔ 2ð ÞTD ϕN2, 2ðx4, x5Þ↔ 0
� �

=
1
3
+

1
3
TD ϕN2, 2ðx4, x5Þ↔ 0

� �
+

1
3
TD ϕN2, 2ðx4, x5Þ↔ 0

� �
.

ð30Þ
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Finally, the truth density of function ϕN2, 2 x4, x5ð Þ↔ 0 can be computed directly
from the fourth sub-table as 1/9. Because of that, we can write:

TD ϕN2ðx3, x4, x5Þ↔ 0
� �

=
1
3
+

1
3
1
9
+

1
3
1
9
=

11
27

ð31Þ

and, based on (29), the relative frequency of system state 0 can be computed in the
following manner:

Fr =0 =
1
9
11
27

=
11
243

. ð32Þ

In the similar way, we can compute the relative frequencies of the other system
states (Table 4) and, based on them, topological characteristic Fr ≥ 1 and Fr ≥ 2 can
be calculated simply using (11). As we can see from Table 4, the relative fre-
quencies of system states 1 and 2 are much greater than the relative frequency of
state 0, what implies that the system is very reliable from topological point of view.

The previous example illustrates a recursive method that can be used to inves-
tigate topology of systems decomposable into modules. Based on this method, the
sub-modules composed only of components are evaluated firstly. Then, the mod-
ules composed of the evaluated sub-modules and other components are evaluated.
This process is repeated until the truth densities of the system states are computed.
These truth densities are then used to compute the global topological characteristics,
such as Fr =j and Fr ≥ j.

In the next phase, let us focus on topological importance of system components.
According to Sect. 3.1, this can be done using SI measures. The most fundamental
one is SIj↓i, s, which quantifies topological influence of state s of component i on
system state j. This measure can be computed using DPLDs or IDPLDs. Using
Table 3, it is possible to show that a minor degradation of state s of any component
in the system can result only in a minor degradation of system state s and, therefore,
the SI measure can be computed using the next formula:

SIj↓i, s =TD
∂ϕðj→ j− 1Þ
∂xiðs→ s− 1Þ

� �
= TD ∂ϕðs→ s− 1Þ

∂xiðs→ s− 1Þ
� �

if s= j
0 if s≠ j

(
. ð33Þ

Since the system can be decomposed into the modules, the truth density of
DPLD ∂ϕ s→ s− 1ð Þ ̸∂xi s→ s− 1ð Þ can be computed using (28).

Table 4 Truth densities of states of the system in Fig. 2 and its modules

j Fr = j =TD ϕ xð Þ↔ jð Þ TD ϕN1 xN1ð Þ↔ j
� �

TD ϕN2 xN2ð Þ↔ j
� �

TD ϕN2, 2 xN2, 2ð Þ↔ j
� �

0 11/243 1/9 11/27 1/9
1 77/243 3/9 11/27 3/9
2 155/243 5/9 5/27 5/9
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For illustration, let us compute SI1↓4, 1. Component 4 is a part of module (N2,ϕN2 )
and, therefore, this measure can be computed as follows:

SI1↓4, 1 = TD
∂ϕð1→ 0Þ
∂x4ð1→ 0Þ

� �
= ∑

2

v=0
∑
2

w=0
w≠ v

TD
∂ψð1→ 0Þ
∂ϕN2ðv→wÞ

� �
TD

∂ϕN2ðv→wÞ
∂x4ð1→ 0Þ

� �
. ð34Þ

With respect to Table 3, change of the system structure function from value 1 to
0 can result only from change of function ϕN2 x3, x4, x5ð Þ from value 1 to 0. This
implies the previous formula can be transformed into the following form:

SI1↓4, 1 = TD
∂ϕð1→ 0Þ
∂x4ð1→ 0Þ

� �
=TD

∂ψð1→ 0Þ
∂ϕN2ð1→ 0Þ

� �
TD

∂ϕN2ð1→ 0Þ
∂x4ð1→ 0Þ

� �
. ð35Þ

DPLD ∂ψð1→ 0Þ ̸∂ϕN2ð1→ 0Þ can be calculated simply based on the first
sub-table in Table 3 as ϕN1(x1, x2) ↔ 0, i.e. degradation of module (N2,ϕN2 ) from
state 1 to 0 causes degradation of the system from state 1 to 0 if module (N1,ϕN1 ) is
in state 0. With respect to Table 4, the truth density of this DPLD equals 1/9. The
truth density of DPLD ∂ϕN2ð1→ 0Þ ̸∂x4ð1→ 0Þ can be computed using the chain
rule too:

TD
∂ϕN2ð1→ 0Þ
∂x4ð1→ 0Þ

� �
=TD

∂ψN2ð1→ 0Þ
∂ϕN2, 2ð1→ 0Þ

� �
TD

∂ϕN2, 2ð1→ 0Þ
∂x4ð1→ 0Þ

� �
. ð36Þ

All DPLDs used in computation of SI1↓4, 1 and their truth densities are presented in
Table 5. Based on these data, we can write:

SI1↓4, 1 = TD
∂ψð1→ 0Þ
∂ϕN2ð1→ 0Þ

� �
TD

∂ψN2ð1→ 0Þ
∂ϕN2, 2ð1→ 0Þ

� �
TD

∂ϕN2, 2ð1→ 0Þ
∂x4ð1→ 0Þ

� �
=

2
81

. ð37Þ

Table 5 Computation of
DPLD ∂ϕ 1→ 0ð Þ ̸∂x4 1→ 0ð Þ
for the system in Fig. 2 using
the chain rule

N,ϕð Þ N2,ϕN2
� �

N2, 2,ϕN2, 2
� �

ϕN1 ∂ψð1→ 0Þ
∂φN2 ð1→ 0Þ ϕN2, 1 = x3 ∂ψN2 ð1→ 0Þ

∂φN2, 2 ð1→ 0Þ
x5 ∂φN2, 2 ð1→ 0Þ

∂x4ð1→ 0Þ
0 1 0 0 0 1
1 0 1 1 1 0
2 0 2 1 2 0
TD 1/9 TD 2/3 TD 1/3
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This implies that a minor degradation of state 1 of component 4 results in
degradation of system state 1 in 2 out of 81 possible scenarios in which the
component can degrade in the considered way.

In the similar way, we can compute SI2↓4, 2 measure or SIj↓i, s for the other com-
ponents. Based on them, SI measures (15) can be computed and used to compare
the total topological importance of the system components. These data are pre-
sented in Table 6, and they imply that components 1 and 2 have the greatest
influence on system operation from topological point of view and, therefore, they
should be primarily taken into account in the next phases of reliability analysis.

5 Conclusion

Reliability analysis of MSSs is a complex task. In this paper, we focused on
topological analysis. Such analysis investigates only system structure, i.e. it does
not take the state probabilities of the system components into account. Based on its
results, we can identify the most frequent system states or compare several
topologies and identify those that are most reliable for satisfying demand that
requires the system to operate at least in a specific state.

Another part of topological analysis is investigation of importance of the system
components or their states. Such analysis can be done using SI measures that count
situations in which the component (or its state) is critical for system operation.
These situations can be identified using DPLDs or IDPLDs and quantified as the
truth densities of the computed derivatives [9]. In this paper, we presented the new
method for these computations. The method is based on a modular decomposition
of a MSS [7] and application of divide and conquer paradigm. This paradigm was
applied based on the chain rule (27) derived in this paper.

The approach for topological analysis of MSSs presented in this paper can be
used to investigate the structure of a MSS of any type. The main factor that
determines the computational complexity of this approach is complexity of the
structure function and the possibility to apply a modular decomposition to it.
Typical examples of systems that can be decomposed quite easily are series-parallel
systems in which the series branches are modeled by min-function and the parallel
branches by max-function. For such systems, the method can be used to find
closed-form expressions for computing the topological characteristics considered in
this paper. The similar approach has also been used in [16] where a method for
structure analysis of logic circuits has been developed. The experiments performed
in [16] showed that the method was able to investigate circuits composed of
hundreds of components. This indicates that the approach for topological analysis

Table 6 SI measures
computed using DPLDs for
the system depicted in Fig. 2

Component (i) 1 2 3 4 5

SI↓i 55/162 55/162 28/162 10/162 10/162
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of MSSs developed in this paper could be applied to systems composed of many
components.

The presented approach could also be applied in the analysis of other kinds of
MSSs, i.e. not only series-parallel ones. In this case, it is important to express the
structure function of the investigated system in the form that can be processed on a
computer efficiently. One of the promising approaches is application of
multi-valued decision diagrams [17]. Several algorithms for computation of
DPLDs, which are the key tool of the approach presented in this paper, have been
considered in [18]. Those algorithms could be combined with our approach to
develop an efficient method for topological analysis of complex MSSs. We want to
investigate this idea more deeply in further work.
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Part II
Applications and Case Studies



Short-Term Reliability Analysis of Power
Plants with Several Combined Cycle Units

Anatoly Lisnianski, David Laredo and Hanoch Ben Haim

Abstract This chapter presents a method for a short-term reliability analysis of
power plants consisting of a number combined cycle generating units. A multi-state
Markov model represents each generating unit with several states. Using a
straightforward Markov method for reliability assessment is leading to explosion of
number of states that should be analyzed. The chapter proposes a method for the
estimation of important power system indices such as the availability for specified
demand level, the loss of load probability, the expected energy not supplied to
consumers etc. This method is based on Lz-transform of discrete-state
continuous-time Markov process. The proposed approach is useful for a
short-term reliability analysis of power system and operative decisions making.
A numerical example is presented as an illustration of the proposed approach.

Keywords Combine cycle power generating unit ⋅ Available generating capac-
ity ⋅ Reliability ⋅ Multi-state Markov model ⋅ Lz-transform ⋅ Universal
generating function
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Nomenclature

Ggas Nominal generating capacity of gas turbine generator
Gsteam Nominal generating capacity of steam turbine generator
Gcc Nominal generating capacity of entire combine cycle unit Gcc =

Ggas + Gsteam

Gi(t) Stochastic generating capacity of unit i at time t
gi,k k-th possible generating capacity level of unit i
Psg Probability of starting failure for gas turbine
Pss Probability of starting failure for steam turbine
f System structure function
G(t) Stochastic process of entire power system at time t
w Power demand level for entire system
D Average in service time per occasion of demand
T Average reserve shutdown time between periods of need
MTTF1 Average in-service time between occasions of forced outage that shutting

down at gas turbine (failure of type 1)
MTTF2 Average in-service between occasions of forced outage that shutting

down at steam turbine or steam generator (failure of type 2)
r1 Average repair time for occasions with MTTF1
r2 Average repair time for occasions with MTTF2
EENS Expected energy not supplied to consumers
aij Intensity of transition from state i to state j.
LOLP Loss of load probability

1 Introduction

Combined-cycle thermal power plants are more and more widespread. The relia-
bility and availability of such power plants depend on the perfect operation of all its
subsystems (e.g. Gas Turbine GT, Heat Recovery Steam Generator HRSG, Steam
Turbine ST and cooling system). The HRSG is the link between the gas turbine and
steam turbine process having the function of converting the exhaust gas energy of
the gas turbine into the steam. The basic model for a generating unit in power
systems is a two-state representation where the unit resides (stays) either in oper-
ating state or in forced outage state [1]. In [3] it has been proven that using simple
two-state models for large generating units in generating capacity adequacy
assessment can yield pessimistic appraisals. It means that all types of models (block
diagram, Markov models, simulation) for adequacy assessment that are based on
two-state units’ representation can yield pessimistic appraisals. In order to assess
power system reliability more accurately many utilities now use multi-state models
instead of two-state representations [3, 15].
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A general Multi-state Markov model for coal fired generating unit was suggested
in [11]. Based on this model such important unit’s reliability indices as Forced
Outage Rate (FOR), Equivalent Forced Outage Rate (EFOR) etc. were assessed for
steady-state as well as for short-term unit behavior. In [11] it was shown that
short-term reliability indices for coal fired units as: Loss of Load Probability
(LOLP), Expected Energy Not Supplied (EENS) to consumers, etc., are substan-
tially different from those found for a long-term reliability evaluation.

Combined cycle gas turbine (CCGT) generating unit may be used as a base load
unit as well as a peaking unit. Peaking units normally operate for short periods of
time. A basic four—state model that was suggested in [2] is often used for relia-
bility investigation in this case. In [5] Fazekas and Nagy considered the case where
there are a number of CCGT units in power system and each unit is represented by a
multi-state model. Because of huge dimension of the problem, only steady-state
(long-term) probabilities were of interest in [5]. In [4] reliability indices were
introduced for combined cycle power plant by using graph theoretic approach, but
representation of unit generating capacity as a stochastic process was out of the
paper scope.

A combined cycle unit has three levels of available generating capacity. The first
level, when both gas turbine generator and steam turbine generator are available.
The second level, when only gas turbine generator is available. The third level,
when both gas turbine and steam turbine are not available. Unit generating capacity
at this level is zero. In order to present for CCGT unit its available generating
capacity as a stochastic process four-state model that has been considered in [2],
was extended in [12]. As a result, an 8-states Markov model was suggested in this
paper for a two-shaft CCGT power plant, which is a suitable representation for both
base load unit and intermittent operating unit. It was shown that based on this model
important unit’s reliability indices as; Forced Outage Rate (FOR), Equivalent
Forced Outage Rate (EFOR), Loss of Load Probability (LOLP) etc. can be calcu-
lated both for a short and long time period.

Usually, there is a number of CCGT units that are functioning in connected
power system. In order to calculate the reliability indices for a number of CCGTs
(where each CCGT is represented by an 8-state Markov model) by using straight
forward Markov method one should build a Markov model with m states, where
m = 8n, n-number of CCGT units. Even for small n, for example, if n = 4 then
m = 4096 states in Markov model for entire system that should be analyzed. Then a
system of 4096 differential equations should be solved in order to find the reliability
indices. This explosion of states (so-called “dimension curse”) is the main obstacle
in reliability assessment for such power plants. In order to avoid this obstacle
an approach is suggested that is based on a modern mathematical technique—
Lz-transform. Lz-transform was primarily introduced in [9]. The approach will be
applied to calculation of short time reliability indices for an entire power system
composed by several and various CCGT units. Instead of building and solving
general Markov model for entire power system with enormous number of states, by
using this approach one should build and solve relatively small Markov model with
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8 states for each CCGT unit. Then by using Lz-transform all reliability indices for
the entire power system can be found by simple algebra.

A numerical example illustrates the application of the approach to short term
reliability analysis of a power system and corresponding benefits.

2 Lz-Transform Method and Its Application to Reliability
Analysis of Power Plant Consisting of Number CCGT
Generating Units

The Lz-transform method was primarily introduced in [9] where its detailed
description and corresponding mathematical proof are presented. Recently there are
some successive applications of Lz-transform method for determining age
replacement policy in multi-state systems [16] and reliability analysis for different
specific multi-state systems such as refrigerating system [7] and air conditioning
system [6]. In [10] the method was applied to a short-term reliability analysis of a
power system consisting of number coal fired generating units and in [8] Lz-
transform was used for reliability evaluation of smart grid. CCGT units are different
from coal fired generating units, so the method suggested in [10] should be sub-
stantially corrected in order to be applied to reliability analysis of power system
consisting of CCGT units.

Here we present the method application to short-term reliability assessment for
power system, based on several combine cycle generating units.

In order to apply the method, each CCGT should be presented by corresponding
discrete-state continuous-time (DSCT) Markov process, which describes available
generating capacity of the CCGT unit.

2.1 A Multi-state Markov Model for a Combined Cycle
Generating Unit and Lz-Transform for Its Output
Generating Capacity Process

A Markov model is usually represented by a set of states in which the generating
unit can reside and transitions that reflect the capability of unit to transit from one
state to another in accordance with certain actions. Such state-transition diagram
mimics the operating behavior of a generating unit. According to the multi-state
system approach, the set of unit states should be arranged in according to the unit
generating capacity. For two-shaft combined cycle unit there are three possible
capacity levels. At first level, when the two turbines and generators are working, the
unit capacity is the sum of nominal generating capacity of gas-turbine generator and
steam turbine generator. At second level, the steam turbine is not working; there-
fore, the unit generating capacity is characterized only by the generating capacity of
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the gas turbine generator. When the gas turbine generator and the steam turbine
generator are failed then the unit generating capacity is equal to zero. As it was said
above we shall use the general 8-states Markov model that was introduced in
[12] for two shaft combined cycle units. The corresponding state space diagram
together with all possible transitions between states and transition intensities is
presented in Fig. 1.

The model was built under the following assumptions:

• If the unit is in a reserve state (non-operating) then no failures may occur.
• The parameters Time to Failure (TTF), Time to Repair (TTR), Reserve Shut-

down Time (RST) between periods of need, and average in service time per
occasion of demand are exponentially distributed random variables.

• For a short-term reliability analysis only statistical data for unit’s forced outages
should be considered, when mean time to failures and repairs are determined.

State 1 is reserve shutdown state where the combined cycle unit doesn’t operate,
because it is not needed. All components of the unit are available in this state, so
available generating capacity will be G1 = Gcc. If a power demand occurs, then the
unit transits from state 1 to state 3, if no starting failures occur nor in the GT or ST.
State 3 is in-service state, where all the unit’s components are available, therefore the
available generating capacity in this state will be G3 = Gcc too. The intensity rate of
transition from state 1 to state 3 will be as following a13 = (1 − Pss)(1 − Psg)/T.

If the unit is in state 3, it can transit back to state 1 with transition rate a31 = 1/D,
when the unit being shut down ending its service time. If in the state 3 a forced
outage occurred (failure) that shut down the gas turbine (GT), then the unit will
transit to state 4 with transition rate a34 = 1/MTTF1. In state 4 the unit’s generating

Fig. 1 Multi-state Markov model for a two-shaft CCGT unit
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capacity is zero G4 = 0. If in the state 3 a forced outage occurred (failure) that shut
down the steam turbine (ST) or its steam generator (HRSG), then the unit will
transit to state 5 with transition rate a35 = 1/MTTF2. In state 5 the gas turbine
(GT) is working, so the generating capacity in this state is G5 = Ggas.

From state 4 there are 2 possible transitions. The first one is the transition from
state 4 back to state 3 with transition rate a35 = 1/r1, when the unit has been
repaired. The second one is the transition to state 2 with transition rate a42 = 1/D,
when the unit shut down after a period of need before the repair will be completed.
In state 2 available generating capacity of the unit is zero G2 = 0. If the unit is
repaired in state 2, it will transit to state 1.

From state 5 there are 3 possible transitions. With transition rate a53 = 1/r2 the
unit will be repaired and come back to state 3. With transition rate a57 = 1/MTTR1

the unit will transit to state 7 after a gas turbine failure. With transition rate a56 = 1/
D the unit will transit to state 6, when the unit shut down after a period of need. In
state 6 generator of gas turbine is working so the available generating capacity in
this state is G6 = Ggas.

From state 7 there are three possible transitions. With transition rate a75 = 1/r1
the unit will be repaired after a failure of type 1 and come back to state 5. With
transition rate a74 = 1/r2 the unit will be repaired after a failure of type 2 and comes
to state 4. With transition rate a78 = 1/D the unit will transit to state 8, when an
operating period is finished. Available generating capacity in state 8 is zero,
G8 = 0, but there is no demand for the unit using in this state.

From state 8 there are three possible transitions. With transition rate a87 = 1/
T the unit will come back to state 8, when reserve shutdown period ended and the
unit is needed again. With transition rate a82 = 1/r2 the unit will be repaired after a
failure of type 2 and comes to state 2. Available generating capacity in state 2 is
zero, G2 = 0, but there is no demand for the unit in this state. With transition rate
a86 = 1/r1 the unit will be repaired after a failure of type 1 and comes to state 6.
Available generating capacity in state 6, G6 = Ggas, because gas turbine and its
generator are available in this state.

From state 2 there are two possible transitions. With transition rate a24 = 1/T
the unit will transit to state 4, when reserve shutdown period ended and the unit is
needed again. With transition rate a21 = 1/r1 the unit will be repaired after a failure
of type 1 and transit to state 1.

From state 6 there is only one possible transition. With transition rate a61 = 1/r2
the unit will be repaired after a failure of type 2 and transit to state 1.

Therefore, the Multi-state Markov model has 8 states and 3 levels of available
generating capacity: full capacity Gcc = Ggas + Gsteam, intermediate capacity Ggas,
when only the generator of gas turbine is available, and zero capacity.

We designate pi(t), i = 1,…, 8, probability that at time instant t the process will
be in state i, i = 1,…, 8.

Based on the Markov processes theory [14, 17] the following system (1) of
differential equations can be written for state probabilities pi(t), i = 1,…, 8, of the
Discrete-state Continuous-time (DSCT) Markov process, which state-transition
diagram is depicted in Fig. 1.
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Assume that at instant t = 0 the combine cycle generating unit is in state i,
(i = 1,…, 8). It means that system (1) should be solved under the following initial
conditions

p0 = p 0ð Þ= p1 0ð Þ=0, . . . , pi 0ð Þ=1, . . . , p8 0ð Þ=0f g.

After the system solving one will know all states probabilities pi(t), i = 1,…, 8,
as functions of time.

dp1ðtÞ
dt

= a11p1ðtÞ+ a21p2ðtÞ+ a31p3ðtÞ+ a41p4ðtÞ+ a51p5ðtÞ+ a61p6ðtÞ+ a71p7ðtÞ+ a81p8ðtÞ
dp2ðtÞ
dt

= a12p1ðtÞ+ a22p2ðtÞ+ a32p3ðtÞ+ a42p4ðtÞ+ a52p5ðtÞ+ a62p6ðtÞ+ a72p7ðtÞ+ a82p8ðtÞ
dp3ðtÞ
dt

= a13p1ðtÞ+ a23p2ðtÞ+ a33p3ðtÞ+ a43p4ðtÞ+ a53p5ðtÞ+ a63p6ðtÞ+ a73p7ðtÞ+ a83p8ðtÞ
dp4ðtÞ
dt

= a14p1ðtÞ+ a24p2ðtÞ+ a34p3ðtÞ+ a44p4ðtÞ+ a54p5ðtÞ+ a64p6ðtÞ+ a74p7ðtÞ+ a84p8ðtÞ
dp5ðtÞ
dt

= a15p1ðtÞ+ a25p2ðtÞ+ a35p3ðtÞ+ a45p4ðtÞ+ a55p5ðtÞ+ a65p6ðtÞ+ a75p7ðtÞ+ a85p8ðtÞ
dp6ðtÞ
dt

= a16p1ðtÞ+ a26p2ðtÞ+ a36p3ðtÞ+ a46p4ðtÞ+ a56p5ðtÞ+ a66p6ðtÞ+ a76p7ðtÞ+ a86p8ðtÞ
dp7ðtÞ
dt

= a17p1ðtÞ+ a27p2ðtÞ+ a37p3ðtÞ+ a47p4ðtÞ+ a57p5ðtÞ+ a67p6ðtÞ+ a77p7ðtÞ+ a87p8ðtÞ
dp8ðtÞ
dt

= a18p1ðtÞ+ a28p2ðtÞ+ a38p3ðtÞ+ a48p4ðtÞ+ a58p5ðtÞ+ a68p6ðtÞ+ a78p7ðtÞ+ a88p8ðtÞ
ð1Þ

When the unit is in states 1 or 3 its available capacity will be equal to Gcc. When
the unit will be in state 5 or 6 its available capacity will equal Ggas, and when the
unit is states 2, 4, 7, or 8 its available capacity will be zero. Therefore, output
stochastic generating capacity process G(t) has 3 possible capacity levels: Gcc, Ggas,
0. In according to [9] Lz-transform of a DSCT Markov process G(t) = {g1,…,gK} is
a function defined as follows

Lz GðtÞf g= ∑
K

k=1
pkðtÞzgk , ð2Þ

where pk(t), is a probability that the process is in state k with performance gk at time
instant t≥ 0 for a given initial states probability distribution p0, K is the total
number of states and z in general case is a complex variable.

For CCGT unit these probabilities are finding by solving system (1) of differ-
ential equations under specified initial conditions.

Any combine cycle generating unit in entire power system can have 3 states
corresponding to different generating capacity levels, represented by the set

g= g1, g2, g3f g= Gcc,Ggas, 0
n o

.
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Therefore, the corresponding Lz-transform of the DSCT Markov process G(t),
which represent available generating capacity for CCGT unit can be written as the
following

Lz G tð Þf g= p1 tð Þ+ p3 tð Þ½ �ZGcc + p5 tð Þ+ p6 tð Þ½ �zGgas

+ p2 tð Þ+ p4 tð Þ+ p7 tð Þ+ p8 tð Þ½ �z0 ð3Þ

Note, that in our case, where combine cycle unit is considered, there are only
three terms in polynomial form (3) (K = 3 in expression (2)), which define three
different possible generating capacity levels of combine cycle unit: 0, Ggas, Gcc.

So, at this stage a Markov model for generating capacity stochastic process
should be built for each CCGT generating unit in power system. Based on this
model state probabilities for each generating unit are obtained as a solution of the
corresponding system of differential equations (1) under given initial conditions for
each unit.

Then individual Lz-transform (3) for each generating unit j can be obtained.

2.2 Reliability Analysis for Power System Consisting
of Number Combine Cycle Generating Units

We consider the power system, which consists of n independent CCGT units, that is
depicted in Fig. 2.

In this case the stochastic process G(t) that represents available generating
capacity of the entire power system is the sum of generating capacity processes
Gi(t), i = 1, … n of all n units in the system. Therefore, we have

G tð Þ= f G1 tð Þ,G2 tð Þ, . . . ,Gn tð Þf g= ∑
n

i=1
GiðtÞ. ð4Þ

Fig. 2 Power system
consisting of n CCGT units
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In [9] it was shown that in order to find the Lz-transform of the resulting DSCT
Markov process G(t), which is the single-valued function G(t) = f{G1(t), G2(t),…,
Gn(t)} of n independent DSCT Markov processes Gj(t), j = 1,…, n, one can apply
Ushakov’s Universal Generating Operator (UGO) to all individual Lz-transforms
LzfGiðtÞg over all time points t≥ 0

LzfGðtÞg=Ωf fLz½G1ðtÞ�, . . . ,Lz½GnðtÞ�g. ð5Þ

So, by using Ushakov’s operator Ωf over all Lz-transforms of individual gen-
erating units one can obtain the resulting Lz-transform (5) associated with output
generating capacity stochastic process G(t) of the entire power system.

The technique of Ushakov’s operator applying is well established for many
different structure functions f [13]. In our case, when f is the sum, the resulting Lz-
transform of output generating capacity process G(t) can be obtained by multiplying
individual Lz-transforms of generating capacity processes of all generating units [13]

Lz½GðtÞ�= Lz½G1ðtÞ� ⋅ . . . ⋅ Lz½GnðtÞ�= ∑
K

i=1
piðtÞzgi ð6Þ

Generally each Lz-transform in polynomial form Lz[Gi(t)], i = 1, …n, has three
terms (see expression (3)). So, after multiplying the resulting polynomial form in
expression (6) will have 3n terms. But after combining similar terms (summarizing
terms with same powers of z) the number K of terms in the resulting polynomial is
usually less than 3n.

Important reliability measures for the entire power system can be easily derived
from the resulting Lz-transform (6). We assume that the demand level w is defined
as a global level of load that should be met by the entire system (set of all combine
cycle units).

The power system availability Aw(t) regarding to demand level w at instant t≥ 0
may be obtained by

AwðtÞ= ∑
gi ≥w

piðtÞ. ð7Þ

In other words, in order to find MSS’s instantaneous availability one should
summarize all probabilities in Lz-transform from terms where powers of z are
greater or equal to demand w.

An important reliability index that is used for power system is loss of load
probability (LOLP)

LOLPðtÞ= ∑
gi =0

piðtÞ, ð8Þ

which is the sum of probabilities of all states where power system generating
capacity is zero.
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The system’s Expected Generating Capacity Deficiency (ECD) is expressed by
the following function:

ECDwðtÞ= ∑
K

k =1
pkðtÞðw− ykÞ1ðw− ykÞ, ð9Þ

where

1 w− ykð Þ=1, if w− yk >0,

1 w− ykð Þ=0, if w− yk ≤ 0.

It means that only such states of the entire system where the system generating
capacity is lower than demand level (yk < w) should be taken into account, when
ECD is calculated.

Based on the calculated functions ECDw(t), the Expected Energy Not Supplied
(EENSw) to consumers during time t can be computed:

EENSwðtÞ=
Z t

0

ECDðuÞdu. ð10Þ

All reliability measures strongly depend on the initial conditions, under which
the system of differential equations for each generating unit should be solved. In
other words, short-term reliability measures for power system depend on initial
states of all its units as well as on required demand level w.

3 Numerical Example

We consider a power system consisting of 3 independent combine cycle generating
units. Each generating unit i, i = 1, 2, 3 is described by discrete-state
continuous-time Markov process Gi(t). The number of states is 8 and gij is a
generating capacity of unit i in state j, j = 1, 2,…, 8.

Available generating capacity in states 1 and 3 of each CCGT unit is Gcc =
370 MW. So, we can write

gij =370MW, for i=1, 2, 3 and j=1, 3. ð11Þ

Available generating capacity in states 5 and 6 for each CCGT unit is
Ggas = 235 MW.

So, we have

gij =235MW, for i=1, 2, 3 and j=5, 6. ð12Þ
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Available generating capacity in states 2, 4, 7 and 8 for each CCGT unit is
ZERO.

So, we have

gij =0MW, for i=1, 2, 3 and j=2, 4, 7, 8. ð13Þ

Units’ parameters are presented in Table 1.
The problem is to calculate reliability indices Aw(t), LOLP(t), ECDw(t) for the

entire power system.

Based on data from Table 1, all transition intensities aðjÞcd from any state c to any
state d≠ c of unit j, j = 1, 2, 3 may be calculated in according to Sect. 2.1 of
the chapter.

Then system (1) should be written and solved for each generating unit. The
solution should be performed under initial conditions that should be specified for
each unit.

Here we shall use the following designations:
Initial conditions [i, j, k] means that at time instant t = 0 the unit 1 is in state i,

unit 2 is in state j and unit 3 is in state k.
We shall measure generating capacity in any state and demand level w in relative

units. Full (total) nominal generating capacity Gcc of one CCGT unit, which
physically is equal to 370 MW, will be equal to 1 in our computation.

After solving all 3 systems of differential equations the Lz-transform for available
generating capacity will be obtained for each unit in according to expression (2).

Then Lz-transform for the entire power system can be obtained by multiplying
all 3 Lz-transforms of each unit by using expression (6).

At last stage all short-term reliability measures for the power system that we are
interested in canbe derived from thisLz-transform in according to expressions (7)–(10).

In Fig. 3 we present the power system availability for demand level w = 2
calculated for different initial conditions. From this figure one can see that
long-term availability of the power system consisting of three CCGT units with
total installed generating capacity 3Gcc = 3 for demand level w = 2 is sufficiently
high—Aw=2ð∞Þ=0.993.

However, if, for example, two units are in perfect state 3 at instant t = 0 and one
of the units (unit 3 in our example) will be at t = 0 in state 4 with zero available
capacity (because of gas turbine failure), then short-term availability will drop
under level 0.986 during the first 20 h. If at t = 0 unit 3 will be in state 7 the

Table 1 CCGT units parameters

j unit
number

1/MTTF
h−1

1/r1
h−1

1/MTTF2
h−1

1/r2
h−1

1/D
h−1

1/T
h−1

1 0.0037 0.042 0.0014 0.042 0.0014 0.125
2 0.0045 0.039 0.0012 0.044 0.0014 0.125
3 0.0035 0.043 0.0015 0.039 0.0014 0.125
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situation will be even worth since the availability will drop down almost to 0.97,
because in state 7 gas turbine and steam turbine have failed.

Therefore, in short-term period there are substantial risks of the power system
unavailability even for demand w = 2, where only 2 out of 3 GGCT units installed
in the power system can satisfied the demand. These risks cannot be estimated from
long-term reliability analysis.

In Fig. 4 the power system availability for demand w = 3 (when all 3 units are
required) is shown.

It can be seen that long-term availability Aw=3ð∞Þ=0.79 which is obviously
much less than long-term availability in previous case. Short-term availability also
strongly depends on initial conditions. If one of the units at instant t = 0 is in failure
state 4 or 7 (available generating capacity in both these states is zero), then the
power system availability at instant t = 0 is zero—Aw=3ð0Þ=0.

Curve Aw=3ðtÞ for initial conditions [3, 3, 7] is under the curve Aw=3ðtÞ for
initial conditions [3, 3, 4] because complete repair CCGT unit from state 7 is more
difficult (requires repair both gas turbine and steam turbine) than from state 4
(where only gas turbine should be repaired).
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availability for demand w = 2
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The curve under initial conditions [1, 3, 3] and curve under initial conditions [3,
3, 3] are almost the same. In Fig. 4 these curves are positioned so close together that
the difference between them cannot be distinguished visually. This illustrates the
fact that for such operating mode (when CCGT unit should start approximately one
time per month), probability of starting failure has no great impact on power system
availability.

In Fig. 5 we provide the power system LOLP for different initial conditions.
As one can see long-term LOLPð∞Þ=0.000013 is much less than short-term

LOLP that may be LOLPðt=12 hÞ=0.000092 for initial conditions [3, 3, 7]. As in
previous cases for availability computation, the worth (maximal) LOLP will be for
initial conditions [3, 3, 7].

In Fig. 6 we present the power system expected capacity deficiency ECD(t) for
different initial conditions of units. The required demand level is w = 3. It can be
seen that long-term expected capacity deficiency is Aw=3ð∞Þ=0.16. The curves
under initial conditions [3, 3, 3] and [1, 3, 3] are so close together that the difference
between them cannot be visible. As it was in the availability computation, it
illustrates the fact that for such operating mode (when CCGT unit should start

Fig. 5 LOLP for power
system

Fig. 6 Expected capacity
deficiency (ECD) for demand
w = 3
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approximately one time per month), probability of starting failure has no a great
impact on the power system ECD.

Expected energy not supplied to consumers can be obtained as a square under
the corresponding curve ECDw=3 (t) according to expression (9). Integral (10) is
considered for t = 80 h, because after this time the process will be in steady-state
and there is no difference between curves.

EENS (t = 80 h) = 9.01 for initial conditions [3, 3, 3]; EENS (t = 80 h) = 9.08
for initial conditions [1, 3, 3]; EENS (t = 80 h) = 12.45 for initial conditions [3, 3, 4];
EENS (t = 80 h) = 14.71 for initial conditions [3, 3, 7].

4 Summary

The Chapter suggests an approach for a short-term reliability analysis of a power
system composed by a number of non-identical combine cycle gas turbine units.
Each unit is represented by a multi-state (8-state) Markov model. The approach is
based on Lz-transform.

Evaluation of important reliability indices as power system availability, loss of
load probability, expected capacity deficiency and expected energy not supplied to
consumers are considered.

The application of the proposed method decreases drastically the computation
burden as compared with the straightforward Markov method.

It is shown that short-term reliability indices are essentially different from
long-term (steady-state) indices. So, operative decisions for power system cannot be
made correctly when based on long-term reliability indices. The short-term relia-
bility computation method suggested in this work may be used as a base for
adequate control operation.

All short-term reliability indices for a power system strongly depend on initial
states of all its units as well as on required demand level w.
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Reliability Analysis of a Modified IEEE
6BUS RBTS Multi-state System

Thomas Markopoulos and Agapios N. Platis

Abstract In this chapter, we attempt to develop a stochastic model based on a
modification of a standard energy system. Aiming to achieve a high level of reli-
ability in the system, it is necessary to implement specific modifications that are
necessary to improve the structure of the system, in order to meet the demanded
requirements. This improvement is actually a restructuring of an IEEE 6
BUS RBTS system by using an alternative combination of its generation units that
presents the lowest possible failure rates using the same kind of generators and
maintaining the level of output specifications according to the minimum reliability
requirements. Using Multi-state systems and Semi-Markov modeling, the final
result is a modified system that presents more flexibility and operates in less
uncertainty environment, leading to a better level of reliability.

Keywords Markov chains ⋅ Semi-Markov chains ⋅ Multi-state system ⋅
Power system

1 Introduction

Reliability is a timeless problem closely related with human activity since the 18th
century and has passed through stages of evolution in the course of time [35]. The
systematic study of reliability has taken place at the end of the 20th century due to
dramatic increase of complexity of electric and electronic systems and the cost
reduction of them. In case of power generating systems, the operational parameters
are the frequency of interruptions and the expected time to repair the failure [11].
The reliability as a concept is incident to two states of a system, “operation” and
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“failure”. This approach works for relative simple systems. However, a question
about its effectiveness arises when we need to apply it in more complex systems,
leading to the development of multi state systems analysis in the middle of 1980’s
[22]. This topic is considered one of the most pioneering in the research of relia-
bility theory [18]. Although the basic operational states of a system are two, normal
operation and failure, each state of operation could consist of more than one
“sub-states” (e.g. 80% or 60%, etc.) [35]. According to the literature, the term “multi
state system” refers to a system that can be operating in a finite number of states [7].
Each complex system, consisting of a number of simple “two-state” sub-systems
that have a cumulative effect on its performance can be considered a multi state
system. The final performance of the whole system depends on the availability of
the sub-systems and it is proportional with those that are operating [16].

In this study, we will consider failure of the system the non-acceptable level of
operation due to specific requirements concerning the output level of the system,
whereas some of the generators work normally and others fail. Since the failures are
occurring events, and are related with independent systems (such as generators), we
assume that they follow the Poisson distribution with parameter λ, whereas the time
needed to repair a failed system follows the exponential distribution with a mean
1 ̸μ. Referring to the IEEE 6 BUS RBTS, these parameters are depicted in Table 4.
There is significant number of studies on multi state systems (MSS), because of
their applicability especially in power generating and communication systems is
broad [17]. Multi State Systems provide the advantage of flexibility and their
representation is more accurate compared to the simple two state systems. On the
other hand, their complexity holds the understanding and their performance eval-
uation back [33], e.g. there are systems that have hundreds or thousands of possible
states. The development and the handling of such models results to depletion of the
conventional Markov methods, emphasizing the need to apply innovative methods
such as the EUGF [18]. The systems that are affected by the ageing of the materials
with their maintenance effectiveness within limits confirm the need to combine the
complexity and the flexible analysis capability [16]. Another advantage of
multi-state systems is that they focus to the acceptable or non-acceptable level of
operation on a specific time, instead of the “time to failure” of the simple systems,
contributing to the analysis of applications closer to the real world [19], providing
more accurate assessments [17] and a significant cut of the time required to develop
an acceptable solution [4]. Concerning the power generating systems, all the above
characteristics refer to the level of power available over a minimum acceptable
level, in accordance with the requirements. An additional factor related to the
reliability of power generating systems is the modeling of shocks that affect a
system during its operation, perceiving these shocks in three major categories, such
as the cumulative [10], the extreme [28] and the mixed [20]. All kinds of shocks
mentioned above refer to a complete failure of the system. Actually, they could be
an early variation of multi state systems, where the shock pushes the system from
one critical state to another one, resulting to a partial failure of the system [7]. Due
to their inherent complexity and the probable interaction among the existing
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subsystems, multi state systems present a dynamic behavior, when a sub system
fails; the result on the whole system is much more severe [35]. Depending on the
research requirements, the number of the states can be increase, leading to extreme
complexity. This happens because it is possible to consider them as multi state
systems and breaking them down in subsystems of lower level, making the need for
further research intensified [18]. The mathematical form of a multi state system
depicts the set of the possible states such as:

Gj = gj1, gj2, . . . , gji, . . . , gjk
� � ð1Þ

Where gji is the performance level of the subsystem j and i∈ 1, 2, . . . , kf g is the
set of the possible states of the subsystems. Since we consider time of operation of
the whole system, its state over time is a random variable included in a stochastic
process [16]. Due to the stochastic nature of the states, there is a mean, a variance and
a distribution of them as a random variable and this is precisely the importance to
calculate the limits of operation of the system, in order to achieve a minimum level of
reliability. One step further, the reliability function of a multi state system is:

Rðt,wÞ=P GðtÞ≥wf g ð2Þ

where G(t) is the state of operation, at time t and w is the minimum required level of
operation. The above equation leads to the separation of all states of the system in
two groups. The first one is the set of acceptable states dðwÞ, dðwÞ+1, . . . ,Mf g
and the second one 0, 1, . . . , dðwÞ− 1f g is the set of non acceptable states [29]. The
reliability function concerning the required level of operation describes the sum of
the probabilities of all those acceptable states that are independent and is expressed
by:

Rðt,wÞ=P ΦðtÞ≥ dðwÞf g= ∑
M

j= dðwÞ
pjðtÞ ð3Þ

or with another expression:

RMSSðt,W*Þ=P WðtÞ≥W*� � ð4Þ

[14] where WðtÞ is the level of output of the system at time t and W* is the
minimum required performance. Assuming that the states of non-acceptable oper-
ation level are equivalent to the state of failure of a simple system, the function of
“state of failure” is:

Fðt,wÞ=1−Rðt,wÞ= ∑
dðwÞ− 1

j=1
pjðtÞ ð5Þ
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The Eq. (5) confirms the argument that there are more states of operation except
for the normal operation and the complete failure [33]. Another parameter on the
performance of the multi state systems is also the time the system spends in a state
of operation. Assuming a transition of the system in M + 1 different states, where
M ∈ 1, 2, 3, . . .f g and M ≥ 1. We denote that state 0 corresponds to complete failure
of the system and state M reflects normal operation. Concerning the lifetime of the
system in each state, we can consider the time the system lies in a state j or higher
level of performance (T ≥ j for j, j+1, . . . ,M) [32]. Since RkðtÞ is the reliability
function of the MSS (with discrete states) it is simply the probability of the system
to operate in a state level higher than w at time t, this function is:

RkðtÞ= ∑
M

ϕ= k
P ΦðtÞ=ϕf g, k∈ 1, 2, 3, . . . ,Mf g ð6Þ

with 0≤ k≤M [19]. Depending on the circumstances and because of their dynamic
behavior, they proceed to states of partial operation until the state of total failure.
Especially when the number of states is high, the transition is not always among
consecutive states, but it is possible to omit intermediary states. The evaluation of a
system is based on the assessment of reliability parameters, such as the rate the
system downgrades. This parameter is related with all subsystems of the system and
can be grouped in a matrix form such as

Λ=

λM,M − 1 λM,M − 2 . . . λM, 0

0 λM − 1,M − 2 . . . λM − 1, 0

. . . . . . . . . . . .
0 0 . . . λ0, 0

2
664

3
775 ð7Þ

With the probability the system to operate normally to be

P ΦðtÞ=M½ �= e½− ðλM,M − 1 + λM,M − 2 + ...+ λM, 0Þt� ð8Þ

the matrix of Eq. (7) can facilitate the understanding of the complexity that the
researcher is possible to face, by understanding the system and the evaluation of its
performance [33]. However, this complexity is useful because in many cases the
two state systems often lead to erroneous and disappointing results [4]. One way to
deal with the problem of the complexity is to break down the system in smaller
subsystems and then to analyze them as multi state systems [15]. After all, multi
state systems are a useful tool and a challenge to researchers, in order to solve
different kinds of problems and research questions. It is important to understand that
multi state systems are an approach in the field of probabilities modeling. Of course,
there are other methodologies such as research on the optimal maintenance policy
[1], or the Universal Generation function [14]. Also, Monte Carlo Simulation is a
useful approach for complex systems, especially when restrictions of time exist

304 T. Markopoulos and A.N. Platis



[23], and the recursive method, when the researcher evaluates the reliability of k out
of n multi state systems [34].

Attempting to analyze and deal with the problems of power systems manage-
ment, researchers are necessary to develop quantitative methods as useful tools in
the decision-making. Depending on the specific needs of the problem, the system
we examine, during its operation passes through certain states that could be values
of random variables and the set of those states is called state space [16]. Using the
continuous time methodology, we can study phenomena occurring in any time. The
lack of memory in Markov chains implies a relationship between them and the
exponential distribution which is the only one presenting this property. This
property in Semi Markov models presents certain limitations concerning the time
distribution that should be exponential, in case of continuous time and geometric, in
case of discrete time. Especially in real world applications, these limitations could
lead to erroneous conclusions [2, 13]. This means that if the system remains for
certain time T in a state i, the probability to remain in this state for additional time is
independent of the time T. This property is useful in the case of Semi Markov
processes, where except for transient probabilities we consider the mean sojourn
time for each state. This characteristic provides significant flexibility and the
complexity of the calculations remains at relative low level. Semi Markov models
are a generalized approach of Markov models providing an additional advantage of
flexibility, concerning the distribution of the sojourn time in each state. Another
characteristic of Semi Markov models is that the property of the lack of memory
applies also in past states and the time the system was in those states as well. The
difference comparing Semi Markov with Markov models is that time is a random
variable and presumably the transition concerns only different states, because the
probability remaining at the same state i is zero, since the system remains in this
state for variable time (sojourn time). A general form of a Semi Markov Model can
be represented mathematically as follows [2, 24]:

PðJn+1 = j, Sn+1 − Sn = kjJ0, . . . , Jn; S0, . . . , SnÞ
=PðJn+1 = j, Sn+1 − Sn = kjJnÞ

ð9Þ

where Jn is the system state at the nth jump time and Sn is nth jump time. The
embedded Markov chain associated to the jumps from one state to another of the
previous Semi-Markov model is defined by its transition matrix, i.e. pij = P(Jn+1-
= j | Jn = i).
Let Hi(t) be the sojourn time distribution in state i. If Hi(t) is assumed to have the

exponential distribution for all i, then the previous Semi-Markov Model is simply
an alternate description of a homogeneous CTMC [30].

In order now, to compute the steady state solution of the Semi-Markov Process,
we first need to compute the steady state probability distribution of the previously
defined embedded Markov chain by solving the following equation: v = v P, with
∑ ivi =1, where vi is the steady state probability for state i and P the transition
probability matrix of the embedded Markov chain. Let additionally, define,

Reliability Analysis of a Modified … 305



the mean sojourn time in state i by: hi =
R∞
0 ½1−HiðtÞ�dt, then the steady state

probability πi for the semi-Markov Process is given by [6]:

πi =
vihi

∑
j
vjhj

ð10Þ

The above formulation gives us a general framework to model repairs with
different distributions, other than the classical exponential, given that the erroneous
use of those distributions will lead to also erroneous conclusions [5]. Semi Markov
models can also be applied with other distributions such as the uniform distribution
[21], or combination of exponential and uniform [30], where the calculations are
getting more complex, or other more “general” and flexible such as Weibul dis-
tribution [9]. When due to specific reasons of the model there is combination of two
or more distributions, the sojourn time in each state is the minimum value in that
state of all those distributions and/or their combinations. Of course, attempting to
develop a Semi Markov model, one should consider the dramatic increase of the
volume (and the complexity) of the calculations in order to balance the require-
ments and the available computing power. The bottom line is that the Semi Markov
methodology is a useful tool especially in the analysis of multi state systems,
leading to valuable inferences concerning the maintenance policy of complex
systems (Fig. 1).
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Fig. 1 IEEE 6 BUS RBTS
system. Source Setreus [26]
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2 System Analysis—Original System

The IEEE 6BUS RBTS is a power generation and transmission system [3]. The
main characteristics of the system are the small size, facilitating the study and the
solution of different problems. Additionally, its detailed description permits the
examination of new methods concerning their adequacy. The main field of the
system in research is the power transmission systems, although, there are recent
studies [26, 27] where it is used as a basic tool for solving problems and developing
methods, concerning the power generation and power transmission as well.

The development of the IEEE 6 BUS RBTS System aims to the study of reli-
ability, regarding the power generation and transmission; therefore, it could be a
sufficient initial point of a research project. As displayed in Table 1, the capacity of
the system is 240 MW, with a peak load of 185 MW and an AC Nominal voltage
of 230 kV. This output is achieved by using eleven generators in two groups, #1
and #2 which consist of four and seven generators respectively. Their output power
is shown in Table 2. Considering the operational conditions of each one of the
generators, the system could be in different states of power output and depending on
the required level of load, the possible states could be “acceptable” or “not
acceptable”. This fact provides an inherent uncertainty which may not have crucial
extent; however, it might cause undesired consequences.

The reliability of the standard system has been studied [31] using a Markov
Chain model. The interesting findings of this approach imply that the probability of
the system to be in an acceptable state is inversely proportional to time. It is obvious
that the probability of the system to be in a “non-acceptable” state is proportional to
time. Consequently, there are inherent vulnerabilities for which there have been
efforts to overcome [12]. Table 3 contains probabilities of each state.

Table 1 Basic parts of IEEE
6 BUS RBTS

Number of buses 6
Number of generators 11
Number of load points 5
Number of transmission lines 9
Number of generation buses 2
Installed generation (MW) 240
System peak load (MW) 185
AC nominal voltage (kV) 230
[27]

Table 2 Output power of the generators

Generator group Generators—output power

#1 G1-G2 = 40 MW, G3 = 20 MW, G4 = 10 MW
#2 G5 = 40 MW, G6-G7-G8-G9 = 20 MW, G10-G11 = 5 MW
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Considering the reliability requirements of a system, which is able to respond at
all times, the results of the study show that a system modification could cope with
certain restrictions. The main purpose of this study is not to develop a new different
system, but to enhance the existing one. Considering the initial layout, the system
presents a relative high level of reliability. According to the literature [31] the
expected probability of the complete operation of the system, is 0.99989. Table 4
shows the failure (repair) rates, and the mean time to failure (repair).

3 Modified System—Application of the Model

Indeed, the level of operability is high, but some questions arise. Is an enhancement
possible? What is the effect of a change to the synthesis of the power generating
system (IEEE 6 BUS RBTS)? Is an assessment concerning the performance of the
system possible? Could Semi Markov modeling contribute to assess this perfor-
mance? Especially, in case of a large project, where the level of operation is crucial,
any kind of improvement is necessary and always welcome. Actually, there is an
inherent need for further research and improvement of the original system.

Table 3 States and operational probabilities of IEEE 6BUS RBTS

GA GB Output (MW) State Probability

1 1 240 P1 0.999897
1 0 110 P2 9.9851e−5
0 1 130 P3 2.9998e−6
0 0 0 P4 2.9956e−10

Table 4 Rates of failure and repair for IEEE 6 BUS RBTS

Group Generator MTTF (hrs) Failure rate (Annual) MTTR (hrs)

#1 G1 1460 6 45
G2 1460 6 45
G3 2190 4 45
G4 1752 5 45

#2 G5 4380 2 45
G6 4380 2 45
G7 2920 3 60
G8 3650 2.4 55
G9 3650 2.4 55
G10 3650 2.4 55
G11 3650 2.4 55
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More specifically, the observation of the relationship between the probability of
functionality and the time of operation manifests the necessity of a further change
for the better [31].

Attempting to improve the system, the authors suggest the layout of the system
in a minimal way, aiming to minimize the probability of a poor state to the power
transfer. The main idea is to apply a different combination of the power generators
that satisfies the following criteria:

• Lower failure rates
• The same level of power per group of generators.

One of the fundamental assumptions of the authors is that not only both groups,
but all generators operate independently in parallel layout. Considering the modi-
fied system, there are certain advantages by using this layout, such as that there is
independence among the generators. Therefore, since a single generator fails, all the
other generators continue to operate normally, until another failure to another
generator takes place and/or a repair follows the existing failure (Fig. 2).

Aiming to improve the reliability characteristics of the power generation units,
the change of the layout would be a sufficient start for the study. As it is shown in
Fig. 2, there are two groups of generators, but with five generators in group 1 (four
generators before the change) and six generators in group 2 (seven generators
before the change). More analytically, and considering Table 4, the characteristics
of both groups are shown in Table 5. Actually, the main idea for this change is to
replace some of the generators with those that present lower failure rate.

Of course, concerning the performance of the generators, a question about the
time to repair could arise. Concerning the Group #1, the replacement of the G1 and
G2, by the G5 and G6 respectively, improves the performance, since there is a
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Fig. 2 Modified IEEE 6
BUS RBTS suggested by
authors
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lowering of failure rate with the same time to repair. The other major change refers
to the replacement of the G3 and G4 with the G10 and G11 respectively. Table 6
presents briefly the states of the system, where “1” is the normal operation of a
generator and “0” is the status of failure. Concerning the reliability of the modified
system, the states could be from full operative (240 MW—100%) to complete
failure (0 MW—0%).

The probability of the system to be in an intermediate state between normal
operation and complete failure proofs that it is a multi state system. After the
formulation of the modified system, it is necessary to assess the new parameters and
its expected behavior. After the modification, there is a lowering of the failure rate
by a percentage of 40%, with an increase to the time to repair by a percentage of
22.2% (see Table 5). Consequently, this change contributes to an improvement of

Table 5 Change of layout of group #1 and #2

Group of generators #1
Original Modified
Generator Failure

rate
Power
(MW)

QTY Generator Failure
rate

Power
(MW)

QTY

G1 6 40 1 G5 2 40 2
G2 6 40 1 G6 2 20 1
G3 4 20 1 G10 2.4 5 1
G4 5 10 1 G11 2.4 5 1
Group of generators #2
Generator Failure

rate
Power
(MW)

QTY Generator Failure
rate

Power
(MW)

QTY

G5 2 40 1 G3 4 20 1
G6 2 20 1 G5 4 40 2
G7 3 20 1 G6 2 20 1
G8 2.4 20 1 G10 2.4 5 2
G9 2.4 20 1
G10 2.4 5 1
G11 2.4 5 1

Table 6 Brief representation of states

State G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11

1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 0
3 1 1 1 1 1 1 1 1 1 0 1
4 1 1 1 1 1 1 1 1 1 0 0
… … … … … … … … … … … …

2047 0 0 0 0 0 0 0 0 0 0 1
2048 0 0 0 0 0 0 0 0 0 0 0
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the system as well. Considering the Group #2, there is a pure improvement of the
system’s performance, because of the similarity of the generators (see Table 5).

The possible states of the system are described in Table 6. There are five gen-
erators for the Group #1 and six generators for the Group #2, eleven totally. Placing
both groups in parallel layout the number of states increases dramatically.

Thus, the actual number is 25 ⋅ 26 = 211 = 2048. The calculation of all states aims
finally to the estimation of the probability of the transition of the system to each
state. These states are finally 49 unique states from 0 to 240 MW with an incre-
mental step of 5 MW, due to the structure of the system (see Table 7).

Thus, the objective of the lowering of the failure rates is achieved, with only a
partial increase of the time to repair. In the same time, the level of power output
remains the same, achieving the same level of service with a better level of the
output requirements with the original system, avoiding any major changes related
with power transferring etc. Additionally, the independence of the generators
mentioned above provides the flexibility that the minimum load capability is
achieved with more combinations and there are forty nine output levels (as men-
tioned previously) compared with the four of the original system. The increase of
the number of states provides more flexibility to the assessments that are necessary
to manage the system and facilitate the decision-making concerning the parameters
of the system. For representation purposes, due to the large size of the matrices, and
in order to facilitate the understanding of the process, the authors selected to use
three generators of the system in order to present the basic idea about the model.
Therefore, in case of presenting systems of equations, there are eight equations
(presenting a system of eight states instead of 2048). In the case of presenting
matrices, there are abbreviated matrices for 2048 states. There is also another aspect
concerning the issue of the reliability of the modified system. Trying to understand

Table 7 States and power output of the modified system

State
#

Power
output
(MW)

# of
states

State
#

Power
output
(MW)

# of
states

State
#

Power
output
(MW)

# of
states

State
#

Power
output
(MW)

# of
states

1 240 1 14 175 52 26 115 88 38 55 28

2 235 4 15 170 78 27 110 132 39 50 42

3 230 6 16 165 52 28 105 88 40 45 28

4 225 4 17 160 31 29 100 40 41 40 10

5 220 4 18 155 72 30 95 72 42 35 12

6 215 12 19 150 108 31 90 108 43 30 18

7 210 18 20 145 72 32 85 72 44 25 12

8 205 12 21 140 40 33 80 31 45 20 4

9 200 10 22 135 88 34 75 52 46 15 4

10 195 28 23 130 132 35 70 78 47 10 6

11 190 42 24 125 88 36 65 52 48 5 4

12 185 28 25 120 44 37 60 20 49 0 1

13 180 20
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the meaning of reliability, it is necessary to determine the time of operation and the
respective probability of an upcoming failure. First of all, in order to develop the
Semi Markov Model, we should solve the system of equations in steady state
conditions. The main assumption in this case is that the sojourn time in one state is
exponentially distributed. Additionally, this transition is analyzed in two parts. The
first one refers to the time spent in the particular state and the other one refers to the
probability the system to be in another state. The jump of the system from one state
to another is a result of the combination of failures and repairs of different gener-
ators. This occurs because the system consists of eleven generators and a proba-
bility to fail and/or repair one at a time or some of them simultaneously always
exists. This transition will take place when the first combination of failure and/or
repair comes. The transition matrix based on the failure rates and/or repairs will
have the form

P=

p1, 1 p1, 2 . . . p1, 2048
p2, 1 p2, 2 . . . p2, 2048
. . . . . . . . . . . .

p2048, 1 p2048, 2 . . . p2048, 2048

2
664

3
775 ð11Þ

Obviously, the number and the difficulty of the calculations increase dramati-
cally with the increase of generators, confirming the findings of researchers about
the complexity and the difficulty of the models. The failure and repair rates are
expressed in failures and repairs per hour. These numbers are extracted by dividing
the annual failure rates and repairs by 8,760 h per year. According to this analysis,
the failure and repair rates are shown in Table 8. Continuing with the calculation of
the steady state probabilities, we should solve the following matrix equation [30]:

v= vP ð12Þ

Table 8 Failure and repair rates

GEN MTTF
(hrs)

Failure rate (per
year)

MTTR
(hrs)

Failure rate (per
hour)

Repair rate (per
hour)

G1 1460 6 45 0.00000 0.00000
G2 1460 6 45 0.00000 0.00000
G3 2190 4 45 0.00000 0.00000
G4 1752 5 45 0.00000 0.00000
G5 4380 2 45 0.00046 0.01027
G6 4380 2 45 0.00023 0.00514
G7 2920 3 60 0.00000 0.00000
G8 3650 2.4 55 0.00000 0.00000
G9 3650 2.4 55 0.00000 0.00000
G10 3650 2.4 55 0.00027 0.00628
G11 3650 2.4 55 0.00027 0.00628
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Where P is the transition probabilities Matrix and v is the vector of the discrete
time Markov Chain.

v= v1 v2 v3 v4 . . . . . . v2047 v2048½ � ð13Þ

Of course, a unique solution of the Eq. (17) is possible only under the restriction
[32].

∑
2048

i=1
vi =1 ð14Þ

The mean sojourn time for each state is given by the formula [30].

hi =
Z ∞

0
½1−HiðtÞ�dt ð15Þ

Solving the formula above, we find that the mean sojourn time has the form

hi =
1

λi + μi
ð16Þ

Once again, this expression is only indicative for representation reasons only and
it is not applicable for all states.

V ⋅Psemi =U⇔V =U ⋅P− 1
semi ð17Þ

Vector U is

U = 1 0 0 0 . . . . . . 0ð2047Þ 0 ð2048Þ
h i

ð18Þ

and V the matrix that will be combined with the mean sojourn times to calculate the
final steady state probabilities. Solving the matrix Eq. (17), we have the results in
Table 9. At this point, we notice that this table contains probabilities of all states of
the system. Thus, assessing the probability of the failure related to the time of
operation, these reliability parameters are shown in Table 10. An initial interest point
of these results is the probability of the system to provide a level of power output.

So, using the probabilities for each state (Table 9) and adding all probabilities
with the same output, we have the final probabilities based on the level of output
(see Table 10), giving the opportunity to the decision maker to shape the big picture
concerning the expected level of the power output. According to Table 10, the
expected level of power output which is E[X] = 237.267 MW1 and its variance
found to be Var[X] = 81.83 MW2 and finally its standard deviation is at the level

1Calculation of expected value E[X].
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of 9.05 MW.2 These values assure that the system fulfills the criterion of a mini-
mum output or peak load of 185 MW with a probability of an almost total certain
operation. Comparing the final results, the original system presents a probability for
“normal operation >130 MW” equal to 0.999897. The respective probability of the
modified is 0.999995. the probability of “>110 MW” is 0.999999 and for total
failure of the original is 2.9956e − 10 and for the modified is 2.54109E − 16. But,
the most important finding is that the minimum output limit of 185 MW is achieved
in the modified system with a probability of 0.997809. Since the peak load is
185 MW there is a difference of 5.76σ (standard deviations). Considering Cheby-
shev’s Inequality [25] since the power output is a random variable with mean
237.267 MW and variance 81.83 MW2 then for any value k > 0,

PfjX − μj≥ kg≤ σ2

k2
ð19Þ

Therefore, if k= 237.267− 185
9.05 ⇔k=5.76 standard deviations, then the formula (19)

gives PfjX − 237.267j≥ 52.267g≤ 81.83
52.2672 ⇔PfjX − 237.267j≥ 52.267g≤ 0.02995.

And finally, the probability of the power output to be higher than 185 MW in any case
is PfjX − 237.267j≤ 52.267g≥ 1− 0.02995⇔PfjX − 237.267j≤ 52.267g≥ 0.97.
This result agrees and confirms the findings of the analysis.

Concerning the expected time of operation in each state it is shown in Table 11.
The main finding is that in annual basis, the system operates in more than 185 MW
for 8,740 h, 48 min and 36 s out of 8,760 h totally. The output from 130 MW to
184 MW is 19 h, 9 min and 4 s. The operation between 110 and 130 MW is 2 min
and 16 s. Finally, the operation in level lower than 110 MW is only 4 s in annual
basis. All the above findings show that the suggested modification upgrades the
system and its reliability and could be a starting point for further improvement.

Table 9 Probabilities of each state

State Group #1 Group #2 Power (MW) Prob

G5 G5 G6 G10 G11 G3 G5 G5 G6 G10 G11

1 1 1 1 1 1 1 1 1 1 1 1 240 8.681E−01
2 1 1 1 1 1 1 1 1 1 1 0 235 1.308E−02
3 1 1 1 1 1 1 1 1 1 0 1 235 1.308E−02
4 1 1 1 1 1 1 1 1 1 0 0 230 1.971E−04
5 1 1 1 1 1 1 1 1 0 1 1 220 8.918E−03
… … … … … … … … … … … … … …

2047 0 0 0 0 0 0 0 0 0 0 1 5 1.532E−19
2048 0 0 0 0 0 0 0 0 0 0 0 0 2.541E−16

2Calculation of Variance by var[X] and its standard deviation.
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4 Conclusions

In this study, we have evaluated the performance of a modified IEEE 6BUS RBTS
and have shown that the recommended modification contributes to the improvement
of the system performance by increasing the probability of operation within the
required limits. The modification of the system aims to the reduction of failure rates
maintaining the power output specifications. This objective is achieved through the
restructuring of the group of generators whereas all generators are supposed to be in
parallel operation. This technique led to approach the problem through the multi
state systems theory. As described in previous paragraphs, the increase of the parts
of the system resulted to a dramatic increase of the states of the system and con-
sequently increased the complexity of the calculations. This problem showed in
practice that probable restrictions of the computing power are possible to be
overcome through programming algorithms and/or advanced software. In the case
of even more complex systems, a breakdown of the system in smaller parts is a
suggested complementary alternative. As multi state systems theory suggests, this
model presents more flexibility than that of the original IEEE 6BUS RBTS. More
specifically, there are more levels of power output and their respective probabilities.
This characteristic contributes to the lowering of the uncertainty of the system,
assisting decisively in the decision-making and the management of the system.
Comparing the models, there is a significant improvement after the suggested
modification. The reduction of the probability of “non-acceptable” output level and
the increased probability of operation over the minimum required level contributes
to the effective management of the system. The managerial aspect of the system’s
modification is that it contributes to the simplicity of the system. Since there are
fewer types of generators, it simplifies the management of the system concerning
the schedule of supplies and its maintenance as well. All these findings could be a
starting point for further study and expansion of the methodology in other research
topics. In addition, using advanced programming algorithms, the researchers could
apply analytical methods in an effort to overcome the existing barriers of the
computing power. This strategy can be combined with other methods such as
Monte Carlo Simulation, in order to verify the effectiveness of each other method
and to reduce the uncertainty of the models.
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Lz-Transform Approach for Fault
Tolerance Assessment of Various Traction
Drives Topologies of Hybrid-Electric
Helicopter

Ilia Frenkel, Igor Bolvashenkov, Hans-Georg Herzog
and Lev Khvatskin

Abstract This chapter presents a preliminary analysis of fault tolerance, avail-
ability and performance assessment of the two promising options of the
hybrid-electric traction drive version for the helicopter, which can be treated as
multi-state system, where components and entire system in general case have an
arbitrary finite number of states corresponding to the different performance rates.
The performance rate (output nominal power) of the system at any time instant is
interpreted as a discrete-state continuous-time stochastic process. In the present
chapter, the Lz-transform is applied to a real multi-state hybrid-electric traction
drive version for the helicopter system that is functioning under various stochastic
demands and its availability and performance is analyzed. It is shown that
Lz-transform application drastically simplifies the availability computation for such
a system compared with the straightforward Markov method.

Keywords Hybrid-electric traction drive ⋅ Availability ⋅ Performance assess-
ment ⋅ Lz-transform ⋅ Multi-state system ⋅ Discrete-state continuous-time
stochastic process

1 Introduction

Nowadays, the electrification of aircraft of different types and purposes is one of the
most promising directions in the development of aviation technology. According to
program MEA (More Electric Aircraft) [7] developers of various specialized
companies are planning the creation of electric airplanes (liner, regional, special
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purpose, manned and unmanned) as well as the helicopters (from heavy to
small-size, manned and unmanned), which have a number of benefits associated
with the improvement of the technical performance of the aircraft, increase their
environmental performance and reducing operating costs.

The construction of electric aircraft requires a comprehensive revision of the
principles of construction of a variety of devices and systems of the aircraft, which
is associated with the creation of the new, having a low specific weight controlled
electric drive, electric power generators, electrical energy storage (batteries, fuel
cells, ultra-capacitors etc.), and electric power converters. The most important place
in the solving the problem of the creation of electric aircrafts takes traction electric
drive. The use of electrical technologies could lead in the near future to the
changing the principles of its construction and propulsion.

The first step in the aircraft electrification is the development and implementa-
tion of hybrid-electric aircraft. This is due to the fact that today there are no
electrical energy storages with high energy density and low weight and dimensions.
Electric aircraft version can be implemented only with creation of new energy
storage devices with the appropriate characteristics of the energy density, weight
and dimensions.

This chapter presents a preliminary analysis of fault tolerance, availability and
performance assessment of the two promising options of the hybrid-electric traction
drive version for the conventional Airbus helicopter EC135/H135 with gas turbine
engine and speed reducer [14].

Due to the system’s nature, a fault in a single unit has only partial effect on the
entire performance: it only reduces the system’s performance. One partial failure of
the traction multiphase permanent magnets synchronous motor leads to partial
system failure (reduction of output nominal power), as well as the multiple con-
secutive multiphase motor’s failures, to complete system failures. So, the
hybrid-electric traction drive system can be treated as multi-state system (MSS),
where components and entire system in the general case have an arbitrary finite
number of states corresponding to different performance rates [1, 12, 13]. The
performance rate (output nominal power) of the system at any time instant is
interpreted as a discrete-state continuous-time stochastic process. Such a model is
complex enough—even in relatively simple cases it has hundreds states. So, it is
rather difficult to build the model and to solve the corresponding system of dif-
ferential equations by using straightforward Markov method.

In recent years a specific approach called Lz-transform, was introduced [10] for
discrete-state continuous-time Markov processes. This approach is an extension of
the universal generating function (UGF) technique that was introduced by Ushakov
[18] and has been widely applied to MSS reliability analysis [12]. Lz-transform was
successfully applied to availability analysis of real-world multi-state systems under
constant and variable demand [5, 6, 8, 11, 16] and its efficiency was demonstrated.
In practice there are aging multi-state systems that are functioning under variable
stochastic demand. In the present chapter, the Lz-transform is applied to a real MSS
hybrid-electric traction drive version for the conventional helicopter system that is
functioning under variable stochastic demand and its availability and performance
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is analyzed. It is shown that Lz-transform application drastically simplifies the
availability computation for such a system compared with the straightforward
Markov method.

2 Comparative Analysis of Two Traction Drive
Topologies of Hybrid-Electric Helicopter

2.1 Common Description

In this chapter for the comparative analysis were selected two traction drive
topologies of hybrid-electric helicopter: a serial electric-hybrid propulsion system
with a gas turbine and electrical generator (Fig. 1a) and a combined electric-hybrid
propulsion system with a gas turbine, generator and the speed reducer (Fig. 1b).

Fig. 1 Propulsion system topologies of the hybrid-electric helicopter, serial (a) and combined (b)
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In these schemes the following equipment is used as follows:

• the GTE Pratt & Whitney of type PW206B2 [15] is used as the gas turbine
engine,

• synchronous generator with permanent magnets [9] is used as an electric
generator,

• the multiphase permanent magnets synchronous motor [4]—as the traction
motor,

• multilevel cascaded H-bridge (CHB) inverter [3] is used as a converter and
• battery electric energy storage (BEES), based on the lithium-ion battery cells [2]

—as energy storage.

As shown in [4], the optimal traction electric motor from the point of view of the
helicopter’s fault tolerance requirements is a 9-phase synchronous motor with
permanent magnets and galvanically isolated phases. The states of degradation and
the corresponding performance of the multiphase electric motors with the nominal
power of 540 kW, which occur during the consecutive critical phase failures, is as
follows: one phase failure reduces power to 480 kW, failure of two phases—to
420 kW, three phases’ failure—to 360 kW. In this work, the power reduction less
than 420 kW means full failure of the traction motor.

As shown in [3], the 17-level cascaded H-bridge inverter is the optimal type of
electric converter in terms of helicopter’s fault tolerance requirements.

The required power (demand) that must be implemented by the traction drive
system of hybrid-electric helicopter for a one helicopter’s flight is as follows: 540,
460 and 360 kW.

2.2 Operational Scenarios for Various Traction Drive
Topologies

2.2.1 Serial Topology

In case of the serial topology (Fig. 1a) in normal failure-free operation, the gas
turbine electric generator feeds the traction multiphase electric motor through the
multilevel converter. The control unit controls the entire traction drive. The state of
charge of battery cells is continually monitored, recharged from the electric gener-
ator and maintained at optimal maximum level. It is possible to install an additional
amount of electric battery cells, which increase the fault tolerance indices of the
battery electric energy storage of serial connection topology of traction drive units.

In failure case of the gas turbine engine or/and electric generator, depending on
the value of electric energy storage capacity, it is possible, either the continuation of
the flight to complete task performance, or a flight to a safe landing place. After
landing the running repairs or complete replacement of the failed units are
implemented.
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2.2.2 Combined Topology

In case of the combined topology (Fig. 1b) in the normal failure-free operation
there are two possible embodiment of the flight. In the first “electric” version of
flight, the gas turbine electric generator feeds the multi-phase electric traction motor
through multilevel inverter. In the second, the “mechanical” version of flight, the
gas turbine engine directly rotates the propeller of the helicopter through a
mechanical transmission and speed reducer. Control the components of the traction
drive is carried out by the control unit. Electric battery storage is charged by the
electrical generator only in the “electric” flight mode of helicopter.

In the failure case of electric generator, or/and an electric inverter, or/and the
traction electric motor, the further flight is provided by “mechanical” embodiment
of the traction drive scheme realization.

In the failure case of the speed reducer, the further flight is provided by “elec-
trical” embodiment of the traction drive scheme realization.

In failure case of the gas turbine engine, a further short time flight to the safe
landing of helicopter is carried out by electric energy of battery storage. After
landing the running repairs or complete replacement of the failed units are
implemented.

3 Brief Description of the Lz-Transform Method

We consider a multi-state system consisting of n multi-state components. Any j-
component can have kj different states, corresponding to different performances gji,
represented by the set gj = gj1, . . . , gjkj

� �
, j= 1, . . . , nf g; i= 1, 2, . . . , kj

� �
. The

performance stochastic processes Gj tð Þ ∈ gj and the system structure function
G tð Þ= f G1ðtÞ, . . . ,GnðtÞð Þ that produces the stochastic process corresponding to
the output performance of the entire MSS, fully define the MSS model.

The MSS model definitions can be divided into the following steps. For each
multi-state component we will build a model of stochastic process. Markov per-
formance stochastic process for each component j can be represented by the
expression Gj tð Þ = gj,Aj,pj0

� �
, where gj is the set of possible component’s states,

defined above, Aj = a jð Þ
lm tð Þ

� �
, l,m=1, . . . , k; j=1, . . . n is the transition intensities

matrix and pj0 = p jð Þ
10 = Pr Gj 0ð Þ= g10

� �
, . . . , p jð Þ

kj0 = Pr Gj 0ð Þ= gkj0
� �h i

is the initial

states probability distribution.
For each component j the system of Kolmogorov forward differential equations

[17] can be written for determination of the state probabilities
pji tð Þ= Pr Gj tð Þ= gji

� �
, i=1, . . . kj, j=1, . . . , n under initial conditions pj0. Now

Lz-transform of a discrete-state continuous-time (DSCT) Markov process Gj tð Þ for
each component j can be written as follows:
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LZ Gj tð Þ
� �

= ∑
kj

i=1
pjiðtÞzgji ð1Þ

The next step, in order to find the Lz-transform of the entire MSS’s output
performance Markov process G tð Þ, the Ushakov’s Universal Generating Operator
[18] can be applied to all individual Lz-transforms LZ Gj tð Þ

� �
over all time points

t≥ 0.

LZ G tð Þf g=Ωf LZ G1 tð Þ½ �, . . . ,LZ Gn tð Þ½ �f g= ∑
K

i=1
piðtÞzgi ð2Þ

In this expression K is the number of states in the entire MSS, pi and gi are
probabilities and performances of the entire MSS.

The technique of Ushakov’s operator application is well established for many
different structure functions [12].

Using the resulting Lz-transform MSS mean instantaneous availability for
constant demand level w can be derived as sum all probabilities in Lz-transform
from terms where powers of z are not negative:

AðtÞ = ∑
gi ≥w

piðtÞ ð3Þ

MSS’s mean instantaneous performance may be calculated as sum all proba-
bilities multiplied to performance in Lz-transform from terms where powers of z are
positive:

EðtÞ= ∑
gi >0

piðtÞgi ð4Þ

4 Multi-state Modeling of the Multi Power Source
Traction Drive

4.1 Systems’ Description

According to Lz-transform method, we build the Reliability Bloc Diagrams for
presented on the Fig. 1 propulsion system topologies of the hybrid-electric heli-
copter. On Fig. 2 one can find the Reliability Block Diagram of the Serial Topology
System and on Fig. 3—Reliability Block Diagram for Combined Topology System.

The main part of the Serial Topology System (STS) (Fig. 2) consists of two
subsystems SS1s and SS2s connected in series. Subsystem SS1s consists of 3 ele-
ments, Fuel Tank, Gas Turbine and Generator, connected in series. Subsystem SS2s
consists of 3 elements, Converter, Motor and Control Unit, connected in series. In
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case of emergency, instead main STS activates reserved system STS-ESs, where
failed subsystem SS1s replaced by multi-state Energy storage.

The main part of the Combined Topology System (CTS) (Fig. 3) consists of two
subsystems SS1c and SS3c and Control Unit, connected in series. Subsystem SS1c
consists of 2 elements, Fuel Tank and Gas Turbine, connected in series. Subsystem
SS3c consists of Subsystem SS2c and Speed Reducer, connected in parallel. Sub-
system SS2c consists of 3 elements, Generator, Converter and Motor, connected in

Fuel Tank Gas Turbine

FT GT
Generator

G

Energy Storage

ESs

SS1s
SS2s

Converter Motor

C M
Control Unit

CU

STS

Fig. 2 Reliability Block Diagram of the Serial Topology System

Fuel Tank Gas Turbine

FT GT Generator

G
Converter Motor

C M

Control Unit

CU

SS1c
SS2c

SS3c

Energy Storage

ESc

СTS

Speed 
Reducer

SR

Fig. 3 Reliability Block Diagram of the Combined Topology System
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series. In case of emergency, instead main CTS activates reserved system CTS-ESs,
consists of connected in series Energy storage, Converter, Motor and Control Unit.

Elements’ descriptions are presented in the next section.

4.2 Elements’ Description

4.2.1 Elements with 2 States

For system’s elements, which have 2 states (fully working and fully failed) in order
to calculate probabilities of each state we build the state space diagram (Fig. 4) and
the following system of differential equations:

dpi1ðtÞ
dt = − λipi1ðtÞ+ μipi2ðtÞ,
dpi2ðtÞ
dt = λipi1ðtÞ− μipi2ðtÞ.

, i=FT,GT,G, ESc, C, SR, CU

(

Initial conditions are: pi1ð0Þ; pi2ð0Þ=0.

We used MATLAB
®

for numerical solution of these systems of DE to obtain
probabilities pi1 tð Þ, pi2 tð Þ (i = FT, GT, G, ESc, C, SR, CU). Therefore, for such
system’s element the output performance stochastic processes can be obtained as
follows:

gi = fgi1, gi1g = f540, 0g,
pi tð Þ = fpi1ðtÞ, pi1ðtÞg

�
.

Sets gi,piðtÞ i = FT, GT, G, ESC, C, SR, CU define Lz-transforms for each
element as follows:

Fuel Tank: Lz gFT tð Þf g= pFT1 tð ÞzgFT1 + pFT2 tð ÞzgFT2 = pFT1 tð Þz540 + pFT2 tð Þz0.
Gas Turbine: Lz gGT tð Þf g= pGT1 tð ÞzgGT1 + pGT2 tð ÞzgGT2 = pGT1 tð Þz540 + pGT2 tð Þz0.
Generator: Lz gG tð Þf g= pG1 tð ÞzgG1 + pG2 tð ÞzgG2 = pG1 tð Þz540 + pG2 tð Þz0.

1

2

iλ iμ

Fig. 4 State space diagram
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Energy Storage

Combine: Lz gESc tð Þ� �
= pESc1 tð ÞzgESci1 + pESc2 tð ÞzgESci2 = pESc1 tð Þz540 + pESc2 tð Þz0.

Converter: Lz gC tð Þf g= pC1 tð ÞzgC1 + pC2 tð ÞzgC2 = pC1 tð Þz540 + pC2 tð Þz0.
Speed Reducer: Lz gSR tð Þ� �

= pSR1 tð ÞzgSR1 + pSR2 tð ÞzgSR2 = pSR1 tð Þz540 + pSR2 tð Þz0.
Control Unit: Lz gCU tð Þf g= pCU1 tð ÞzgCU1 + pCU2 tð ÞzgCU2 = pCU1 tð Þz540 + pCU2 tð Þz0.

4.2.2 Element with 3 States

The system’s element, Energy Storage Serial (ESs), has 3 states: fully working state
with performance 540 KW, partial failure state with performances 440 and fully
failure. The state-space diagram is presented on Fig. 5. To calculate probabilities of
each state we build the following system of differential equations:

dpESs1 ðtÞ
dt = − λESs12 pESs1 ðtÞ+ μESs21 pESs2 ðtÞ+ μESs31 pESs3 ðtÞ,

dpESs2 ðtÞ
dt = λESs12 pESs1 ðtÞ− ðλESs23 + μESs21 ÞpESs2 ðtÞ

dpESs3 ðtÞ
dt = λESs23 pESs2 ðtÞ− μESs31 pESs3 ðtÞ

8>><
>>:

Initial conditions are

pESs1 ð0Þ=1; pESs2 ð0Þ=0; pESs3 ð0Þ=0.

We used MATLAB
®

for numerical solution of this system of DE to obtain
probabilities pESs1 ðtÞ, pESs2 ðtÞ, pESs3 ðtÞ. Therefore, for such system’s element the
output performance stochastic processes can be obtained as follows:

gESs = gESs1 , gESs2 , gESs3

� �
= 540, 440, 0f g,

pESs tð Þ= pESs1 ðtÞ, pESs2 ðtÞ, pESs3 ðtÞ� �
.

�

Sets gESs,pESsðtÞ define Lz-transforms for Energy Storage Serial as follows:

Lz gESs tð Þ� �
= pESs1 tð ÞzgESs1 + pESs2 tð ÞzgESs2 + pESs32 tð ÞzgESs3

= pESs1 tð Þz540 + pESs2 tð Þz440 + pESs3 tð Þz0.

1

2

3

12

ESs
λ

23

ESsλ 31

ESs
μ

21
ESsμ

Fig. 5 Energy Storage Serial
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4.2.3 Element with 4 States

The system’s element, Motor (M), has 4 states: fully working state with perfor-
mance 540 KW, two partial failure states with performances 480 and 420 KW and
fully failure state. The state-space diagram is presented on Fig. 6. To calculate
probabilities of each state we build the following system of differential equations:

dpM1 ðtÞ
dt = − λM12p

M
1 ðtÞ+ μM21p

M
2 ðtÞ+ μM31p

M
3 ðtÞ+ μM41p

M
4 ðtÞ,

dpM2 ðtÞ
dt = λM12p

M
1 ðtÞ− ðλM23 + μM21ÞpM2 ðtÞ

dpM3 ðtÞ
dt = λM23p

M
2 ðtÞ− ðλM34 + μM31ÞpM3 ðtÞ

dpM4 ðtÞ
dt = λM34p

M
3 ðtÞ− μM41p

M
4 ðtÞ

8>>>><
>>>>:

Initial conditions are

pM1 ð0Þ=1; pM2 ð0Þ=0; pM3 ð0Þ=0; pM4 ð0Þ=0.

We used MATLAB
®

for numerical solution of this system of DE to obtain
probabilities pM1 ðtÞ, pM2 ðtÞ, pM3 ðtÞ, pM4 ðtÞ. Therefore, for such system’s element the
output performance stochastic processes can be obtained as follows:

gM = fgM1 , gM2 , gM3 , gM4 g= f540, 480, 420, 0g,
pM tð Þ= fpM1 ðtÞ, pM2 ðtÞ, pM3 ðtÞ, pM4 ðtÞg.

�

Sets gM ,pMðtÞ define Lz-transforms for each element as follows:

Lz gM tð Þ� �
= pM1 tð ÞzgM1 + pM2 tð ÞzgM2 + pM3 tð ÞzgM3 + pM4 tð ÞzgM4
= pM1 tð Þz540 + pM2 tð Þz480 + pM3 tð Þz420 + pM4 tð Þz0.

1

2

3

4

34
Mλ

12
Mλ

23
Mλ

41
Mμ

31
Mμ

21
Mμ

Fig. 6 State space diagram
for Motor
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4.3 Lz-Transform for Serial Topology System

4.3.1 Sub-System 1 (SS1s)

According to Fig. 2, Sub-system 1 consists of Fuel Tank, Gas Turbine and Gen-
erator, connected in series. Using the composition operator Ωfser, we obtain the
Lz-transform Lz GSS1s tð Þ� �

for the Sub-system 1, where the powers of z are found as
minimum of powers of corresponding terms:

Lz GSS1s tð Þ� �
=Ωfser Lz gFT tð Þ� �

,Lz gGT tð Þ� �
,Lz gG tð Þ� �� �

=Ωfser pFT1 tð Þz540 + pFT2 tð Þz0, pGT1 tð Þz540 + pGT2 tð Þz0, pG1 tð Þz540 + pG2 tð Þz0� �
= pFT1 tð ÞpGT1 tð ÞpG1 tð Þz540 + 1− pFT1 tð ÞpGT1 tð ÞpG1 tð Þ� �

z0.

Using the following notations

PSS1s
1 tð Þ= pFT1 tð ÞpGT1 tð ÞpG1 tð Þ;

PSS1s
2 tð Þ= 1− pFT1 tð ÞpGT1 tð ÞpG1 tð Þ;

we obtain the resulting Lz-transform for the Sub-system 1 in the following form

Lz GSS1s tð Þ� �
=PSS1s

1 tð Þz540 +PSS1s
2 tð Þz0. ð5Þ

4.3.2 Sub-System 2 (SS2s)

Sub-system 2 consists of Converter, Motor and Control Unit, connected in series.
Using the composition operator Ωfser, where powers of z are calculated as minimum
values of powers of corresponding terms, as before we obtain the Lz-transform
Lz GSS2s tð Þ� �

for Sub-system 2 as follows:

Lz GSS2s tð Þ� �
= Ωfser Lz gC tð Þ� �

,Lz gM tð Þ� �
,Lz gCU tð Þ� �� �

= Ωfpar pC1 tð Þz540 + pC2 tð Þz0,�
pM1 tð Þz540 + pM2 tð Þz480 + pM3 tð Þz420 + pM4 tð Þz0,

pCU1 tð Þz540 + pCU2 tð Þz0�.
Using notations

PSS2s
1 tð Þ = pC1 tð ÞpM1 tð ÞpCU1 tð Þ;

PSS2s
2 tð Þ= pC1 tð ÞpM2 tð ÞpCU1 tð Þ;

PSS2s
3 tð Þ = pC1 tð ÞpM3 tð ÞpCU1 tð Þ;

PSS2s
4 tð Þ = pC1 tð ÞpM4 tð ÞpCU1 tð Þ+ pC1 tð ÞpCU2 tð Þ+ pC2 tð Þ;
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we obtain the resulting Lz-transform for the Sub-system 2 in the following form

Lz GSS2s tð Þ� �
=PSS2s

1 tð Þz540 +PSS2s
2 tð Þz480 +PSS2s

3 tð Þz420 +PSS2s
4 tð Þz0.

4.3.3 Serial Topology System (STS)

Serial Topology System consists of Sub-system 1 and Sub-system 2, connected in
series. Using the composition operator Ωfser , where powers of z are calculated as
minimum values of powers of corresponding terms, in the same way as before we
obtain the Lz-transform Lz GSTS tð Þ� �

for Serial Topology System as follows:

Lz GSTS tð Þ� �
=Ωfser Lz GSS1s tð Þ� �

,Lz GSS2s tð Þ� �� �
= Ωfser PSS1s

1 tð Þz540 +PSS1s
2 tð Þz0,�

PSS2s
1 tð Þz540 +PSS2s

2 tð Þz480 +PSS2s
3 tð Þz420 +PSS2s

4 tð Þz0�
Using notations

PSTS
1 tð Þ=PSS1s

1 tð ÞPSS2s
1 tð Þ;

PSTS
2 tð Þ=PSS1s

1 tð ÞPSS2s
2 tð Þ;

PSTS
3 tð Þ=PSS1s

1 tð ÞPSS2s
3 tð Þ;

PSTS
4 tð Þ=PSS1s

1 tð ÞPSS2s
4 tð Þ+PSS1s

2 tð Þ;

we obtain the resulting Lz-transform for the Serial Topology System in the fol-
lowing form

Lz GSTS tð Þ� �
=PSTS

1 tð Þz540 +PSTS
2 tð Þz480 +PSTS

3 tð Þz420 +PSTS
4 tð Þz0. ð6Þ

4.3.4 Serial Topology System with Energy Storage (STS-ESs)

Serial Topology System with Energy Storage consists of Energy Storage and
Sub-system 2, connected in series. Using the composition operator Ωfser , where
powers of z are calculated as minimum values of powers of corresponding terms, as
in previous instances we obtain the Lz-transform Lz GSTS−ESs tð Þ� �

for Serial
Topology System with Energy Storage as follows:
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Lz GSTS−ESs tð Þ� �
=Ωfser Lz gESs tð Þ� �

,Lz GSS1s tð Þ� �� �
=Ωfpar pESs1 tð Þz540 + pESs2 tð Þz440 + pESs3 tð Þz0,�
PSS1s
1 tð Þz540 +PSS1s

2 tð Þz480 +PSS1s
3 tð Þz420 +PSS1s

4 tð Þz0�.
Using notations

PSTS−ESs
1 tð Þ= pESs1 tð ÞPSS1s

1 tð Þ;
PSTS−ESs
2 tð Þ= pESs1 tð ÞPSS1s

2 tð Þ;
PSTS−ESs
3 tð Þ= pESs2 tð Þ PSS1s

1 tð Þ+PSS1s
2 tð Þ� �

;

PSTS−ESs
4 tð Þ= pESs1 tð Þ+ pESs2 tð Þ� �

PSS1s
3 tð Þ;

PSTS−ESs
5 tð Þ= pESs1 tð Þ+ pESs2 tð Þ� �

PSS1s
4 tð Þ+PSS1s

3 tð Þ;

we obtain the resulting Lz-transform for the Serial Topology System with Energy
Storage in the following form

Lz GSTS−ESs tð Þ� �
=PSTS−ESs

1 tð Þz540 +PSTS−ESs
2 tð Þz480

+PSTS−ESs
3 tð Þz440 +PSTS−ESs

4 tð Þz420 +PSTS−ESs
5 tð Þz0. ð7Þ

4.4 Lz-Transform for Combined Topology System

4.4.1 Sub-System 1 (SS1c)

Following Fig. 3. Sub-system 1 consists of Fuel Tank and Gas Turbine, connected
in series. Using the composition operator Ωfser , we obtain the Lz-transform
Lz GSS1c tð Þ� �

for the Sub-system 1, where the powers of z are found as minimum of
powers of corresponding terms:

Lz GSS1c tð Þ� �
=Ωfser Lz gFT tð Þ� �

,Lz gGT tð Þ� �� �
=Ωfser pFT1 tð Þz540 + pFT2 tð Þz0, pGT1 tð Þz540 + pGT2 tð Þz0� �
= pFT1 tð ÞpGT1 tð Þz540 + pFT2 tð ÞpGT1 tð Þ+ pGT2 tð Þ� �

z0.

Using the following notations

PSS1c
1 tð Þ= pFT1 tð ÞpGT1 tð Þ;

PSS1c
2 tð Þ= pFT2 tð ÞpGT1 tð Þ+ pGT2 tð Þ;
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we obtain the resulting Lz-transform for the Sub-system 1 in the following form

Lz GSS1c tð Þ� �
=PSS1c

1 tð Þz540 +PSS1c
2 tð Þz0.

4.4.2 Sub-System 2 (SS2)

Sub-system 2 consists of Generator, Converter and Motor, connected in series.
Using the composition operator Ωfser , where powers of z are calculated as minimum
values of powers of corresponding terms, as before we obtain the Lz-transform
Lz GSS2c tð Þ� �

for Sub-system 2 as follows:

Lz GSS2c tð Þ� �
=Ωfser Lz GG tð Þ� �

,Lz gC tð Þ� �
,Lz gM tð Þ� �� �

=Ωfser pG1 tð Þz540 + pG2 tð Þz0,�
pC1 tð Þz540 + pC2 tð Þz0,

pM1 tð Þz540 + pM2 tð Þz480 + pM3 tð Þz420 + pM4 tð Þz0�
Using notations

PSS2c
1 tð Þ= pG1 tð ÞpC1 tð ÞpM1 tð Þ;

PSS2c
2 tð Þ= pG1 tð ÞpC1 tð ÞpM2 tð Þ;

PSS2c
3 tð Þ= pG1 tð ÞpC1 tð ÞpM3 tð Þ;

PSS2c
4 tð Þ= pG1 tð ÞpC1 tð ÞpM4 tð Þ+ pG1 tð ÞpC2 tð Þ+ pG2 tð Þ;

we obtain the resulting Lz-transform for the Sub-system 2 in the following form

Lz GSS2c tð Þ� �
=PSS2c

1 tð Þz540 +PSS2c
2 tð Þz480 +PSS2c

3 tð Þz420 +PSS2c
4 tð Þz0.

4.4.3 Sub-System 3 (SS3)

Sub-system 3 consists of Sub-system 2 and Speed Reducer, connected in parallel,
where Speed Reducer is used as backup element. Using the composition operator
Ωfpar , where powers of z are calculated as maximum values of powers of corre-
sponding terms, in the same way as before we obtain the Lz-transform Lz GSS3c tð Þ� �
for Sub-system 3 as follows:

Lz GSS3c tð Þ� �
=Ωfser Lz GSS2c tð Þ� �

,Lz gSR tð Þ� �� �
=Ωfpar PSS2c

1 tð Þz540 +PSS2c
2 tð Þz480 +PSS2c

3 tð Þz420 +PSS2c
4 tð Þz0�

,

pSR1 tð Þz540 + pSR2 tð Þz0�.
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Using notations

PSS3c
1 tð Þ= pSR1 tð Þ+PSS2c

1 tð ÞpSR2 tð Þ;
PSS3c
2 tð Þ=PSS2c

2 tð ÞpSR2 tð Þ;
PSS3c
3 tð Þ=PSS2c

3 tð ÞpSR2 tð Þ;
PSS3c
4 tð Þ=PSS2c

4 tð ÞpSR2 tð Þ;

we obtain the resulting Lz-transform for the Sub-system 3 in the following form

Lz GSS3c tð Þ� �
=PSS3c

1 tð Þz540 +PSS3c
2 tð Þz480 +PSS3c

3 tð Þz420 +PSS3c
4 tð Þz0.

4.4.4 Combined Topology System (CTS)

Combined Topology System consists of Sub-System 1, Subsystem 3 and Control
Unit, connected in series. Using the composition operator Ωfser, where powers of
z are calculated as minimum values of powers of corresponding terms, as in pre-
vious instances we obtain the Lz-transform Lz GCTS tð Þ� �

for Combined Topology
System as follows:

Lz GCTS tð Þ� �
= Ωfser Lz GSS1 tð Þ� �

,Lz GSS3c tð Þ� �
, Lz gCU tð Þ� �� �

= Ωfser PSS1c
1 tð Þz540 +PSS1c

2 tð Þz0�
,

PSS3c
1 tð Þz540 +PSS3c

2 tð Þz480 +PSS3c
3 tð Þz420 +PSS3c

4 tð Þz0, pCU1 tð Þz540 + pCU2 tð Þz0�.
Using notations

PCTS
1 tð Þ=PSS1c

1 tð ÞPSS3c
1 tð ÞpCU1 tð Þ;

PCTS
2 tð Þ=PSS1c

1 tð ÞPSS3c
2 tð ÞpCU1 tð Þ;

PCTS
3 tð Þ=PSS1c

1 tð ÞPSS3c
3 tð ÞpCU1 tð Þ;

PCTS
4 tð Þ=PSS1c

1 tð Þ 1−PSS3c
4 tð Þ� �

pCU2 tð Þ+PSS1c
1 tð ÞPSS3c

4 tð Þ+PSS1c
2 tð Þ;

we obtain the resulting Lz-transform for the Combined Topology System in the
following form

Lz GCTS tð Þ� �
=PCTS

1 tð Þz540 +PCTS
2 tð Þz480 +PCTS

3 tð Þz420 +PCTS
4 tð Þz0. ð8Þ

4.4.5 Combined Topology System with Energy Storage (CTS-ESc)

Combined Topology System with Energy Storage consists of Combined Energy
Storage, Converter, Motor and Control Unit, connected in series. Using the com-
position operator Ωfser , where powers of z are calculated as minimum values of
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powers of corresponding terms, in the same way as before, we obtain the
Lz-transform Lz GCTS−ESc tð Þ� �

for Combined Topology System with Energy
Storage as follows:

Lz GCTS−ESc tð Þ� �
=Ωfser Lz gESc tð Þ� �

, Lz gC tð Þ� �
, Lz gM tð Þ� �

,Lz gCU tð Þ� �� �
=Ωfpar pESc1 tð Þz540 + pESc2 tð Þz0, pC1 tð Þz540 + pC2 tð Þz0,�
pM1 tð Þz540 + pM2 tð Þz480 + pM3 tð Þz420 + pM4 tð Þz0, pCU1 tð Þz540 + pCU2 tð Þz0�

Using simple algebra calculations of the powers of z as minimum values of
powers of corresponding terms and the following notations

PCTS−ESc
1 tð Þ= pESc1 tð ÞpC1 tð ÞpM1 tð ÞpCU1 tð Þ;

PCTS−ESc
2 tð Þ= pESc1 tð ÞpC1 tð ÞpM2 tð ÞpCU1 tð Þ;

PCTS−ESc
3 tð Þ= pESc1 tð ÞpC1 tð ÞpM3 tð ÞpCU1 tð Þ;

PCTS−ESc
4 tð Þ= pESc1 tð ÞpC1 tð Þ pCU2 tð Þ+ pM4 tð ÞpCU1 tð Þ� �

+ pESc1 tð ÞpC2 tð Þ+ pESc2 tð Þ;

the whole system’s Lz-transform expression is as follows:

Lz GCTS−ESc tð Þ� �
=PCTS−ESc

1 tð Þz540 +PCTS−ESc
2 tð Þz480

+PCTS−ESc
3 tð Þz420 +PCTS−ESc

4 tð Þz0. ð9Þ

5 Availability and Mean Power Performance Calculation

Using expression (3), the MSS mean instantaneous availability for constant demand
level w may be presented as follows:

• For w = 540 KW demand level

ASTS
w=540KWðtÞ= ∑

gk ≥ 540
P

STS

k tð Þ=P
STS

1 tð Þ

ACTS
w=540KWðtÞ= ∑

gk ≥ 540
P

CTS

k tð Þ=P
CTS

1 tð Þ
ð10Þ

• For w = 460 KW demand level

ASTS
w=460KWðtÞ= ∑

gk ≥ 460
P

STS

k tð Þ=P
STS

1 tð Þ+P
STS

2 tð Þ

ACTS
w=460KWðtÞ= ∑

gk ≥ 460
P

CTS

k tð Þ=P
CTS

1 tð Þ+P
CTS

2 tð Þ
ð11Þ
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• For w = 360 KW demand level

ASTS
w=360KWðtÞ= ∑

gk ≥ 360
P

STS

k tð Þ= ∑
4

i=1
P

STS

i tð Þ

ACTS
w=360KWðtÞ= ∑

gk ≥ 360
P

CTS

k tð Þ= ∑
3

i=1
P

CTS

i tð Þ
ð12Þ

Using expression (4), the MSS instantaneous mean power performance for the
Serial and Combined Topology Systems can be obtained as follows:

ESTSðtÞ= ∑
gs >0

gSTSi PSTS
i ðtÞ= ∑

4

i=1
gSTSi P

STS

i ðtÞ

=540PSTS
1 ðtÞ+480PSTS

2 ðtÞ+440PSTS
3 ðtÞ+420PSTS

4 ðtÞ

ECTSðtÞ= ∑
gs >0

gCTSi PCTS
i ðtÞ= ∑

3

i=1
gCTSi PCTS

i ðtÞ

=540PCTS
1 ðtÞ+480PCTS

2 ðtÞ+420PCTS
3 ðtÞ

ð13Þ

The failure and repair rates (in year−1) of each system’s elements are presented
in the Table 1.

MSS mean instantaneous availability for different constant demand levels is
presented in Figs. 7 and 8. The obtained results shows that difference in instanta-
neous availability for Serial Topology System for different demand levels is small
enough (Fig. 7), for Combined Topology System there is no distinction for different
demand levels (Fig. 8).

Comparison MSS mean instantaneous availability levels for different topology
shows that Combined Topology is better than Serial Topology (Figs. 9 and 10). In
case of emergency and usage of Energy Storage the instantaneous availability of
Serial system is greater than Combined Topology System (Fig. 11).

Table 1 Failure and repair rates of each system’s elements

Failure rates (year−1) Repair rates (year−1)

Fuel tank (FT) 0.0584 219
Gas turbine (GT) 0.876 159
Generator (G) 0.0145 175.2
Energy Storage Series (ESs) 0.438 438
Energy Storage Combined (ESc) 0.438 250
Electric inverter (C) 0.0584 584
Motor (M) 0.0145 87.6
Speed reducer (SR) 0.0876 116.8

Control unit (CU) 0.01752 730
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Calculated MSS instantaneous mean power performance of the Serial and
Combined Topology System is presented in Fig. 12.

6 Conclusion

In this chapter, the Lz-transform method was used for evaluation of two important
parameters—availability and performance of various topologies traction drives of
hybrid-electric helicopter.
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Lz-transform approach extremely simplifies the solution, which in comparison
with straightforward Markov method would have required building and solving the
model with 128 states for Serial and 512 states for Combined Topology Systems.

The obtained results have showed that in terms of reliability the compared
variants of traction drive topologies of hybrid-electric helicopter are close enough
and meet the requirements of the project. Considering this, to select the optimal
variant, it is necessary to carry out a comparative analysis of their weight and size
characteristics.

Nine-phase design of the traction permanent magnets synchronous motor is the
best compromise solution between the required level of its fault tolerance and the
complexity of manufacturing.
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Patient Diagnostic State Evolution During
Hospitalization: Developing a Model
for Measuring Clinical Diagnostic
Dynamics

Yariv N. Marmor and Emil Bashkansky

Abstract Patient health is represented by a set of diagnoses, which determines
personal health status. Each set corresponds to a certain health state and so, can be
treated as an individual performance in this state and individual health can be
considered as a corresponding multi-state system. Appropriate metrics for mea-
suring patient’s state diagnosis changes during hospitalization are proposed. The
first metric determines the dissimilarity between two single diagnoses, each of
which is based on internationally recognized classification scheme. The second
metric is aimed to compare between two sets of diagnoses with respect to the same
patient and is based on the first metric, but uses additional, recently proposed, ideas
of measuring heterogeneity/segregation between sets of categorical data. A numer-
ical example and a real world illustration of the above measures are provided. The
ultimate goal is the analysis of multistate health status data in order to improve the
accuracy and quality of medical diagnostics.

Keywords Medical diagnosis ⋅ Accuracy ⋅ Misclassification ⋅ Dissimilarity ⋅
Healthcare quality

1 Introduction

In order to assess patients’ health status and its evolution, vital signs, diagnostics,
error analysis in the diagnosis process and many more, appropriate metrics must be
developed and monitored. According to World Health Organization (WHO),
“health is a state of complete physical, mental and social well-being… ”. Setting
aside the social component, it should be noted that the medical diagnosis involves
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thousands of physical and mental conditions or deceases—the presence or absence
of which, determines the individual state of health. Specific state of individual
health can be determined by a set of his or her diagnosis [2], which, by the way,
could change over time: one can get sick with new disease or recover from an old
one [5]. Chronical diseases may affect person’s ability to perform certain tasks. That
ability might gradually decrease with time (age) and thus can correlate to the life
evolution of any other system operating in an external environment. Generally,
patient health is represented by a set of diagnoses, which determines personal health
status. Each set corresponds to a certain health state and so, can be treated as an
individual performance in this state and individual health can be considered as a
corresponding multi-state system. Each health state can be characterized according
to the International Classification of Diseases (ICD). The last edition of ICD (the
10th) contains codes for thousands of different diseases. ICD has a hierarchical tree
structure. By help of ICD medical diagnosis is assigned an appropriate code
number, which essentially means selecting a suitable node—one or more—of the
ICD tree.

For example, the first level of the 2015 ICD-9-CM (the 9th ICD edition that is
currently being used) splits diagnosis codes for diseases and related health problems
to 19 categories. The first category with codes 001–139 relates to Infectious and
parasitic diseases, codes 280–289 relate to category of Diseases of blood and blood-
forming organs (see Fig. 1 for partial overlook) and so on. In turns, Diseases of
blood splits into 3 sub categories—Anemia (280–285), Coagulation/hemorrhagic
(286–287) and Other (288–289). Anemia splits again into 6 subcategories such as
Iron deficiency anemias (280), Other deficiency anemias (281) and so on.
Coagulation/hemorrhagic (286–287), on the other hand, splits only into 2 subcat-
egories—Coagulation defects (286) and Purpura and other hemorrhagic conditions

Diseases of the blood and blood-forming
organs (280–289)

Anemia
(280–285)

Coagulation /
hemorrhagic
(286–287)

Other
(288–289)

Iron
deficiency

anemias (280)

Other deficiency
anemias (281)

... Coagulation
defects
(286)

Purpura and
other hemorrhagic

conditions (287)

Haemophilia
A (286.0)

Haemophilia
B (286.1)

Haemophilia
C (286.2)

...

1

2 3 4

5 6 7 8 9

10 11 12 13

Fig. 1 Diseases of blood and blood-forming organs ICD-9 branch
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(287). Coagulation defects (286) splits further into Haemophilia A (286.0),
Haemophilia B (286.1) and so on. Haemophilia A (286.0), for example, is a final
diagnosis—no additional split is available.

2 Some Basic Definitions

To develop an appropriate measure for diagnosis change, such as the one expressed
in the mismatch between final and initial diagnoses, let us establish some basic
terminology conceptions in relation to tree structure—a set of nodes (vertices) and
edges (connections between two nearest linked nodes) as presented in Fig. 1
consisting of 13 nodes and 12 edges.

• Siblings: A group of nodes with the same “parent”, for example nodes 2, 3 and 4
with node 1 as a “parent”.

• Descendant: A node reachable by repeated proceeding downwards from the
node, for example, node 10 is a descendant of node 3.

• Ancestor: A node reachable by repeated proceeding upwards from the node, for
example, node 3 is an ancestor of node 10.

• Edge: Unordered connection between one node and a nearest linked another:
node 8 and node 11, for example.

• Path: A sequence of nodes and edges connecting a descendant node with an
ancestor node, e.g., if a descendant node is 10 and an ancestor is node 3, then
their path is 10 → 8 → 3.

• Path length: The number of the path edges, for example 10 → 8 → 3 → 1
path length equals three. Two siblings have the same path length.

• Depth: The depth of a certain node is the number of edges from the certain tree’s
node to the root node (node 1 in our example). For example, the depth of node
10 is three.

The purpose of this Chapter is to develop metrics allowing to assess the extent of
dissimilarity or distance between two diagnoses in relation to the same patient. We
expect that the proposed metrics can be useful for different purposes, for example,
when comparing diagnoses before and after some medical examination or while
monitoring patient’s health state evolution, etc.

3 The Distance Between Two Diagnoses as a Measure
of Their Dissimilarity

Park et al. [6] defines the distance between two diagnoses, represented by nodes
A and B, as the sum of the path length from node A and node B to the closest common
ancestor node C, divided by that sum plus double of the depth of node C +1:
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LðA,BÞ= lA,C + lB,C
ðlA,C + lB,CÞ+2 ⋅ ðdC +1Þ ð1Þ

where:

C is the lowest common ancestor regarding A and B
lA,C is a path length from A to C
lB,C is a path length from B to C
dC is a depth of node C

Distance defined by Eq. (1) presents the, so-called, semantic distance and fulfills
the following properties [7]:

• Symmetry—The distance from A to B is equal the distance from B to A:
L(A, B) = L(B, A).

• Normalization: The distance from A to B is zero when the two nodes are
identical and is never greater than one. The larger the value is, the further the
two nodes are: 0 ≤ L(A, B) < 1.

• For each 3 nodes A, B, and C, the distance between A and B is smaller than the
sum of the distances from A to C and C to B (triangle rule): L(A, B) < L(A,
C) + L(B, C).

To demonstrate the rules, we used the tree in Fig. 1 and found that the closer the
nodes are, the smaller is the distance:

∙ L node 2, node 5ð Þ= 1+ 0
1+ 0+ 2 ⋅ 1+ 1ð Þ ≈ 0.33

∙ L node 2, node 3ð Þ= 1+1
1+ 1+ 2 ⋅ 0+ 1ð Þ =0.5

∙ L node 5, node 8ð Þ= 2+ 2
2+ 2+ 2 ⋅ 0+ 1ð Þ ≈ 0.67

∙ L node 5, node 10ð Þ= 2+ 3
2+ 3+ 2 ⋅ 0+ 1ð Þ ≈ 0.71
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Consequently, observe that the triangle rule is applied:

L node 5, node 3ð Þ= 2+1
2+1+2 ⋅ 0+ 1ð Þ =0.6 < L node 2, node 3ð Þ=0.5½ �

+ L node2, node5ð Þ≈ 0.33½ �

4 Some Facts Concerning the Similarities and Differences
Between Two Consecutives Diagnoses in Hospital

Patients flow in the hospital usually starts in the emergency department (ED), where
patients get initial diagnosis and if the treatment is satisfied, they go home. If not,
they are hospitalized for further medical care [1]. We would like to compare the
diagnosis made in the ED within few hours of care to the one that is done in the
hospital wards after few days of treatment and additional diagnoses.

In a hospital we examined, we found that about 78.9% of the major diagnoses
given in the ED are identical to the ones given in the ward. 6% of the major
diagnoses are totally different and the rest are somewhat in between (see Fig. 2).

Mostly, the major diagnoses are singular, but we wanted to examine the overall
diagnoses, considering minor ones as well. In Fig. 3 we see the CDF of the number
of diagnoses each patient is evaluated with during his flow in the hospital (based on
90,250 patients)—33.6% of the set of diagnoses consist of only one diagnosis,
21.1% consist of two diagnoses and the rest evaluated with more than 3 diagnoses
each visit. To deal with multi diagnoses, we would have to develop a measure of
dissimilarity between two groups of diagnoses—initial state, which is evaluated in
the ED and the final group of diagnoses, or state, observed in the hospital ward.

Fig. 2 CDF of the distance
between each two major
diagnoses in the hospital
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5 How to Measure Divergence Between Two Sets
of Diagnoses

Our suggestion and following description is based on the ideas expressed in [4]. In
this publication, the concept of variation was generalized to any measurement
scales, including nominal, as in our case. For the scale with K categories, designated
by codes ck, 1 ≤ k ≤ K, for which the two-argument, non-negative, symmetric
dissimilarity (distance) function Lðci, cjÞ is defined on the codes, such that
Lðck , ckÞ=0, this variation is determined as:

V = ∑
K

i=1
∑
K

j=1
Lðci, cjÞpipj ð2Þ

where pk means the proportion of the data belonging to the k-th category.
The main result of the above-mentioned publication is the total-variation

decomposition theorem, i.e., the possibility of splitting the total variation to the
intra (within sets of data) and the inter (between sets of data) components, so that:

VTOTAL =VWITHIN +VBETWEEN ð3Þ

where VWITHIN is the weighted average of group/set variations, with a weight
reflecting the proportion of data in the group (the number of data in the group
divided to the total number of data). For our purpose, the most interesting is the
second component VBETWEEN , presenting dissimilarity between sets of data (two, in
our case). For its calculation details, we refer the reader to [4]; in the next section
we bring its simplified version for the case when there are only two data sets, or two
lists of deceases, marked as the initial and the final diagnoses. Variation VBETWEEN

itself may not be an appropriate measure of the difference between the two groups,
as it depends on the dimension of scale (which, in our case, may vary from patient

Fig. 3 CDF of number of
major and minor diagnoses
for each patient per ward
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to patient). For this reason, the above-mentioned publication suggested as a suitable
difference measure the so-called segregation index—SP:

SP=
VBETWEEN ̸dfBETWEEN

VTOTAL ̸dfTOTAL
ð4Þ

where the symbol df is used to indicate the corresponding degrees of freedom. In
our case dfBETWEEN =1 and dfTOTAL is the total number of diagnoses in both lists
(initial and final) minus one. In the following section, we provide an example of
segregation index calculations.

6 Example of Segregation Index Calculations

Let us illustrate the proposed measure with a simple example. Assume, for sim-
plicity, that the range of possible diagnoses of diseases consists of K = 5 diseases
conventionally referred to as A, B, C, D, and E.

• Initial set # I consists of 3 elements {A, C, E} and does not include 2 elements
{B, D}.

• Final set # II consists of four elements {A, B, C, D} and does not include
element {E}.

• Total combined set I&II consists of seven elements {2A, B, 2C, D, E} dispersed
on the same five categorical scale.

We can assign to the above sets, defined on the predetermined five categorical
scale, the following vectors of numbers:

• Initial set # I: nI = {1, 0, 1, 0, 1} with sum of modules of all its elements nI
equal 3.

• Final set # II: nII = {1, 1, 1, 1, 0} with sum of modules of all its elements nII
equal 4.

• Total combined set I&II: nT = {2, 1, 2, 1, 1} dispersed on the same five cat-
egorical scale with sum of modules of all its elements nT = nI + nII equal 7
(dfTOTAL = 7–1 = 6).

For further purposes it is more convenient to work with vectors of proportions—
p, normalized to one:

• Initial set # I: pI = f13 , 0, 1
3 , 0,

1
3g with sum of modules of all its elements equals

one.
• Final set # II: pII = f14 , 1

4 ,
1
4 ,

1
4 , 0g with sum of modules of all its elements equals

one.
• Total combined set I&II: pT = f27 , 1

7 ,
2
7 ,

1
7 ,

1
7g dispersed on the same five cate-

gorical scale with sum of modules of all its elements equals one.
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Following [4], we define the characteristic kernel of the between-sets variation
θi, j as 5× 5 symmetric square matrix:

θ i, j = ð− 1Þ ⋅ ½nI
nT

ðpi, I − pi ,T Þ ⋅ ðpj, I − pj , T Þ+ nII
nT

ðpi, II − pi ,T Þ ⋅ ðpj, II − pj ,T Þ� ð5Þ

where i, j = 1,2,3,4,5 denote the five previously ordered deceases and

pI = fp1, I , p2, I , . . . , p5, Ig pII = fp1, II , p2, II , . . . , p5, IIg
pT = fp1, T , p2, T , . . . , p5, Tg

For example:

θ1, 2 = ð− 1Þ ⋅ ½3
7
⋅ ð1
3
−

2
7
Þ ⋅ ð0− 1

7
Þ+ 4

7
⋅ ð1
4
−

2
7
Þ ⋅ ð1

4
−

1
7
Þ�=0.005102

Finally, we define the variation between the two sets of diagnoses as:

VBETWEEN = ∑
5

i=1
∑
5

j=1
Lði, jÞ ⋅ θi, j ð6Þ

or generally by:

VBETWEEN = ∑
K

i=1
∑
K

j=1
Lði, jÞ ⋅ θi, j ð7Þ

where Lði, jÞ denotes the distance between i and j deceases as defined by (1).
If we assume that in the above example, the distance between any two mis-

matched deceases is the same (siblings, for example) and equals to 0.5, then
VBETWEEN =0.030612.

Now, let’s calculate the total variation following the same assumption.
According to (2):

VTOTAL = ð0.5Þ ⋅ ∑
K

i=1
∑
K

j≠ i
pi,T ⋅ pj,T = ð0.5Þ ⋅ f½∑

K

k=1
pk,T �2 − ∑

K

k=1
p2k,Tg= ð0.5Þ ⋅ ð1− ∑

K

k =1
p2
k,TÞ

ð8Þ

Given that pT = 2
7 ,

1
7 ,

2
7 ,

1
7 ,

1
7

� �
and substituting it in (8) we get

VTOTAL =0.3887755, so the divergence between two diagnoses, measured by means
of segregation index SP equals:

SP=
0.030612
0.387755 ̸6

≈0.474
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In Table 1 we bring examples for different combinations of initial (I) and final
(II) diagnoses. It can be seen, that the more noteworthy the divergence between the
initial and final diagnoses is, the larger the segregation index SP is.

Two extremal cases must be considered separately:

• The first occurs when one of the sets is, for any reason, empty (for example, the
data has been lost, or the patient deceased, or vice versa, completely recovered).
The possible option is to assign to this case the maximum possible SP. This,
however, is a special case.

• The second, more frequent, occurs when in both sets/diagnoses only one and the
same matching disease is noted. Formally, this situation is expressed by
uncertainty arising from the division of zero by zero. In this case, we assign
SP=0 ultimately.

7 Applying Proposed Measures to Patients Which Passed
Only One Ward

To demonstrate the use of segregated dissimilarity measures, we considered only
patients that went through exactly one ward after hospitalization, meaning they got
to the ED and then went to one of the hospital wards and then left the hospital. In
order to evaluate multiple locations, we have had to develop relevant measure as
well.

As we see in Figs. 4, 5, 6, 7 and 8, the total variation, the variation within each
set and the overall variation within groups have a similar distribution. All stretch
from 0 to 0.76, when the most common value is 0. Consequently, the variation

Table 1 Examples for different combinations of initial (I) and final (II) diagnoses sets

Set 1 Set 2
A B C D E A B C D E VW

a I VW
a II VT

a VB SP

1 0 0 0 0 0 0 0 0 1 0.00 0.00 0.25 0.25 1.00
1 1 0 0 0 0 0 0 0 1 0.25 0.00 0.33 0.17 1.00
1 1 0 0 0 0 0 0 1 1 0.25 0.25 0.38 0.13 1.00
1 1 1 0 0 0 0 0 1 1 0.33 0.25 0.40 0.10 1.00
1 1 1 0 0 0 0 1 1 1 0.33 0.33 0.39 0.06 0.71
1 1 1 1 0 0 0 1 1 1 0.38 0.33 0.39 0.03 0.47
1 1 1 1 0 0 1 1 1 1 0.38 0.38 0.39 0.02 0.28
1 1 1 1 1 0 1 1 1 1 0.40 0.38 0.40 0.01 0.12
1 1 1 1 1 1 1 1 1 1 0.40 0.40 0.40 0.00 0.00
aVW − VWITHIN; VB − VBETWEEN; VT – VTOTAL
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Fig. 4 VWITHIN I distribution

Fig. 5 VWITHIN II distribution

Fig. 6 VWITHIN distribution

Fig. 7 VTOTAL distribution
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between is very small, more than half with zeroes (Fig. 8). On the other hand, SP
(Fig. 9) is not limited by 1, therefore we see values above 2 in our data, although
again the most common value is zero.

8 Brief Summary and Future Research

In this work, we suggested a way to measure the dissimilarity between two deceases
on an ICD hierarchical tree structure. Then, we add a divergence measure between
two sets of diagnoses defined for the same patient on the same structure based on
the idea expressed in [4]. We illustrate the proposed measures on a dataset of
patients’ diagnoses that passed only through one ward.

The drive to this work come from the need to evaluate the clinical quality that is
given in EDs and later on to associate it with factors that can be controlled, such as
load and staff expertise or seniority.

Despite the advancement in technology, the number of misclassifications is not
going down, see for example the case of appendicitis in [3]. This means that further
work is needed in order to find the cause of misclassifications. We believe that
examining the variability between sets of patient diagnoses might give a better
understanding of the cause than only focusing on errors in diagnosis (presence or
absence of a disease).

Fig. 8 VBETWEEN distribution

Fig. 9 SP distribution
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Automated Development of the Markovian
Chains to Assess the Availability
and Performance of Multi-state
Multiprocessor System

Bogdan Volochiy, Oleksandr Mulyak and Vyacheslav Kharchenko

Abstract Reliability design, availability and performance assessment of multi-state
multiprocessor system with structural redundancy involves solving number of
issues. This paper outlines a cutting-age technology of the analytical modelling of
the discrete-continuous stochastic systems for automated development the Marko-
vian chains to assess the availability and Performance of multi-state multiprocessor
system, which shows the algorithm for reliability behaviour. For various configu-
rations of the multi-state multiprocessor system, the use of the proposed model and
problem-oriented software, ASNA represents the ability to automate constructed the
Markovian chains after developed the structural-automated model. This model
includes a number of settings: numbers of processor in the main sub-system;
numbers of processor in the diverse sub-system; number of processor in hot
standby; number of processor in cold standby; failure rate of the processor; mean
time of sub-system repair; the structure of the system’s and reliability behaviours.
The proposed structural-automated model for the automated development the
Markovian chains are subject to structure adaptation of the multi-state multipro-
cessor system and/or the algorithms of reliability behaviour. This allows us to
obtain a new model and the feasibility to automate development of the Markovian
chains.
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1 Introduction

1.1 Motivation and Approach

Nowadays the developments of fault-tolerant computer-based systems are a part of
weaponry components, space, aviation, energy and other critical systems. One of
the main tasks is to provide requirements of reliability, availability, functional
safety and performance. Thus the two types of possible risks related to the
assessment of risk, and to ensuring their safety and security.

Reliability (dependability) related design (RRD) [1–6] is a main part of devel-
opment of complex fault-tolerant systems based on computers. The goal of RRD is
to develop the structure of fault-tolerant systems based tolerating physical failure
and designs faults and assure required values of reliability, availability and other
dependability attributes. The fault-tolerant systems based on computers can be in
numbers of performances levels, what is the one of tasks for structure design,
strategy of maintenances plan development and availability and performance
assessment.

Insufficient level of adequacy of the availability models of complex multi-state
fault-tolerant systems based on computers leads either to additional costs (while
underestimating of the indexes), or to the risk of total failure (when inflating their
values), namely accidents, material damage and even loss of life. Reliability and
safety are assured by using (selection and development) fault-tolerant structures at
RRD of the complex multi-state fault-tolerant systems based on computers, and
identifying and implementing strategies for maintenance. Adoption of wrong
decisions at this stage leads to similar risks.

Hence, we suggest systematic and formalized approach and tool-based technique
of developing Markovian chains for complex fault-tolerant systems considering
MSS issue.

1.2 Related Works Analysis

Most models are primarily developed to identify the impact of one the above-listed
factors on reliability indexes. The rest of the factors are overlooked. Papers [1, 2]
describe the reliability model of complex fault-tolerant systems based on computers
which illustrates separate HW and SW failures. Paper [3] offer reliability model of a
fault-tolerant system, in which HW and SW failures are differentiated and after
corrections in the program code the software failure rate is accounted for. Paper [7]
describes the reliability model of the complex fault-tolerant systems based on
computers, which accounts for the software updates. In paper [8] the author outlines
the relevance of the estimation of the reliability indexes of complex fault-tolerant
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systems based on computers considering the failure of SW and recommends a
method for their determination. Such reliability models of the complex
fault-tolerant systems based on computers produce an analysis of its conditions
under the failure of SW. This research suggests that MTTFsystem = MTTFsoftware.
Thus, it is possible to conclude that the author considers the HW of the complex
fault-tolerant systems based on computers as absolutely reliable. Such condition
reduces the credibility of the result, especially when the reliability of the HW is
commensurable to the reliability of the SW. Paper [9] presents the assessment of
reliability parameters of complex fault-tolerant systems based on computers
through modelling behaviour using Markovian chains, which account for multiple
software updates. Nevertheless, there was no evidence of the quantitative assess-
ments of the reliability measures of presented FTCS.

In paper [10], the authors propose a model of complex fault-tolerant systems
based on computers using Macro-Markovian chains, where the software failure rate,
duration of software verification, failure rate and repair rate of HW are accounted
for. The presented method of Macro-Markovian chains modelling [9, 10] is based
on logical analysis and cannot be used for profound configurations of complex
fault-tolerant systems based on computers due to their complexity and high prob-
ability of the occurrence of mistakes. In addition, there is a discussion around the
definition of requirements for operational verification of software of the space
system, together with the research model of the object for availability evaluation
and scenarios preference. It is noted that over the last ten years out of 27% of space
devices failures, which were fatal or such that restricted their use, 6% were asso-
ciated with HW failure and 21% with SW failure.

Mathematical methods of multi-state system availability and performance
assessment are discussed in the number of research papers [8, 11–14]. The growth
of MSS theories is based on distinct structural functions, Markov models and
combined methods [8, 13]. The obtained results in this research area for multi-level
MSS with majority voting [15]. The Markov analysis in combination with
multi-level degradation diagrams was used for MSS with maintenances [11].

The primary aim of this chapter is to provide a unique technology to develop the
Markovian chain for complex MSS based on computers with different structural
redundancy, using the proposed formal procedure and tool. This model is proven to
be flexible in configuration of the researched object, accounts for its specific fea-
tures and prepares the availability and performance assessment. The main idea of
technology is decreasing the risks of errors during classical methods of Markovian
chain development for systems with a large (hundreds and thousands) number of
stages. We propose a special notation, which allows supporting development of the
Markovian chain step by step and designing the final Markovian chain using
software tool.
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2 Description of the Multi-state Multiprocessor System

In this Chapter, we present the comprehensive description of the multi-state mul-
tiprocessor radio-electronic data receiving computer-based system “RP-140” [4].
Generalised structure of such Multi-State multiprocessor System (MSS) with
structure redundancy is shown in Fig. 1. To ensure the minimal Multi-State System
(MSS) downtime, overall hot/cold standby and maintenances of the system is used.

The MSS includes: a main sub-system which consist of n—processors; diverse
sub-system consist of k—processors; for two sub-systems, the common sliding
standby of processors are available, the first (or mh) processor is in hot standby and
other processors mc are in cold standby; a diagnostics control system determines the
state of processors and manages the redundancy; and a switch is connected the
processors to the main and diverse sub-systems from redundancy.

Based on the algorithm ofMSS operation after (⌈n/2⌉ + 1) failures of processors in
main sub-system or (⌈k/2⌉ + 1) failures of processors in diverse sub-system the
reconfiguration is performed. If (⌈n/2⌉ − 1) or (⌈k/2⌉ − 1) processors are available in
main or diverse sub-system all non-failed processors are automatically connected o
the operating system.Also after (⌈n/2⌉ + 1) failures inmain sub-systemor (⌈k/2⌉ + 1)
failures in diverse sub-system the repair procedures are performed. The system’s
failure occurs when number of working processors is lower than (⌈n + k⌉/2).

The MSS with structural redundancy an stay in numbers level with different
performance in particular we can divide for three levels: working when numbers of
processors are equal ⌈n + k⌉; partly working when numbers of processors are lower
or equal (⌈n + k⌉ − 1); fault when numbers of processors are lower ((⌈n + k⌉/
2) − 1). But for complex system this breakup are not enough, because system can
stay in many partly working state with different performance coefficient and could

Fig. 1 Multi-state multiprocessor system (1 main sub-system, 2 hot standby processors, 3 cold
standby processors, 4 diverse sub-system, DCS diagnostics control system)
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be divided according to number of processors in researched MSS with coefficient of
performance calculation (1). In Table 1 one of possible configuration of MSS
(n = 6, k = 6, mh = 0, mc = 0) and performance level are shown.

KofPerformance =
ðn+ kÞ−Mfailure

n+ k
⋅ 100%, ð1Þ

where Mfailure—number of failure processors in main and diverse sub-system.

3 Technique for Automated Development of the Markov
Model of the Multi-state Multiprocessor System

The detailed description of the technology of analytical modelling of the
discrete-continuous stochastic systems is described in the monograph [6]. It
involves a formalized representation of the study object as a “structural-automated
model”. To develop structural-automated model for MSS one needs to complete the
following tasks:

(1) develop a verbal description of the research object (Fig. 1);
(2) define the basic events; define the components of vector states, which can be

described as a state of random time;
(3) define the parameters for the object of research, which should be in the model;
(4) shape the tree of the modification of the rules and component of the states

vector.

Table 1 Multi-State system
configuration and
performance level

n k KofPerformance of MSS, %

6 6 100
5 6 92
6 5 92
5 5 83
4 5 75
5 4 75
4 4 67
3 4 58
4 3 58
3 3 50
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3.1 Procedures for Behaviour Description of the Multi-state
Multiprocessor System

The MSS behaviour is described by the following procedures: Procedure 1. Failure
detection in the multiprocessor system. Failure can occur in the main sub-system
(MS) and diverse sub-system (DS); Procedure 2. Detection of processor failure in
the hot standby; Procedure 3. Detection of diagnostics control system failure;
Procedure 4. Detection of switch failure; Procedure 5. Connection of the processor
from hot standby to faulty sub-systems; Procedure 6. Connection of the processor
from hot standby to cold standby; Procedure 7. System reconfiguration is per-
formed when number of failure processor Mfailure > ⌈n/2⌉ for main sub-system;
Mfailure > ⌈k/2⌉ for diverse sub-system; Procedure 8. Repair of the processor in
main sub-system; Procedure 9. Repair of the processor in diverse sub-system.

3.2 Basic Events

According to described procedures, which determine the behaviour of multi-state
multiprocessor system, a list of events is composed. Events are present the end of
time intervals that describe the procedure completion.

As a result of analysis, eight basic events in particular were determined: Event 1
—Processor failure in the main sub-system; Event 2—Processor failure in the
diverse sub-system; Event 3—Failure of the processor in hot standby; Event 4—
Completing the processor switching procedure from hot standby to subsystems with
failure processor; Event 5—Completing the processor switching procedure from
cold standby to sub-system with failure processor; Event 6—Completing of the
system reconfiguration procedures; Event 7—Completing the maintenances pro-
cedure of the main sub-system; Event 8—Completing the maintenances procedure
of the diverse sub-system.

3.3 Components of Vector States

Components of the vector state that can also be described as a state of random time.
To describe the state of the system, five components are used:

V1—displays the operational processors in the MS (the initial value of components
V1 equal to n);
V2—displays the operational processors in the DS (the initial value of components
V2 equal to k);
V3—displays the operational processors in hot standby (the initial value of V3
equal to mh);
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V4—displays the current number of processors in cold standby (the initial value of
components V4 equal to mc);
V5—displays the number of operational processors in system (the value of com-
ponent V5 calculated as V5= ðn+ kÞ−Mfailure).

3.4 Parameters of the Markov Model

Developing Markov model of the FTCS, its composition and separate components
should be set to relevant parameters in particular: n—number of processors that in
the main sub-system; k—number of processors that in the diverse sub-system;
mh—number of processors in the hot standby; mc—number of processors in the
cold standby; λms—the failure rate of the processor in main sub-system; λds—the
failure rate of the processor in diverse sub-system; λhs—the failure rate of the
processor in hot standby; Trec—mean time of the system reconfigurations;
Tswitch—mean time of the processor connections from standby; Trep—mean time of
hardware repair.

3.5 Structural-Automated Model for Multi-state
Multiprocessor System

According to the technology of a modelling the discrete-continuous stochastic
systems [6] based on certain events using the component vector state and the
parameters that describe MSS, and Structural-Automated model of the MSS for
automated development of the Markovian chains are presented on the Table 1.

Below is describes the procedures of structural-automated model creation:

Components of Event 1
Event 1—“Processor failure in the main sub-system” can occur when in MS are
operating processor. Therefore, a failure of the processor in the MS may occur
under these two conditions:

First circumstance for the Event 1—the number of operation processor is more
or equal ⌈n/2⌉ (V1 >= ⌈n/2⌉); the hot standby processors are available (V3 > 0).
The logical expression for first circumstance is:of the processor in the DS

ðV1> = ⌈n ̸2⌉ÞAND V3> 0ð Þ.

In the first circumstance the faulty processor is removed from the MS and the
processor from hot standby switched to MS (this procedures is combined with
Event 4). Failure rate of Event 1 in this circumstance is defined as: failure rate of
processor in MS λms and the number of processor in MS V1. The formula of
calculating the failure rate of transition (FFRT) has the following form: V1 ⋅ λms.
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The consequences of the Event 1 under the first circumstance:
The processor is connected from the hot standby to the MS. As a result a number

of processors in MS are not changed V1 := n but from the hot standby one pro-
cessor is subtracted V3 := V3 − 1. Thus, the rule of the modification component of
the state vector (MCSV) for the first circumstance is submitted as follows:

V1: =n; V3: =V3− 1.

Second circumstance for the Event 1—the number of operation processor is
more or equal ⌈n/2⌉ (V1 >= ⌈n/2⌉); the hot standby processors are not available
(V3 = 0). The logical expression for second circumstance is:

ðV1> = ⌈n ̸2⌉ÞAND V3= 0ð Þ.

In the second circumstance the faulty processor is removed from the MS and
Performance of system decreases. Failure rate of Event 1 in this circumstance is
defined as: failure rate of processor in MS λms and the number of processor in MS
V1. The formula of calculating the failure rate of transition (FFRT) has the fol-
lowing form: V1 ⋅ λms.

The consequences of the Event 1 under the second circumstance:
The processor is removed from the MS. As a result a number of processors in

MS are changed V1 := V1 − 1, and Performance of system is decreased V5 :
= V5 − 1. Thus, the rule of the modification component of the state vector
(MCSV) for the first circumstance is submitted as follows:

V1: =V1− 1; V5: =V5− 1.

Components of Event 2
Event 2—“Processor failure in the diverse sub-system” can occur when in DS are
operating processor. Therefore, a failure of the processor in the DS may occur under
these two conditions:

Firs circumstance for the Event 2—the number of operation processor is more
or equal ⌈k/2⌉ (V2 >= ⌈k/2⌉); the hot standby processors are available (V3 > 0).
The logical expression for first circumstance is:

ðV2> = ⌈k ̸2⌉ÞAND V3> 0ð Þ.

In the first circumstance the faulty processor is removed from the DS and the
processor from hot standby switched to DS (this procedures is combined with Event
4). Failure rate of Event 2 in this circumstance is defined as: failure rate of processor
in DS λds and the number of processor V2 in DS. The formula of calculating the
failure rate of transition (FFRT) has the following form: V2 ⋅ λds.

The consequences of the Event 2 under the first circumstance:
The processor is connected from the hot standby to the DS. As a result a number

of processors in DS are not changed V2 := k but from the hot standby one
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processor is subtracted V3 := V3 − 1. Thus, the rule of the modification compo-
nent of the state vector (MCSV) for the first circumstance is submitted as follows:

V2: =k; V3: =V3− 1.

Second circumstance for the Event 2—the number of operation processor is
more or equal ⌈k/2⌉ (V2 >= ⌈k/2⌉); the hot standby processors are not available
(V3 = 0). The logical expression for first circumstance is:

ðV2> = ⌈k ̸2⌉ÞAND V3= 0ð Þ.

In the second circumstance the faulty processor is removed from the DS and
Performance of system decreases. Failure rate of Event 2 in this circumstance is
defined as: failure rate of processor in DS λds and the number of processor V2 in
DS. The formula of calculating the failure rate of transition (FFRT) has the fol-
lowing form: V2 ⋅ λds.

The consequences of the Event 2 under the second circumstance:
The processor is removed from the DS. As a result a number of processors in DS

are changed V2 := V2 − 1, and Performance of system is decreased V5 :
= V5 − 1. Thus, the rule of the modification component of the state vector
(MCSV) for the second circumstance is submitted as follows:

V2: =V2− 1; V5: =V5− 1.

Components of Event 3
Event 3—“Failure of the processor in hot standby” can occur when processors in
hot standby is operational (V3 > 0) and the main or diverse sub-system are operated
(V1 >= ⌈n/2⌉ OR V2 >= ⌈k/2⌉). The logical expression for this circumstance is:

V3> 0ð ÞAND ðV1> = ⌈n ̸2⌉ OR V2> = ⌈k ̸2⌉Þ.

In this circumstance the no operational processor is removed from the hot
standby. Failure rate of Event 3 in this circumstance is defined as: failure rate of
processors λhs and the number of processor V3. The formula of calculating the
FFRT has the following form:

V3 ⋅ λhs.

The consequences of the Event 3 under this circumstance:
The processor from hot standby is subtracted V3: = V3 − 1. Thus, the rule of

the MCSV for the first circumstance is submitted as follows:

V3: =V3− 1.
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Components of Event 4
Duration the switching processor procedures from hot standby to main/diverse
sub-system is very low. Taking into account this circumstance the Event 4 was
combined with Event 1 and Event 2.

Components of Event 5
Event 5—“Completing of the processor switching procedure from cold standby to
sub-system with failure processor” can occur when operational processors are in
cold standby. Therefore, switching procedure from cold standby to sub-system may
occur under these two conditions:

Firs circumstance for the Event 5—the cold standby has operational processor
(V4 > 0), hot standby has no operational processors (V3 = 0) and main sub-system
has failures processor (V1 <=(n − 1)). The logical expression for first circum-
stance is:

V1< = n− 1ð Þð ÞAND V3= 0ð ÞAND V4> 0ð Þ.

In this circumstance the processor from cold standby is switching to main
sub-system. The rate of Event 5 is defined as: mean time of processors switching
1/Tswitch. The formula of calculating the FFRT has the following form: 1/Tswitch.

The consequences of the Event 5 under this circumstance:
The processor is switching from cold standby to main sub-system V1: =

V1 + 1. The processor from cold standby is subtracted V4: = V4 − 1 and Per-
formance of system is increased V5: = V5 + 1. Thus, the rule of the MCSV for the
first circumstance is submitted as follows:

V1: =V1+ 1; V4: =V4− 1; V5: =V5+ 1.

Second circumstance for the Event 5—the cold standby has operational pro-
cessor (V4 > 0), hot standby has no operational processors (V3 = 0) and diverse
sub-system has failures processor (V2 <=(k-1)). The logical expression for first
circumstance is:

V2< = k− 1ð Þð ÞAND V3= 0ð ÞAND V4> 0ð Þ.

In this circumstance the processor from cold standby is switching to diverse
sub-system. The rate of Event 5 is defined as: mean time of processors switching
1/Tswitch. The formula of calculating the FFRT has the following form: 1/Tswitch.

The consequences of the Event 5 under this circumstance:
The processor is switching from cold standby to diverse sub-system V2: =

V2 + 1. The processor from cold standby is subtracted V4: = V4 − 1 and Per-
formance of system is increased V5: = V5 + 1. Thus, the rule of the MCSV for the
first circumstance is submitted as follows:
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V2: =V2+ 1; V4: =V4− 1; V5: =V5+ 1.

Components of Event 6
Event 6—“Completing of the system reconfiguration procedures” can occur when
main or diverse sub-systems are in no operational conditions. Therefore, recon-
figuration procedure may occur under these two conditions:

First circumstance for the Event 5—the diverse sub-system is in no operational
conditions (V2 < ⌈k/2⌉) and number of operational processors in main sub-system
is equal ⌈n/2⌉ (V1 = ⌈n/2⌉) The logical expression for first circumstance is:

ðV1= ⌈n ̸2⌉ÞAND ðV2< ⌈k ̸2⌉Þ.

In this circumstance the all operational processors switching to main sub-system.
The rate of Event 6 is defined as: mean time of reconfigurations 1/Trec. The formula
of calculating the FFRT has the following form:

1 ̸Trec.

The consequences of the Event 6 under this circumstance:
The processor is switching from diverse sub-system to main sub-system

V1: = V1 + V2. The processor from diverse sub-system is subtracted V2: = V2 –

V2 and Performance of system is increased V5: = V5 + V2. Thus, the rule of the
MCSV for the first circumstance is submitted as follows:

V1: =V1+V2; V5: =V5+V2; V2: =V2−V2.

Second circumstance for the Event 6—the main sub-system is in no operational
conditions (V1 < ⌈n/2⌉) and number of operational processors in diverse sub-system
are equal ⌈k/2⌉ (V2 = ⌈k/2⌉). The logical expression for first circumstance is:

ðV1< ⌈n ̸2⌉ÞAND ðV2= ⌈k ̸2⌉Þ.

In this circumstance the all operational processors switching to diverse
sub-system. The rate of Event 6 is defined as: mean time of reconfigurations 1/Trec.
The formula of calculating the FFRT has the following form: 1/Trec.

The consequences of the Event 6 under this circumstance:
The processor is switching from main sub-system to diverse sub-system

V2: = V2 + V1. The processor from main sub-system is subtracted V1: = V1 –

V1 and Performance of system is increased V5: = V5 + V1. Thus, the rule of the
MCSV for the first circumstance is submitted as follows:

V2: =V2+V1; V5: =V5+V1; V1: =V1−V1.
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Components of Event 7
Event 7—“Completing the maintenances procedure of the main sub-system” can
occur when main sub-system has non operational processor (V1 < ⌈n/2⌉) and
number of processors in hot/cold standby are equal 0 (V3 = 0) AND (V4 = 0) The
logical expression for first circumstance is:

ðV1< ⌈n ̸2⌉ÞAND V3= 0ð ÞAND V4= 0ð Þ.

In this circumstance the new processors connect to main sub-system. The rate of
Event 7 is defined as: mean time of repair 1/Trep. The formula of calculating the
FFRT has the following form: 1/Trep.

The consequences of the Event 7 under this circumstance:
The new processors connect to main sub-system V1: = n and the Performance

of system, numbers of processors in hot/cold standby are returns to initial condition:
V3: = mh, V4: = mc, V5: = n + k. Thus, the rule of the MCSV for this circum-
stance is submitted as follows:

V1: = n; V3: =mh; V4: =mc; V5: =n+k.

Components of Event 8
Event 8—“Completing the maintenances procedure of the diverse sub-system” can
occur when diverse sub-system has non operational processor (V2 < ⌈k/2⌉) and
numbers of processors in hot/cold standby are equal 0 (V3 = 0) AND (V4 = 0).
The logical expression for first circumstance is:

ðV2< ⌈k ̸2⌉ÞAND V3= 0ð ÞAND V4= 0ð Þ.

In this circumstance the new processors connect to diverse sub-system. The rate
of Event 8 is defined as: mean time of repair 1/Trep. The formula of calculating the
FFRT has the following form: 1/Trep.

The consequences of the Event 8 under this circumstance:
The new processors connect to diverse sub-system V2: = k and the Performance

of system, numbers of processors in hot/cold standby are returns to initial condition:
V3: = mh, V4: = mc, V5: = n + k. Thus, the rule of the MCSV for this circum-
stance is submitted as follows:

V1: = n; V3: =mh; V4: =mc; V5: =n+k.
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4 Availability and Performance Analysis. Markov Model
Development

The Structural-Automated Model for MSS provides the possibilities according to
technology [6] for automated developed of the Markovian chains by tool ASNA
[16]. Output data from ASNA tool is the transition rate matrix. In classical tech-
nology the above matrix is composed following the construction of the Markovian
chain. In this technology the Markovian chain visualisation is based on the tran-
sition rate matrix. The system of differential equations are solved by Runge–Kutta
methods in MathCad by using the standard State Space ODE Solver.

In the Table 3 are shown the parameters of Markovian chains with different
configuration of researched MSS that was developed by ASNA based on prepared
Structural-Automated Model (Table 2).

Table 2 Structural-automated model of the multi-state multiprocessor system

Terms and conditions of event Formula for calculating
the rate of events

Rule of modification the state
vectors component

Event 1. Processor failure in the main sub-system
(V1 >= ⌈n/2⌉) AND (V3 > 0) V1 · λms V3 := V3 − 1
(V1 >= ⌈n/2⌉) AND (V3 = 0) V1 · λms V1 := V1 − 1; V5 := V5 − 1
Event 2. Processor failure in the diverse sub-system
(V2 >= ⌈k/2⌉) AND (V3 > 0) V1 · λds V3 := V3 − 1
(V2 >= ⌈k/2⌉) AND (V3 = 0) V1 · λds V2 := V2 − 1; V5 := V5 − 1
Event 3. Failure of the processor in hot standby

(V3 > 0) AND ((V1 >= ⌈n/2⌉
OR V2 >= ⌈k/2⌉)

V1 · λhs V3 := V3 − 1

Event 4. Completing of the processor switching procedure from cold standby to sub-system with
failure processor

(V1 <=(n-1)) AND (V3 = 0)
AND (V4 > 0)

1/Tswitch V1: = V1 + 1; V4: = V4 − 1;
V5: = V5 + 1

(V2 <=(k-1)) AND (V3 = 0)
AND (V4 > 0)

1/Tswitch V2: = V2 + 1; V4: = V4 − 1;
V5: = V5 + 1

Event 5. Completing of the system reconfiguration procedures

(V1 = ⌈n/2⌉) AND
(V2 < ⌈k/2⌉)

1/Trec V1: = V1 + V2;
V5: = V5 + V2;
V2: = V2 − V2

(V2 = ⌈k/2⌉) AND
(V1 < ⌈n/2⌉)

1/Trec V2: = V1 + V2;
V5: = V5 + V1;
V1: = V1 − V1

Event 6. Completing the maintenances procedure of the main sub-system
(V1 < ⌈n/2⌉) AND (V3 = 0)
AND (V4 = 0)

1/Trep V1: = n; V3: = mh; V4: = mc;
V5: = n + k

Event 7. Completing the maintenances procedure of the diverse sub-system
(V2 < ⌈k/2⌉) AND (V3 = 0)
AND (V4 = 0)

1/Trep V2: = k; V3: = mh; V4: = mc;
V5: = n + k
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The Markovian chain for model N 7 (Table 3) is presented in Fig. 2. Information
is available on the status of each software processor ASNA we have on file “vector.
vs”, which is written in the form:

Stage 1: V1 = 6; V2 = 6; V3 = 1; V4 = 1; V5 = 12
Stage 2: V1 = 6; V2 = 6; V3 = 0; V4 = 1; V5 = 12
Stage 3: V1 = 5; V2 = 6; V3 = 0; V4 = 1; V5 = 11
Stage 4: V1 = 4; V2 = 6; V3 = 0; V4 = 1; V5 = 10
Stage 5: V1 = 3; V2 = 6; V3 = 0; V4 = 1; V5 = 9
Stage 6: V1 = 2; V2 = 6; V3 = 0; V4 = 1; V5 = 8
……………………………………………………………..
Stage 76: V1 = 0; V2 = 3; V3 = 0; V4 = 0; V5 = 3
Stage 77: V1 = 0; V2 = 2; V3 = 0; V4 = 0; V5 = 2

The proposed model of MSS can be easily transformed for other features of the
object of study. It is enough to: add/remove basic event; attach/remove components
of the state vector; and include/remove parameters that describe the studied system.
Based on information about the work of MSS an appropriate change in the model
could be made (Fig. 1).

Based on the Markovian chains (Fig. 2) a system of differential equations (2)
was formed. Its solution allows us to estimate the function availability value of
researched MSS.

dP1 tð Þ
dt = 1

Trep
P36 tð Þ+P40 tð Þ+P44 tð Þ+ ∑

56

48
PiðtÞ+ ∑

67

61
PiðtÞ+ ∑

77

71
PiðtÞ

� �

− 12 ⋅ λhw ⋅P1 tð Þ
dP2 tð Þ
dt =12 ⋅ λhw ⋅P1 tð Þ− 6 ⋅ λhwP2 tð Þ− 6 ⋅ λhwP2 tð Þ

dP3 tð Þ
dt =6 ⋅ λhwP2 tð Þ− 6 ⋅ λhwP3 tð Þ− 1

Tswitch
⋅P3 tð Þ− 5 ⋅ λhwP3 tð Þ

dP4 tð Þ
dt =5 ⋅ λhwP3 tð Þ− 6 ⋅ λhwP4 tð Þ− 1

Tswitch
⋅P4 tð Þ− 4 ⋅ λhwP4 tð Þ

⋮
dP77 tð Þ

dt =3 ⋅ λhwP76 tð Þ− 1
Trep

⋅P77 tð Þ

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

ð2Þ

Table 3 Parameters of Markovian chains with different configuration of researched MSS

N of model Parameters of researched
MSS

Parameters of Markovian chains

n k mh mc Number of stages Number of transitions

1 4 4 1 1 47 114
2 4 4 1 2 71 184
3 4 4 1 3 95 254
4 6 6 1 1 77 190
5 6 6 1 2 122 326
6 6 6 1 3 167 462

7 12 10 1 5 609 1810
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Initial conditions for the system (2) for initial time t = 0, are P1 tð Þ=1;
P2 tð Þ . . .P77 tð Þ=0.

4.1 Simulation Results

Basing on the Markovian chains (Fig. 2) formulas for availability assessment of
MSS with different performances level are presented. Availability function of MSS
with different performances level is calculated as the sum of the probability func-
tions staying in operable stages with defined the vector V5.

For 100% system performance the availability function is us follow:

A100%ðtÞ=P1 tð Þ+P2 tð Þ+P29 tð Þ

For 92% system performance the availability function is us follow:

A92%ðtÞ= ∑
3

i=1
Pi tð Þ+P7 tð Þ+P29 tð Þ+P30 tð Þ+P33 tð Þ

For 83% system performance the availability function is us follow:

A83%ðtÞ= ∑
4

i=1
Pi tð Þ+ ∑

8

i=7
Pi tð Þ+P11 tð Þ+ ∑

31

i=29
Pi tð Þ+ ∑

34

i=33
Pi tð Þ+P37 tð Þ

For 75% system performance the availability function is us follow:

A75%ðtÞ= ∑
5

i=1
Pi tð Þ+ ∑

9

i=7
Pi tð Þ+ ∑

12

i=11
Pi tð Þ+P15 tð Þ

+ ∑
35

i=29
Pi tð Þ+ ∑

38

i=37
Pi tð Þ+P41 tð Þ

For 67% system performance the availability function is us follow:

A67%ðtÞ= ∑
6

i=1
Pi tð Þ+ ∑

10

i=7
Pi tð Þ+ ∑

13

i=11
Pi tð Þ+ ∑

16

i=15
Pi tð Þ+ ∑

39

i=29
Pi tð Þ

+ ∑
42

i=41
Pi tð Þ+P45 tð Þ+P51 tð Þ

For 58% system performance the availability function is us follow:

370 B. Volochiy et al.



A58%ðtÞ= ∑
6

1
Pi tð Þ+ ∑

10

7
Pi tð Þ+ ∑

14

11
Pi tð Þ+ ∑

17

15
Pi tð Þ+P20 tð Þ+P23 tð Þ

+ ∑
43

29
Pi tð Þ+ ∑

46

45
Pi tð Þ+ ∑

52

51
Pi tð Þ

For 50% system performance the availability function is us follow:

A50%ðtÞ= ∑
6

1
Pi tð Þ+ ∑

10

7
Pi tð Þ+ ∑

14

11
Pi tð Þ+ ∑

18

15
Pi tð Þ+ ∑

21

20
Pi tð Þ+ ∑

24

23
Pi tð Þ

+ ∑
47

29
Pi tð Þ+ ∑

53

49
Pi tð Þ+ ∑

56

55
Pi tð Þ

Availability calculating was performed using the failure rate: λms = λds =
hs = 1 × 10 h−1, mean time of switching processors Trec = 6 min, mean time of
system reconfiguration Tswitch = 6 min and mean repair time Trep = 24 h.

Availability functions of Multi-State Multiprocessor System for five perfor-
mance levels (100, 92, 83, 75 and 67%) are present on Fig. 3, a availability
functions for 58% performance level are presented on Fig. 4 and for 50% perfor-
mance level presented on Fig. 4.

As shown in Fig. 3 the availability function decreases up to 5000 operating
hours, following the availability function increase, due to the system reconfigura-
tion procedures. After 15,000 h the availability function stabilises by repair support.
The same paten shown in Figs. 3 and 4 of availability function for different per-
formance levels (Fig. 5).

Fig. 3 System’s availability
for different performance
level (100, 92, 83, 75, 67%)
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5 Conclusion

This chapter presents availability and performance assessment of multi-state mul-
tiprocessor system with structural redundancy. We illustrate automated develop-
ment of Markovian chains using a cutting-age technology and tool ASNA.

The presented model can be easily adapted to different configurations of
multi-state multiprocessor system such us: k-out-of-n system with structural
redundancy and reconfigurations. In fact, this model can be adopted for MSS with
software updates and automatic restart.

Future research has the potential to supplement this model with further factors:

• Erlang distribution for durations of repair [16];
• Influence of software reliability on dependability of systems.

Fig. 4 System’s availability
for 58% performance level

Fig. 5 System’s availability
for 50% performance level
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