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Introduction

Over the last decade, inquiry-based learning has been encouraged in schools across 
Europe, but one of the factors inhibiting the successful implementation of this has 
been the lack of focus on assessment issues. All educational systems have witnessed 
a growing gap between the demands for new student competences like inquiry, 
innovation, creativity and communication – and the ability of the assessment meth-
ods and the assessment systems to capture these new educational goals.

This book is about a project that has taken up this challenge. “Assess Inquiry in 
Science, Technology and Mathematics Education” (ASSIST-ME) is a research proj-
ect that has investigated assessment methods aimed at supporting and improving 
inquiry-based approaches in European science, technology and mathematics (STM) 
education. The ASSIST-ME project responded to a call from the European Union’s 
research and innovation funding programme for 2007–2013, the so-called FP7 pro-
gramme. The call recognised that merely developing new assessment items was not 
sufficient; it also had to be a political priority to reform the educational system to 
give room for formative processes in a system with strong emphasis on summative 
assessments. Thus, the FP7 call contained an explicit demand to enter into the polit-
ical world. Consequently, the project also had a societal impact in using the research 
to give policy makers and other stakeholders guidelines for ensuring that assess-
ment enhances learning in STM education. Even if the call did not include E for 
engineering, the project included E as a natural part of the technology subjects and 
in order to be in alignment with the mainstream focus on STEM educations.

As a research project, the work was driven by formulated research questions. 
These were (with some of the sub-questions):

• What are the main challenges related to the uptake of formative assessment in the 
daily teaching-learning practices in science, technology and mathematics within 
primary and secondary schools in different European educational systems?

What systemic support measures and what tools do teachers need in order to 
integrate formative assessment of student learning in their classroom practices?
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• What changes are needed in summative assessment practices to be consistent 
with the learning goals of IBE within STM?

• How can formative and summative assessment methods be used interactively to 
promote learning in inquiry-based STM?

• How can research-based strategies for the use of formative/summative assess-
ment be adapted to various European educational traditions to ensure their effec-
tive use and avoid undesirable consequences?

• How can relevant stakeholders be invited to take co-ownership of the research 
results, and how can a partnership between researchers, policy makers and teach-
ers be established in order to secure relevant actions following meaningful and 
effective implementation guidelines?

The project lasted from January 2013 to December 2016 and had 10 partners 
from 8 countries:

University of Copenhagen, Department of Science Education (Coordinator).
University of Kiel, Leibniz Institute for Science and Mathematics Education.
University of Cyprus, Department of Educational Sciences, Learning in Science 

Group.
Fachhochschule Nordwestschweiz, Pädagogische Hochschule, Centre for Science 

and Technology Education.
Centre National de la Recherche Scientifique, Lyon, ICAR, ENS Lyon.
King’s College London, Department of Education and Professional Studies.
University of Jyväskylä, Department of Teacher Education.
University of Grenoble Alpes, Laboratoire des Sciences de l’Éducation.
University of South Bohemia, Department of Pedagogy and Psychology.
Pearson Education International.

This book is not a tight summary of the project but slightly arranged for reader 
comprehension into three sections. But as the chapters follow the same logic that 
formed the project, it is useful to have an overview of the different phases of 
ASSIST-ME:

Phase 3
WP6 & WP7

Phase 2
WP 4 & WP5

Phase 1
WP2 & WP3

Synthesize existing 
research on 
assessment, 
defining goal 
variables for STM 
teaching, and 
identifying and 
categorizing 
Europe’s 
educational cultures

Design
assessment 
methods 
able to 
capture key
STM 
competences

Implement the 
assessment 
methods in 
different 
educational 
cultures. 
Summarizing the 
results 

Validate and 
share results 
with different 
stakeholders  
and expert 
groups to 
produce an 
assessment 
transformation
package

Develop 
guidelines 
and 
communicate 
with policy 
makers and 
stakeholders

 

In the first phase, partners built a knowledge base for the rest of the project, and 
the first section of the book introduces this foundation. The concept of competence 
as a common goal for STM education is analysed and compared to other goals like 
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literacy and the central European concept of bildung. Commonalities and differ-
ences of the concept across the three domains are mapped, and twenty-first-cen-
tury goals such as innovation competence are defined. The project decided to focus 
on three subject-specific competences: scientific inquiry within science education, 
engineering design within engineering education and problem solving within 
mathematics education. It also worked with three cross-disciplinary, generic 
 competences: argumentation, modelling and innovation. This work is described in 
Chap. 1.

Then, since these new competence-oriented goals can only be sustainably imple-
mented if they are aligned with teaching and assessment methods, Chap. 2 shows 
how inquiry-based education supports the achievement of competencies. It defines 
the six chosen competences and outlines how the implementation of these compe-
tences in the classroom affects teaching and the changes in assessment necessary in 
order to be able to assess them.

Understanding assessment for both formative and summative purposes has been 
a key aspect of ASSIST-ME, and Chap. 3 puts together the achieved insights. The 
chapter offers a model for how the two purposes of assessment are defined and what 
their main characteristics are. It also discusses two different approaches to linking 
formative and summative assessment and reports how teachers involved in 
ASSIST-ME dealt with the challenges related to combining and connecting the two 
purposes.

The second section consists of four chapters, each of which introduces and 
explores one of the formative assessment methods selected for study in the 
ASSIST-ME project: on-the-fly assessment (Chap. 4), structured assessment dia-
logue (Chap. 5), peer assessment (Chap. 6) and written feedback (Chap. 7). In each 
chapter, the basis for use of the assessment method is explained along with how it 
was employed and what the project learned about the opportunities, dilemmas and 
constraints of use. These four assessment methods were implemented in classrooms 
in the partner countries by teachers who worked together with researchers in so-
called local working groups (LWGs). An LWG typically consisted of around 25 
teachers and 2–4 researchers from the partner institution. The teachers were mostly 
experienced teachers, and often they had previously collaborated with the partner 
institution. A research design for each assessment method made it possible to reli-
ably collect and analyse data across partner countries related to the research ques-
tions. As a supplement to the common research questions and methods, each LWG 
formulated research questions relevant for the national context but within the com-
mon framework.

The work was organised as action research and took place over three semesters. 
The teachers were financially compensated for their meeting time. EU doesn’t pay 
teachers’ teaching, but as the meetings could be argued as research time, compensa-
tion was possible. Each LWG decided which assessment method and which compe-
tence they would work with in each of the semesters. During four meetings in each 
semester, teachers together with researchers prepared and monitored the implemen-
tation. These collaborations could typically involve designing templates with pro-
gression steps for a competence and criteria for each progression step. The LWG 
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also organised the data collection, mostly done by the teachers following the pre-
designed research design. At each meeting, experiences were exchanged and teach-
ers participated in focused discussions of common questions for all partners. All 
data was collected and centrally stored. It was analysed on a general level by one 
partner and shared among all partners. Detailed and specific analyses were then pos-
sible by individual partners or groups of partners.

The final section of the book extracts some general reflections and outcomes 
from ASSIST-ME. In Chap. 8, the educational and assessment systems of the eight 
European countries considered by the project are analysed to reveal similarities and 
differences relevant to formative and summative assessment. The purpose is to 
adapt the findings from the implementation processes to the national contexts and to 
synthesise the findings to formulate recommendations at a European level. Then, in 
Chap. 9, teacher perspectives among the partner countries are shared with a focus 
on changes in teacher self-efficacies and teacher subjective theories while imple-
menting formative assessment. The chapter also examines the use of a specially 
developed Internet-based platform to aid in inquiry-based formative assessment.

The second main goal of ASSIST-ME – to inform and influence policy makers to 
initiate educational changes in a direction that allows teachers to a more formative 
use of assessment instead of the dominating summative use – is reported in Chap. 10. 
It was a key aspect of the project to put together the three main players in the 
 changing process: the teachers, the researchers and the policy makers. The 
 collaboration with policy makers was managed through the formation of national 
stakeholder panels (NSPs) with representatives from industry, ministry, heads’ asso-
ciation, teachers’ association, media, Parliament, trusts, etc. The chapter describes 
the selection process and the work of the NSPs. It also gives the recommendations 
for policy makers, curriculum developers, teacher trainers and other stakeholders in 
the different European educational systems on how to support this drive for inquiry 
teaching and learning.

Finally, Chap. 11 gives recommendations for future research. As a research proj-
ect, ASSIST-ME produced a large number of results both within and across the 
eight participating partner countries using a variety of research methods. Chapter 11 
organises, prioritises and summarises the principal outcomes relevant to the original 
research questions and describes the research methods behind the findings. The 
chapter identifies and outlines the current gaps in knowledge in research in assess-
ment practice and ties the results of the ASSIST-ME project onto this outline. In this 
way, the chapter presents a number of concrete research vistas that are still needed 
in international assessment research.

All information from ASSIST-ME is accessible at the website, http://assistme.
ku.dk/, where it is also possible to download a 16-page booklet giving an overview 
of the project.

Copenhagen, Denmark Jens Dolin
 Robert Evans
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Chapter 1
The Concept of Competence and Its Relevance 
for Science, Technology and Mathematics 
Education

Mathias Ropohl, Jan Alexis Nielsen, Christopher Olley, Silke Rönnebeck, 
and Kay Stables

 Locating the Concept of Competence in Relation to Other 
Concepts

During the last decades, the conditions under which people live have changed rap-
idly. Advances in science and technology have influenced the way people live, and 
environmental problems have destroyed many people’s livelihood in many regions 
of the world. Globalisation means events happening in places far away affecting 
people’s everyday lives worldwide. Thus, people are confronted with new opportu-
nities but also with new challenges and problems. Therefore, living in today’s com-
plex world requires adaptation to new conditions as well as lifelong learning. 
Consequently, educational systems have to respond to these societal, economic and 
ecological changes by defining new educational goals that are reflected in the con-
cept of competence. Competences are demand and function oriented. In order to 
solve complex problems, people should be able to realise certain competences in a 
particular context and to transfer these competences to other contexts. They thereby 
provide one foundation for lifelong learning. However, looking at the literature, the 
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concept of competence is not unambiguously defined and some confusion exists 
with respect to related constructs like Bildung or literacy. The reason is that the 
construct of Bildung is understood as a more ‘general formula for what is expected 
from (lifelong, not just school-based) learning processes [constituting] a precise 
description of the ability of subjects to act under the conditions of undecidability, 
indeterminacy, uncertainty and plurality’ (Klieme et al. 2004, p. 59). In comparison, 
competences have a stronger focus on what students should be able to do in order 
to, for example, compete in the labour market of a modern society:

When scholars of educational science speak about the general goals of training within mod-
ern societies, they quarrel with finding a balance between [on the one hand] Bildung in the 
tradition of German philosophy, i.e. developing personality and allowing individuals to 
participate in human culture, and [on the other hand] qualification, i.e. establishing knowl-
edge and skills that are relevant for vocational practice. (Klieme et al. 2008, p. 6)

In addition, the concept of competence is also closely linked to the concept of 
literacy as it is operationalised in international large-scale studies like the Programme 
for International Student Assessment (PISA). The PISA framework for scientific 
literacy emphasises the importance of the application of scientific knowledge and 
skills in the context of real-life situations. This application of knowledge and skills 
is influenced by students’ attitudes or dispositions towards science that can deter-
mine ‘their level of interest, sustain their engagement, and may motivate them to 
take action’ (OECD 2016, p. 20). In a similar way, the definition of mathematical 
literacy in PISA strongly emphasises the need to develop students’ ‘capacity to 
formulate, employ and interpret mathematics in a variety of contexts’ (OECD 2016, 
p. 65) that reflect the ‘range of situations in which individuals operate in the twenty- 
first century’ (OECD 2016, p. 73).

Rychen and Salganik (2003) even argue that the ‘convergence between the con-
cept of literacy as defined in current assessment frameworks and DeSeCo’s [the 
OECD project ‘Definition and selection of competences’] concept of competence, 
and the difficulties associated with the definition of the term literacy, together sug-
gest that international assessments would benefit from replacing the concept of lit-
eracy with the concept of competence’ (p. 53).

 The Concept of Competence in Education

In many countries, a shift from an input- towards an output-orientation could be 
observed within educational systems (Waddington et al. 2007). Instead of relying 
solely on extensive content descriptions, educational standards define competences 
as learning goals for students at specific stages of their educational career (e.g. 
National Research Council 2012; Qualifications and Curriculum Authority 2007; 
Schecker and Parchmann 2007). Despite this importance, however, the definition of 
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the construct has to some extent remained fuzzy within educational research (e.g. 
Blömeke et al. 2015; Koeppen et al. 2008; Weinert 2001). In his review of theory- 
grounded approaches to the concept of competence, Weinert (2001) found that no 
broadly accepted definition or unifying theory existed. Instead, a tendency could be 
observed ‘to use terms such as skill, qualification, competence, and literacy, either 
imprecisely or interchangeably, in order to describe what individuals must learn, 
know, or be able to do in school, at the workplace, or in social situations (Rychen 
and Salganik 2003, p. 41).

In 1997, the Organisation for Economic Cooperation and Development (OECD) 
initiated the DeSeCo project with the aim of providing solid theoretical and concep-
tual foundations for the broad range of competences needed to face the challenges 
of the present and the future. They considered an explicit definition of the meaning 
and nature of competences crucial to enable a coherent discourse on competences 
from a lifelong learning perspective. In line with an earlier recommendation by 
Weinert (2001), the project decided on a demand- or function-oriented approach to 
define competences: ‘A competence is the ability to successfully meet complex 
demands in a particular context through the mobilization of psychosocial prerequi-
sites (including both cognitive and non-cognitive aspects)’ (Rychen and Salganik 
2003, p. 43). In order to avoid reducing competences to mere ability-to expressions, 
the demand-oriented approach requires the conceptualisation of competences as 
internal mental structures, i.e. resources embedded in the individual such as cogni-
tive skills, intellectual abilities (e.g. critical thinking) and knowledge but also social 
and behavioural components such as motivation, emotion and values. Moreover, 
possessing a competence includes an action component. Individuals always operate 
in specific contexts that set the criteria for effective performance. It is thus not suf-
ficient to possess the different resources but one must be able to mobilise and 
orchestrate them in a complex situation. This understanding of competence is con-
sistent with the action competence model described by Weinert (2001) that repre-
sents a holistic and dynamic perspective by combining complex demands, 
psychosocial prerequisites and contexts into a complex system that people need in 
order to solve problems. It is necessary to convert this very general definition into 
more domain-specific definitions, e.g. what does it mean to be competent in science, 
technology or mathematics?

In educational contexts, the concept of competence usually refers to those 
context- specific dispositions for achievement that can be acquired through learning, 
in contrast to basic cognitive abilities that can only be learned and trained to a far 
lesser degree (Klieme et al. 2008). Understanding competences as reflecting a per-
son’s potential to meet cognitive demands in specific areas of learning and behav-
iour makes them amenable to external interventions such as opportunities to learn 
and systematic training, thus increasing the utility of the concept for teaching and 
learning as well as for the empirical assessment of educational outcomes (e.g. 
Klieme et al. 2008).

1 The Concept of Competence and Its Relevance for Science, Technology…
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Despite the huge amount of research in the last decade however, a recent review 
still considers competence to be a ‘messy construct’ (Blömeke et al. 2015, p. 4). 
From the authors’ perspective, the main reason for this is that the concept has been 
‘plagued by misleading dichotomies’ (p.  11). Interpretations of the definition of 
competence as ‘complex ability constructs that are context-specific […], and closely 
related to real life’ (Koeppen et al. 2008, p. 61) tend to focus either on the perfor-
mance or the disposition aspect which leads to a dichotomy: is behaviour the focus 
of competence or is it the criterion against which dispositions are validated as mea-
sures of competence? Both approaches have their advantages and disadvantages. 
The first position describes a holistic perspective in which dispositions and perfor-
mance are complexly linked and may change during the course of performance. In 
this understanding, it is of specific importance how precisely the different disposi-
tions are linked and what influences their interaction. The second position takes a 
more analytical stance by dividing competence into multiple constituents. The 
major question is whether competence can be exhaustively decomposed into identi-
fiable constituents. Sadler (2013) argues that while decomposition reduces com-
plexity and provides highly visible learning goals, it becomes more difficult to see 
the whole. Moreover, decomposition can lend itself to seriously deficient imple-
mentation. Teachers might become encouraged to deliberately coach students over 
the pass lines for specific competences – however, this ‘does not necessarily trans-
late into a coordinated ability to complete a complex task with proficiency’ (p. 17). 
According to Blömeke et al. (2015) this dichotomised discussion neglects the pro-
cesses that connect dispositions and performance. They argue for regarding compe-
tence as a process, a continuum ‘from traits that underlie perception, interpretation, 
and decision-making skills, which in turn give rise to observed behaviour in real- 
world situations’ (p. 3).

Based on the prominence given to the concept of competence in international 
comparisons of educational outcomes and national standards, the assessment of 
competences has become a major focus in educational research. The valid assess-
ment of competences is regarded as essential for the enhancement of educational 
processes and the development of educational systems. Assessments developed to 
measure competences have to meet specific requirements that differ from traditional 
knowledge tests. It has to be insured, for example, that the sampling of real-life situ-
ations is representative of the universe of tasks (Blömeke et al. 2015). The  dichotomy 
between holistic and analytical views of competence, however, is also reflected in 
the assessment of competences (Blömeke et al. 2015).

The analytic view of competence assessment focuses on measuring different 
latent traits (cognitive, conative, affective and motivational) with different instru-
ments (Blömeke et al. 2015). This requires the development of sophisticated mod-
els of the structure and levels of these constructs that precisely define them in 
specific domains. According to Klieme et al. (2008), the development of cognitive 
competence models faces two major challenges. The first challenge is related to 

M. Ropohl et al.



7

the contextualised character of competences which means that individual- and 
situation-specific components have to be simultaneously considered. This leads to 
the distinction between two types of theoretical models to describe competences 
that are ideally complementary: models of competence levels, defining the spe-
cific situational demands that can be mastered by individuals with certain levels of 
competences, and models of competence structures – dealing with the relations 
between performances in different contexts and seeking to identify common 
underlying dimensions. The second challenge is related to the question of how 
competences develop. Only few models have addressed this developmental aspect 
and their conceptualisations differ. Whereas some models regard competence 
development as a continuous progression from the lowest to the highest compe-
tence level, others conceptualise it as a noncontinuous process characterised by 
qualitative leaps. Related to the question of how competences develop is the ques-
tion of to what extent such developmental models can represent cognitive pro-
cesses (Leuders and Sodian 2013). Once theoretical competence models have 
been developed, they need to be linked to the results of empirical assessment by 
psychometric models. Here again the contextualised and complex nature of the 
competence construct defines certain requirements. The models need to incorpo-
rate all relevant characteristics of the individuals whose competences are to be 
evaluated while at the same time they have to take domain-specific situational 
demands into account. The holistic perspective on competence assessment focuses 
instead on assessing real-life performance without accounting for the contribution 
of specific dispositional resources (e.g. Shavelson 2010). However, this approach 
also has specific challenges. Performance tasks are often time-consuming and 
introduce considerable amounts of measurement error due to their complexity. 
Nevertheless, recent examples show that the approach is not impossible (e.g. 
Theyßen et al. 2014). Especially in large-scale assessments, simulation- based test 
instruments have been shown to provide potential in this context (OECD 2016; 
Theyßen et al. 2016).

In their review, Blömecke and colleagues (2015) argue that moving the field 
forward is not a question of choice between the analytical or holistic approaches but 
rather of finding ways to productively combine them (cf. Grugeon-Allys et  al. 
2016), thus moving ‘beyond dichotomies’ (p. 9). As stated above, in educational 
practice and research, competences usually relate to specific content areas (Koeppen 
et al. 2008), so-called domains. Typical domain-specific competences in primary 
and secondary education include scientific competence, technological competence 
and mathematical competence. These domain-specific competences are described 
in the next three sections. In addition, transversal competences often referred to as 
key competences are becoming more and more important for the participation of 
individuals in society and in the workplace. This development is picked up in the 
fourth section on innovation competence.

1 The Concept of Competence and Its Relevance for Science, Technology…
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 Competences in Science Education

In science education many educational standards and curricula are based on the 
concept of competence or related to it. The educational standards in many countries 
define specific competences as learning outcomes at a certain educational level (e.g. 
National Research Council 2012; Qualifications and Curriculum Authority 2007). 
However, the exact definition of these learning outcomes might differ from country 
to country (cf. Waddington et al. 2007).

From the perspective of science education, competent students have to solve 
specific types of problems and have to deal with certain kinds of concrete situations 
relevant for science. More specifically, students have to detach science-specific cog-
nitive skills and knowledge from one situation and apply it to scientific problems in 
another situation, e.g. a social setting (Kauertz et al., 2012). A typical classroom 
situation where students are faced with scientific phenomena and problems that are 
explored or investigated through inquiry is described in the following box.

A more general understanding of being competent in science was described by 
the OECD in the context of international large-scale studies in terms of scientific 
literacy. Within PISA, scientific literacy is defined as ‘the ability to engage with 
science-related issues, and with the ideas of science, as a reflective citizen. A scien-
tifically literate person is willing to engage in reasoned discourse about science and 
technology which requires the competencies to: 1. Explain phenomena  scientifically 
[…], (2) Evaluate and design scientific enquiry […], and (3) Interpret data and evi-
dence scientifically’ (OECD 2016, p. 20).

Students need to apply these competences in different situations reflecting per-
sonal, local, national and global contexts which in turn require them to draw on their 
scientific knowledge and apply it in the context of life situations (OECD 2016). 

Starting question given by the teacher:

Usually when I am taking my effervescent Vitamin C drink I wait until it 
[has] stopped fizzing before I drink it. Some mornings I am running late for 
school. Can I speed up this reaction?

Equipment students receive:

Vitamin C effervescent tablets, boiling tubes, test tubes, 250 ml beakers, 
100 ml measuring cylinders, stop watches, […].

Problems students have to solve:

 1. Which variable should be changed?
 2. How to measure the effect of the change?

(Black and Harrisson 2016, p. 25; see also http://results.sails-project.eu/units/
reaction-rates).

M. Ropohl et al.
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Relating this back to science teaching and learning, effective learning strategies 
should include ‘using a wide range of contexts, inductive rather than deductive pro-
cesses, problem-based learning contexts in which problems are integrated rather 
than broken into discrete, artificial elements, and encouragement of self-directed 
learning and self-reflection on learning styles’ (Rychen and Salganik 2003, p. 58).

Although some disagreement with respect to the definition of scientific literacy 
has been found (Bybee 1997; DeBoer 2000; Roberts 2007), the different definitions 
show some common ground, namely, ‘that scientific literacy usually implied a broad 
and functional understanding of science for general education purposes and not 
preparation for specific scientific and technical careers’ (DeBoer 2000, p. 594). In 
this sense, scientific literacy is closely related to science for all and can be seen as a 
precondition for participating in a society that is shaped by science and technology 
(DeBoer 2000). The objective of these two concepts is the constitution of ‘a com-
mon core of learning in science for all young people, regardless of their social cir-
cumstances and career aspirations’ (American Association for the Advancement of 
Science 1989, 1990).

But, what are these types of problems and concrete situations that students face in 
science education? To answer this question one has to look at teaching and learning 
situations as well as at assessment situations. For both types of situations, examples 
have been published. For an overview, it is worthwhile to have a look at the PISA 
framework that defines relevant contexts for its assessment items: ‘health and dis-
ease, natural resources, environmental quality, hazards, and the frontiers of science 
and technology’ (OECD 2016, p. 24). These contexts can also serve as a frame for 
teaching and learning in school (Gilbert 2006). Science subjects like chemistry have 
to emphasise the relevance of the taught content and make this relevance explicit to 
the students (Bulte et al. 2006). It is assumed that this might help students under-
stand the contribution of science to their future lives. The approach of contextualis-
ing teaching and learning has been picked up by several EU-funded development 
and research projects like ASSIST-ME (assistme.ku.dk/practical-examples/swiss-
examples/), Establish (www.establish-fp7.eu), and mascil (www.mascil- project.eu).

Within the ASSIST-ME project, the different partners were asked in a nonrepre-
sentative survey to define the concept of competence from the perspective of their 
respective countries. From the answers it becomes obvious that in all countries com-
petences are seen as something each individual possesses and that have to be applied 
to specific situations in order to solve problems. Prerequisites for being competent 
in a specific domain are cognitive constructs like knowledge and skills as well as 
affective constructs like interest or motivation. In the following, some key quota-
tions from the survey are shown in order to reflect the understanding of competence 
in some of the countries:

• ‘The ability to perform a task that requires knowledge and skills is an outcome 
of a competence’. (Cyprus)

• ‘Competence is such a development of person’s knowledge, skills, attitudes, val-
ues and self-regulation in particular domain (e.g. problem solving, modelling, 
argumentation, empirical investigation), that make the person able to cope with 
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relevant challenges and demands, effectively solve the tasks, and creatively 
adjust oneself to domain relevant situations either in individual or the social per-
spective’. (Czech Republic)

• ‘A person is scientifically competent when she/he has the ability and commit-
ment to act, alone and together with others, in a way that takes advantage of 
scientific curiosity, knowledge, skills, strategies and meta-knowledge to create 
meaning and autonomy and exert codetermination in relevant life contexts’. 
(Denmark)

• ‘In the national standards [of Switzerland] a competence includes both a skill 
(German: Handlungsaspekt, French: aspects de compétences) and a content 
(German: Themenbereiche, French: domaines thématiques). That is, a compe-
tence is determined by both a skill and a content’. (Switzerland)

• ‘It can be defined as a combination of basic knowledge relevant to live in our 
society, capacities to involve them in diverse situations but also lifelong neces-
sary attitudes as to be open to others, the appetite for search for truth, the respect 
of oneself and others, the curiosity and the creativity’. (France)

Competences in science education are manifold and often no concurrent or well- 
accepted definition of competences exists (cf. Rönnebeck et al. 2016). That’s why 
the issue of measuring competences is still one of the driving questions of research 
and practice in science education (e.g. Gitomer and Duschl 1998; Harlen 2013). 
There is an ongoing debate on the validity of standardised and teachers’ assess-
ments (e.g. Black et al., 2010), the influence of assessment practices on daily teach-
ing (Binkley et  al. 2012; Cizek 2001) and the advantages and disadvantages of 
specific item formats (e.g. Haladyna et al. 2002). In view of the assessment of sci-
entific competences, especially validity is of high importance: does the test measure 
the competence, e.g. planning an investigation that it aims to measure? Here it 
becomes obvious why a precise definition of the assessed construct is a prerequisite 
for each assessment. It is much easier to develop a test that is valid with regard to 
the competence of interest if a precise definition exists and if the behaviour students 
should show when planning an investigation is well defined.

 Competences in Technology Education

The discussion in the introduction to this chapter on the relationship between the 
terms literacy, Bildung and competence is an interesting one in the context of tech-
nology education as it resonates with debates within technology education where 
the linguistic concepts and their definitions are not universally shared or under-
stood. Different definitions of terminology across national contexts mean that there 
is no universal agreement about the terms or their use within technology education 
curricula. To further complicate matters, a fourth term is also in common use, that 
of capability. To understand the different perspectives, it is useful to start with the 
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debate between the terms literacy and capability, as these provide two distinct 
approaches.

Technological literacy has been at the core of developments in technology educa-
tion in many parts of the world, arguably spearheaded by the International 
Technology and Engineering Association (International Technology Education 
Association 2007). Technological literacy is defined as:

… the ability to use, manage, assess and understand technology. A technologically literate 
person understands, in increasingly sophisticated ways that evolve over time, what technol-
ogy is, how it is created and how it shapes society, and in turn is shaped by society. [...] A 
technologically literate person will be comfortable with and objective about technology, 
neither scared of it nor infatuated with it. (International Technology Education Association 
2007, pp. 9–10)

An alternative position critiques the literacy definition as denying the importance 
of action: a capability perspective. Led by UK developments that argue for the need 
to develop agency through taking action, capability is about creating intentional 
change and improvement, through intervention in response to a need, want or 
opportunity. This concept has been at the core of the English National Curriculum 
for Design and Technology since its creation in 1990, the essence of which is cap-
tured in the following extracts from a national curriculum statement:

Design and technology prepares pupils to participate in tomorrow’s rapidly changing tech-
nologies. They learn to think and intervene creatively to improve quality of life. The subject 
calls for pupils to become autonomous and creative problem solvers, as individuals and 
members of a team. [...] Through design and technology, all pupils can become discriminat-
ing and informed users of products, and become innovators. (Departmentment for Education 
and Employment/Qualifications and Curriculum Authority 1999, p. 15)

Critical terms here are intervene and become innovators. Capability is an active, 
rather than passive mode, having resonance with Sen’s (1992) capabilities perspec-
tive that focuses on how a person functions – their beliefs and their actions. Critical 
in this is a sense of agency and, from a technology education perspective, capability 
that is manifest in a learner who can see a technological challenge that needs 
addressing and who has the confidence and competence to successfully intervene to 
create improvement.

The definition of competence, as outlined at the beginning of this chapter, relates 
to literacy as well as capability perspectives as both place strong emphasis on the 
procedural aspects of technology education: the processes of designing. But the 
term competence is not routinely applied across different national contexts. The 
increased global emphasis on core or key competences and their link to twenty-first- 
century skills has been of mixed value for technology education. As something that 
has been seen as important for high-stakes assessment in core subjects, there is 
evidence that technology education, not being seen as a core subject, is hence de- 
prioritised in the curriculum (International Technology Education Association 
2007). There are indications that implementing key competences has allowed tech-
nology education to be identified with more industry-focused competences such as 
problem-solving, rather than recognising its broader contribution to more generic 
competences (Ritz and Reed 2006; Williams 2006). Some national curricula have 
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identified competences as ways of assessing standards and levels of attainment and 
have done this consistently, New Zealand’s technology education curriculum being 
an example of this. Some curricula have used the term in the past but have then 
dropped it, for example, Sweden, where competences were highlighted in 2000 but 
are not mentioned in 2010, ability having taken their place (Skolverket 2009, 2012). 
But many national curricula for technology education make no mention of compe-
tences at all.

In the spirit of the key features of competence outlined in the introduction to this 
chapter, the consistent aspect of technology education that relates to competence is 
found in the procedural nature of the curriculum. There is a common pattern to the 
ways that technology education programmes are structured in different national 
contexts through three dimensions: the knowledge and skills base, the societal con-
text and the processes of designing that enable technological developments. The 
essence of the subject lies in the ways in which these three dimensions interact and 
interplay through a common learning and teaching approach of project-based learn-
ing. Historically, the major focus in the forerunners of technology education was the 
development of craft skills, but a major change occurred in the late 1960s/early 
1970s with a shift in focus from curriculum content to process. The shift occurred 
through innovations in assessment as early models of design processes were intro-
duced as assessment criteria (Kimbell 1997). The initial developments were in the 
UK, but the approach has spread incrementally across the globe, and now having 
processes of designing at the core of learning, teaching and assessment is ubiqui-
tous, and these processes lie at the heart of competence in technology education. 
However, competence does not reside in process alone; competence is developed 
and evidenced in the ways in which processes draw on knowledge, skills and under-
standings and how these are used within societal contexts.

The context is an important dimension in technology education, where the con-
text of a task, or project, relates to societal needs (Kimbell and Stables 2007; Stables 
2013). Design and technology contexts are situations in which challenges are 
embedded and provide the background to the people, places and purposes at the 
heart of the challenge. Good design and technological challenges, from a learning 
and teaching perspective, are rich in issues, competing priorities and conflicting 
values. One aspect of competence, therefore, is shown in ways that learners engage 
with a context, for example, by researching the types of stakeholders involved and 
using their research as a resource for understanding the needs in their challenge and 
in evaluating their approaches to address these needs. Knowledge and skill are criti-
cal, not for their own sake, but for the ways in which they are drawn on, learnt and 
developed based on the needs in the task. Thus, another dimension of competence 
is evidenced through a learner being able to draw appropriately on his or her exist-
ing knowledge and skills, recognise what new knowledge and skills are needed and 
know how to acquire them. Layton (1993) referred to this as seeing knowledge as a 
quarry to be exploited, not a cathedral to be worshipped. But the reality is that the 
quarry itself is difficult to define. Some knowledge can be easily identified as core 
to technology education, such as the properties of materials. But if a learner is 
designing a learning aid, for example, for a child with cerebral palsy, then knowl-
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edge of cerebral palsy is needed. Basically, any knowledge can become technologi-
cal knowledge if it is needed for the task in hand. In relation to the content of a 
technology curriculum, the subject has been called ‘a restive, itinerant, non- 
discipline’ (Kimbell and Perry 2001), something that can present significant chal-
lenges for teachers.

The interlacing of the societal context of technological activities, the processes 
of designing and the knowledge and skills base that underpins competence in tech-
nology education has resulted in an inevitable shift away from atomistic approaches 
to teaching and assessment. While the extent of this differs, curriculum descriptors 
that integrate these dimensions are evident across national curricula documentation, 
as illustrated in the following extracts:

Students create designed solutions for each of the prescribed technologies contexts based 
on an evaluation of needs or opportunities. They develop criteria for success, including 
sustainability considerations, and use these to judge the suitability of their ideas and 
designed solutions and processes. They create and adapt design ideas, make considered 
decisions and communicate to different audiences using appropriate technical terms and a 
range of technologies and graphical representation techniques. Students apply project man-
agement skills to document and use project plans to manage production processes. They 
independently and safely produce effective designed solutions for the intended purpose. 
(Australian Curriculum, Assessment and Reporting Authority 2016, p. 2)

Students […] understand that all design and technological practice takes place within 
contexts which inform outcomes […] use different design strategies, such as collaboration, 
user-centred design and systems thinking, to generate initial ideas and avoid design fixation 
[…] design and develop at least one prototype that responds to needs and/or wants and is fit 
for purpose, demonstrating functionality, aesthetics, marketability and consideration of 
innovation […] make informed and reasoned decisions, respond to feedback about their 
own prototypes (and existing products and systems) to identify the potential for further 
development and suggest how modifications could be made. (Department for Education 
2015, p. 7)

Students will: Critically analyse their own and others’ outcomes and their determination 
of fitness for purpose in order to inform the development of ideas for feasible outcomes. 
Undertake a critical evaluation that is informed by ongoing experimentation and functional 
modelling, stakeholder feedback, trialling in the physical and social environments, and an 
understanding of the issue as it relates to the wider context. Use the information gained to 
select, justify, and develop an outcome. Evaluate this outcome’s fitness for purpose against 
the brief. Justify the evaluation using feedback from stakeholders and demonstrating a criti-
cal understanding of the issue that takes account of all contextual dimensions. (Ministry of 
Education 2010, p. 77)

Supporting learners to achieve competence in technology education is complex. 
Research has created understandings of a range of issues and opportunities to sup-
port learning, teaching and assessment of procedural competence, including impor-
tance of iterative approaches to design processes (Kimbell et al. 1991; Kimbell and 
Stables 2007), approaches to assessment for learning (McLaren 2012; Moreland 
et al. 2008; Moreland 2009), the impact of education paradigms (Mioduser 2015), 
maintaining authenticity in learning and assessment (Turnbull 2002; Snape and 
Fox-Turnbull 2013; Stables 2013), the use and challenges of assessment portfolios 
including e-portfolios (Doppelt 2009; Kimbell et al. 1991, 2009; Seery et al. 2012; 
Stables and Kimbell 2000; Williams 2013) and the use of judgement, holistic and 
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comparative, in assessment (Kimbell et al. 1991; Kimbell 2012). Common to all the 
above research is a desire to provide insights and solutions to enable teachers to take 
on the significant challenges of teaching and learning to develop a breadth of proce-
dural competences through technology education, some of which will be explained 
in the following chapter of the book.

 Competences in Mathematics Education

In mathematics education, competence describes mastery of the cognitive require-
ments for successful performance in the content area of school mathematics: ‘To 
master mathematics means to possess mathematical competence’ (Niss 2004, p. 6). 
Kilpatrick (2014) describes the structuring of mathematical competence as frame-
works which ‘in mathematics education fall primarily into Weinert’s specialized- 
cognitive- competencies category’ (p.  85) in contrast to general cognitive 
competences, characterised by psychometric models of intelligence. The special-
ised nature of mathematics education is described as having potentially two compo-
nents: specific mental processes sometimes coupled with collections of content over 
which these processes will be deployed. This is a characteristic of mathematics 
curriculum specifications. For example, the PISA study sets out a framework con-
sisting of content categories (quantity, uncertainty and data, change and relation-
ships, space and shape) together with process categories describing the 
problem-solving process and a set of seven ‘fundamental mathematical capabilities’ 
(OECD 2014, pp. 38–39). Basing new mathematics curricula on a notion of math-
ematical competence, the Danish KOM project set out two groups of competences 
describing ‘the ability to ask and answer questions in and with mathematics’ and 
‘the ability to deal with and manage mathematical language and tools’ (Niss 2004, 
pp. 7–8).

A strongly associated idea is that of mathematical literacy, a term originally 
coined in the USA and used to underpin international large-scale assessments like 
TIMSS and PISA. Niss and Jablonka (2014) contrast mathematical literacy ‘as a 
tool for solving nonmathematical problems’ with mathematical competence being 
‘what it means to master mathematics at large, including the capacity to solve math-
ematical as well as nonmathematical problems’ (p. 392). Here, nonmathematical 
problems describe those which are resolved from outside of mathematics, but could 
contain mathematical techniques in their solution. The distinction rests on a contrast 
between mathematical and nonmathematical problems, which is often problematic. 
In the PISA 2012 report, an example question is given in which Chris needs to 
choose between four cars with engine capacities (in litres) given as 1.79, 1.796, 1.82 
and 1.783. Only one part deals with the engine capacities, being question 2, which 
asks: ‘Which car’s engine capacity is the smallest?’ (OECD 2014, p. 42). It would 
be hard to see why knowing the smallest capacity of four engines of roughly 1.8 
litres would be a component in the choice of a car. So, a reasonable conclusion 
would be that this is a purely mathematical problem placed in a story context.
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Jablonka (2015) suggests that the teaching of ‘more immediately useful mathe-
matics [...] has been interpreted as a reaction to curriculum reforms associated with 
the ‘new mathematics’ [from the 1960s]’ (p. 601), which being based on the formal 
mathematics of Bourbaki was a highly specialised presentation, ‘aimed at identify-
ing an essence of academic mathematics meant to be made accessible to all stu-
dents’ (p.  601). However, exercise problems were frequently placed in contexts 
exactly as in the PISA example above. This again suggests that the PISA question is 
an example of a purely mathematical problem.

The PISA question constructs action within school mathematics, being used as 
describing action in a process of car buying. The recognition rules for competence 
in car buying relate to a successful purchase, while within school mathematics a 
successful engagement with the mathematical ideas to be learned would be required. 
In school mathematics, we order decimals to demonstrate competence in the place 
value number system, whereas when buying a car we would consider all engines of 
roughly 1.8 litres as equivalent and look for other buying criteria. There has been a 
recontextualisation, and a mythological car buying practice has been constructed in 
its recruitment as a context within school mathematics. This is not in any sense real 
car buying, so the context of the car purchase and the engine sizes is a myth. Dowling 
(2010) refers to this as a push strategy in which the mathematical practice is pushed 
into the car buying practice and is privileged in doing so; it is the mathematical 
practical which gives purpose to this activity. He contends that ‘school mathematics 
fails to provide transferrable competences in push mode’ and the mathematical cal-
culation provides no meaningful input to car buying. In contrast, in fetch mode, the 
mathematical practice is fetched from the car buying practice. So, the problem orig-
inating context is privileged and retains its recognition rules for competence within 
the problem-solving activity. However, ‘it is an empirical question as to whether 
mathematical competences may be productively useable in fetch mode’ (Dowling 
2010, p. 5). Here, fetch mode gives rise to applied mathematics as one may expect 
it to be manifested in a professional setting, such as engineering, bridge building or 
medicine, where building a successful bridge or designing an effective drug are the 
privileged recognition rules. However, this is only very rarely seen in an educational 
setting. Mellin-Olsen’s (1987) description of the multi-faceted, rich mathematical 
project he worked on with his students to inform parents about the issues associated 
with the extension of the nearby Bergen airport was certainly in fetch mode. 
However, a student, while happily engaged, is concerned that ‘the other class is 
half-way through the book by now’ (Mellin-Olsen 1987, p. 41). Fetch mode is hard 
to deploy in a crowded, exam-focused curriculum.

In school mathematics, inquiry is possible with problems set in purely mathe-
matical contexts requiring an open, exploratory problem-solving approach. These 
are referred to as investigations in the UK. Here, there is no recontextualisation, the 
problem is solved entirely within the mathematical practice and hence the 
 competences required are only mathematical. In contrast, open problems placed in 
a naturalistic setting but set within school mathematics are examples requiring 
mathematical modelling (Blum et al. 2007). Modelling generates an uncertain rela-
tionship between the problem-to-be-solved and the mathematical model. 
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Mathematical modelling is presented as a cyclical practice of action, critique and 
improvement between the originating practice (e.g. science or engineering) and the 
mathematical practice (Blum et al. 2007). In push mode, the originating practice is 
mythologised and the competences will be entirely mathematical. However, math-
ematical modelling provides the possibility for fetch mode, and in this case compe-
tences in both practices will be required.

We have described three types for inquiry-based learning: open problems solved 
within mathematics (investigation), open problems of application in push mode 
(which are purely mathematical questions set in context) and open problems in fetch 
mode (requiring mathematical modelling). The assessment implications of these 
three types are necessarily starkly different. Exercise questions set in context are a 
very standard feature of all public examinations in mathematics and, as we have 
seen, high-stakes international comparison tests. The answer is known and unam-
biguous and scored accordingly. In England, public examinations in mathematics 
were offered with up to 100% of the assessment allocated to ‘coursework’, teacher 
assessment, often including open tasks. Initially a very high level of freedom was 
accorded to teachers to decide what counted as coursework. However, the specifica-
tion tightened considerably, and in its final incarnation an extended piece of open 
investigative work operating most commonly entirely within mathematics was 
graded according to three process strands (under the general heading of ‘using and 
applying mathematics’) with a multi-level statement bank offering performance 
descriptors under each strand. A formula then provided a score. However, by the 
later 1990s and 2000s, the difficulty of ensuring the security and reliability of inde-
pendent teacher-assessed work in an era of greater government oversite leads to the 
abandonment of all coursework elements in high-stakes examinations. Mathematical 
modelling as described above has no heritage of assessment in high-stakes testing. 
However, the case study below describes an instance of an internal mechanism 
where such assessment could be developed.

In the recent EU-funded project ASSIST-ME (assistme.ku.dk/practical- examples/
swiss-examples), students have engaged in inquiry-based problem-solving. For 
example, Swiss students in grades 4 and 6 worked on puzzle/game problems involv-
ing a board game with specified rules and end conditions. Students were invited to 
explore the game and describe the possible outcomes. Additionally, students in 
lower secondary level engaged with a problem of two cyclists who must share a 
bicycle to complete a journey, alternately walking and riding. In both cases a collec-
tion of assessed competences are given, one common to both activities being: 
‘exploring problems and making conjectures’. Competence here is demonstrated 
with mathematical recognition rules in the game case. The game is analysed purely 
as a mathematical practice. In the cycling case competence is recognised in push 
mode. Here, students must show competence in ‘transferring problems into the 
‘mathematical world’ (if necessary)’. The word transferring infers a modelling 
 process, and indeed the problem potentially provides useful insights into the par-
ticular situation of sharing resources when walking and cycling. Competent conjec-
turing and exploration would need to be recognised in the cycling/walking setting 
as well as the mathematical realisation of it for the problem to operate in fetch mode 
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and hence be an application. A range of assessment mechanisms are provided for in 
the materials: (1) on-the-fly teacher assessment of competence in the problem-solv-
ing process, (2) student-produced posters followed by classroom discussion of 
them, (3) written comment and peer feedback on student groups’ oral presentations 
and (4) written comments and self-assessment of the competences which are given 
levels of achievement. All of these mechanisms operate within a framework 
described as assessment for learning (Black and Wiliam 2004; Hodgen and Wiliam 
2006). The last item has the potential for an external assessment tool, but there is no 
suggestion that it could be used as such.

Mathematical competence is the successful deployment of capabilities in engage-
ment with mathematical problems and with the language and tools of mathematics. 
It can be deployed in problem-solving within mathematics and from naturalistic 
settings. Competence is described as a collection of process categories sometime 
allied to content categories. However, mathematical engagement in naturalistic set-
tings generates recontextualisations, frequently mythologising practices from out-
side of mathematics, as in the example of choosing a car on the basis of small 
differences in engine size. Problems in a mathematical setting can be used to directly 
develop and assess mathematical competences, whereas problems from nonmathe-
matical settings require mathematical modelling in fetch mode to generate a credi-
ble application and hence a site where competence can be described.

 Innovation Competence: A New Perspective

The present political context for education, in general, and science education, in 
particular, is permeated by the relatively new trend of seeing teaching as something 
that fosters students’ innovation competence. This trend comes to the foreground in 
the twenty-first-century skills programme:

Given the twenty-first century demands […] it should come as no surprise that creativity 
and innovation are very high on the list of twenty-first century skills. In fact, many believe 
that our current Knowledge Age is quickly giving way to an Innovation Age, where the 
ability to solve problems in new ways [will …] be highly prized. (Trilling and Fadel 2009, 
p. 56)

Indeed, key American, European and international policy organisations have 
called for changes to the educational systems that make future generations more 
innovative in order to secure sustained social welfare (European Commission 2010; 
OECD 2010; White House 2011). Clearly, the instalment of a buzzword such as 
innovation as a goal of teaching can frustrate science educators: exactly what do 
these new educational goals signify? Concrete understandings of innovation 
 competence are still only emerging on the horizon. Unfortunately, the word innova-
tion is often used in a way that connotes economical or financial gain, as a process 
that ‘involves creating and marketing of the new’ (Kline and Rosenberg 1986, 
p. 275). This pecuniary way of parsing innovation, however, seems ill-equipped as 
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a learning goal for school science. A number of scholars have recently attempted to 
identify other ways of parsing teaching-for-innovation that are more suited to class-
room teaching in the existing disciplines and which specify valuable skills and com-
petences that cover various disciplines (e.g. Christensen et al. 2012; Nielsen 2015).

An important distinction should be made between entrepreneurship (understood 
here as the transformation of a service, product or process into financial gain) and 
innovation (which we could initially determine as the process of improving a field 
of practice by drawing on (inter-)disciplinary knowledge and skills (Nielsen and 
Holmegaard 2015; Rump et  al. 2013). The focus here is on innovation, not on 
entrepreneurship.

In what seems to be the most detailed investigation yet of what innovation com-
petence could be in a teaching context, Nielsen (2015) worked with groups of upper 
secondary school teachers from Denmark, who were experienced in designing 
teaching activities in their own disciplines that foster innovation. In Denmark, as 
well as in most other Nordic countries, innovation competence has been a focal 
point in educational policy for at least the last 20 years (see Danish Ministry of 
Education 1995; Nordic Council of Ministers 2011), but without a clear definition 
of what innovation competence is as a learning goal.

In the study of Nielsen (2015), from the teacher groups’ talk about how to assess 
students’ innovation competence in practice, there emerged a composite under-
standing of innovation competence that involves five dimensions: creativity, col-
laboration, (disciplinary) navigation, implementation and communication. For each 
dimension, Nielsen (2015) found key aspects in the teachers’ talk that may be used 
as regulative ideals in assessing students along each dimension (for a more detailed 
outline of each dimension, see Nielsen 2015):

• Creativity involves students’ ability to (1) independently find, or independently 
interpret a given problem issue from a field of practice, (2) generate a range of 
ideas or solutions to a problem rather than just one idiosyncratic type of idea and 
(3) to work with generated ideas in a critical fashion, e.g. by evaluating, sorting, 
revising and expanding the ideas of themselves or others. In this way the creativ-
ity dimension of innovation competence is in line with state-of-the-art notions of 
creativity in general, as an ability that involves both divergent (idea generating) 
and convergent (revising ideas in light of an end goal) processes (Cropley 2006). 
Further, this particular conception of creativity is in line with the more modern 
approach to creativity as a skill set that can be developed, rather than a stable trait 
of the individual (see, e.g. Jeffrey and Craft 2004).

• Collaboration involves students’ ability to (1) take responsibility and facilitate 
that the collaborative group finishes its tasks, e.g. by being able to identify how 
the competences of the people in the group can complement each other, and (2) 
to include and be flexible in a collaboration, e.g. by being able to work with 
many different types of stakeholders or people, rather than just a limited number 
of people or classmates. This particular understanding of students’ ability to col-
laborate resonates with recent attempts to formalise assessment of collaborative 
skills by OECD (2016) for PISA 2015.
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• (Disciplinary) navigation involves students’ ability to (1) interpret a specific 
problem from practice as a problem that can be approached from a disciplinary 
perspective, e.g. by being able to translate the problem into disciplinary lan-
guage; (2) functionally handle knowledge, e.g. by handling a plentiful and het-
erogeneous information and sorting and prioritising which information is most 
important to go into detail with; and (3) master complex work process. Such 
aspects resonate well with recent attempts to formalise information literacy 
(Ainley et al. 2005; Binkley et al. 2012).

• Implementation (or action) involves students’ ability to (1) make informed deci-
sions about what actions to take in a set time in a work process, (2) take action 
outside their comfort zone (e.g. by seeking information outside the classroom) 
and (3) take risks and put themselves and others into play, e.g. by not stopping at 
the level of an idea, but carrying that idea out. As such, these aspects are in line 
with current trends in managerial education research (Oosterbeek et al. 2010), 
and they resemble what others have called implementation skills (e.g. The 
Conference Board of Canada 2013).

• Communication involves students’ ability to (1) assess how to communicate 
(among themselves or to other stakeholders) in a given situation, (2) master a 
range of communication techniques and genres and (3) communicate in an 
engaging and convincing manner. Again, this set of aspects resonates with the 
communication aspects in the twenty-first-century skills programme (Binkley 
et al. 2012).

From such a perspective, innovation competence combines a multitude of sub- 
competences or skills that together could be determined as students’ ability (alone 
or in collaboration with others) to (a) generate solutions to issues while drawing on 
their disciplinary knowledge and their analysis of the field of practice where the 
issue arises, (b) analyse and reflect on the value-creating potential and realisability 
of their ideas, (c) work towards implementing their ideas and (d) communicate 
about their ideas to various stakeholders (Nielsen and Holmegaard 2015). It should 
be noted that just like other generic competences (i.e. competences that are not 
endemic to one discipline alone) such as modelling or inquiry, there are aspects or 
dimensions of innovation competence that are also important in other 
competences.

 Concluding Remarks

Summarising the development of the concept of competence in education in general 
as well as in the domains of science, technology and mathematics, it becomes obvi-
ous that the construct of competence is still difficult to define especially in relation 
to the concepts of Bildung and literacy. The conceptual delimitation stays rather 
vague. One reason is that competence is a complex construct relying on different 
constituents. An analytical perspective on competence thus naturally has limitations 
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and is in danger of underrepresenting the construct. A more holistic perspective, on 
the other hand, better represents the construct.

In all three domains, science, technology and mathematics, curricula, standards, 
and assessment frameworks exist that define specific competences. These defini-
tions can help to get a clearer picture of what competences are in distinct domains. 
These definitions also highlight that the concept of competence is similarly opera-
tionalised in these domains. However, in science and mathematics the concept of 
competence is still the subject of an ongoing debate that is not carried out in the 
same way in the field of technology. This might be due to the fact that the issues 
discussed, e.g. the role of contexts and the specificity of competencies in certain 
situations, are less controversial in technology because the essence of technology 
lies in the ways in which, e.g. societal contexts, students’ knowledge and skills base 
and the processes of designing interact.

Furthermore, it also becomes obvious that the construct of competence in some 
respect goes beyond the concepts of Bildung and literacy. It is related much more to 
students’ everyday life by focusing on complex problems that might be highly rel-
evant to them. Although the focus on subject-specific contexts or everyday life situ-
ations is a similarity between the three domains, the nature of these contexts or 
situations differs because they reveal the intrinsic characteristic of each domain. In 
mathematics and also in science, the main objective of applying competences is to 
generate knowledge that is new to the students. This is why modelling is such an 
important competence in science education. In technology education the objective 
of applying competences is to develop a new product or to improve an existing one 
in order to meet societal or personal needs and expectations.

The concept of competence is seen as the answer to new developments and chal-
lenges in our society and world. Being competent means being able to address prob-
lems caused by these developments and challenges from a meta-perspective. 
Although it is a prerequisite, it is often not sufficient to be able to suggest and 
develop solutions for a specific problem. Students need to be able to generalise solu-
tions or transfer them to different contexts; they need to realise when more informa-
tion about a system or situation is needed or when potential risks need to be evaluated 
and traded versus potential benefits. Furthermore, they need to realise that no con-
crete solutions exist for some of the challenges facing humanity. Only then will they 
be able to react to our rapidly changing world and effectively participate in today’s 
society and labour market. Here it becomes obvious that the concepts of knowledge 
and competences are intertwined. Reacting to problems in a competent way requires 
the application of existing knowledge. Otherwise, for example, it is not possible to 
interpret data to make evidence-based decisions.

New learning goals involve new teaching and learning approaches as well as new 
assessment methods. In view of teaching and learning approaches, it is important to 
develop students’ competences by focusing on typical subject-specific thinking and 
working processes that help students solve problems in different situations (s. Chap. 
2). In the classroom context, the authenticity of problems or situations often becomes 
inherently reduced. Even if some problems are highly relevant, they might be too 
complex for students to solve in a classroom situation. Therefore, teachers have to 
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create learning situations that fit students’ level of cognitive development and that 
are nevertheless as realistic as possible. Otherwise the gap between the classroom 
context and real-life situations might hinder meaningful learning and successful 
transfer of knowledge and competences. With respect to the assessment of compe-
tences, the complexity of the construct afflicts issues of validity and reliability. It is 
obviously not possible to measure the full range of students’ competences in a valid 
and reliable way using only one test. Therefore, it is still a challenge to develop 
valid and reliable tests that cover different competences and that are useful for for-
mative and summative assessment purposes (s. Chap. 3).

Altogether, defining, teaching and learning competences as well as the assess-
ment of competences remain challenges for science, technology and mathematics 
education. One possibility to overcome the existing dichotomy between an analyti-
cal and a holistic view could be the more integrated framework proposed by 
Blömeke et al. (2015) that encompasses competences including indicators for cog-
nitive, affective and motivational traits demanded in particular situations and related 
to the performance through a set of perceptual, interpretive and decision-making 
processes.
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Chapter 2
The Teaching and Assessment of Inquiry 
Competences

Silke Rönnebeck, Jan Alexis Nielsen, Christopher Olley, Mathias Ropohl, 
and Kay Stables

 Introduction

As described in Chap. 1, the educational standards in many countries reflect the 
transition from content-oriented towards competence-oriented learning goals. The 
sustainable implementation of these new learning goals, however, requires changes 
both in the teaching and the assessment of these goals. Within the field of science 
education, a fundamental approach of competence-oriented teaching is based on the 
concept of scientific inquiry or, as it is more recently called, scientific practices (e.g. 
Abd-El-Khalick et  al. 2004; National Research Council 1996, 2012). From a 
European perspective, several high-level reports have identified scientific inquiry as 
one means to improve science teaching thus addressing the increasing discussion in 
Europe about the need to recruit more young people to careers in science and engi-
neering in order to ensure economic development and welfare (e.g. European 
Commission 2004; Rocard et al. 2007). Despite its prominent role in science educa-
tion research within the last 20 years, however, the concept of scientific inquiry is 
not uniquely defined (e.g. Abd-El-Khalick et  al. 2004; Furtak et  al. 2012). The 
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situation becomes even more complex by looking across domains. In mathematics 
and technology education, inquiry-based approaches also exist but usually go under 
different names. In mathematics education, they are often related to problem solv-
ing, in technology education to design processes. Innovation can be regarded as a 
cross- curricular inquiry-based approach to the teaching and learning of twenty-first- 
century skills since it requires competences from different domains in order to solve 
problems from different areas of practice. Although no general definition of inquiry 
exists within and even less across domains, inquiry-based approaches share some 
common characteristics like the active engagement of students in the thinking and 
working processes of scientists with the aim of solving complex problems of a per-
sonal, societal, environmental or disciplinary nature.

In all domains, moreover, teaching for inquiry confronts teachers with new chal-
lenges. It implies a shift in emphasis away from teachers presenting information and 
covering content-related topics towards teachers as facilitators by creating ‘environ-
ments in which they and their students work together as active learners’ (National 
Research Council 1996, p. 4). Taking science again as an example, inquiry-based 
teaching requires teachers to constantly ‘guide, focus, challenge, and encourage 
student learning’ (National Research Council 1996, p.  33), e.g. by orchestrating 
discourse among students but also by modelling ‘the skills of scientific inquiry, as 
well as the curiosity, openness […], and scepticism that characterize science’ (ibid, 
p. 32).

Changing teaching practice, however, requires time and support from the educa-
tional system. An important aspect in this context is that changes in teaching need 
to be accompanied by changes in assessment in order to be sustainable. Assessment 
is one of the most important driving forces in education and a defining aspect of any 
educational system. Assessment signals priorities for curricula and instruction since 
teachers and curriculum developers tend to focus on what is tested rather than on 
underlying learning goals (Binkley et al. 2012; Gardner et al. 2010; Harlen 2007). 
Teaching and assessment goals thus need to be aligned, and assessment methods 
need to be developed that allow for the assessment of inquiry competences within 
the different domains.

The aim of this chapter thus is to shed light on the understanding of inquiry and 
inquiry-based teaching and assessment within and across the different domains. 
The following describes the concepts, teaching and assessment of scientific inquiry, 
mathematical problem solving, design processes and innovation. For each domain, 
the description is structured along three major questions: (1) How is the concept 
defined and which competences are students supposed to develop? (2) What 
changes in teaching are needed to support students in developing these compe-
tences? (3) What changes in assessment are needed to assess these competences? 
The chapter concludes with a discussion about commonalities and differences with 
respect to the implementation of inquiry in the three domains and innovation, 
respectively.
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 The Concept of Scientific Inquiry

Scientific inquiry is not a uniformly defined concept. Within the science education 
literature, a general disagreement and variation can be observed with respect to the 
meaning of inquiry (e.g. Abd-El-Khalick et al. 2004; Anderson 2002, Furtak et al. 
2012; Hmelo-Silver et al. 2007; Kirschner et al. 2006). From a holistic perspective, 
scientific inquiry could be described as a teaching and learning approach that tries 
to imitate more or less authentic scientific investigations embedded in real-world 
contexts. Learners are presented with problems and questions and supported in 
identifying ways of solving these problems by applying scientific thinking and 
working processes like planning an investigation or constructing models and by 
drawing on their knowledge of scientific content and the nature of science with the 
aim of constructing new knowledge.

Against this background, curricula, frameworks and reviews often describe sci-
entific inquiry as a set of activities and the underlying competences that these activi-
ties require (e.g. Bell et al. 2010; Linn et al. 2004; National Research Council 2012; 
Pedaste et al. 2015). The findings from a recent review, however, ‘illustrate that the 
variability found in the research literature with respect to the definition and opera-
tionalisation of the holistic concept of scientific inquiry is also reflected at the level 
of single activities of the inquiry process’ (Rönnebeck et  al. 2016, p.  190). 
Nevertheless, the curricula, frameworks and reviews are reflective of different 
phases and steps in the inquiry process and lead to models of scientific inquiry that 
encompass subject-specific competences like planning investigations as well as 
more generic competences like communicating (Pedaste et  al. 2015; Rönnebeck 
et al. 2016; cf. Fig. 2.1). Moreover, the model by Rönnebeck et al. (2016) explicitly 
acknowledges the importance of relating scientific inquiry to scientific knowledge 
and knowledge about the nature of science and scientific inquiry.

Typically, scientific inquiry is regarded as a process (e.g. White and Frederiksen 
1998; cf. Fig. 2.1). In this process, students apply the underlying competences in a 
sequence of steps that build on each other, e.g. they start with formulating a question 
and then generate a set of competing predictions and hypotheses related to that 
question. The advantage of this understanding of inquiry as a process is that stu-
dents have to ‘reflect on both the limitations of what they have learned (which sug-
gests new questions) and on the deficiencies in the inquiry process itself (which 
suggests how it could be improved)’ (White and Frederiksen 1998, p.  4). The 
improvement leads students back to the beginning of the process with a new or 
refined question or a revised approach.

Innovations on the level of learning goals imply innovations in teaching and 
learning approaches in order to address newly defined competences. One innovation 
that resulted from the emphasis on scientific inquiry is a change in the pedagogy 
from passive, teacher-led instruction to active, student-driven and cooperative learn-
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ing (Barron and Darling-Hammond 2008; Pellegrino and Hilton 2012). Thus, 
 students should be engaged in actively building their knowledge (cf. Furtak et al. 
2012), while the teachers make students’ thinking visible, guide small group work 
and ask questions to enhance students’ self-reflection. Possible methodological 
approaches to address these issues are the combination of different activities, the 
use of open-ended tasks, the implementation of scaffolding and the realisation of 
self-directed learning.

Basically, teachers initiate the inquiry process by providing opportunities ‘that 
invite student questions by demonstrating a phenomenon or having students 
engage in an open investigation of objects, substances, or processes’ (Kessler and 
Galvan 2007, p. 2). During the inquiry process, teachers act as facilitators provid-
ing guidance and scaffolds where needed. In general, minimally guided instruction 
isn’t likely to support student learning – in order to be effective, inquiry-based 
instruction requires active guidance from the teacher (Hmelo-Silver et al. 2007; 
Kirschner et al. 2006). For example, ‘teachers will likely have to modify student 
questions into ones that can be answered by students with the resources available, 
while being mindful of the curriculum’ (Kessler and Galvan 2007, p. 2). However, 
the role of the teacher in inquiry teaching is much more complex than simply 
being a facilitator. Crawford (2000) identified ten roles a teacher takes up in 
inquiry classroom settings: motivator, diagnostician, guide, innovator, experi-
menter, researcher, modeller, mentor, collaborator and learner. Instead of the tradi-
tional distinction between the teacher as the knowledge giver and the students as 
the knowledge receivers, in inquiry settings, teachers and students ‘collaborate to 

Fig. 2.1 The concept of scientific inquiry as a model (Rönnebeck et al. 2016, p. 189)
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develop conceptual understandings through shared learning experiences’ 
(Crawford 2000, p. 933).

By describing teachers’ roles, it becomes obvious that doing inquiry in school 
inevitably differs from the work of real scientists. One aspect of these differences 
can be seen in practical reasons, e.g. available time and materials or safety precau-
tions. A more important aspect, however, is described by the concept of educational 
reconstruction. Inquiry activities in instruction are related to specific, predefined 
learning goals and especially designed for students’ learning and understanding. 
This focus differs from the focus in general science research although the underly-
ing principles of the inquiry processes in both settings are the same (or at least very 
similar). Inquiry in schools thus requires the transformation of an authentic research 
situation into an educational setting – which might at times result in less authentic-
ity (Furtak 2006; see also Chap. 1).

Nevertheless, when engaging in inquiry, students should be given ‘the opportu-
nity to undertake ‘research activities’ instead of just carrying out routine ‘cook- 
book experiments” (European Commission 2004, p. 125). Doing scientific inquiry 
should not only require students to engage in hands-on but also in minds-on activi-
ties by providing meaningful and realistic problems that allow for multiple solutions 
and multiple methods for reaching these solutions (Barron and Darling-Hammond 
2008). In order to make the application of multiple methods for students possible, it 
is important to teach them the process of scientific inquiry as a sequence of inter-
related steps as well as each step separately. By this the students learn a repertoire 
of different ways of how to do inquiry. Hadfield’s (1995) example of the so-called 
copper problem (see box below) represents such a teaching and learning situation 
where students undertake research activities in the sense of scientific inquiry.

This focus on learning how to do inquiry is reflected in recent years in the USA 
where the discussion has moved away from using the term inquiry in favour of 
emphasising the importance of engaging students in scientific practices as the 
means to ‘establish, extend and refine’ knowledge (National Research Council 
2012, p.  27). The eight practices described in the Framework for K-12 Science 
Education include (1) asking questions (for science) and defining problems (for 
engineering), (2) developing and using models, (3) planning and carrying out inves-
tigations, (4) analysing and interpreting data, (5) using mathematics and computa-
tional thinking, (6) constructing explanations (for science) and designing solutions 
(for engineering), (7) engaging in argument from evidence and (8) obtaining, evalu-
ating and communicating information (National Research Council 2012, p. 42).

The definition of scientific inquiry by the description of related competences 
implies that teachers need assessment methods for each of the defined competences 
that help them detect if students reached the learning goals or not. However, Hume 
and Coll (2010) as well as Shavelson (2011) emphasise the difficulty of assessing 
inquiry-related competences. The former conclude that existing ‘standards-based 
assessments using planning templates, exemplar assessment schedules and restricted 
opportunities for full investigations in different contexts tends to reduce student 
learning about experimental design to an exercise in ‘following the rules’’ (p. 43). 
Shavelson (2011) argues that the more complex the learning goals, the more diffi-
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cult they are to measure. The understanding of competences as the ability to cope 
with complex challenges in everyday life means that assessment methods have to 
focus on scientific knowledge and on scientific inquiry.

In addition, the assessment methods should be related to everyday situations. 
Artificial tasks formulated as multiple choice test items can hardly measure inquiry- 
related competences. Usually, these items are used to assess students’ understand-
ing of scientific concepts. However, assessment methods should also focus on 
process-related aspects like students’ competences in planning an investigation. 
Open-ended items or observations by the teacher seem to be more appropriate due 
to validity reasons. Compared to standards-based assessments, formative assess-
ment has the great potential to address this issue of validity by focusing on 

Inquiry-Based Learning Example by Malcolm Hadfield (1995)
The copper problem. Students in small groups hold a small piece of copper 
foil in the Bunsen flame using a pair of tongs. When the copper is red hot, they 
place it on a ceramic mat and allow the copper to cool. Then, the students 
describe their observations. Afterwards, they formulate hypotheses about the 
observable black layer on the copper. Common hypotheses are that the black 
layer is soot from the Bunsen flame, that it forms out of the copper itself or 
that it has something to do with the ambient air.

In a next step, the students plan an investigation that tests their hypotheses. 
For example, they could think about experimental setups that isolate the copper 
from the flame or from the ambient air (see Fig. 2.2). Then, the students con-
duct the investigation and observe what happens. Based on their observations, 
they draw conclusions from their observations and evaluate their hypotheses.

In this example, the teacher intervenes relatively seldom. It is important 
that the students plan their inquiry on their own. The teacher’s role is mainly 
to ensure that safety regulations are respected.

Fig. 2.2 Heating copper under conditions of a vacuum
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 process- related aspects (Barron and Darling-Hammond 2008; see also Chap. 3). 
Therefore, they are needed in addition to the above-mentioned standards-based 
assessments. The additional function of formative assessment is to give feedback to 
the students thus guiding their learning in the sense of scaffolding. Possible meth-
ods are rubrics, whole class discussions, performance assessments, written journals, 
portfolios, weekly reports and self-assessments (cf. Barron and Darling-Hammond 
2008). It can be concluded that introducing scientific inquiry and formative assess-
ment both require a considerable change in pedagogy (see also introduction of this 
book and Chap. 3 for details).

 The Concept of Design Processes

As outlined in Chap. 1, competences in technology education link to its procedural 
nature, the core of which is design. This is recognised within technology education, 
‘Design is regarded by many as the core problem-solving process of technological 
development. It is as fundamental to technology as inquiry is to science’ 
(International Technology Education Association 2007, p. 90), and also in science 
education, ‘Technology as design is included in the [science] standards as parallel 
to science as inquiry’ (National Research Council 1996, p. 24). In technology edu-
cation, an inquiry approach involves presenting learners with challenges, problems 
and scenarios and supporting learners to identify ways of addressing these through 
iterative design processes that draw on critical thinking, creative and exploratory 
idea development and effective and thoughtful outcome resolution.

The early focus on design processes within technology education emerged in the 
late 1960s through a UK research project – the Design and Craft Education Project 
(Schools Council 1975). The project shifted the focus in what was a traditional mak-
ing curriculum to designing and making, recognising that a design focus to teaching 
and learning enriched the subject greatly. The project was conducted at a time when 
design researchers were exploring professional design approaches, placing consid-
erable attention on defining the design process. In the 1960s era of modernism, 
seeking the ultimate rational definition made sense and what emerged was a linear 
design process. This seemed like a logical sequence – identify a problem, conduct 
research, generate ideas, make a solution and evaluate its effectiveness. The stages 
in the process became a focus for teaching and, more significantly, for assessment 
with marks being allocated to each stage, creating what was, effectively, an early 
version of competences in technology education. The approach was embedded in a 
formal external examination for 16-year-olds (NWSEB 1970) and quickly spread to 
other assessment systems.

However logical a linear process may seem, it is more a management process 
than a representation of how designing takes place. The suggestion that a person 
somehow restrains from having any ideas until a problem is fully defined and all 
research is undertaken makes no sense – even if it was possible to prevent ideas 
from beginning to form. The notion that no evaluation needs to take place until the 
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project is completed also makes no sense. Dissatisfaction with a linear model of the 
design process emerged both in the professional design world and in educational 
contexts. Addressing this dissatisfaction was an early challenge for a major research 
project commissioned to assess the design and technological capability of 15-year- 
olds in England, Wales and Northern Ireland (the APU D&T project, Kimbell et al. 
1991). Drawing on the team’s experience as design and technologists and teachers 
and on early empirical fieldwork, an alternative model was created (see Fig. 2.3). As 
its starting point, it took the spark of a hazy idea in the mind’s eye, possibly pro-
voked by a problem, maybe by an opportunity. The process was then a journey of 
taking action to develop the idea and iterating this with reflection, appraising devel-
opments to identify next steps, to-ing and fro-ing until a thoughtful, well-developed 
outcome was created. The iterative nature of the process was critical – action needed 
to be taken on the hazy internal idea to bring it out into the world by drawing, talk-
ing about it and modelling it in some way. In turn, the action provided models to 
reflect on, speculating on how it might develop, what information was needed to 
take it forward and so on.

The research team used the model as a framework for structuring and assessing 
design and technological capability (Kelly et al. 1987). The sample of learners gen-
erated samples of design and technology work that were initially assessed holisti-
cally and then analysed to identify qualities of performance. Holistic assessment 
allowed assessors to see the overarching qualities of the work, and analysis pro-
vided empirical evidence of the qualities within the work. Key attributes and com-
petences became apparent through a combination of the two. Three clusters of 
procedural capability were identified: reflective qualities, active qualities and 
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Fig. 2.3 The APU D&T model of iterative design (Kimbell et al. 1991, p. 20)
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appraisal qualities that linked the two together. The holistic assessment revealed the 
extent to which high-quality performance was directly linked to the ability to iterate 
between action and reflection throughout the activity. It underscored the critical 
importance of an iterative process, a factor that was echoed by the national working 
party developing the first English/Welsh National Curriculum who stated that 
‘because Design and Technology activity is so integrative, the approach to the 
assessment of learners’ performance in this area should ideally be holistic’ (DES/
WO 1988, para 1.30). Evidence of design iteration contributing to high levels of 
performance has been found in other projects, including recent research (Botleng 
et al. 2016; Crismond 2011; Strimel 2015).

Two research projects building on the APU D&T project clarified further detail. 
The Understanding Technological Approaches project (1992–1994) observed and 
documented in fine detail 80 live projects across ages ranging from 5 to 16. The 
project focused on the in the moment design and technological intentions of learners 
and how these were manifested (Kimbell et al. 1996). It identified the following 
facets of performance common across all age groups: investigating, planning, mod-
elling and making, raising and tackling design issues, evaluating, extending knowl-
edge and skills, and communicating. The Assessing Design Innovation project was 
commissioned to research ways of introducing creativity and innovation into high- 
stakes assessment projects (Kimbell et  al. 2004). The research identified further 
elements of idea development – into the having, growing and critiquing of ideas 
within an iterative process. Once again, the interaction of these throughout a project 
was revealed through holistic assessment. Atkinson (1999) suggests that a holistic 
experience allows learners to understand how component parts of the process link 
together.

Iterative processes of design are now central in the English national curriculum, 
including in high-stakes assessment. The critique of linear processes and the shift to 
cyclical and iterative processes of design can be commonly seen in curriculum doc-
umentation in other settings (e.g. Department of Basic Education 2011; International 
Technology Education Association 2007; Ministry of Education 2010). In the USA, 
the International Technology Education Association (ITEA) Standards for 
Technological Literacy highlight an iterative process focusing specifically within 
engineering design. For them this is an important step to move away from a historic 
craft tradition and towards a stronger link with engineering futures, both in the work 
place, indicating a more instrumental ambition, and through a more general engi-
neering literacy (International Technology Education Association 2007; Lewis and 
Zuga 2005). While engineering is being aligned with technology education in many 
national contexts, an engineering design process has a more narrow focus, engineer-
ing being but one of many significant contributions made through design.

Across technology education, there is relative agreement regarding the individ-
ual qualities that contribute to technological literacy and/or capability, such as 
addressing task and user needs, investigating, modelling ideas, applying and acquir-
ing knowledge and skills and critiquing idea development. Furthermore, there is the 
fundamental ability of using the individual qualities in a responsive and integrated 
way through an iterative process and, as identified in Chap. 1, doing this within a 
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societal context. Taken together, this repertoire of individual and integrative quali-
ties is the challenge and focus of learning, teaching and assessment.

Technology teachers are generally comfortable with a project-based approach to 
learning and teaching, but manageability of time, resources and class sizes often 
leads to prescriptive projects that are dominated by teaching of knowledge and skills 
rather than being genuinely design led and based in socially and culturally relevant 
contexts. Reports in England have identified that, at worst, design and technology 
teaching can be too formulaic, too narrowly focused with projects that lack chal-
lenge and often result in unfinished outcomes. But they also identified that, at best, 
teachers have high expectations, set challenging and ambitious projects in relevant 
contexts that spark the learners’ imaginations and create palpable excitement in the 
learning (Department for Education 2011; Design Commission 2011; Miller 2011; 
Ofsted 2011, 2012).

The importance of authenticity in project-based learning has been highlighted 
within and beyond technology education (e.g. Barak and Awad 2008; Merrill et al. 
2010; Snape and Fox-Turnbull 2013, Stables 2013; Turnbull 2002). A major chal-
lenge for teachers is structuring and scaffolding projects that are set in authentic 
contexts that allow learners to take ownership of tasks. A broad and loosely defined 
context provides opportunities for ownership, but learners can get lost in the com-
plexity and overwhelmed by a perceived enormity of the challenge. If it is too tightly 
specified, on the other hand, there may be oversimplification and too little room for 
personalisation (Jones 1997; Kimbell et al. 1991). A framework was created through 
the APU D&T project that identified levels of complexity and hierarchy in tasks 
from open contexts, to referenced scenarios, to specific briefs. The framework 
allows teachers to place a design challenge at an appropriate level for learners and 
then create the scaffolding to enable learners to move between the levels, keeping 
sight of the broader context and their own specific challenge (Kimbell et al. 1991; 
Kimbell and Stables 2007).

Barak and Awad (2008) provide insights into learners choosing of authentic tasks 
from within their own personal contexts, based on an area of specified challenge, for 
example, the creation of an information system, highlighting the motivational 
aspects of enabling personalisation in choices made. Snape and Fox-Turnbull (2013) 
also stress the importance of learner motivation in authentic tasks, seeing learner 
engagement as a dimension of the interweaving of elements of curriculum, suggest-
ing that ‘in order to elucidate authentic technological practice the dimensions of 
authenticity are woven together by rich contexts, social construction, meaningful 
connections and student engagement’ (p. 60). They (along with others) also point to 
the value of a socio-constructivist approach through which knowledge is developed 
through social experience and collaboration and emphasise the value of a cognitive 
apprenticeship model. Moreland  et  al. (2008) regard teachers working alongside 
learners, modelling thinking and designing, as a valuable approach to support learn-
ing while providing feedback. Drawing attention to the requirements of supporting 
diverse projects and the resulting diverse learning needs these produce, Snape and 
Fox-Turnbull (2013) suggest that learner action plans enable teachers to manage a 
balance between just in case and just in time teaching.
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To support metacognitive learning, documention and reflection are an important 
dimension of project-based learning. A curriculum-led assessment approach sup-
ports the dual value of making learning visible, both for the learner and the teacher, 
providing important insights for formative assessment. The use of project portfolios 
is ubiquitous in technology education. Portfolios based on selections of work are 
useful to help learners curate the documentation of their learning, but these after- 
the- event, container style portfolios have been critiqued for becoming products in 
their own right and acting as either a distraction for or displacement of learning, 
presenting ritualistic, prettied up documentation rather than the thought of an action 
as it took place. Mike Ive, former Chief HMI for design and technology in the UK, 
repeatedly referred to this as neat nonsense, reporting formally that ‘many [learn-
ers] still spend too much time on superfluous decoration of their design folders 
rather than on real design development’ (Ofsted 2002, p.4). McLaren (2007) sug-
gests that this has resulted in assessment that fails to authentically model design 
processes hence resulting in the production of artificial documenting that demoti-
vates learners.

An alternative to an after-the-event portfolio is a working portfolio where docu-
mentation is captured dynamically in real time as a project progresses. Spendlove 
and Hopper (2006) see working portfolios as liberating learners, opening up possi-
bilities for creative dialogue. Digital tools used in e-portfolios have enabled this in 
a literal sense, building audio and video tools into portfolios in ways that provide 
opportunities to capture the learner’s voice. The e-scape project (e-solutions for 
creative assessment in portfolio environments, Kimbell et al. 2009) explored this 
potential, by creating a web-based application that allowed teachers to structure 
learning activities through which learners documented their project work in real 
time, using a collection of digital tools including text, drawing, mind mapping, 
photo, audio and video, thus creating a ‘trace of the thinking left behind’ (Kimbell 
and Stables 2007, p. 222). Moreland et al. (2008) suggest that design and technol-
ogy is an ideal place to exploit such multimodal approaches for assessment. Using 
digital tools has been found to support assessment for different learning styles, 
including learners with special educational needs (Stables et al. 2015). The e-scape 
system includes possibilities for peer assessment via text and drawing, using the 
concept of critical friends, thus also supporting collaboration. A linked project 
extended the initial range by adding an option for teachers to add formative feed-
back into the portfolios, including while the learners were working, ‘comments/
suggestions/ideas in exactly the way one would if talking directly to learners in the 
classroom’ (McLaren 2012, p.  234). A further development currently being 
researched is the possibility of a built-in screen avatar taking a critical friend role 
(Stables et al. 2016). The assessment potential of e-portfolios has been exploited by 
examination boards enabling the submission of portfolios in digital format, often 
using an application such as Microsoft PowerPoint. The e-scape portfolio, being 
web-based, allowed for a further innovation through the use of adaptive compara-
tive judgement that not only created high levels of reliability in assessment but also 
acted as a professional development tool for those engaged in the assessment pro-
cess (Kimbell 2012; Pollitt 2012; McLaren 2012). It also enabled peer assessment, 
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explored in a small trial with 15-year-olds (Kimbell et al. 2009) and more exten-
sively with undergraduate design students who found that it had ‘the potential to 
increase thinking, learning and confidence, helping the student to establish the role 
and purpose of assessment’ (Seery et al. 2012, p. 209).

Through the Assessing Design Innovation project, a structured design and tech-
nology assessment task framework was created, undertaken as controlled assess-
ment (Isaacs 2010). An example of this is given here to illustrate how the task was 
structured (Fig. 2.4). The task was designed to take 6 h, ideally conducted over two 
consecutive mornings.

 The Concept of Problem Solving

In Chap. 1 we considered the requirement within mathematical literacy to solve 
mathematical problems and contrasted those where the outcomes are validated 
within mathematics (sometimes referred to as investigations) and those where the 
validation came from outside the field of mathematics (mathematical modelling). 
Defining inquiry-based education (IBE) or inquiry-based learning (IBL) as a 

Fig. 2.4 The structure of a controlled assessment iterative design assessment task from the 
Assessing Design Innovation project
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concept within mathematics education is relatively new and often associated with 
EU-funded projects (Maaß and Doorman 2013). In describing the rationale for the 
PRIMAS project, Maaß and Doorman (2013) define it as ‘refer[ing] to a teaching 
culture and to classroom practices in which students inquire and pose questions, 
explore and evaluate’ (p. 887). The nature and purpose of the problems-to-be-solved 
and how solutions might be validated poses significant issues for the competences 
that could be developed. Maaß and Doorman suggest IBE can support ‘develop[ing] 
competences in such areas as attaining new knowledge, creative problem solving 
and critical thinking’ (ibid, p.1). Alongside PRIMAS, the Fibonacci project aimed 
to ‘contribute to the dissemination of IBL by designing, implementing, and evaluat-
ing a dissemination process’ (Maaß and Artigue 2013, p. 788). This consisted of 
local and regional centres together with community involvement and an emphasis 
on collaboratively produced materials with attention on the diversity of contexts 
found in different centres.

The Danish KOM curriculum reform project roots new syllabus construction in 
mathematical competences. These seek to elaborate the competences involved in 
asking and answering questions (mathematical thinking/problem tackling/model-
ling/reasoning) and in mathematical language and tools (representing/symbol and 
formalism/communicating/aids and tools) (Niss and Højgaard 2011). The ordering 
seems significant in that asking and answering questions is made possible through 
the deployment of mathematical tools and language. It is notable that competences 
are required to both ask and answer questions in the sense of problems to be solved. 
So, the learner is involved in an engagement with the generation of the problem, and 
a clear distinction is made between problems within mathematics and those where 
mathematics is deployed in settings outside of mathematics. These are described as 
problem tackling and modelling, respectively. However, the notion that modelling is 
simply one of the eight competences above is critiqued by Niss himself who sug-
gests that ‘the entire domain of mathematical competencies must be perceived as a 
proper subset of the modelling competency’ (Niss 2015, p. 2). This suggests that the 
totality of mathematics education is directed at problem solving (and posing) and 
that modelling is required to achieve this. IBE meanwhile presents a possible mech-
anism for achieving it. The description of the KOM project does not even contain 
the word inquiry, but the centrality of student activity in investigation and modelling 
occurs repeatedly, suggesting these terms describe a pedagogy comparable to IBE 
(Niss and Højgaard 2011).

In contrast, the PISA 2012 framework states that ‘mathematical literacy is 
assessed in the context of a challenge or problem that arises in the real world’ 
(OECD 2014, p. 37). This represents a more limited setting for mathematical prob-
lem solving, resonant with our initial notion of modelling, but not the overarching 
definition suggested by Niss, which would include problems within mathematics or 
investigations. Burke et al. (2016) propose a structuring of mathematical modelling 
practices enabling an analysis of practices such as those described above, when 
deployed as educational activities. This uses Dowling’s notion of discursive satura-
tion which determines the extent to which the principles of an activity can be deter-
mined in discursive forms (Dowling 2007). Where, for example, mathematics 
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practices in general are highly discursively saturated, in that statements made within 
mathematics are very clearly determined by the language and syntax of mathemat-
ics, by contrast swimming is not generally available in discursive forms, and there 
is a weaker relationship between descriptions of it and the practice itself. 
Mathematical modelling requires an internal syntax in which mathematical terms 
and statements may be clearly constructed and amenable to proof (high discursive 
saturation/DS+). This is referred to as a mapping rule. It also requires an external 
syntax in which statements from the originating context can be clearly quantified 
and thus engaged with using the mathematics. This is the quantification rule. This 
establishes four characterisations of mathematical modelling practice (Burke et al. 
2016, p. 4–5) as shown in Table 2.1.

The pedagogic aim of engaging with mathematical modelling would be to 
apprentice learners into a practice of definitive mathematisation. Yet, this mode is 
almost never present in problems used in the PISA tests. Either the problem fails to 
establish clarity internally or externally, making the practice ad hoc, or it establishes 
clarity within mathematics but no credible rules for quantifying data from the real- 
world setting. In maths textbooks this is commonplace with context-based exercise 
problems (Burke et al. 2016, p. 5–6). The setting of problems in an apparently real- 
world context and the requirement for a solution determined using some mathemati-
cal principles do not in itself provide a pedagogic activity in mathematical modelling/
problem solving.

As described earlier, the PRIMAS project refers to a teaching culture which is 
supportive of student inquiry. In Chap. 1, we have suggested that the nature of the 
problem to be solved determines the nature of the problem  solving process and 
hence the competences that can be developed though engagement with them. Thus, 
teacher practice is central to the possibility for inquiry. An important contribution to 
inquiry-based learning in mathematics was the CAME project in the UK started in 
1993. This was built around the deployment of 30 thinking maths activities, with a 
strong emphasis on discussion, pair and group work and student presentation. 
Notably, there was a very strong element of teacher professional development. 
Shayer and Adhami (2007) in their post project retrospective state that:

The mathematics teachers were encouraged, as part of their PD, to establish connections 
between the agenda of the CAME lessons, and the contexts of their ordinary mathematics 
lessons using the same reasoning patterns. […] In effect many of them were taking a 
‘Thinking Maths’ approach into all their teaching, and by implication encouraging their 
students to take a thinking approach to their learning, which seems to have affected their 
learning in other subjects as well (Shayer and Adhami 2007, pp. 287–88).

Table 2.1 Four characterisations of mathematical modelling practice

Quantification rule (external 
syntax) Mapping rule (internal syntax)

DS+ DS−
Ds+ Definitive mathematisation Ad hoc mathematisation
Ds− Derived mathematisation Originative mathematisation
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A core element of the pedagogy, which they have developed from the inquiry- 
based learning and thus brought into their general teaching, is exemplified thus:

At this point the teacher, rather than spending time going round to groups ‘helping’ instead 
listens, sees and notes where each group has got to, and, depending on the different aspects 
of working on the underlying mathematical ideas he finds, makes a plan of which groups, 
and in what order, he will ask to contribute to Act 3. He may occasionally throw in a strate-
gic question if he sees a group is stuck (ibid, p. 275).

This is strongly resonant with the principles set out for assessment for learning 
initiated by Black and colleagues at the same institution (Black et al. 2004). Maaß 
and Doorman (2013) describe the teacher’s role in PRIMAS: ‘Teachers are proac-
tive: they support pupils who are struggling and challenge those who are succeeding 
through the use of carefully chosen strategic questions’ (p. 887). This intense mul-
tilayered approach was also the expectation with CAME. This is clearly complex 
and thus expensive, but the hope for student competences is also complex and as we 
have seen requires sophisticated task design and teaching to enable leaners to be 
apprenticed into the definitive mathematisations required for mathematical model-
ling and thus real-world problem solving, as in the example below.

Intriguingly, the teachers’ beliefs of the nature of mathematics in itself seem to 
have an effect on their students’ measured school mathematics achievement. Askew 
et al. (1997), studying primary school teachers’ practice in the Effective Teachers of 
Numeracy project in the UK, reported that teachers who believed that mathematics 
was a multiply interconnected subject (referred to as connectionist) were most 
effective in terms of the student outcomes they supported. This is understood 
through the pedagogy that this thinking enabled: ‘The connectionist teachers’ les-
sons were generally characterised by a high degree of focused discussion between 
teacher and whole class, teacher and groups of pupils, teacher and individual pupils 
and between pupils themselves’ (ibid, p. 46).

We have seen that PISA test practices do not incorporate all aspects of real-world 
problem solving despite a strong urge to do so. In Denmark, a wide ranging curricu-
lum reform allows the possibility for corresponding developments in assessment 
systems. There is considerable discussion of the varied nature of an assessment 
system that would support the new competence-based syllabus, both new and old: 
‘However, there is still a great need for continuously devising, testing and new 
developments evaluating new test and examination forms’ (Niss and Højgaard 
2011, p.  144). However, the outcomes of the CAME project and the Effective 
Teachers of Numeracy project suggest that intense and long-term intervention in 
teacher development in inquiry-based learning has the potential to produce signifi-
cant gains in students’ general mathematical performance. In the PRIMAS and 
ASSIST-ME projects, there is a desire for change in assessment systems; however, 
there appear to be benefits from the inquiry-based approach developed in these proj-
ects even within existing systems.
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 The Concept of Innovation Competence

In Chap. 1, it was argued that one of the focal competences of the twenty-first- 
century skills programme is innovation competence. In this context, teaching for 
innovation is understood as mono- or interdisciplinary teaching activities in which 
students work on using their disciplinary knowledge and skills in order to improve 
on an authentic field of practice. Here, field of practice is meant in the broadest pos-
sible sense as ranging from the performance of very specific activities such as the 
practice of showering in the morning to complex clusters of activities such as the 
practice of getting rid of waste at music festivals. The previous chapter also described 
that innovation competence can be operationalised as students’ ability (alone or in 
collaboration with others) to (a) generate solutions to issues while drawing on their 
disciplinary knowledge and their analysis of the field of practice where the issue 

Inquiry-Based Learning Example from the Assist-Me Project  
(http://assistme.ku.dk)
The Towers of Hanoi. Students in small groups solve this classic wooden 
puzzle, to move piles of different-sized discs from the one end of three pegs 
to the other end peg one at a time, never placing a larger disc on a smaller 
one (Fig. 2.5).

When successful they repeat the tasks sufficiently often that they can do 
this reliably and feel confident they have minimised the number of moves for 
a given number of discs. They capture the moves in diagrammatic/symbolic/
textual form to report their method. They vary the number of discs looking for 
relationships between the number of discs and the minimum number of moves 
as a direct relation and as a recurrence relation. They look to explain why the 
direct relation must always hold true and generate embryonic proofs (poten-
tially by induction). The teacher intervention is as characterised in the reports 
from CAME and PRIMAS, with small group work, focused discussion and 
student presentation. The teacher does not hint towards an outcome, but 
prompts for a process to continue. This generates competences within math-
ematics as described in the KOM project and is an example of a definitive 
mathematisation as a mathematical modelling practice, since the internal syn-
tax generates a definitive proof and the relationship between the real-world 
(wooden puzzle) setting and its quantification (number of moves) is very 
clearly described.

Fig. 2.5 The Towers of Hanoi
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arises, (b) analyse and reflect on the value-creating potential and realisability of 
their ideas, (c) work towards implementing their ideas and (d) communicate about 
their ideas to various stakeholders (cf. Nielsen and Holmegaard 2015). As a learning 
goal, innovation competence involves five dimensions: creativity, collaboration, 
(disciplinary) navigation, implementation and communication. Each dimension is 
described in Chap. 1.

In teaching for innovation, there is no theoretically correct answer to the tasks 
the students are doing, and the teacher is not the disciplinary expert who knows the 
way to solve the problem or do the task. Thus the teacher’s role is as a supervisor, 
facilitator or guide very similar to the teacher’s role in inquiry teaching. Indeed, 
similar to inquiry teaching, teaching for innovation shifts the focus of formative 
assessment in comparison to regular mono-disciplinary teaching. Innovation com-
petence is very much a process competence. Therefore, the formative assessment 
should be directed at facilitating that students become more able to work in specific 
processes, rather than facilitating that students master a specific disciplinary content 
(e.g. Harlen 1999). Figure 2.6 shows one kind of model (the double diamond model) 
that can capture archetypical innovation work processes. The Polluted Seawater 
task provides an example of a comprehensive activity that roughly follows the dou-
ble diamond model.

As argued in Chap. 1, innovation competence can be seen as a complex of five 
dimensions. This division can help teachers and educators to operationalise the com-
petence for designing prospective activities and assess students’ competence develop-
ment formatively and summatively. A generic way of spelling out the five dimensions 
would be the following (a richer description was developed in Nielsen 2015a):

• Creativity:

 – The student independently finds or independently interprets a given problem 
issue from a field of practice.

 – The student generates a range of ideas or solutions to a problem rather than 
just one idiosyncratic type of idea.

 – The student works with generated ideas in a critical fashion, e.g. by evaluat-
ing, sorting, revising and expanding the ideas of herself or others.

• Collaboration:

 – The student takes responsibility for and facilitates that the collaborative group 
finishes its tasks, e.g. by being able to identify how the competences of the 
people in the group can complement each other.

 – The student includes others and is flexible in a collaboration, e.g. by being 
able to work with many different types of stakeholder or people, rather than 
just a limited number of people or classmates.

• Navigation:

 – The student interprets a specific problem from practice as a problem that can 
be approached from a disciplinary perspective, e.g. by being able to translate 
the problem into disciplinary language.
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 – The student functionally handles knowledge, e.g. by handling plentiful and 
heterogeneous information and sorting and prioritising which information is 
the most important to go into detail with.

 – The student masters complex work processes.

• Implementation:

 – The student makes informed decisions about what actions to take in a specific 
time in a work process.

 – The student takes action outside his/her comfort zone (e.g. by seeking infor-
mation outside the classroom).

 – The student takes risks and puts him/herself and others into play, e.g. by not 
stopping at the level of an idea but carrying out that idea.

The Double Diamond Model
This model, constructed by the Design Council (2005), can be seen as repre-
sentative of typical teaching activities that aim to foster all five dimensions of 
innovation competence (the original model is more focused on design pro-
cesses). In the Discover phase, students make inquiries into the field of practice 
that they are working on with the aim of identifying factors and aspects of the 
specific problem. In teaching for innovation, this will involve inquiries into the 
relevant disciplinary subject areas as well as information relevant to the field of 
practice and its stakeholders, for example, information about what leads to the 
specific problem or how the problem is currently handled in the field of prac-
tice. In the Define phase, students converge on a focal factor or aspect that they 
would like to improve; here the aim is to delimit the problem area and define 
possible success criteria for improvement. In the Develop phase, students gen-
erate ideas for improving the delimited problem. This may involve multiple 
cycles of generating, testing and revising ideas (and possibly prototypes). In 
the Deliver phase, the proposed solution is finalised and handed over to the 
field of practice, typically by communicating an idea or presenting a prototype 
to relevant stakeholders (a number of other similar models for designing teach-
ing for innovation are available at https://innovationenglish.sites.ku.dk).

Discover Define Develop Deliver

Fig. 2.6 The double 
diamond model
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• Communication:

 – The student assesses how to communicate (e.g. to stakeholders) in a given 
situation.

 – The student masters a range of communication techniques and genres.
 – The student communicates in an engaging and convincing manner.

Students can acquire competences and skills relevant for innovation in different 
degrees of comprehensiveness. It is entirely possible for a teacher to focus on one or 
two of the dimensions of innovation competence. In a recent Danish attempt to trial 
examination formats for innovation competence (Nielsen 2015b), teachers elected to 
have some activities cover all five dimensions, while other activities strategically 
focused on one or more dimensions. For example, one could imagine a class working 
intensively on developing the collaboration dimension by working in groups on some 
interdisciplinary content under the observation of the different teachers involved, 
with pauses in the group work where the teachers, based on their observations, can 
provide formative feedback to individual students on how they have observed the 
students’ collaboration skills and provide improvement strategies for them.

Innovation-Oriented Learning Example
Polluted Seawater. The project is started by a marine biologist from the 
municipality who introduces the students to a problem related to seawater 
quality. Students work in groups experimentally and/or by means of data pro-
cessing to investigate/document the problem, its cause and its extent. The 
groups must generate possible solutions to improve the seawater quality and 
discuss their practical realisability, benefits and consequences. The end prod-
uct is a proposed solution from each group which is communicated (e.g. as a 
poster exhibit) to the marine biologist.

This activity is divided into two main phases:
Phase 1 (Biological inquiry): Inquiry process of possible causes to the 

problem. This phase could include measurement of nitrate (or phosphate) and 
E. coli concentration in water samples from selected sites (rivers and sea) pos-
sibly before and after rain, constructing plots for biochemical oxygen demand 
(BOD5) for selected streams of water into the sea and identifying experts and 
authorities who can provide knowledge and inspiration; the marine biologist 
can also be contacted if groups need more information or have questions 
about the local conditions.

Phase 2 (Generating solutions): The groups work on ideas for possible 
solutions. The task is to narrow in on the possible causes that each group 
wants to work with, in order to target the proposed solutions. This phase 
resembles an inquiry process, but aims to identify viable solutions to the issue 
and testing of or reflection on their realisability and potential for value 
creation.
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 Summary and Discussion

In the last decades, inquiry, or as it is more recently described, engaging students in 
scientific practices, has become a fundamental approach in science teaching and 
learning (National Research Council 1996, 2012). Its importance has been mirrored 
at the European level in the funding of several EU projects (e.g. S-TEAM, 
ESTABLISH and PRIMAS) aiming to support science teachers in implementing the 
approach. Despite its prominent role in science education research, however, no 
general agreement about the exact definition of scientific inquiry exists. From a 
holistic perspective, inquiry-based approaches to science teaching and learning gen-
erally try to imitate more or less authentic scientific investigations embedded in 
real-world contexts. They involve presenting learners with problems and questions 
and supporting them in identifying ways of solving these problems by applying the 
thinking and working processes of scientists and by drawing on their knowledge of 
scientific content and the nature of science with the aim of constructing new 
knowledge.

Looking at inquiry-based approaches across the domains of science, technology 
and mathematics, the concept seems to be strongly related to the field of science 
education (Ropohl et al. 2013). In mathematics and technology education similar 
concepts exist; however, they usually go under different names. In mathematics 
education inquiry is manifested in two different ways: firstly learners exploring 
mathematical problems, developing their own mathematics and working towards 
solutions and their proof or secondly learners using techniques of mathematical 
modelling to support elements in the process of solving problems originating from 
outside of mathematics. A clear distinction thus exists between those problems 
where problem and solution reside within mathematics and those where the prob-
lem originates outside of mathematics, the latter necessarily being examples of 
mathematical modelling. This approach has been referred to as problem-based 
learning which ‘describes a learning environment where problems drive the learn-
ing’ (Rocard et al. 2007, p. 9). A significant difference with scientific inquiry is the 
focus on the mathematical development towards deduction and proof, often with a 
corresponding lack of interest in the actual problem resolution, where the solution 
‘is presented as a deduction from what was given in the problem to what was to be 
found or proved’ (Schoenfeld and Kilpatrick 2013, p. 908). In technology educa-
tion, the closest connection to inquiry is provided by approaches to teaching and 
learning using the concept of design processes. Inquiry in technology education 
involves presenting learners with challenges, problems and scenarios and support-
ing learners to identify ways of addressing these through iterative design processes 
that draw on critical thinking, creative and exploratory idea development and effec-
tive and thoughtful outcome resolution. Scientific inquiry and design processes are 
closely related – Lewis (2006) even proposes that ‘design and inquiry are concep-
tual parallels’ (p. 255) since they converge on many dimensions like, e.g. they are 
both reasoning processes including elements of uncertainty and the need for testing, 
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evaluating and decision making, they both depend on content knowledge and they 
both work under domain-specific constraints. The major distinguishing characteris-
tic is a difference in purpose. Whereas pure science is inherently speculative, the 
purpose of technology is invariably instrumental: ‘The goal of science is to under-
stand the natural world, and the goal of technology is to make modifications in the 
world to meet human needs’ (National Research Council 1996, p. 24; also Lewis 
2006).

One of the focal competences of the twenty-first-century skills programme is 
innovation competence. In the case of teaching for innovation, inquiry involves pre-
senting learners with real-world problems and supporting them to identify realisable 
and value-generating solutions to these problems through iterative processes that 
draw on idea generation, disciplinary navigation, collaboration, implementation and 
communication. Obviously scientific inquiry, design processes and teaching for 
innovation have a number of similarities. However, teaching for innovation differs 
significantly from inquiry teaching in science because the former always begins 
with a problem from an authentic field of practice in the real world that students 
work to solve or alleviate – there is so to speak always a user (a person in the field 
of practice) who is the main addressee of the students’ work. This is not necessarily 
the case in scientific inquiry teaching. Teaching for innovation also differs from 
design processes in the sense that the latter is typically taught in a specific disci-
pline, design, engineering or technology. Teaching for innovation does not fall 
under the purview of a specific discipline but is a possible extension of every exist-
ing discipline.

Despite these domain-specific differences in the understanding of inquiry, how-
ever, inquiry-based teaching and learning shares characteristics across domains that 
could be factored in a kind of meta-definition of inquiry: Scientific inquiry in sci-
ence, problem solving in mathematics, design processes in technology and innova-
tion as a cross-curricular approach all require students to become actively engaged 
in solving problems of a personal, societal, environmental or disciplinary nature by 
drawing on their disciplinary knowledge which involves both, knowledge about the 
content and the nature of their discipline, and by applying the domain-specific and 
generic thinking and working processes of scientists. As already mentioned in Chap. 
1, this overarching understanding of inquiry across domains stresses again that 
competences and knowledge are always intertwined. Acting competently inevitably 
requires knowledge – the specific amount and type of knowledge that is necessary 
to solve a problem, however, may vary depending on the specific context in which 
the problem is embedded and the specific task that students are facing (see Chap. 1; 
Rönnebeck et al. 2016).

By involving students in inquiry processes or scientific practices, teachers can 
address complex subject-specific (e.g. carrying out investigations in science or 
designing a device addressing a specific need in technology) as well as more 
generic competences (e.g. developing explanations or arguments based on evidence 
or communicating efficiently). The role of the teacher thereby changes from pri-
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marily being the disciplinary expert and conveyor of knowledge to becoming a 
facilitator who guides the students through their learning providing disciplinary 
knowledge when needed.

In order to do this, the teacher takes on multiple roles like motivator, diagnosti-
cian and guide but also as collaborator, mentor, modeller and learner (Crawford 
2000). In a similar way, the role of the students changes. Instead of being mere pas-
sive recipients of instruction, they need to become active participants in their learn-
ing processes. In inquiry settings, the traditional distinction between the teacher as 
the knowledge giver and the student as the knowledge receiver is replaced by the 
teacher working collaboratively with his or her students in order to construct under-
standing. To effectively support students’ learning in inquiry settings, teachers need 
to actively guide their students through the inquiry process by creating opportunities 
to learn, encouraging students to become active learners and providing scaffolds 
and support when needed. Taking on this multitude of roles is demanding for the 
teacher and requires a high level of expertise, a great level of involvement and a 
willingness ‘to embrace inquiry as a content and pedagogy’ (Crawford 2000, 
p. 933).

New learning goals moreover require new forms of assessment that allow for the 
assessment of complex, process-oriented competences and acknowledge the active 
role of the students (see also Chaps. 1 and 3). Across all domains, developing and 
implementing such assessments, whether for formative or summative purposes, is a 
complex and challenging task. The challenges that researchers, teacher educators 
and teachers face include reaching a shared understanding of the learning goals and 
competence expectations, defining what counts as evidence of achievement as well 
as ensuring reliability and validity (see also Chaps. 1 and 3). Against this back-
ground, formative assessment could offer promising perspectives because of its 
inherent emphasis of active student engagement and its potential for supporting 
complex learning processes by defining learning goals and competence expecta-
tions and by providing feedback to students on that basis. Examples of formative 
assessment methods used to assess inquiry competences in the different domains 
will be presented in the following chapters.
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Chapter 3
Exploring Relations Between Formative 
and Summative Assessment

Jens Dolin, Paul Black, Wynne Harlen, and Andrée Tiberghien

The goals of STEM education go beyond specific knowledge and skills. They 
include a wider range of competencies and contribute, as does work in other 
domains, to what are variously described as twenty-first-century skills or life skills 
necessary for personal fulfilment, employment, citizenship and social responsibil-
ity. For example, the countries of the European Union have agreed upon a frame-
work of key competencies that are being reflected in the school curricula of most of 
these countries (European Commission 2011). They include competencies in com-
munication, mathematics, science and technology, learning to learn, social and civic 
responsibility, initiative and cultural awareness. Similarly, in response to the rapid 
changes in technology that make information readily available, the countries of the 
OECD are emphasising the importance of competencies relating to selecting, syn-
thesising, transforming and applying information, thinking creatively, collaborating 
with others and communicating effectively (OECD 2013).

These general educational trends have influenced the STEM learning goals (as 
described in Chap. 1). The generic competencies have to be learned while working 
with subject-specific content and problems, changing both curriculum and peda-
gogy. Simultaneously, the STEM domains have developed their curriculum goals 
and descriptions to focus on some domain-specific competencies, like modelling 
and investigating.
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Achieving these new goals may require changes to be made, not only in curricu-
lum content and pedagogy but also in assessment content and tools, given the well- 
established impact of what is assessed on what is taught and how it is taught (Harlen 
and Deakin Crick 2003). The central goal is to improve learning, and assessment is 
a tool to help achieve this goal; however, unless the full range of goals is assessed, 
those goals not included are likely to be given less attention. As a result, developing 
new competencies may well remain as an aspiration on paper unless appropriate 
assessment tools and processes are developed. Developing assessment approaches 
able to capture these new goals is therefore necessary and at the heart of many 
recent projects such as SAILS (Strategies for Assessment of Inquiry Learning in 
Science – an EU FP7 project), TAPS (Teacher Assessment in Primary Science – a 
Primary Science Teaching Trust project) and the ASSIST-ME project. The 
ASSIST-ME project has researched the implementation in the partner countries of 
the formative use of four assessment methods able to capture inquiry processes 
within STM subjects. Ideally, the high-stakes assessment that influences teaching 
practice should use similar approaches. As it was beyond the scope of ASSIST-ME 
to determine national examinations, the project pragmatically investigated how the 
formative use of the four assessment methods are in alignment with the more high- 
stakes assessments, especially the final examinations, and how current high-stakes 
assessments should be changed to promote effective formative assessment.

This chapter sets these investigations into a theoretical frame by characterising 
two key purposes of assessment, formative and summative, and considering how 
they are related and can be brought together in developing a dependable approach 
to summative assessment using evidence collected and used in formative assess-
ment. The third purpose of assessment, accountability, is dealt with as a special use 
of summative assessment. The range of approaches to using assessment forma-
tively – to influence learning activities as they take place – and summatively, to 
record evidence of what has been learned at certain times, is discussed. Some exam-
ples from the ASSIST-ME project illustrate the variety of approaches to assessment 
and the overlapping relations between formative and summative use of 
assessment.

 The Characteristics of Formative and Summative Assessment

The distinction between formative and summative as applied to student assessment 
emerged in the 1960s, having originated in identifying the roles of programme eval-
uation in the development of new curriculum materials. Evaluation described as 
formative was conducted during the process of materials development to provide 
information about how to revise early drafts, while summative evaluation usually 
provided some measure of the effectiveness of the final draft. So, in the case of stu-
dent learning, the main purpose of formative assessment is seen as helping learning, 
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while the main purpose of summative assessment is to provide information about 
what learning has been achieved at a certain time. Even major texts on pedagogy 
have until recently paid almost no attention to the potential of formative assessment 
to assist the day-to-day learning of students (Black 2016).

Before we can discuss how to combine aspects of assessment for formative and 
summative purposes, it is helpful to define and identify the characteristics they have 
in common and their differences. It is important to recognise that formative and 
summative refer to different purposes of assessment and not to different kinds or 
forms of assessment. As we will see later, data of the same kind can, in some cir-
cumstances, be used both formatively and summatively. It is the impact of assess-
ment in a particular instance and the use made of the data that identifies the 
assessment as formative or summative and not the form of the data. This distinction 
is more easily and more often overlooked in the case of formative assessment, so we 
begin by looking at the characteristics of assessment used to enhance learning. 
However, in recognition of the way assessment language is commonly used in 
 practice, we will often use the phrase ‘formative assessment’ for the more correct 
‘formative purpose of assessment’ or ‘formative use of assessment evidence’.

 Formative Assessment

Although the concept of using assessment to identify difficulties in learning and to 
support growth in learning has been embraced in many countries across the world, 
there is considerable diversity in how assessment is translated into practice and 
conflicting views about how it is defined. In particular there is a division, to which 
Bennett (2011) draws attention, between ‘those who believe formative assessment 
refers to an instrument (e.g., Pearson 2005), as in a diagnostic test, an ‘interim’ 
assessment, or an item bank from which teachers might create those tests’ (Bennett 
2011, p. 6) and those who view it as a process. There are considerable practical and 
implementation differences between these two views. Expressed rather starkly, the 
‘instrument’ view involves the use of a tool such as a test or task that will yield 
information about current competencies, often in the form of a score or judgement. 
Seen in this way, formative assessment is much less dependent on the ability of 
teachers to ask appropriate questions or make relevant observations than is the case 
for the process view, which produces ‘a qualitative insight into students learning 
rather than a score’ (Shepherd 2008). Of course, this exaggerates the differences 
between these views, and in practice there is overlap between the two positions of 
how formative assessment is conceived and practised. Nevertheless, the most widely 
used definitions of formative assessment emphasise the process view, for instance:

Formative assessment is the process of seeking and interpreting evidence for use by learn-
ers and their teachers to decide where the learners are in their learning, where they need to 
go and how best to get there. (ARG 2002)
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Formative assessment is a process used by teachers and students during instruction that 
provides feedback to adjust ongoing teaching and learning to improve students’ achieve-
ment of intended instructional outcomes. (CCSSE, in McManus 2008)

It can in these definitions be assumed that the assessment activities make use of 
a variety of methods (which could be seen as instruments) to gain insight into pres-
ent levels of student competence, and the process is very much about using this 
method to get access to students’ learning. The ARG definition focuses on the 
learner and the learner’s learning process, while the CCSSE definition embeds for-
mative assessment in instruction in order to improve both students’ learning and 
teachers’ teaching.

The focus on process is underpinned by an individual or sociocultural construc-
tivist (see later) concept of learning, that is, one that views learning as making sense 
of new experience starting from existing ideas and competencies. Evidence of what 
students already know and can do, in relation to short-term goals of a particular les-
son or group of lessons on a topic, informs decisions about the steps needed to make 
progress. The process involves teachers and students in:

• Establishing clear goals, and progression steps (including criteria) towards them, 
that are shared between teacher and students

• Designing or choosing a method for collecting data about student performance
• Using the method for gathering evidence of where students are in relation to 

these goals
• Interpreting this evidence to decide what is needed to help students towards the 

goals
• Deciding what action can help the student through the next progression step

In Fig. 3.1 these actions are connected by arrows into a repeated cycle of events 
(the arrows leading away from the cycle to the right are explained later). A, B and C 
indicate activities that lead students to work towards the goals. Evidence gathered in 
activity A is interpreted in relation to where students are in relation to the goals. This 
information facilitates decisions about appropriate next steps and how to take them, 
leading to activity B. The cycle is repeated, and the effects of decisions at one time 
are assessed at a later time as part of the ongoing process. How often this happens 
depends on the nature of the goals; a cycle might take place over several lessons or 
might take only a few minutes so that it is carried out several times in one lesson.

In practice the process may not be as formal and teacher directed as it appears in 
this description. The actions are not ‘stages’ in a lesson; rather, the cycle represents 
a framework for helping teachers and students to become more conscious of what is 
involved in learning and using this to help further learning and also to adapt teach-
ing. The learners are at the centre of the process, and the two-headed arrows indicate 
their role as both providers of evidence and receivers of information to improve 
their learning. This gives students a role in their own assessment that helps them to 
come to understand the process of learning, to work towards explicit goals and stan-
dards and to modify what they do in relation to constructive task-related feedback 
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from teachers and from other students and even from themselves. Besides enhanc-
ing learning, this involvement of the student in his or her learning process also 
engages and motivates students. This will further enhance learning and also guide 
students to a more self-directed learning (Wiliam 2011). Thus, activating students as 
instructional resources for one another will often be an important part of the teach-
er’s task.

Parts of the formative cycle can be carried out in different ways depending on the 
type of activity and the age and ability of the students.

Ways in which evidence can be collected include:

• Observing students as they work, asking questions to probe their understanding, 
listening to their explanations and engaging in dialogue (ephemeral evidence 
often collected ‘on-the-fly’)

• Studying the outcome of their work, such as drawings, video and reports
• Embedding special tasks designed to require particular ideas and competencies 

in regular work
• Giving tests or quizzes (teacher made or externally produced)

Next steps 
in learning

Judgement 
against activity 

goals – for 
formative use

EvidenceStudents

Medium-term Goals

Decision 
about next step

Interpretation 
of evidence

Decision about
next activity

Collection of evidence 

Short-term
Activity Goals

(student - and 
criterion - referenced)

(criterion - referenced)

relating to goals

Students’ activities 

A

B

C

Judgement 
against medium-
term goals – for 
summative use

Report

Accumulated from 
several activities

Fig. 3.1 The assessment process for both summative and formative purposes
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Chapters 4, 5, 6 and 7 in this book describe different ways of collecting and judg-
ing evidence of student learning. The evidence gathered is judged in terms of what 
it indicates about existing ideas and competencies required to meet the lesson goals. 
The judgement may be made:

• By reference to a fixed set of predetermined criteria which provide concise 
descriptions of what students are expected to know and be able to do at a specific 
stage of their education (criterion-referenced)

• By reference to what is usual for similar students to be able to do – presupposing 
a normal distribution, that is, a bell-shaped curve, of students’ performance 
(norm-referenced)

• By reference to expectations of the performance of particular students, taking 
into account what the student was previously able to do and the progress that the 
student has made over time (student-referenced or ipsative)

• A mixture of these

Judgement of the evidence in terms of progress towards the learning goals pro-
vides information to enable the teacher and students to decide what next steps are 
needed or, indeed, whether no immediate new action is needed if an activity is 
 proceeding productively. Note that a distinction is made here between evidence 
(what was said, written or created) and judgement (interpreting what this means for 
the degree of goal attainment or for progress of individual or groups of students). 
This distinction is relevant to using assessment data for formative and summative 
purposes.

In formative assessment, taking the next steps involves feedback into the 
teaching- learning process. Feedback here, as in other situations, means giving 
responses to a product or process or event to improve performance. In the context of 
teaching, consistent with the social constructivist view of learning, feedback is from 
student to teacher, from teacher to student or from student to student. Feedback 
from student to teacher enables the teacher to know how students are responding to 
the learning activities and enables the teacher to know what action to take to adjust 
the opportunities and challenges provided to students. Such feedback may be used 
by teachers to adjust teaching in future planning of similar activities for other stu-
dents. Feedback from teachers to students should give students information about 
how they can improve their work or take their learning forward. Just giving marks 
or grades that only indicate how well the work is judged to be is not consistent with 
the aim of using assessment to help learning. A controlled experimental study by 
Butler (1987, 1988) found that giving marks, with or without added comments, was 
less effective in improving students’ work than giving comments only, while the 
extensive research studies of Dweck (2000) show that feedback that includes marks 
can have long-term negative effects on students’ beliefs about their own ability to 
learn. What seems to happen is that students are looking for judgements rather than 
help with further learning; they seize upon marks and ignore any accompanying 
comments. Student to student feedback (peer feedback) may take place in the course 
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of dialogue among students when they discuss the strengths and weaknesses of one 
another’s work (see Chap. 6).

This ‘constructive’ use of formative assessment hinges on the ability of the 
teacher (or another provider of feedback) to actually give recommendations that are 
relevant and effective for improvement. Many of the findings in chapter four to 
seven point at this as the key issue in the implementation of formative assessment 
methods. The teacher needs to have a well-established pedagogical content knowl-
edge, and the students need to learn how to give and receive feedback.

 A Rationale for Formative Assessment

Formative assessment, unlike summative assessment, is not always a formal require-
ment of a teacher’s role. Teachers generally have the duty to conduct some form of 
assessment in order to keep records of students’ achievement and to report, for 
instance, regularly to parents. In some of the countries participating in ASSIST-ME, 
the formal requirements of teaching seemed more about judgement than about 
learning. If there is no similar imposed requirement for formative assessment, 
teachers and others may need to be persuaded of its value if they are to make the 
effort to include it in their practice.

Across the countries participating in ASSIST-ME, the hindrance most often 
expressed by teachers using formative assessment in their teaching was lack of time. 
Having been introduced to various assessment methods and been working with the 
implementation for formative purpose for some time, all teachers agreed upon the 
usefulness and effectiveness of formative assessment. They also agreed that stu-
dents were satisfied and that learning was enhanced. But ‘how do we get the time 
for it?’ was a common question.

The teachers often perceived formative assessment as an add-on to the teaching, 
something extra instead of understanding it as a central and integrated part of teach-
ing and learning. And in a way, they were right: learning takes time. Teachers’ per-
ception of not having time for formative assessment might simply be an illustration 
of the long-known fact that most curricula are overloaded, and in order to cover it, 
the focus is more on teaching than learning. But it might also be an illustration of 
what you choose to spend time on relates to what you think matters.

An important rationale for formative assessment practices follows from current 
perceptions of how learning takes place. For some time, it has been recognised that 
learners have an active role in constructing their understanding; it is not something 
that can be received ready-made from others, as in the more simple versions of the 
theory of learning described as behaviourist. Rather, we recognise that developing 
understanding requires active participation of learners in constructing their learn-
ing. This accords with a cognitive constructivist view of learning, that is, learners 
making sense of new experiences starting from existing ideas and competencies. 
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Recognition that learning is not entirely, or even mainly, an individual matter but 
takes place through social interaction is the basis of the sociocultural constructivist 
perspective of learning. In this view, understanding results from making sense of 
new experience with others rather than by working individually. In group situations 
the individual learner takes from a shared experience what is needed to help his or 
her understanding (internalises) and then communicates the result as an input into 
the group discussion (externalises). There is a constant to-ing and fro-ing from indi-
vidual to group as knowledge is constructed communally through social interaction 
and dialogue. Physical resources and language also have important roles to play 
(James 2012). Since language, which is central to our capacity to think, is developed 
in relationships between people, social relationships are necessary for, and precede, 
learning (Vygotsky 1978).

From this perspective, learning is conceptualised as a social and collaborative 
activity in which people develop their thinking together. In classrooms the interac-
tion between students is mostly face-to-face, but learning from and with others can 
also be through the written word. Feedback to students in writing can be an effective 
channel for dialogue between teacher and students, providing that the comments 
take students’ learning forward and the students have time to read and reflect on the 
comments and perhaps make amendments or additions to their work in response to 
these comments. Thus we can promote progress towards learning goals by teachers 
in a range of ways, such as encouraging collaboration and group work, providing 
clear goals, giving feedback, enhancing dialogue and negotiating. Approaches such 
as these contribute to the process of formative assessment.

 The Role of Learning Progression

A clearer definition of formative assessment and description of what it involves in 
practice is needed to establish sound formative practice. It was a common finding 
among the researchers involved in ASSIST-ME that teachers in general have a 
vague and implicit understanding and use of formative assessment. Many teachers 
didn’t distinguish between formative and summative use of assessment, and they 
often used quite weak feedback practices. In particular, working with learning pro-
gression steps as a central prerequisite for feedback processes was quite new for 
many teachers.

A learning progression describes ‘successively more sophisticated ways of rea-
soning within a content domain that follow one another as students learn’ (Smith 
et al. 2006, p. 1, cited in Duncan and Hmelo-Silver 2009, p. 606). Basically, a learn-
ing progression is necessary to guide planning for feedback that seeks to identify 
and build towards next steps in learning. It is also crucial if students are to be 
involved in the formative process. Broad learning goals must be broken down into 
sub-goals with success criteria related to each sub-goal. Traditionally, teachers have 
not made these steps explicit. The steps were inside their heads, as they said when 
interviewed, as part of their professional knowledge. This works fine for teachers 
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giving relatively informal feedback to students, but if students are to be involved, by 
self-assessment or peer assessment, the steps need to be explicit, and students need 
to know what they are. More structured feedback is also necessary if the formative 
assessment is to have a certain degree of reliability. Very often an increase in master-
ing a given area of knowledge or of a competence is described using words from a 
generic taxonomy like Blooms taxonomy or the SOLO taxonomy. This is, for exam-
ple, the case in descriptions of most grading scales and curriculum statements. But 
when teachers in the project reflected on their students’ learning path within a spe-
cific part of the discipline, based on their experience as teachers, they did not con-
struct competence levels following a standard taxonomy across disciplines. Very 
often they built a sequence of building blocks, more like stepping stones spread over 
a muddy field where you have to stand on each stone in order to have covered the 
whole field. Accordingly, they found that they would not be able to reuse learning 
progressions from one discipline area to another but needed to design them indepen-
dently for each new content. This is in accordance with the findings from a major 
science education project working with learning progressions (Alonzo and Gotwals 
2012).

Teachers in the Local Working Groups (LWGs) found it time-consuming and 
hard work to make levels of attainment explicit to the students. They acknowledged 
the fact that it is valuable for teaching and for the students, to make explicit what 
they normally do without conscious thought, but it was simply too time-consuming. 
Also, some teachers experience a need to work with colleagues on formulating 
learning progressions, and there was not always time to do this.

As expressed by two Danish science teachers involved in ASSIST-ME:

There is a big difference between working with learning progression and to be aware of 
learning progression. I do not work much with it but I am very conscious of it. I do think 
progression clearly into the way I structure my lessons and how I ask students, but I have 
never before this project made it clear for the students that we have this learning 
progression.

I would normally never write progression steps to myself. We know them; they are deep 
inside of us. So, it should only be for the benefit of the students, to make the demands clear 
for them.

Most teachers in the project did not have clear criteria or did not make them 
explicit for the students, and they did not see (and did not use) formative assessment 
as a specific procedure with specific quality characteristics. This has serious impli-
cations for both the validity and especially the reliability of their judgements and 
hence the potential summative use of the formative processes.

 Summative Assessment

The aim of summative assessment is generally to report on students’ level of learn-
ing at a particular time, rather than to impact on ongoing learning, as in the case of 
formative assessment. In some cases an assessment can, to an extent, serve both 
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purposes, as we discuss later, but first it is helpful to distinguish the separate char-
acteristics of summative assessment.

Assessment for summative purposes involves collecting, interpreting and report-
ing evidence of learning. Interpretation of evidence is in relation to the goals that 
students are intended to have achieved at a certain point, such as the end of a year, 
semester or stage. These are goals that can be described as medium-term, as distinct 
from the short-term goals of particular lessons or topics and from long-term goals 
such as ‘big’ ideas which are achieved over the whole period of school education.

There are several different ways of collecting evidence for summative assessment: 
by administering tests or examinations, summarising observations and records kept 
during the time over which learning is being reported, creating a portfolio of work, 
embedding special tasks in regular activities, engaging in computer-based tasks or 
some combination of these. When choosing how to collect evidence, consideration 
has to be given to the uses to be made of the data. Uses vary from routine reporting 
of the achievement of individual students to parents, to other teachers and to students 
themselves, to keeping records of the performance of groups of students by age, 
gender, background, etc. Some of these uses have ‘high stakes’ for teachers, schools 
and students themselves, in that they are used for making evaluative judgements 
which affect student selection, students’ own decisions, school reputation and place-
ment on league tables and even funding. Particular uses have implications for the 
degree of validity and reliability of the data used. It is important, therefore, to under-
stand the concepts of validity and reliability and their interactions with each other.

 Validity and Reliability

All assessment involves the generation, interpretation and communication of data 
(Harlen 2013). The same processes are involved whether the purpose is primarily 
formative or summative, and the main purpose of these processes is to provide infer-
ences about the knowledge, skills and competencies that students possess. It is the 
way in which these processes are carried out, and the way that inferences are drawn 
that determine the quality of an assessment. Assessment quality is generally 
described in terms of two concepts – validity and reliability. Superficially we could 
say that validity has to do with the ‘what’ and ‘how’ of assessment, while reliability 
has to do with ‘how well’ (Johnson 2012). But there is far more to these concepts 
than this, as we now see.

 Validity

It is usual to define validity of an assessment in terms of how well what is assessed 
corresponds with the behaviour or learning outcomes that it is intended should be 
assessed, i.e. about which evidence is required. Determining the extent to which this 
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is the case is complex and involves judgements of various kinds. Different types of 
validity have been proposed depending on the kind of information used in judging 
the validity. For instance, content validity refers to how adequately the assessment 
covers the subject domain being taught and is usually based on the judgement of 
experts in the subject. However, content coverage is not enough to describe the full 
range of a test or other assessment tool. The important requirement is that the assess-
ment samples all those aspects – but only those aspects – of students’ achievement 
relevant to the particular purpose of the assessment. Including irrelevant aspects 
(construct irrelevance) is as much a threat to validity as omitting relevant aspects 
(construct under-representation) (Stobart 2008). An example of construct irrele-
vance could be that inquiry-based science education problems are often broadly 
described in real-life settings – demanding good reading skills. So, these problems 
assess reading competence as well as science competence. This gives a biased 
result  – unless, that is, the construct assessed includes reading of, for instance, 
social scientific issues as part of the learning demands. This is why construct valid-
ity is an increasingly prevalent validity concept, subsuming many of the other valid-
ity measures. Construct validity is based on a description of the skills and 
competences to be assessed and their relations (a so-called framework or construct). 
It could be a theoretical understanding or a model of a competence. A test will then 
have construct validity if it is able to assess the underlying construct of 
competence.

Another form of validity, consequential validity, is not a property of the assess-
ment instrument or procedure itself but is a judgement of how appropriate the 
assessment results are for the uses to which they are put. The validity of an assess-
ment tool is reduced if inferences drawn on the basis of the results are not justified. 
For example, a test of arithmetic may be perfectly valid as a test of arithmetic but 
not valid if used to make judgements about mathematical ability more generally. On 
a more general level, a test may say something about student’s knowledge within a 
specific area of knowledge but is not a valid basis for predicting the student’s study 
success in further education.

So, validity is not a property of an assessment method or instrument regardless 
of the circumstances in which it is used. This situation is formally expressed in the 
definition by Messick (1989, p. 13) of validity as ‘an integrative evaluative judge-
ment of the degree to which empirical evidence and theoretical rationales support 
the adequacy and appropriateness of inferences and actions based on test scores or 
other modes of assessment’.

 Reliability

The reliability of an assessment refers to the extent to which the results can be said 
to be of acceptable consistency or accuracy for a particular use. There are many fac-
tors that can reduce the reliability of an assessment. For example, reliability is 
reduced if the outcomes are dependent on who conducts the assessment (which 
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teacher or oral examiner), on who rates the students’ assessment performances 
(which scorer or observer or external examiner at oral examinations) or on the par-
ticular questions used in a written test when these can only test a sample of all the 
different topics and levels of learning included in the curriculum being tested. The 
particular occasion on which the assessment takes place, and the circumstances 
under which it is undertaken, can also affect the assessment outcome and contribute 
to reduced reliability. Thus reliability is often defined as, and measured by, the 
extent to which the assessment, if repeated, would give the same result. For summa-
tive assessments which are conducted on a national scale and which have important 
consequences for all involved, extensive and sophisticated psychometric analyses 
have been used to explore their reliability (Baird and Black 2013). The most com-
mon used is Cronbach’s α, measuring internal consistency, and Cohen’s κ, measur-
ing degree of agreement between two observers.

Reliability is important in relation to both formative and summative assessment. 
In the case of formative assessment, reliability is often lower, and it matters less 
than for summative assessment. This is because the notion of making a repeatable 
judgement and treating all students in the same way is not equally relevant when the 
purpose is to support well-founded decisions about next steps for individual stu-
dents who may be at different stages in their learning and require different kinds of 
feedback. But even if the judgement of specific evidence should be student sensi-
tive, the interpretation of student evidence must be based on the same criteria, using 
the same indicators. This is important because the judgements that constitute the 
field at hand form the landscape of meanings, definitions and importance in which 
the students should find themselves (Dahler-Larsen 2014). If formative assessment 
is systematically flawed, that is a problem because it could give students a wrong 
image of the field they have to learn and the demands they have to live up to. The 
reason why we sometimes live with less reliable formative assessment is that it is 
local and not systematically biased in a large scale. But to have the potential to be 
used for summative purposes, also the formative judgements need to be reliable.

 Validity and Reliability Interactions

It follows from the definition of reliability that tests comprising questions where 
students choose between fixed alternative answers (multiple choice), that can be 
machine marked, are more reliable than ones that require answers to be created and 
that require some judgement in the scoring, such as open response format tests. 
However, the latter may be a more valid assessment if the purpose is to find out what 
answers students can produce rather than asking them to choose from specified 
alternative answers. It has also been shown that if students are asked, in a multiple- 
choice test, both to choose the best response and to explain their choice, many who 
choose the correct response are unable to give a valid reason for that response 
(Osborne et al. 2016).
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Although it is desirable for summative assessment to be both highly reliable and 
valid, in practice there is a limit to optimising both. Normally, there is a conflict 
between high reliability and high validity, so that it is necessary in practice to adopt 
a compromise between them. An assessment which is highly reliable (like a simple 
multiple-choice test) is often low in validity. This is especially true for assessment 
of competencies and more advanced skills. Assessing complex demands validly is 
complicated and time-consuming, meaning that it is difficult to do in a reliable way. 
However, if an assessment is low in validity, it can have damaging effects, because 
those using the results will make incorrect inferences about the learner’s capability. 
So, for example, students may infer, from a strong result, that they will succeed in 
advanced study of a subject but may discover when committed to that subject that 
its demands are radically different from those which they had been able to meet in 
the invalid summative assessments.

One aim of ASSIST-ME was to investigate these relations between formative and 
summative use of assessment in order to produce guidelines for changing the sum-
mative use of assessment so that it would be in alignment with the formative use. A 
key issue is that if the same evidence used formatively is also going to be used sum-
matively, it needs to be (re)interpreted reliably. This means that the assessment 
should fulfil some psychometric measures for reliability often linked to summative 
assessment, like the Cronbach α for internal consistency. Here, the distinction 
between evidence and judgement, mentioned earlier, becomes important. For for-
mative assessment, the evidence is interpreted both in relation to the goals (criterion- 
referenced) and in relation to the progress of a student towards the goals of a 
particular lesson or sequence of lessons, the next steps relating to where a student 
has reached and knowledge of the student’s capabilities (student-referenced). For 
summative assessment, the evidence collected over a period of time needs to be 
judged only in relation to more general, or medium-term, goals (criterion- referenced) 
that apply over that period of time and to all students. We will later take up further 
what this means in practice, but it is relevant to note here that this dual use of evi-
dence involves teachers in setting up longer-term goals and working towards them 
through breaking down the longer-term goals into sub-goals for lessons or sequences 
of lessons with clear goals and criteria for each sequence. This turned out to be one 
of the key challenges for the teachers participating in the ASSIST-ME project. As 
previously identified, working with implementing formative uses of assessment 
very quickly turned out to be a question of making learning progressions explicit 
within the actual subject matter and steering the teaching/learning processes in the 
light of these progressions. The ASSIST-ME teachers were struggling, together with 
the researchers, in formulating learning goals. The teachers were provided with a 
template with space for sub-goals and a three-step progression for each sub-goal 
and a list of verbs from the SOLO taxonomy and Bloom’s taxonomy. But reality 
turned for most teachers out to be more complicated, as two Danish science teachers 
explained:

It is difficult to see which progression steps fit the students’ actual performance – at the end 
of the day it will always be an interpretation with a lot of uncertainty. You can ‘explain’ or 
‘discuss’ on many levels.
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The same generic taxonomy will be different from subject to subject – the one formulated 
in biology may not be usable in mathematics. ‘Explain’ can be on a very high level in math-
ematics while it might be low in other subjects.

The generic taxonomies did not fit the classroom. The categories were too 
abstract and too far from subject practice. As mentioned earlier, the teachers found 
that their teaching (and students’ learning) did not follow a path described via a 
generic taxonomy, for instance, like climbing a ladder step by step beginning at the 
first step. Rather, it followed a subject-specific logic that has evolved through the 
teachers’ professional life. It could be described as crossing a river using stepping 
stones spread across the river bed or putting a jigsaw together. This made it quite 
time-consuming to establish the progression steps needed for the formative feed-
back processes – they had to be constructed for every subject sequence.

More problematic than the time it took, was the influence it had on the teaching, 
the whole structure of the lessons.

(Progression) templates to use in the daily teaching have to be very precise and you need 
one for almost every lesson or sequence, so, you risk to lose the overview. You focus on 
individual issues and lose the whole picture. … If you give this very comprehensive mate-
rial to students they will give up. And it has to be very concrete – students can’t use very 
general concepts.

The more systematically you do it, the less freedom you have.

I find it unfortunate if you teach with the progression steps totally described in any detail. 
You lose something  – it tends to be about performance instead of learning. The more 
detailed, the more focus on: Now the two and the five competences are achieved. If we 
constantly focus on how they can assess themselves, then we remove the curiosity and the 
joy and focus on what you have to perform.

From a basic human point of view something inside me is against this visible learning, 
where you represent people as rational thinking beings. I don’t think this is the whole story. 
I more think that it is a question of curiosity and something quite impalpable. We lose a lot 
by doing this – and what about the Bildung – where is that in the progression plan?

Some teachers, though, were more positive and pointed at the fact that the pro-
gression steps describe something we want students to learn. They are often impor-
tant competencies and through visible learning help students steer their own learning 
processes. But it could be a high price to pay to obtain this. Students risk to be 
pushed towards a more performance-oriented regime at the cost of their mastery of 
the subject (Midgley et al. 2001). It turned out to be a very delicate balance.

 Issues in Using Tests

Tests are often the method of choice for gathering information for summative 
assessment on the grounds of ‘fairness,’ since they appear to treat all students in the 
same way. However, giving all students the same task is not the same as giving them 
equal opportunities to show what they understand or can do. This becomes clear 
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when looking at test items. The subject matter used to pose a question, the language 
used, the amount of reading and writing involved and familiarity with the test situ-
ation are among the many factors that will advantage some students and disadvan-
tage others. Research clearly shows how students’ performance is influenced by the 
situation or context in which the task is set – students perform differently in differ-
ent situations and especially low performers benefit from rich, authentic assessment 
situations (Dolin and Krogh 2010). Other well-known problems with tests stem 
from the necessarily limited number of items that can be included, meaning that, as 
pointed out above, a selection of contexts and problems has to be made and that a 
different selection is likely to lead to different results.

Further, when test results are used for high-stakes judgements, of students, teach-
ers or schools, the tendency to ‘teach to the test’ in striving for high scores has a 
narrowing impact on the curriculum content and on pedagogy. Moreover, the valid-
ity of the assessment is threatened when there is a stark contrast between the mode 
of learning in inquiry-based activities and the mode of testing. Students, who are 
used to working in groups, sharing ideas and reviewing their own work in relation 
to comments and reactions of others, may find it difficult to express their under-
standing and their acquired competencies in a conventional test or examination 
setting.

Many of the most severe problems of tests arise from the use made of the results. 
This is an important factor in determining the degree of stress that students may feel 
and indeed may influence the perception of the amount of testing they experience. 
For example, when test results are used for high stakes, where decisions affect stu-
dents’ opportunities (as in the end of primary tests in some countries with highly 
selective secondary education and end of high school examination in others), stu-
dents, and their parents, know that the results matter and become stressed by the 
process. Teachers might add to this stress by giving repeated practice tests. However, 
stress can also become an issue when the tests matter a great deal for the school 
although not for the individual students, as in the case of the national tests in England 
at the end of primary school (which are entirely about accountability). Insofar as 
teachers are stressed about the results, they may transfer this stress to students, 
spending considerable time directly preparing students by creating more tests for 
practice. This adds to the experience of students of school work as being dominated 
by testing. It can be argued that it is the use rather than the nature of testing that is 
at fault. However, until the policy that leads to this use can be changed, it is unfor-
tunately difficult for the potential of tests to provide useful guidance to teacher and 
students to be realised.

The overarching criterion, by which any combination of assessment methods is 
to be judged, is the degree to which they both support and reflect student learning. 
Such learning has different dimensions, ranging from learning through interactive 
dialogue to learning to tackle realistic complex tasks which require the integration 
of different elements of one’s learning (Black 2016, p.733f).
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 Formative and Summative Assessment: Dimension or 
Dichotomy?

As the examples from the project in Chaps. 4, 5, 6 and 7 show, there is considerable 
diversity in the ways in which formative and summative assessment is practised. For 
instance, feedback can be offered to students as very informal and unstructured 
comments, ‘on-the-fly‘, or more formal written comments on a structured piece of 
work or classroom test. Some of the features of these events, such as the use of tests, 
may seem – at least superficially, until their use is examined more carefully – closer 
to a summative than a formative purpose. This suggests that the relationship between 
formative and summative assessment might be better described as a dimension 
rather than a dichotomy as suggested in Fig. 3.2 (based on Harlen 2012).

At the extremes are the practices and uses that most clearly distinguish between 
assessment for learning and assessment of learning. At the purely formative end, 

Formative<---------------------------------------------------------------->Summative
Informal 
formative

Formal 
formative

Informal 
summative

Formal 
summative

Major focus What are the next steps in 
learning?

What has been achieved to date?

Purpose To inform next 
steps in 
teaching and 
learning

To inform next 
steps in 
teaching and 
learning

To monitor 
progress against 
plans

To record 
achievements 
of individuals

How evidence 
collected

As normal part 
of class work

Introduced into 
normal class 
work

Introduced into 
normal class 
work

Separate task 
or test

Basis of 
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Student- and 
criterion-
referenced

Student and 
criterion-
referenced

Criterion and 
student-
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Judged by Student and 
teacher

Teacher and 
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Teacher Teacher or
external 
examiner

Action taken Feedback to 
students and
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Feedback to 
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into teaching 
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Feedback to 
students and 
into teaching 
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Report to 
student, 
parent, other 
teachers, etc.

Epithet Assessment for 
learning

Matching Dip stick Assessment of 
learning
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feedback modes

Verbal feedback 
on-the-fly

Written feedback 
on classroom
work

Response to 
informal test or 
quiz

Synoptic report 
on achievement
of course goals 

Fig. 3.2 Dimensions of assessment purposes and practices
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assessment is integral to student-teacher interaction and is also part of the student’s 
role. The teacher and student consider work in relation to the activity goals that are 
appropriate for the particular learner, and so the judgements are essentially student- 
referenced. The central purpose is to enable teacher and students to identify next 
steps in learning and to know how to take these. At the purely summative end of the 
dimension, the purpose is to give an account of what has been achieved at certain 
points. For this purpose, assessment should result in a dependable report on the 
achievements of each individual student. Although self-assessment may be part of 
the process, the ultimate responsibility for giving a fair account of how each stu-
dent’s learning compares with the intended learning goals should rest with the 
teacher, whether or not the evidence is obtained by external tests or by judgements 
of regular work.

Between these extremes, it is possible to identify a range of procedures having 
various roles in teaching and learning. Indeed, there is in practice considerable over-
lap across the vertical boundaries inside the above table – they are not rigid barriers. 
For instance, many teachers would begin a new topic by finding out what the stu-
dents already know, the purpose being to inform the teaching plans and maybe to 
identify the point of development of each individual. Similarly, at the end of a sec-
tion of work, teachers often give an informal test to assess whether new ideas have 
been grasped or need consolidation.

Within both the more formative and more summative parts of the dimension, 
there are considerable variations. Classroom observations of teachers’ formative 
assessment practices by Cowie and Bell (1999) were interpreted as indicating two 
forms of formative assessment: ‘planned‘ and ‘interactive‘. Planned formative 
assessment concerns the whole class, and the teacher’s purpose is to find out how far 
the learning has progressed in relation to the lesson goals. Information gathering, 
perhaps by giving a brief class test or special task, is planned and prepared ahead; 
the findings are fed back into teaching. This is similar, in many ways, to ‘informal 
summative’. The Structured Assessment Dialogue described in Chap. 5 is an exam-
ple of such a tightly structured assessment method that can be used for both forma-
tive and summative purposes without further adaptation. ‘Interactive‘ formative 
assessment is not planned ahead in this way; it arises from the learning activity 
(on-the-fly). Its function is to help the learning of individuals or groups; feedback is 
both to the teacher and the learners and is immediate. It has the attributes of ‘infor-
mal formative’. In practice, the two forms are difficult to distinguish. A teacher 
might ask an open question and encourage interactive dialogue across the whole 
class – the interaction is planned, in part, because the teacher might believe that 
engaging in dialogue is itself a way to develop students’ capacity and confidence as 
learners – a belief that is supported by the work of Alexander (2008). Further exam-
ples are given in Webb and Jones (2009).

At the more summative end of the dimension, there are also different degrees of 
formality, from the examination taken under strictly controlled conditions to the 
more informal exercises set and judged by the teacher. What is described as ‘infor-
mal summative’ in Fig.  3.2 may involve similar practice to ‘formal formative’. 
However, the essential difference is the use made of the information. Here, it is use-
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ful to consider the two kinds of feedback referred to earlier: feedback from teacher 
to students (affecting their learning) and feedback from students to teacher (affect-
ing their teaching). In those cases, where summative assessment takes place at the 
end of a course or unit or the end of a semester or year, it may not be possible for 
the assessment result to be used to help these particular students improve their work. 
But the teachers may still use the result to adjust their approach when teaching simi-
lar activities to other students in the future (i.e. formative for teachers rather than 
formative for learners). So, if the results are used to adapt teaching or improving the 
student’s learning, then it is ‘formal formative’. If there is no feedback into teaching 
or learning, then it falls into the category of ‘informal summative’, even though the 
evidence may be the same classroom test. Ideally, of course, summative tests should 
be given, while there is still time for students to learn from their mistakes. When this 
is the case, any assessment can have a formative function, in accordance with the 
principle that ‘Assessment of any kind should ultimately improve learning’ (Harlen 
2010, p. 31).

However, the process sequence represented in Fig. 3.1 should not be understood 
as implying that evidence to be used for summative judgements is only collected 
and recorded at the end of a teaching episode. Teachers may collect summative 
assessments en route and so build up for each student a collection of data, including 
pieces of students’ work produced on several occasions, which will form the basis, 
perhaps with a formal test, for the final summative assessments. This will be 
expanded later in the chapter.

 The Effect of Country Differences in Existing Assessment 
Practice

It is important to acknowledge differences among countries in respect of how 
assessment for formative and summative purposes is practised. Some of these dif-
ferences relate to a country’s traditions and existing practices. For example, whether 
students are assessed at the end of secondary school by external or school-based 
examinations has implications for classroom practice and the extent to which teach-
ers see assessment as serving formative and summative purposes. Other differences 
are evident in how criteria to assess students on knowledge, skills and competencies 
are made explicit in the official curriculum documents and how teachers use these 
criteria. Black (2015) analyses eight different country practices of formative assess-
ment and the difficulties in implementing them, often due to domination of summa-
tive assessment. As for linking formative and summative use of assessment, these 
variations seem relevant:

• Recognition of the need to share goals and assessment criteria with students, 
which may require teachers to reformulate the goals and criteria so that they can 
be understood by students, is a procedure that is not common practice in all 
countries.
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• Clarity about the formative or summative status of any assessment event. In some 
countries it is the expectation of the students, and their parents, to be told when the 
student’s product is to be used for summative assessment. This information affects 
the way students respond to a task; if a more formative purpose is intended, errors 
are seen as something that can help learning, while if the task is seen as for sum-
mative assessment, errors are seen as indicating that a learning goal has not been 
met. To put this another way, students may perform in one way if they understand 
that their products will be used (and judged) in order to improve their learning but 
may perform in a quite different way if they know the product will be judged for 
summative purposes. This links to the so-called didactical contract. If students 
know that the report has a formative purpose, they will be more experimental, 
more open and less tactical and will strive less for perfection, for flawless work.

• The balance between assessment for accountability purposes and assessment for 
learning or the dominance of a testing regime on everyday practice. National tests 
and the stakes of the examinations have a strong influence on teachers’ teaching 
and students’ behaviour. A survey among Danish upper secondary students 
revealed that 55% of the tested students have stress symptoms – due to a daily 
fight for high grades (Nielsen and Lagermann 2017). Their level of stress is simi-
lar to that of the 20% most stressed people in the Danish labour market (ibid.). 
This gives a general context for formative assessment. No matter how much 
teachers emphasise the formative purpose of an assessment, the summative ele-
ment does not disappear. Students do seldom believe that any assessment only has 
a formative purpose, given today’s reality in contemporary educational systems.

 Approaches to Linking Formative and Summative Assessment

Given the shortcomings of tests outlined earlier, and given the wash-back effect of 
summative assessment on the teaching and learning, it is worthwhile looking for 
ways to diminish the negative effects on learning from summative use of assessment 
and to improve the formative use of assessment. In particular, we need ways that are 
capable of gathering data about the full range of competencies and understandings 
that are the aims of inquiry-based science, technology and mathematics education. 
It is, fundamentally, a question of optimising the alignment between the learning 
goals, the pedagogy and the assessment method (used for both formative and sum-
mative purposes). Here, linking the formative and the summative uses of assessment 
is a key issue. How to do this best will depend on the national and local context, but 
basically there are two different approaches to linking formative and summative 
purposes of assessment:

• Connecting the formative and summative use of assessment evidence. Here any 
assessment is used for either a formative or a summative purpose, but the meth-
ods are very alike giving relatively high validity to the summative use and rela-
tively high reliability to the formative use.
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• Combining the formative and summative use of assessment evidence, i.e. using 
evidence from an assessment for both formative and summative purposes. Using 
evidence from a summative assessment for formative purposes is relatively 
unproblematic and well-known. More innovative and full of perspective is the 
use of formative assessment processes for summative purposes.

 Connecting the Formative and Summative Use of Assessment

The formative and summative use of assessment can be connected through:

 (a) Designing a summative assessment method, an examination or a test, that is in 
alignment with the formative processes in everyday class. The assessment 
method must reflect the central goals and be able to assess the competencies in 
a valid way. Such an examination will replicate everyday teaching. During nor-
mal teaching students have become familiar with the criteria for fulfilling the 
learning goals via various formative processes. At the examination students are 
put in a semi-authentic situation and given a fixed time span (4 h, 8 h, 24 h, 
48 h - depending on the subject) to go through (most of) the inquiry (including 
experimental) framework. The work is monitored and assessed (using a tem-
plate with criteria known from everyday practice) and may be supplemented 
with an individual oral examination (both with an external examiner). Many 
Danish science and technology examinations have been designed and intro-
duced following these principles, and they have the same reliability properties 
and the same cost level as ordinary oral examinations. Even advanced generic 
competences like innovation can be validly assessed for summative purpose 
using such authentic approaches (Nielsen 2015). Implementing an examination 
format in alignment with the learning goals will turn the often inexpedient 
wash-back effect from examination into a more productive effect.

 (b) Using similar or the same assessment methods separately for both formative 
and summative purposes distributed throughout the year and very much per-
formed close in time. Each assessment event is clearly identified as being used 
either for formative or for summative purposes. The summative assessment 
events are aggregated together for accountability purposes. The formative 
assessments are both similar to those for summative purposes but also supple-
mented with more valid methods able to measure more advanced competences. 
This is consistent with the didactical contract. Students can be confident that 
they will be clear about the assessment purpose – whether what they produce 
and present will only be formatively assessed or whether they should prepare 
for the summative assessments. This approach acknowledges the present 
accountability regime and the difficulties in changing the examinations. But it 
makes a clear distinction between the two purposes of assessment and thus 
minimises the distortion of the summative assessment.
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There is considerable future potential to enhance assessment by integrating 
IT-based elements. The TELS (Technology-Enhanced Learning in Science) project 
is an early example of an IT-based system designed to improve learning and deliver 
assessments for summative purposes. The project has designed a Web-based Inquiry 
Science Environment (WISE) as an online platform for designing, developing and 
implementing science inquiry activities (Linn and Chiu 2011). Such new third- 
generation assessment systems are emerging, trying to serve both institutional 
(summative) purposes and individual learning (formative) purposes. They typically 
build a system of complex computer simulations and other performance tasks into a 
blended learning system. As an example, Bennett (2015) describes how Bennett and 
Gitomer (2009) designed an integrated system of assessments built into a demon-
stration programme, CBAL (Cognitively Based Assessment of, for and as Learning). 
The system would consist of distinct summative and formative assessment compo-
nents each directed at achieving different purposes.

As Bennett (2015) writes, ‘… a key characteristic of third-generation assess-
ments will be the use of complex simulations and other interactive performance 
tasks that replicate important features of real environments, allow more natural 
interaction with computers, and assess new skills in more sophisticated ways’ 
(p. 387). Students can work with such continuously embedded assessment systems 
during the year, and frequent sampling of evidence of learning can then be used 
formatively and automatically scored and aggregated for accountability purposes. 
This needs to be organised in a way that does not violate students’ premises for their 
work and their learning engagement, e.g. with a clear distinction between formative 
and summative use of the data and with other ethical considerations, as described by 
Timmis et al. (2016). The teacher’s control over the system and the system’s flexi-
bility and its potential for adaptation to the teacher’s own teaching approach and to 
the needs of the class are other important aspects of new integrated assessment 
systems. To some extent, there is a danger that these systems may lead to relatively 
rigid teaching practices. A more flexible platform was developed within the 
ASSIST-ME project. It was designed to support the development of students’ exper-
imental competence by providing guidance and feedback during a learning cycle. 
The platform is described in Chap. 9 in this book.

A tight alignment between everyday practice and the test or examination is only 
preferable if the test is in valid accordance with the learning goals or if the two pur-
poses of the test are clearly separated. If this is the situation, they will minimise 
some of the more pernicious wash-back effects from tests and examinations. But 
summative assessment situations will always have some unfortunate side effects. 
The unusual and high-stakes-related situations will make many students nervous to 
a degree that affects their performance, and many of the resources invested in tests 
could be better used for learning activities. This is why there is a huge potential in 
trying to combine the formative and the summative uses of assessment evidence via 
extracting data for summative use from formative processes.
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 Combining the Formative and Summative Use of Assessment

Good assessment requires valid evidence, relevant criteria (goals) and a reliable 
method of judging the extent to which criteria have been met. If students are learn-
ing through inquiry, then the evidence of their learning exists in what they do in 
inquiry-based activities. When teachers are using assessment formatively, they are 
using this evidence to support learning, as in the formative assessment cycle. The 
activities that enable students to develop understanding and competencies are at the 
same time opportunities for collecting data about progress in their learning. This 
evidence can be accumulated from lessons on a topic and brought together at the 
time when achievement is to be reported and recorded.

A suggestion for how this might be done is represented in the complete Fig. 3.1, 
where the black arrow leading to judgement for summative use originates from the 
evidence gathered in the formative assessment cycle. There are several key points to 
make about this model.

First, formative judgements of what action, if any, to take are made in relation to 
the lesson or activity goals. For summative assessment judgements, however, the 
goals are the medium-term goals that are the targets for achievement over a period 
of time such as a semester or year. That is, evidence selectively accumulated over 
several activities is judged for summative reporting against medium-term goals 
stated in a national curriculum document or in a school’s curriculum plan for a par-
ticular year or stage. For example, lesson or activity goals in relation to a topic on 
sound might be to recognise ‘how sounds can be made in different ways and can be 
changed in loudness and pitch’. The medium-term goal, achieved after several les-
sons with different activity goals, might be to understand ‘that sound is caused by 
vibration in a material’.

A second point is to emphasise that it is the evidence gathered for formative 
assessment that is used as evidence for summative assessment, not the formative 
judgements about what action to take. This is because, as noted earlier, formative 
assessment judgements are often not strictly criterion-referenced, and formative 
judgements take into account the circumstances that affect individual or groups of 
students. It is entirely appropriate for this to be the case in formative assessment 
since it means that students have the tailored help they need to take them from 
where they are towards the learning goals. But evidence used to report on learning 
for formal summative purposes has to be judged in the same way for all students, 
not influenced by student-related considerations.

Third, the evidence used is the ‘latest and best’ selected from what has been 
gathered, by the methods discussed earlier, over the time for which achievement is 
summarised and reported. The use of ‘best’ evidence is in recognition that over the 
course of a semester or year of work – at the end of which a summative report is 
needed – students make progress, and evidence from earlier work will be super-
seded by later work. ‘Latest’ recognises that some evidence will have been collected 
early in the year when particular topics were the focus of activities and may not have 
been revisited. There is no need to retain every piece of evidence produced during 
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that time, which would in any case be too burdensome. Rather, the aim is to create 
a collection (which could be in various forms, such as a portfolio, folder or com-
puter file) of what is considered to be the best evidence of achievement. As work 
proceeds during the year, better work may replace earlier attempts. Involving stu-
dents in making this collection helps their understanding of the quality of work that 
is expected and adds to the formative value of the assessment process. It also means 
that students understand how their work is judged for formative and summative 
purposes.

Fourth, formative evidence that can be used in this way has to be in a tangible 
form. Given the considerable diversity in the ways in which formative assessment is 
practised, a question arises as to whether all kinds of evidence are suitable for use 
in summative assessment. In the very informal methods, evidence is picked up by 
teachers by observation as they interact with individuals or groups of students; 
judgement is almost immediate, and decisions is taken quickly about any action 
needed. The evidence in this case is ephemeral, with no record being made, but 
nevertheless it provides information that is used in promoting further learning. In 
more formal methods, the teacher will have planned to obtain evidence, by asking 
students either to give written answers to questions designed to probe their knowl-
edge and ideas or, as they conduct an inquiry, to explain their plans at intermediate 
stages in the work – thereby composing their own diaries of an inquiry. In between 
these different ways of collecting evidence are other means through which students 
record their work and ideas. If evidence from formative assessment is to be used for 
summative purposes, it follows that some, at least, of this has to be in a tangible 
form rather than an ephemeral such as picked up informally. This argues for using a 
range of ways of gathering evidence for formative assessment.

Fifth, the process of summative judgement should include measures to ensure 
reliability appropriate to the use of the summative assessment. At the time when a 
summative report is required, the best evidence is brought together and summarised 
by scanning for evidence of meeting the criteria indicated in the medium-term 
goals. The judgement can be reported in various ways. For some uses at some 
stages, it is only necessary to report whether goals have or have not been met. In 
other cases, the report may distinguish different degrees of meeting the goals, in 
which case there is a need to establish and exemplify the criteria for partial 
achievement.

Whether the judgement of accumulated best evidence is made by the teacher or 
by someone else depends on the intended use of the summative data. The two main 
purposes (leaving aside national and international monitoring for which only a sam-
ple of students are assessed) are for reporting on individual students’ achievement 
(low stakes for teacher but high stakes for students) and recording the progress of 
groups of students as part of school evaluation and accountability procedures (high 
stakes for teachers and schools).

It is usually students’ own teachers who make the judgements for regular report-
ing to parents and information for school records. For these audiences, scores, levels 
or grades give little information about what has actually been achieved. Rather, 
information in summary form about the extent to which goals have been achieved is 
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best accompanied by a narrative, identifying what has been learned well, what needs 
more attention and other information that will help future learning. Face-to-face 
interviews with parents and students can use examples of work that show what is 
needed to achieve certain goals.

Where the result is to be used for making decisions affecting a student’s future, 
as in the case of some external examinations or for use in high-stakes accountability 
measures having another teacher or external assessor involved in the judgements, or 
using some moderation procedure may be considered necessary for confidence in 
the result. However, only if we had assessments that captured the full meaning of 
the learning goals, without construct over- or under-representation (see previous 
section on validity and reliability), and did so with optimum reliability, would it be 
acceptable to use students’ achievement as the sole measure of school effectiveness 
or the only basis for accountability of schools and teachers.

 Application to Inquiry-Based Education in Science

Inquiry-based science education aims to help students to develop an understanding 
of key ideas about science and of science (i.e. the nature of science) and ability to 
conduct science inquiries. Besides helping to develop these science-specific compe-
tencies, the assessment processes serve to build students’ more generic competen-
cies, such as innovation and creativity and other life and learning skills mentioned 
at the beginning of this chapter. The model of summative assessment based on evi-
dence from classroom activities requires the identification of clear goals for each 
activity, contributing to medium-term goals for particular stages, which in turn con-
tribute to overall long-term goals.

During the activity the teacher and students work towards the specific activity 
goals, gathering and using evidence from the ongoing work in cycles of formative 
assessment. With the medium-term goals in mind, the teacher also helps students 
make connections between the ideas emerging from different activities. In turn, 
these medium-term goals are part of the story of progress towards the overall aims 
of developing ‘big ideas’ and inquiry skill competencies. The progress towards the 
big ideas of science education has been mapped out in the publication Working with 
Big Ideas of Science Education (Harlen 2015).

The model of gathering data from the range of classroom activities is particularly 
appropriate for inquiry skills or transversal competencies such as ‘investigation’ or 
‘argumentation’. The reason for this is that the ability to apply such skills or com-
petencies is highly dependent on the nature of the subject matter and content in 
which they are used, and so evidence from a range of different inquiries is needed 
for reliable assessment. In particular, for some inquiry topics, a clear understanding 
of the concepts involved may be essential, whereas for others such understanding is 
not needed – and indeed work to test explanations for an observed effect may help 
develop understanding of the relevant concept.

However, there is less clarity about progression in developing competencies 
relating to conducting inquiries than there is in the case of the development of sci-
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entific conceptual understanding. Thus for the model to be applied, there is a need 
for further work to identify criteria to be used in judging the accumulated evidence 
relating to development of inquiry skill (described as practices in the US framework 
(NRC 2012)).

There is obviously a problem in that national, high-stakes, assessments which are 
restricted to the use of externally set tests, to be completed in writing in a strictly 
limited time, cannot give results which are a valid measure of inquiry competences. 
This problem could only be overcome if a proportion of the high-stakes results were 
to be based on teachers’ own assessments using a variety of assessment occasions, 
with evidence collected over time in the form of student portfolios. This approach 
has been used in a few state systems, notably in Australia (Wyatt-Smith et al. 2010). 
The findings of that work and those from a limited attempt to develop such work 
with a group of teachers in England (Black et al. 2011) show (a) that it can take one 
or more years for teachers to develop the necessary skills, (b) that interschool 
 collaboration is essential in order to guarantee overall comparability of results and 
(c) that teachers involved have found the work rewarding as it has a positive effect 
on their whole approach to learning and assessment.

 Challenges and Benefits

The combination between formative and summative assessments may take a large 
variety of forms and in most of the countries raises questions. This has been dis-
cussed in the ASSIST-ME Local Working Groups in each participating country.

Most of the teachers involved in the project consider it possible to use their sum-
mative assessments (not external final exam) formatively. Using formative assess-
ment to summative purposes raises much more divergence. In two countries 
(England and Slovakia), there is a large agreement, for example, teachers ‘demon-
strated an ability to use their formative evidence from assessment conversations to 
make a summative judgment in relation to inquiry competences’ (cf. meeting min-
utes). On the other side, the law of one country (Switzerland) prohibits ‘the use of 
information collected for formative purposes in grades’. Most of the countries, even 
if this practice is possible or more recommended by the official instructions, 
acknowledged difficulties. The main one is the ‘didactic contract’ in the sense that 
the reciprocal expectations of the teacher and the students are different depending 
on the way the teacher uses the students’ productions to make a judgement either to 
help them or to give a mark. Another difficulty concerns the coherence between the 
criteria involved in summative and formative assessments, and with what is taught. 
The need of coherence is largely recognised but also the difficulty to get it. Several 
reasons are proposed: some competences, in particular experimental, are difficult to 
assess summatively with written and pencil tests, or the criteria for formative assess-
ment are adapted according to the students, whereas in summative case, they should 
be the same for all. To get coherence can necessitate a long back and forth analysis 
between the teaching goals in terms of knowledge and competences, how they are 
involved in the effective teaching and their use in the different assessments.

3 Exploring Relations Between Formative and Summative Assessment
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At last the question of time is raised in all countries. The teaching constrains in 
terms of content do not allow the teacher to take time enough for formative assess-
ment and to relate it to summative ones in particular in the case of learning progres-
sions which necessitate very regular assessment on different aspects of the teaching 
content. Thus, if all teachers are in favour of enhancing the combination between 
summative and formative assessments, different ways are possible according to the 
culture of the countries and the practices; nevertheless all ways imply a coherence 
of assessment criteria. All these questions lead all the participants to suggest teacher 
professional development on the combination of summative and formative 
assessments.

Without doubt, the easiest, technical, solution to linking formative and summa-
tive use of assessment is to connect them by designing summative assessment meth-
ods able to validly and reliably assess inquiry processes. Teaching to the test would 
then make sense, since the test mirrors the educational goals. Such examinations 
have been designed (Nielsen 2015) and have been proved to fulfil standard require-
ments for reliability.

However, fulfilling the important requirement of validity is difficult, and school 
assessments in many systems seem to have a tradition which would not be justified 
in any other context. As Black (2016) puts it:

the common practice of basing such assessments on a student’s performance produced over 
only a few hours in isolation, from memory, and responding to demands that they may not 
have seen before, to which an immediate response in writing is required, is strange. No 
business enterprise would think of assessing employees’ progress in this way. It is hard to 
justify a decision by a school, which has known about many pieces of work by a student, 
produced in a range of contexts and on different occasions, to base key decisions on short 
terminal tests.

There are several challenges to be faced in combining formative and summative 
use of assessment by implementing summative assessment based on evidence from 
classroom activities that is used for formative purpose. Among these is the need to 
ensure that:

• There are clear goals for classroom activities that will lead to medium-term and 
long-term goals.

• Teachers are assisted in translating the goals into inquiry-based activities.
• Teachers understand the role of formative assessment in learning and use a range 

of methods to collect relevant evidence of learning.
• Students are involved in assessing their progress and are helped to see assess-

ment as having a positive role in learning.
• All involved in providing, collecting and using assessment data recognise that 

any summative assessment is necessarily an approximation.
• Judgements of teaching and the effectiveness of schools are based on a wide 

range of relevant evidence and not only on measures of student achievement.

However, the benefits to be gained make it essential to face such challenges. 
Given the weighty evidence of the value for learning – and particularly for learning 
through inquiry – of using formative assessment, it is important to protect its prac-
tice from overbearing and outmoded summative assessment that dominates and dic-
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tates teaching and learning. Summative assessment that uses evidence from learning 
activities not only enables the full range of goals to be assessed but encourages, 
indeed requires, the practice of formative assessment.
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Chapter 4
Assessment On-the-Fly: Promoting 
and Collecting Evidence of Learning Through 
Dialogue

Christine Harrison, Costas P. Constantinou, Catarina F. Correia, 
Michel Grangeat, Markus Hähkiöniemi, Michalis Livitzis, Pasi Nieminen, 
Nikos Papadouris, Elie Rached, Natasha Serret, Andrée Tiberghien, 
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 Introduction

Learning in STEM classrooms has undergone a radical change in the last two 
decades. Science and technology has made many advances, and information on 
many aspects of these subjects is readily available through a quick search on the 
Internet. Schools therefore need to move beyond the dissemination of information 
to students towards helping students generate the skills that enable them to use and 
apply STEM ideas in a range of contexts. This approach is central to inquiry learn-
ing, where students raise questions or notice problems and seek resolution and 
understanding. Such an approach replicates how students learn outside of school 
and so has greater authenticity than more traditional classroom learning as it encour-
ages students to develop skills that will become useful in life and applicable across 
many school subjects. Inquiry learning models a range of approaches that scientists 
and technologists engage in as they work to examine problems, seek solutions and 
challenge perspectives (Duschl et al. 2007; Gillies et al. 2014).
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The aim in inquiry classrooms is to move away from set routines that allow stu-
dents simply to witness phenomena towards coherent explanations of the phenom-
ena in context (Kawalkar and Vijapurker 2013). Laursen et al. (2011) found that 
inquiry learning in mathematics led to students having greater persistence, indepen-
dence, enjoyment and confidence than students taught in a more traditional approach. 
While there is a broad range of approaches to inquiry in science classrooms, it is 
widely accepted that there are a number of teaching and learning elements that need 
to be present (Lederman et al. 2013; Minner et al. 2010) to distinguish it from tradi-
tional approaches (Grangeat 2016). For example, teachers need to use questions and 
tools to seek and recognise student thinking during the course of the inquiry activi-
ties and strategically scaffold students’ thinking (Gillies and Nichols 2015) in order 
to capitalise on teachable moments that arise during instruction (Haug 2013). These 
points arise when students do or say something, during an activity, that alerts the 
teacher to some gap in student knowledge or skills. The teacher is then able to help 
the student by providing the information or demonstrating the skill or directing the 
student towards a resource.

Inquiry learning encourages classrooms where talk plays a key role in communi-
cating and developing ideas. In inquiry classrooms, interactions between teacher 
and students, and within student groups, fashion and shape the meaning that learn-
ers form of ideas. In inquiry classrooms, conversations with students as they work 
on an inquiry task provide teachers with a rich bed of evidence of students’ current 
thinking that is collected in real time as students engage with inquiry activities. This 
means that the teacher can respond to student ideas as they develop during the 
inquiry activity rather than provide feedback after the inquiry has been completed 
and documented in a report. While inquiry work provides teachers with an insight 
into student understanding, at the same time, the dialogue creates a rich breeding 
ground for student ideas to develop and evolve. Such an approach allows students 
more flexibility in the approach they take with an inquiry and also encourages them 
to consider at several points, during their inquiry, if their choices of method and 
apparatus are providing results that support or challenge their ideas. This creates a 
wealth of opportunities for teachers to survey and consider the assessment data they 
have collected throughout the activity and make judgements about this evidence. 
Teachers can then take formative action through making informed decisions regard-
ing next steps in student learning. The learning evidence that can be collected 
through interactions on-the-fly depends on how these assessment conversations are 
set up, on what type of questions are used and how the teacher interprets and acts 
upon this evidence.

 Assessment in the Inquiry Classroom

The roles of assessment for learning (AfL) and ‘learning how to learn’ (Hazelkorn 
et al. 2015; James et al. 2006) are increasingly being seen as means to facilitate 
learning and gather evidence of student learning as part of the teaching process. It is 
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argued that through a formative approach to assessment, learners are able to take a 
more proactive role in the learning process. It also enables learners to develop valu-
able higher-order thinking, such as analysis and evaluation, and self-regulation 
skills, such as to set their own goal or persevere with a challenging task, as well as 
other prized twenty-first-century competences, which are often considered to be 
necessary in a rapidly changing world (Hazelkorn et al. 2015; OECD 2005; Rocard 
et al. 2007). An AfL approach to teaching and learning fits well with an inquiry- 
based approach where the teacher’s role is more about mediating the learning rather 
than directing the students along a specific route. Within inquiry classroom activi-
ties, students are presented with an idea to explore either by raising questions them-
selves or seeking answers to questions that teachers raise. This means that students 
are given some choice about the approach they take, and teachers are able to collect 
information on student understanding from the way learners discuss ideas with one 
another, the questions they raise and how they seek answers to questions as well as 
the quality of the work they produce.

When teachers pay attention to assessment information collected during the 
course of learning, they are able to interpret and make decisions about such assess-
ment data in a timely fashion that can drive future planning and support student 
learning, for example, through feedback (Black et  al. 2003). Through classroom 
interactions during an inquiry activity, both teachers and students are able to get 
better information to assess where individual and groups of students are in their 
understanding and focus on what is needed to take their learning forwards. For 
teachers, these feedback loops provide evidence to structure and tailor guidance and 
lesson direction. For students, the focus on feedback helps them determine where 
they need to apply their effort, so that they work on skills or concepts that need 
development or consolidation. During inquiry activities, there is a two-way feed-
back process in that teachers notice what students do and say and also provide guid-
ance for their students in response to this information. Through this reciprocal 
feedback process, students’ understanding and performance can be developed and 
important assessment evidence gathered as part of the teaching and learning 
process.

In inquiry learning, students take an active role in decision-making (Crawford 
2000). This might be about the question they are interested in exploring or in the 
methods they choose to answer a question or in the ways they decide to interpret the 
data collected. This more open approach to experimentation in the classroom makes 
it more difficult for the teacher to plan lessons in detail and in advance, and instead 
teachers need to develop skills and techniques that enable them to make prudent 
interventions, to support student learning during an inquiry. It is clearly important, 
in inquiry activities, that teachers find ways of tapping into student thinking, as 
these ideas are developing, and so teachers need to watch carefully how students 
explore inquiry ideas and develop techniques that probe student thinking concur-
rently. This requires a more dynamic approach to question and answer sessions in 
the classroom with teachers probing student thinking as ideas are emerging and 
developing.

4 Assessment On-the-Fly: Promoting and Collecting Evidence of Learning Through…
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Interactions on-the-fly are informal formative assessment conversations which 
are not planned beforehand but take place spontaneously when the teacher recog-
nises appropriate opportunities to support students in advancing their learning 
(Shavelson et al. 2008). These conversations can take place between the teacher and 
the whole class, within a group of students during activities or with a single student 
in a group or class situation. All of these events set up feedback loops, the content 
and emphasis of which may be utilised by the individuals engaged in the interaction 
or by those listening in to what is being discussed. These informal assessment con-
versations provide good opportunities for formative action by the teacher as they 
provide inroads into student thinking.

In this context a simple initiation-response-evaluation (IRE) sequence would not 
be considered as good formative practice because evaluative feedback provides 
insufficient information regarding next steps that can advance learning. In our view, 
good formative assessment practice relies on teachers making use of the learning 
evidence that was gathered and goes beyond recognising what students can and can-
not do, to making informed decisions on next steps and acting on them. It is there-
fore proactive and responsive in its approach. The challenge for the teacher is 
recognising that evidence, deciding what that evidence indicates in terms of learn-
ing and then forming an appropriate response that takes learning forwards.

 The ASSIST-ME Project

This chapter explores how groups of teachers and researchers in four countries 
(England, Finland, Cyprus and France) tried to use assessment approaches designed 
to capture and interpret oral data collected during inquiry activities. Our aim was to 
investigate how classroom interactions supported learning and assessment during 
inquiry activities. This informal dialogue is referred to as interactions on-the-fly and 
includes episodes of dialogue selected from the classroom talk, where teachers use 
questions to probe student thinking during the inquiry activity, which the teacher 
can then respond to in various ways.

Each partner country was interested in the following research questions:

 1. What are the characteristics of interactions on-the-fly in inquiry classrooms? 
And how are these interactions implemented?

 2. How can interactions on-the-fly in inquiry classrooms be supported with tools 
and professional development?

 3. What are the affordances, dilemmas and constraints of interactions on-the-fly in 
inquiry classrooms?

Within each of the four countries, interaction on-the-fly data was collected from 
classrooms by audio or video recording and transcribed. While each of the four 
countries collected these data from classroom settings, the style of inquiry activity 
differed across different countries, subjects and school contexts. Because the data 
was collected during the normal course of teaching and learning, the researchers 
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selected sequences from lessons where they judged that development or use of 
inquiry competencies were taking place. So, for example, the French data were 
captured during whole class discussions, while the English data were generally col-
lected as the teacher moved around observing and discussing with small groups of 
students. While these different classroom scenarios, to some extent, shape the ways 
in which the talk proceeds, nevertheless, the roles of the teacher and the students are 
much the same. The teacher is working to generate student talk that reflects their 
ideas and thinking so that they might assess current understanding to inform lesson 
planning. Meanwhile, students are able to hear how their peers are interpreting and 
thinking, about either a similar or the same inquiry activity, and so the classroom 
talk provides both a springboard for ideas and a means of checking how individual 
ideas are progressing.

The data were then analysed using a protocol developed by Ruiz-Primo and 
Furtak (2007) who modelled assessment conversations as a four-step cycle, where 
the teacher Elicits information from the student by formulating a question, the 
Student responds, the teacher Recognises the student’s response and then Uses the 
information collected to inform student learning. This is known as the ESRU cycle 
and has been empirically derived from analysis of informal assessment conversa-
tions that took place during inquiry lessons in some US science classrooms.

The ESRU cycle provides a useful framework to characterise interactions on-the- 
fly because it enables a differentiation between instances where teacher is eliciting 
information from the student (e.g. formulating a question to probe student’s ideas) 
and instances where the teacher is using the information that was collected to push 
the learning forwards (e.g. building on a student’s answer). In their study, the stu-
dents’ performance on a multiple-choice questionnaire administered pre- and post- 
instruction and, on embedded assessments, was higher for classes with teachers 
who used more complete ESRU cycles. Ruiz-Primo and Furtak argue that the more 
cycles a teacher completes, the more likely it becomes that the information gathered 
from students was used in a helpful way for learning purposes.

In the ASSIST-ME study, the classroom interactions were analysed using the 
ESRU main categories which were applied to each speaking turn (one speaking turn 
is defined as the non-interrupted speech utterances of one single individual; this 
could be either the teacher or student) within the interaction on-the-fly data. From 
this analysis we were able to identify the number of complete cycles that arose in 
each classroom and also investigate how incidents of complete cycle and part cycles 
fitted with events within the inquiry discourse.

The vignettes from the different countries illustrate some of our findings and 
elaborate on these ideas and provide insights into how informal interactions in the 
inquiry classroom can be used to create feedback loops that support learning while 
providing some indications of the progress or lack of progress that specific students 
or groups of students are making within an inquiry scenario.

4 Assessment On-the-Fly: Promoting and Collecting Evidence of Learning Through…
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 Vignettes

 England

Interactions on-the-fly were studied in England in the context of primary science, 
secondary science and secondary mathematics classrooms.

For primary science, the Local Working Group consisted of nine teachers. It was 
decided from the start that structured bounded inquiries, as opposed to open inqui-
ries (Wenning 2007), would best support the group, whose experience with and 
confidence in primary science were mainly low. The inquiry activities and foci for 
assessment were developed by the King’s College team, tried by the teachers at the 
meeting and then implemented in their classrooms.

For secondary level, a local working group of five science teachers and one for 
eight mathematics teachers were set up. The science teachers were experienced in 
inquiry learning, having been involved in a previous EU inquiry project, and confi-
dently developed some new activities to be trialled in their classrooms. For this 
project, the teachers developed three new inquiry activities – the double-decker bus, 
electromagnetism and exploring phenotypes. These were tried over three rounds of 
implementation and improvements and variations on the original themes developed, 
alongside a consideration of which inquiry competences could be assessed within 
each activity and how this might be done. The secondary mathematics teachers were 
less experienced in inquiry learning and were encouraged to use problem-solving 
activities from the nrich.maths.org website, such as the Towers of Hanoi and 
Peaches. For this study, a total of 18 science and mathematics lessons were analysed 
using the ESRU coding. The following two episodes illustrate some of the ways 
teachers used assessment on-the-fly in inquiry classrooms in England.

 Episode 1

The following episode arose in a lesson about conditions for mould to grow on 
bread in a primary class of 30 children, aged 9–10  years. This lesson occurred 
towards the start of the year (November 2014). The episode took place after children 
had looked at bread samples they had placed in different environmental 
conditions.

The inquiry was set within an engaging context, authenticated through an email 
read-out by the teacher from someone requesting information about mouldy bread. 
This inquiry opened up with a whole class discussion where the success criteria, a 
vehicle for communicating what effective learning in science inquiry looks like, 
were shared with the class. The idea was that they should use their observational 
skills and inferences to work out which condition had most effect on mould growth. 
In the episode, the teacher is collecting results and ideas from different groups in a 
whole class discussion. The class were then sent off to interrogate, in groups of five, 
a range of data sources. These key characteristics of practical, collaborative, group 
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inquiry set within meaningful, engaging and authentic contexts were a strong, com-
mon feature of all the primary inquiry ASSIST-ME lessons and helped to set up 
assessment conversations (Table 4.1).

During this assessment conversation, the teacher invited different learners to 
share their initial analysis of the range of data sources. These included some written 
texts about fungi and some sealed samples of bread containing mould for close 
observation. In this particular assessment conversation, there is evidence of the 
teacher attempting to work with student contributions, use these and build on these 
to develop a whole class understanding of how the observations they make during 
an inquiry (e.g. the wave effect, different colours of mould) could relate to and 
develop their conceptual understanding (different moulds or fungi on one bread 
sample). The teacher employed a combination of closed questions (e.g. ‘Do you 
think it’s the same fungi or mould on the bread?’) and open questions (e.g. ‘…what 
clues have you picked up…’). As a consequence, the teacher used the evidence from 
the answer to the closed question to elicit further thinking through their more open 
question, creating an extended ESRU cycle. This then elicited individual student 
thinking, within a whole class discussion, thus making learning about the nature of 
science inquiry (in this case the relationship between observation, evidence and 
conceptual development) explicit to the whole class.

In the primary inquiry lessons, the interlinking of ESRU cycles was common 
with the use (U) of one cycle setting up the elicitation (E) for the next. This flow and 
merging of cycles tended to occur when the teacher was trying to help students 
share ideas and build on one another’s findings. The teacher supported the class-
room discussion by helping make connections and linking the ideas of different 
students or different groups with an aim to try to bring a reasoned argument to 
explain the results. In this way, the teachers’ use of elicited ideas was framed to cre-
ate more discussion through comparison, reason and evaluation, and so the teacher 

Table 4.1 The coding at the end of each line indicates the ESRU analysis

Turn Speaker Transcript
ESRU 
code

1 Teacher Lovely and then Aesha’s team? E
2 Student We found out that [inaudible] fungi actually grown [inaudible] 

and that when it starts off, it actually grows from the mould but 
you can’t really see them [inaudible].

S

3 Teacher Oh right, okay then and it works its way outwards, that’s why it 
looks like wave effects, doesn’t it?

R

4 Teacher Do you think it’s the same fungi or mould on the bread? U
5 Student No. S
6 Teacher How can you tell me that’s true or not true, [inaudible], what 

clues have you picked up that tells me that maybe what’s on there 
is different?

U

7 Student Because some of them are different colours. S
8 Teacher Okay, so colour would be an observation that you’ve made; you 

might want to put that down in your notes.
R,U
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was deliberately taking a more divergent response and not closing down the cycle 
with a response that affirmed or rejected an idea. In this way the teacher encouraged 
students to think more deeply about their findings.

 Episode 2

The following vignette comes from a lesson carried out by one of the secondary 
science teachers with a class of 18 students aged 15–16 years. This 90 min lesson 
focused on an inquiry into factors influencing the strength of an electromagnet. One 
of the learning aims of the lesson was to get students to derive a mathematical rela-
tionship from the data they had collected and use it to support the formulation of 
evidence-based conclusions (Table 4.2).

In this episode, students are writing their report of their inquiry in class. The 
teacher circulated and checked on some aspects of their reports as they are being 
written. She responded to one student’s written conclusion and noticed that the stu-

Table 4.2 Students write their report of their inquiry in class

Turn Speaker Transcript
ESRU 
code

1 Teacher [Teacher reads aloud students’ written conclusions]
These results show that the independent variables are directly 
proportional. Does it?

E

2 Student Yeah… because as this increases this increases and as this 
increases this increases [pointing to values in a table].

S

3 Teacher Yeah? What does directly proportional mean? R, U
4 Student That they increase together. S
5 Teacher Is that all it means? E
6 Student Is that something to do with equal? S
7 Teacher Right. If something is proportional, it means that as one 

increases the other, one increases in a straight line. Ok? If it is 
directly proportional, it means that as one increases the other, 
one increases in a straight line that passes through the origin.

R, U

8 Student Oh! S
9 Teacher {Pointing to the values in the table}Oh! Do you know that this 

is a straight line?
E

10 Student Yeah. S
11 Teacher How do you know that? E
12 Student 1 Because as this increases this increases and… S
13 Student 2 No, it won’t be an exact straight line…because of this, look! 

{pointing to a specific value in the table}
S

14 Student 1 Oh! S
15 Teacher That curve shows as this increases, this increases, yeah? 

[teacher draws different examples on a sheet of paper]and that 
curve shows that as that increases that increases, yeah? Neither 
of those are proportional or directly proportional.

U
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dent makes a claim of a direct proportionality relationship between the number of 
coils of a copper wire around an iron rod and the number of paper clips picked by 
the electromagnet. The teacher questioned the student and gradually brought the 
rest of the group into the discussion. The discussion evolved as the teacher probed 
student understanding on the concept of direct proportionality and guided the 
 discussion using a combination of open-ended (turn 11) and closed questions (turns 
3, 5 and 15), as well as exposition of information (turn 7). This guided the students 
in a particular direction, which, in this case, centred around collecting more data 
points before plotting the data into a graph.

In this episode, the teacher’s attention to detail, as the students interpret and 
explain their findings, enabled the teacher and students to look more closely at the 
inquiry findings and the student interpretation of events. This allowed the students 
to rethink their initial interpretation of their results and the teacher to guide them 
towards an improvement in their thinking. Again, in terms of the patterns in the 
classroom interactions, the talk moves away from simple ESRU cycles to extended 
and linked cycles, where the use (U) of one cycle is positioned to elicit (E) another 
cycle.

Interestingly, the talk towards the end of this episode moves from alternate 
teacher-student to student-student, with student 2 redirecting student 1 to reconsider 
specific data points. This move from teacher-directed talk to student-directed talk 
became more common in the second and third implementation trials as some of the 
teachers became more skilled both in recognising likely avenues that students may 
take with an inquiry and in asking more open questions. These moves represent an 
increase in student agency that plays an important role in inquiry learning. It also 
creates more opportunity for the teacher to collect evidence of student thinking and 
make judgements about their learning through inquiry activities.

In this interaction, we observe two ESRU cycles that in fact can be considered as 
a single extended or interlaced cycle (turns 1–7). The important feature here is that 
the teacher is using the information gathered through eliciting questions to ask fol-
low- up questions and give information that aims to push the learning forwards. By 
asking the students about what they think their data is telling them challenges the 
students to reflect on the questions they are trying to find an answer to and whether 
their results are providing evidence towards an answer (turn 11). The teacher wants 
to know current student thinking as they attempt to communicate their findings and 
whether they are simply presenting results or thinking more deeply about what the 
results are telling them about the phenomena of electromagnetism. In this way, the 
teacher is implicitly directing the students to utilise their inquiry competency of 
analysis, as they wrestle with the activity and she garners their current performance 
level in doing this. In this episode, the students have not thought through whether 
the results they are collecting are valid and the teacher’s redirection, once she has 
ascertained what they are finding problematic, offers them a way forwards to con-
sider. The teacher is not directly correcting work here but realises that the students 
have made assumptions rather than carefully analysing their data. In doing this she 
redirects their inquiry practice to offer them a way forwards. What is interesting 
here is that the teacher is allowing a considerable amount of student autonomy in the 
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decisions they make and yet is ready and waiting to guide ideas and suggest quite 
direct next steps, once she notices what she considers is a discrepancy. The dilemma 
between being the assessor and being the guide during the inquiry activity is some-
times a difficult and tricky tightrope for teachers to take.

 Finland

All the Finnish teachers who participated in the study had more than 10 years’ teach-
ing experience in school. However, they were not very experienced with inquiry-
based learning. They often teach using practical work and hands-on activities, but 
these are typically teacher-guided closed tasks instead of open inquiry. The inquiry 
activities which were implemented in the study were designed through co- operation 
between the teachers and researchers to fit in with the teachers’ course curriculum. 
Then the activities were revised together at the lesson plan level (Table 4.3).

Twenty-two lessons were analysed using the ESRU coding. Analysis indicated 
that there were 235 (56%) full ESRU cycles and 185 (44%) partial cycles. While 
there was a range of different inquiry scenarios, analysis of the ESRU cycles gave 
some indication of the nature of the inquiry-focused talk in these classrooms. In the 
Finnish lessons, ESRU cycles were often identified as partial due to lack of 
U-component. In these cases, the teacher, for one reason or another, did not use 
information from student learning. Another commonly missing component in the 
ESRU cycles is elicit (E). In many of these cases, the teacher does not need to elicit 
explicitly, because he/she is already getting information from the student’s question 
or statement.

 Episode 1

The first example is from a primary mathematics lesson (third grade, 9-year-old 
students); a student initiated (S) the following discussion. The teacher (Maria) asked 
students to divide 24 pieces of pasta between three people, using real objects. For 
this and other similar problems, they were asked to explain their solution on posters 
which would be presented later. Division as a topic was not taught formally before 
the inquiry activity (Table 4.4).

Table 4.3 Data from different subjects and topics

Subject Competence Topic
Educational 
level Teachers Students Lessons

Math Problem-solving Division, 
geometry

Primary 2 42 8

Physics Investigations Electricity, 
light and waves

Low 
secondary

2 45 7

Math Problem-solving Geometry, 
integral

Upper 
secondary

2 52 7
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We see here, in turn 1, that a student initiates the question. Student-initiated con-
versations seem to be quite common in Finnish classrooms. In three closely anal-
ysed physics lessons, 36% of on-the-fly interactions were initiated by students 
(Correia et al. 2016). This suggests that the foci in these lessons have considerable 
student agency and direction.

 Episode 2

The second example comes from a physics lesson (seventh grade, 13-year-old stu-
dents), in which students have worked with an inquiry task for plane mirrors. They 
have made a prediction and observation, and they are working with their explana-
tion. In the following excerpt, the teacher probes, many times, until he gets informa-
tion about students’ ideas. The teacher then helps students to express their idea and 
prompts them to write it down (Table 4.5).

The E-S-E-S structure continues for turns 1–9 where James, the teacher, recog-
nises students’ ideas. Turn 11 is an evident point at which he starts to use informa-
tion to help students to express their ideas. So there is an extended elicitation section, 
in the classroom interaction, before the teacher uses the student responses. In this 
way, the teacher is surer that he has understood student thinking before taking for-
mative action. In this way, the formative action is likely to be more appropriate to 
the learning needs of the students. However, we noticed that in the majority of les-
sons teachers’ further probing actions, through extended elicitation, seem to be less 
frequent than quick interpretations of student response in the majority of 
classrooms.

ESRU main codes can be used for identifying the basic elements of on-the-fly 
formative assessment in the level of speaking turns, but they do not reveal the mean-
ing of conversations per se. Thus, we performed data-driven analysis in order to 
characterise the nature of formative assessment at the episode level in one physics 
and one mathematics lesson (Nieminen et al. in press). First, these episodes were 
ESRU coded and then categorised. We found that there were two dimensions which 
characterise teachers’ on-the-fly practices: (1) the speed with which teachers elicit 
information from students (quick interpretation or further probing) and (2) whether 

Table 4.4 Student-initiated question

Turn Speaker Transcript ESRU code

1 Student Maria, how should we do it? Because [inaudible] and eight. 
Divided by eight

S (E)

2 Teacher Mm. By eight? R
3 Student Yes. S
4 Teacher Are there eight of you? U
5 Student No S
6 Teacher No. Read the task one more time. How many? R
7 Student Everyone gets eight pasta pieces S
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or not teachers use that information for helping student to proceed or to express 
students’ thinking. This results in four kinds of interactions as shown in Table 4.6.

In the vignette about sharing pasta pieces, the interaction is an example of the 
first conversation type 1A (quick interpretation and help to take the next step). In 
this discussion, the student mentions incorrectly ‘dividing by eight’ even though, in 
the situation, 8 is not the divider. Maria, the teacher, recognises the confusion and 
guides the student to notice that 8 is the answer to the task. In this case, the teacher 
did not ask further questions, such as why they are thinking about dividing by 8, and 
so her interactions are not probing but action based.

Table 4.5 An example of the 2B type of interaction comes from a physics lesson

Turn Speaker Transcript
ESRU 
code

1 Teacher What is going on here? E
2 Student Well, when… if we put that… that when… S
3 Teacher Are you working with conclusions? E
4 Students Yeah S
5 Teacher Okay. Do your prediction and your observation differ? E
6 Students Yeah. S
7 Teacher In what way? E
8 Student We thought as if I sit here. Then the mirror is there, so it 

would be mirrored to this corner but it is in that corner.
S

9 Teacher Hm. So, you were here. Here is the object. You sat here. And 
you see the image… you supposed that it is here but is on this 
side.

R

10 Student Yes. S
11 Teacher Well. So, you can answer: do your prediction and observation 

differ?
U

12 Student: Yeah. S
13 Teacher Yes. How does the person’s location influence the location of 

the image?
U

14 Student It is mirrored like… if you look from the side the object is 
mirrored to that corner where you sit or stay.

S

15 Teacher To that corner? So, you considered that the image is like on 
the different side from the object than your eye, but it is on the 
same side…

R

16 Student Yeah. S
17 Teacher …than your eye. Okay. Yes it is. Yes. Then just write that. R

Table 4.6 Four kinds of on-the-fly formative assessment interactions

1 Quick interpretation 2 Further probing
A Help to take the next step 1A 2A
B Help to express thinking 1B 2B
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An example of the 2B type of interaction is the physics lesson above, where the 
teacher purposefully instigates thinking through his role in the interaction. The 
questions that the teacher asked challenge the student’s explanation of the phenom-
ena and required the learner to make decisions that he then had to justify and unpack. 
Twice the teacher returned to the same question  – do your prediction and your 
observation differ? (Turn 5 and Turn 11) – and this highlighted not only to this stu-
dent what is important in this inquiry but also communicates the idea to the rest of 
the class.

The ESRU framework by Ruiz-Primo and Furtak suggests set steps in the forma-
tive process that is usually initiated by the teacher. With our Finnish teachers, we 
found that sometimes the ESRU cycle is partial due to lack of eliciting (E), because 
a student initiates a conversation, rather than asks a question. Students’ initiations 
are very important, because the teacher gets directed to student thinking and that can 
be information which the teacher may not get otherwise. Hence, it is important that 
the teacher aims to generate and maintain an atmosphere where students have the 
courage to ask questions, make statements and reveal their thinking.

 France

Assessment of inquiry competences was studied in the context of two lower second-
ary schools in a socially and economically deprived area of the outskirts of Grenoble 
(France). The project teachers were three mathematics, three physics, two biology 
and two technology teachers (six females and four males). Together with teacher 
educators and researchers, the project teachers formed a working group that had 
been cooperating for three academic years (September 2012–July 2015); the data 
analysed in this research had been collected during the final year.

Because we were interested in capturing evidence directly from the lesson, the 
formative assessment tools were designed as a means for the teachers to structure 
their interaction with the students, particularly during the classroom discussion. Our 
focus was on the on-the-fly conversations that happened between the teacher and the 
class or the teacher with a group of students. We developed a tool, that we called a 
‘progress chart’, which allowed teachers to make explicit their goals and students to 
locate themselves using detailed criteria ranging across four levels: newbie, begin-
ners, experienced and expert. This tool helped the teacher to specify their goals and 
to anticipate students’ attitude and more specifically allow them to anticipate what 
kind of answer may fit with these goals. This ‘progress chart’ was given to the stu-
dents as a means of helping them understand the learning goals, to situate their 
knowledge and understanding regarding these goals and to outline the next steps for 
achieving them.
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We analysed the on-the-fly assessment practices of six teachers. The teacher- 
student interactions took place during the episode dedicated to argumentation. 
Students in groups presented and discussed in front of the whole class their predic-
tions and their respective explanations.

 Episode 1

The first illustration came from a biology classroom. Students were determining the 
environmental factors that are essential for a plant’s germination. During this epi-
sode, the teacher led her students to understand the phrase ‘absolutely necessary’, 
so that they could distinguish between those variables that had a direct effect on 
germination and other variables which did not. Understanding this aspect was a 
crucial issue for their design and planning (Table 4.7).

This short extract shows that the teacher had chosen not to directly ask her stu-
dent to repeat the definition provided by the textbook. On the contrary, she asked a 
very open question that asks the student for her interpretation of the answer (Turn 
1). Then she repeats the student answer to affirm that the student had understood the 
idea, and, eventually, she engaged the students in deepening this answer (Turn 5). 
This short episode resulted in the involvement of the whole class. While the teacher 
conversed with one student, the others looked on and reflected on how they might 
have answered the questions. Through these interactions, both the teacher and the 
students were able to make explicit their own understanding of a construct that is 
central for the current inquiry. This enabled them to envision more precisely the 
next steps of this inquiry.

Table 4.7 On-the-fly feedback with an open question

Turn Speaker Transcript
ESRU 
code

1 Teacher Which environmental factors are…? E
2 Student Absolutely necessary S
3 Teacher Absolutely necessary. R

What does it mean ‘essential’ Sarah? Something that is 
absolutely necessary is something…

U

4 Student That is something we need for doing something. S
5 Teacher For doing something. R

In our case, what do the seeds need that is absolutely necessary 
to germinate?

U

Sarah. E
6 Student They need water S
7 Teacher Yes, water. R

And then … U
8 Student They need light S
9 Teacher Are you sure? R

Look at the table (indicates class result table) U
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 Episode 2

The second episode came from a mathematics classroom dialogue about students’ 
solutions to a problem of area measurement. Students had to work out the area of a 
park drawn on grid paper (Table 4.8).

This teacher chose to promote the exploration of the issue by his students instead 
of giving them the right answer or asserting that they are wrong. In this episode, we 
see that a student confused the squares within the diagram boundary with the unit of 
measurement itself (m2) when measuring the area of a park. During the classroom 
discussion, he gave room for each student to report and justify their solution. In this 
part of the activity, the teacher provides opportunity for students to change their 
solution, in response to alternatives proposed by their peers. So we see a change in 
the teacher’s role here from expert to guide, as he allowed students to provide feed-
back to one another.

In each classroom, all students participated actively in the inquiry, even those 
who had been reluctant to take risks in previous school activities. For supporting 
these complex interactions, the teachers used a ‘progress chart’ as a formative 
assessment tool that described four levels of achievement per competence, pertinent 
to the inquiry task. The teachers reported, during interviews, that the ‘progress 
chart’ was useful in the assessment process. First, it helps teachers to locate, during 
the lesson itself, each student’s knowledge and competences amongst different 
alternatives. Second, it allows students to locate themselves with regard to the 
teacher’s expectations. And thirdly, it encourages both teachers and students to 
envisage goals and strategies that are attainable in short-term scales.

In general, our results indicated that all teachers succeeded in implementing on- 
the- fly assessment strategies during whole class discussions in inquiry lessons. 
Most teachers (5/9 teachers) enacted complete ESRU cycles more often than ESR 
or ES cycles. Two teachers enacted ESRU and ESR at a similar level, while the 
remaining two teachers had interactions where ESR cycles were dominant. This 
suggests that our project teachers were able to collect assessment evidence during 
the inquiry activity, and most were able to act on this information in a formative 
manner.

Table 4.8 On-the-fly feedback with teacher promotion of an exploration

Turn Speaker Transcript
ESRU 
code

1 Teacher So what happened in your case? E
2 Student Well I was counting the number of squares that could be put in 

the park…
S

3 Teacher Okay … doing that … R
You mixed what and what? U

4 Student The unit and the squares … S
5 Teacher Yes, you have mixed unit and squares, but you was not so far off. 

Apart from that we wanted all the measures in units and not in 
squares. What do you need to change?.

R
U
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 Cyprus

Researchers and teachers in Cyprus formed local working groups, where teachers 
were trained on applying specific methods of formative assessment and then, along 
with researchers, designed implementations in their classes.

Evidence was collected from the classroom interactions, particularly during 
whole class discussions, where the teacher raised specific issues relevant to the 
experimental design, the inquiry itself or interpretation of the results. To some 
extent, these discussions were planned, in the sense that the teacher identified 
beforehand issues that she/he should be aiming to bring into focus.

We were interested in identifying instances in which the ESRU cycle happened 
to break for some reason and elaborate on the different reasons that we are able to 
identify. We anticipated that this would provide evidence of challenges and intrica-
cies associated with sustaining ESRU cycles. Our aim was to reveal possible trends 
or patterns in order to identify the variation as to what has caused the ESRU cycles 
to break. On the other hand, we were also interested in any patterns that might reveal 
possible factors that have facilitated the completion of ESRU cycles.

In an attempt to shed more light into the intricacies underlying the teachers’ 
attempt to employ interactions on-the-fly as a formative assessment method, we 
focused on instances where either important information (i.e. contributions made by 
the students) went unnoticed during the discussion or was used in a nonoptimal 
manner. We describe two types of challenges that were identified in two episodes.

 Episode 1

In this episode, the teacher has to make a choice as to whether to address certain 
issues that come up during the classroom discussion that may not have been planned 
for or to stay within the lesson plan (Table 4.9). This can be a difficult decision as 
sometimes students raise ideas that may have a profound influence on understand-
ing and the ways in which they interpret the ideas in the lesson. This is illustrated in 
the following excerpt from the classroom dialogue about the forces that are applied 
on an object placed on a table.

In this case, through the discussion, the students had the opportunity to express 
their ideas regarding the interaction between two objects. The idea of action/reac-

Table 4.9 The teacher has to make a choice as to whether to address certain issues

Turn Speaker Transcript ESRU code

1 Teacher What can we think (which forces are applied on the object)? E
2 Student 1 The Earth and the table apply forces on the object. S
3 Student 2 And the object applies a force on the table. S
4 Teacher Let’s leave that for now. What did we say we are interested 

in now?
R

5 Student 1 The forces that are applied on the object. S
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tion seems to be underlying how students actually conceptualise the subject under 
discussion, but the teacher led the students away from this to focus only on the 
forces applied to the object (Turns 5 and 6). While, for the teacher, there was a clear 
distinction between the ‘forces being exerted by an object’ and ‘the forces being 
experienced by an object’; this distinction seemed unclear for the students and is 
therefore likely to underlie their interpretation throughout the discussion. This is 
evidenced by the fact that this specific idea emerged repeatedly at different points in 
the classroom discussion. For instance, the excerpt below shows how this idea sur-
faced again later in the same episode. Again, the teacher instructed the students to 
focus on the forces exerted on the object and not consider balanced forces 
(Table 4.10).

The selection to avoid discussing this particular idea (action-reaction) might 
reflect a strategic choice made by the teacher, or it could be that the teacher found it 
impossible to think about the idea from the students’ viewpoint. One possible rea-
son for this strategic choice could be related to the view that teaching evolved in a 
linear manner, which did not encourage deviations from the lesson plan prescribed 
by the textbook (which, in this case, did not include any reference to the idea of 
action/reaction). It is a challenge for teachers to overcome these views that might 
prevent them from realising the influence of students’ misconceptions on develop-
ing scientific ideas. Teachers need support in recognising ways to take students’ 
partial understanding forwards in a way that acknowledges and addresses such mis-
conceptions as they arise in the classroom.

 Episode 2

Interpreting the discourse that unfolds in the classroom is complicated by the pos-
sibility that the inputs contributed by individual students or the teacher could be 
resting on tacit assumptions, not necessarily shared by all members of that specific 
learning community. This might influence how the discussion evolves; thus, there is 
a challenge associated with detecting such cases when they occur. This could have 
an effect on the demands that are placed on the teacher in terms of detecting and 

Table 4.10 The teacher chooses to avoid discussing a particular idea

Turn Speaker Transcript
ESRU 
code

1 Teacher So this force is due to the direct contact with the table. Because 
the table is in contact with the object, some said that it exerts a 
force downwards and others upwards. Who is correct?

E

2 Student Once the object is still, it means that the body exerts a force on 
the table, and the table exerts a force of the same magnitude on 
the object.

S

3 Teacher You are right, but these forces are not exerted on the object. We 
are only interested in the forces exerted on the object. Which are 
these?

R
U
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managing such instances. In the following classroom dialogue, a crucial misconcep-
tion arose that gravitational force is not an instance of interaction between masses 
but is an inherent property of a single object (e.g. the Earth) (Table 4.11).

In this discussion, some students seemed unclear about gravity and assumed it is 
a property of the Earth (Turn 8 and 10). This subtle point, which was not addressed 
during the discussion, despite the opportunities for doing so (Turn 11), came into 
play later as illustrated below, when the teacher suggested ignoring the air in order 
to avoid discussion about its resistance when the ball is falling. However, because 
the teacher did not appreciate the students’ point of view, the student idea was 
ignored, and the discussion continued along the lines the teacher had chosen (Turn 
3). Overall, this example illustrates how challenging it is for teachers to identify 
hidden assumptions that students have about particular phenomena and respond at 
the time, in a way that could help learners overcome their misconceptions.

 Discussion

Inquiry in STEM classrooms creates rich opportunities for talk and for making con-
nections with learning from previous activities, both practical and theoretical. 
Language is at the heart of the learning process. The learner uses talk to engage with 
new knowledge and to try to understand it within their own personal frameworks, 
through interactions with other learners and their teacher. Part of this, they achieve 
through comparison with their previous thinking in that area, but the major part of 
this learning is in negotiating common meaning with others that are also engaged in 
the learning experience. In this way, new knowledge is socially constructed 
(Vygotsky 1978), and communication through dialogue is essential in achieving 
this. Studies on classroom talk show that dialogic teaching contributes to enhanced 
student participation and learning (Alexander 2004; Mercer and Dawes 2014).

Table 4.11 A misconception is identified

Turn Speaker Transcript ESRU code

1 Teacher Hmm. If I left it, it falls… why? Is it because of the ground? E
2 Student The gravity. S
3 Teacher What is gravity? U
4 Student The force towards the Earth’s centre. S
5 Teacher Towards the Earth’s centre. So the object falls because of the 

gravity?
R
U

6 Student Yes S
7 Teacher Where does the gravity come from? From the ground? E
8 Student 2 From the Earth’s centre S
9 Teacher So if we somehow remove Earth’s centre, won’t there be 

gravity?
U

10 Student 3 From the Earth in general S
11 Teacher From Earth in general. Ok… R
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Mercer (2000) and Alexander (2004) both focus on the talk repertoire that teach-
ers utilise in their classrooms. Both present hierarchical repertoires in which the 
lower levels centre on teachers’ telling or using questions and prompt that demand 
students to recall what has already been encountered. In the higher levels of dia-
logue, Mercer introduces the category of exhortation, which he describes as teacher 
talk that encourages students to think. Alexander, on the other hand, describes 
higher levels of talk as discussion and scaffolded dialogue, which he takes pains to 
explain are different from the ‘bedrock of teaching by direct instruction’ (p23). 
Through discussion and scaffolded dialogue, talk moves from exchange of words to 
development of ideas, from interaction to shared social meaning and from knowing 
to understanding. Through rich dialogue during inquiry activities, the teachers on 
our project were able to create opportunities where their questions and interactions 
probed student ideas and encouraged thinking. Through encouraging students to 
voice ideas and make decisions about the questions they investigate, the apparatus 
they select, the method they take or the strength of the data collected, teachers learn 
a lot about how students are thinking within that domain. The key to interactions 
on-the-fly is sifting the evidence of learning from the many utterances that are made 
in the inquiry classroom in order to analyse students’ developing understanding and 
realise what support students need to sort out or consolidate their ideas.

Our findings, across all four countries, indicate that teachers can and do want to 
use assessment evidence in a formative manner in their classrooms. On-the-fly inter-
actions make student thinking and reasoning visible to enable formative assessment 
by teachers (Osborne et al. 2004). The evidence that they encounter through on-the-
fly interactions, with their students, provides teachers with information to guide how 
they shape various aspects of the lessons and how they plan for future teaching. At 
the same time, students are continually being challenged about their progressive 
ideas both from teacher questions and from the discussions the teachers or peers are 
having with fellow students. In an inquiry classroom, the talk provides immediate 
feedback to the learners in the classroom that helps them steer their inquiry approach.

Working formatively in inquiry classrooms requires skill and focus from the 
teachers. The feedback to students is enhanced in classrooms where teachers notice 
specific solutions, problems or innovative approaches in the inquiry activities and 
decide to initiate a conversation to highlight what has attracted their attention. In 
these situations, the teacher uses questioning both to check why the inquiry has been 
done in a specific way and to act as a stimulus for other students to consider their 
inquiry activity and scaffold their thinking. As the teacher probes one student’s ideas, 
the situation is set up where other students, in that class or within that group, can 
think about the teacher’s question and their peers’ answers. Witnessing this type of 
interaction provides the impetus for all students to reflect on their understanding of 
the idea being discussed by the teacher and their peer and, in some cases, reconsider 
how the aspect under discussion is working within their inquiry activity. In this way, 
the on-the-fly discussion becomes a technique and stimulus for providing immediate 
feedback and scaffolding for students. Within the classroom, the public spectacle of 
the on-the-fly interaction allows learners to explore their ideas about inquiry and 
look for evidence that either supports or challenges their current thinking.
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Through sharing ideas with other learners, steered by the interactions initiated by 
their teacher, students engage with exploratory talk (Scott and Asoko 2006) that 
helps develop their understanding within a social context (Duit and Treagust 1998). 
Through this approach, teachers create learning environments where students can 
learn ‘with and from one another’ (Heritage 2007, p. 144). This is very different 
from the ‘delivery’ approach sometimes seen in STEM teaching, where the teacher 
presents ideas as though they are facts to be learnt and where practical work is used 
to illustrate relationships, laws and theories. This is particularly important for sci-
ence classrooms, where discussion results in selecting results that fit with a predic-
tion (Roth and Roychoudhury 1992), rather than careful consideration of the events 
and ideas developed in the inquiry. Roth and Roychoudhury (1992) found that, 
while the developing knowledge in science classrooms might be socially con-
structed, the process undertaken may result from a desire to agree or disagree with 
an initial idea, rather than careful consideration and reconsideration of the develop-
ing evidence. The teacher’s role is key here in steering student thinking towards 
consideration of evidence and inferences, rather than simply allowing them to agree 
or disagree with an initial prediction or choose between two explanations. The 
teacher focuses the learners on the task, the question they are exploring and the 
strengths or weaknesses of evidence presented, so that the talk is not a ritual 
(Jimenez-Aleixandre et  al. 2000) but a vital component of the inquiry learning. 
Such an approach moves away from the reported authoritative modes of discourse 
in many science lessons that leave students with naive images of science (Driver 
et al. 1996).

Assessing through evidence from classroom talk works best in classrooms where 
students share ideas with one another and are willing to listen to and take note what 
their peers are saying. In other words, such classrooms demand effective group 
work. Lemke (1990) puts forward the idea that ‘learning science means learning to 
talk science’ (p22), which suggests a move from teacher-dominated talk to class-
rooms where students discuss the ideas. What is essential here is that the talk is 
genuinely stimulated by student ideas rather than being a teacher-led discussion.

One of the dilemmas for teachers is how to set up and develop collaborative 
group work behaviour in their classes. Surveys of such work have shown that group 
work can lead to enhancement of learning but that it often fails to do so because the 
group do not interact in a productive way (Johnson et al. 2000; Mercer et al. 2004; 
Blatchford et  al. 2006). Many teachers do not have the skills nor can recognise 
opportunities in tasks where they can develop collaborative group work, where stu-
dents have to reconsider their interpretation of, or attempts at, a particular task. 
Teachers therefore need help in creating classroom environments and selecting 
tasks that encourage and enhance collaborative group work, if assessment is to 
focus on the classroom talk.

The ESRU cycle, proposed by Ruiz-Primo and Furtak (2007), helps teachers 
focus on the purpose of their classroom interactions by highlighting the need to both 
elicit and use evidence. While there was relatively high incidence of complete cycles 
in classrooms in all four countries, which indicated that teachers were acting upon 
the assessment evidence that they were collecting, we found that there was some 
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variation between teachers and between activities and subject areas. Because no 
obvious patterns emerged as to whether experience, subject area or some other fac-
tor correlated with the number of complete ESRU cycles, this encouraged us to look 
more closely at the patterns in the talk that was emerging within lessons. Interestingly, 
all four countries found that there were occasions when the teachers used incom-
plete cycles in their interactions. So sometimes evidence was elicited, but the teacher 
did not respond and make use of that evidence. This was evident in the vignette from 
Cyprus about forces. In the flow of the classroom interactions, the teacher may 
notice some aspects and decide to respond, while in others they pass over and ignore 
the evidence, as they may feel extending that specific idea may not be fruitful learn-
ing. Also, in some instances a teacher may miss evidence that arises in the interac-
tions, either because they misinterpret what a student is meaning or because the 
evidence from the talk is too vague to decipher at that point or because their own 
understanding of that aspect is called into question by the thinking under the discus-
sion. In all of these cases, the ESRU cycle is left as incomplete. However, we need 
to remember that the talk is only the surface indicator of the thinking that is happen-
ing within that classroom, and it may be that the evidence is being used either by the 
teacher or the learners or both, even when it is not obvious to an observer in the 
class. Indeed, it could be that later in the talk or even within another lesson, the 
specific evidence produced is revisited because it is more timely or better under-
stood by the teacher or the learners.

In some situations, the ESRU cycle appears conflated, so that there are runs of 
ESR or ES or US. These situations tended to occur in classrooms where the teacher 
was eager to collect more evidence around an idea, either by further probing of one 
student’s ideas or widening the conversation to include more students in the discus-
sion. We see this in the ‘Mouldy Bread Inquiry’ in the English vignette, where there 
is a run of US. The teacher here is keen to build on the previous answer that the 
student gave, trying to develop the talk into a reasoned argument of why the student 
had made the inference that they did. This convergent approach to the discussion, 
where the teacher’s question leads the dialogue along a particular path, was com-
mon within all of our data, with teachers taking evidence from the students’ inqui-
ries to help illustrate or highlight ideas and concepts that they wanted the class to 
focus on. So while the teachers wanted to create an open thinking environment 
within the inquiry, there were times when they wanted to draw students along a 
particular line of thinking and so adopted a more convergent approach in these 
instances.

The Finnish vignette illustrates the opposite effect. Sometimes the teacher asks a 
series of probing and follow-up questions to try and bring clarity to the student 
description and explanation of their ideas. So the analysis shows extended runs of 
ES, where each answer is used to elicit more detail, with formative action only 
being taken when the teacher is more sure of the student meaning. So the pace 
changes, with teachers sometimes taking time to probe extensively before taking 
formative action and, at other times, reacting quickly to a student comment. It is 
clear that both approaches are needed in classrooms, and it is the skill of the teacher 
in deciding which to initiate. In some cases, quick interpretation and help to take the 
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next step are needed to keep the whole class work process alive. In the case of quick 
interpretations, the guidance is based on anticipated correspondence of the students’ 
and the teacher’s ideas; sometimes teachers get this right, and sometimes they get it 
wrong. At other times, through further probing, the teacher gets more information 
about the students’ learning, and, at the same time, the students get feedback to 
explain more. In the further probing, guidance is based more on the student’s ideas. 
Thus, quick interpretations are more indicative of authoritative guidance, while 
teacher probing leads to more dialogic guidance, which chimes with the ways that 
Mortimer and Scott (2003) and Lehesvuori et al. (2013) interpreted talk in science 
classrooms.

Seeking evidence through interactions on-the-fly is not an easy task because the 
teacher is exposed to various inputs made by the students, usually as a reaction to 
the teacher’s question, and the teacher needs to make an immediate judgement on 
how to respond to these. Some of the student contributions are more likely to sup-
port the evolution of the classroom dialogue in a productive and useful manner, 
while others seem unfruitful. At the same, it is always possible that elaborating on 
even apparently useful contributions might end up taking the discussion far afield 
and distracting or confusing other students and possibly distracting the class from 
their inquiry or the teacher from their lesson plan. Also, not responding may dis-
courage some students from playing an active role in future discussion or in think-
ing about their inquiry or both. These features pose an important challenge for 
teachers, which entails two aspects:

 (a) How to make optimum decisions in real time as to which students’ contribu-
tions to draw upon, in the sense that they are more likely to lead to productive 
discourse, and what aspects to suppress, at least temporarily

 (b) How to ensure a stance that is responsive and attentive to students’ contribu-
tions but also allows steering the discussion in an effective manner, towards the 
learning goals

Making decisions, in real time, about the next moves in the evolving dialogue, con-
stitutes a very challenging and demanding task for the teacher.

In ASSIST-ME, we found that teachers needed support in carrying out on-the-fly 
assessment. First, they needed to check that the inquiry tasks selected, or their 
approach to interpreting the inquiry task in the classroom, allowed opportunity for 
classroom assessment. This meant that the teachers needed to be confident about 
what evidence to look for at specific points in the inquiry activity and how to encour-
age students to be explicit in providing that evidence. In some cases, this meant 
helping teachers develop questions specific to the inquiry task or the inquiry pro-
cess. For the former, teachers needed to be aware of common alternative concep-
tions in student thinking for the topic being considered. For the latter, teachers 
needed to identify common myths in inquiry practice, such as ‘averages suggest 
accuracy’, or ways of opening up the discussion to encourage the students to add 
more to the discussion – ‘Why do you think that?’ or ‘Does that happen in all cases?’ 
or ‘Who can add to that idea?’
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Secondly, teachers needed help in deciding ‘next steps’ after they had reached a 
judgement about current understanding. This was achieved in Cyprus by providing 
differentiated criteria for each inquiry activity and in France by rubrics and progress 
charts. Both in the development of these tools and helping teachers understand how 
to use them, a considerable amount of professional development time was required.

An added complication is that, in reality, teachers do not use one source of evi-
dence to make judgements in the classroom and tend to use a range of assessment 
methods to collect evidence of learning and combine these different pieces of infor-
mation to inform their practice. When focusing on one assessment method within a 
professional development programme, it is important to help teachers understand 
how this aspect fits within their classroom assessment repertoire. Teachers will 
engage with inquiry-based pedagogical approaches and formative assessment with 
varying levels of confidence and expertise. The design and content of any profes-
sional development experience must respond to this. Key characteristics of 
 professional learning arising from ASSIST-ME, across all four assessment methods, 
focus on providing teachers with an opportunity to:

• Develop an understanding of inquiry and how this understanding is translated 
into classroom practice.

• Develop an understanding of classroom assessment.
• Recognise and experience the kinds of teaching and learning activities that 

apprentice learners into inquiry and formative assessment. Inquiry-based peda-
gogy and formative assessment emphasise learner autonomy.

• Suggest approaches that can create formative assessment opportunities within an 
inquiry lesson.

• Become familiar with and implement frameworks that enable a teacher to inter-
pret learning and to evaluate progress in inquiry based on this.

• Explore teachers’ personal understanding of the specific subject matter that 
underpins each individual inquiry. Most importantly, the professional develop-
ment needs to address how personal subject knowledge can open up and limit 
formative interactions with learners.

• Identify and critically reflect upon their formative practice. This might entail 
sharing some specific examples of evidence of learning along with their evalua-
tive judgement based on this evidence, next steps for this learner and how this 
was communicated.

• Develop and share classroom materials for enactment of inquiry activities and 
assessment of inquiry competences. Teachers need support on how to adapt 
existing materials and develop new ones that support their teaching and assess-
ment practices.

Evidence of learning that can be collected through interactions on-the-fly 
depends on how these conversations are set up, on what type of questions are used 
to initiate and develop talk and to what extent are the conversations based on stu-
dents’ ideas and evidence. Although there is a growing body of knowledge on what 
good classroom talk looks like, previously, little has been on the characteristics of 
classroom talk in the context of inquiry lessons and on how these interactions on- 
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the- fly contribute to good formative assessment practice. Our findings contribute to 
this area in recognising how teachers can set opportunities for formative practice in 
inquiry lessons and can interrogate evidence with students so that students recog-
nise what constitutes appropriate thinking and evidence of inquiry. They also high-
light the need for substantial professional development of teachers and provision of 
resources and materials to enable teachers to take these ideas forwards and make 
them effective in STEM classrooms.
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Chapter 5
The Structured Assessment Dialogue

Jens Dolin, Jesper Bruun, Sanne S. Nielsen, Sofie Birch Jensen, 
and Pasi Nieminen

 The Importance of Dialogue in Assessment Practice

Teacher-led classroom dialogue is one of the most common instruction practices 
worldwide (Wiliam and Leahy 2015). In a school science context, science teachers’ 
ways of managing the dialogue play a central role in mediating between students’ 
everyday language, current understanding and alternative concepts on the one hand 
and the scientific language, explanation and concepts on the other hand (e.g. Lemke 
1990).

In addition, a large part of the information that teachers obtain through informal 
formative assessment is through classroom dialogue (Ruiz-Primo 2011). Hence, 
introducing a dialogue-based assessment method in the classroom will to a large 
extent align with an already existing instruction and assessment approach. Such a 
dialogue-based assessment might be used for either formative purposes, summative 
purposes or – as we will argue – both formative and summative purposes.

We base our understanding of dialogue on the works of Bakhtin (1981, 1986). 
For Bakhtin, in a dialogue “every utterance must be regarded as primarily a response 
to preceding utterances […]. Each utterance refutes affirms, supplements, and relies 
upon the others, presupposes them to be known, and somehow takes them into 
account” (Bakhtin 1986). In our conception, a dialogue consists not only of the 
words that are being uttered but also of the representations that are used in the dia-
logue (e.g. Roth 2000; Roth and Lawless 2002). This includes drawings on black-
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boards, experimental equipment, a model on a computer screen and gestures, such 
as pointing to a blackboard or showing balance with both hands.

The importance of classroom dialogue as a necessary resource to learning is sup-
ported by socio-constructivist learning theories (Dysthe 1996; Leach and Scot 2002; 
Ogborn et  al. 1996). Alexander (2006) points out that “talk is arguably the true 
foundation of learning”, and classroom talk can be enriched by feedback, which 
encourages students’ engagement in dialogue. The recent focus on feedback due to 
especially Hattie and Timperly (2007) is in agreement to these ideas, insofar as 
feedback can be seen as a response to student utterances that take them into account. 
Often, there is an emphasis on teacher feedback, but recent developments have 
emphasised the possible positive contributions of peer feedback. For example, Cho 
and Schunn (2007) have shown that the process of providing and receiving/inter-
preting peer feedback is a way for students to develop their science-writing 
competencies.

Classroom dialogues – like most formative assessments within the typical class-
room – are quite informal in nature and are used differently by different teachers. A 
teacher may not make explicit – neither for him/herself nor for the students – the 
criteria to which a student should live up to. This will make it difficult for a student 
to recognise his/her own level, and there might not be time for the student to reflect 
on his/her next steps in learning. As a result the learning potential through formative 
assessment of a classroom dialogue may be limited (Ruiz-Primo 2011). Furthermore, 
in order to be effective and to make it possible to be used also for summative pur-
poses, the assessment method must provide a relatively standardised approach to 
how it is administered (see Chap. 3). The SAD formalises the assessment process 
and forces the teacher to make explicit the goals and the criteria for their 
fulfilment.

However, the learning prospects in the classroom dialogue do not materialise by 
themselves. Students learning, including their ownership and motivation is largely 
dependent on the teachers’ strategic use of various forms of dialogue (Scott et al. 
2006). A way to promote students’ ownership and value and their thoughts and 
ideas in the classroom is through teachers’ “uptake”. Uptake means that the teacher 
incorporates students’ previous answers into a subsequent question (Dysthe 1996). 
In addition, the teachers’ use of different question types open up for different types 
of student answers and knowledge. For example, inquiry-based learning is often 
dominated by open-ended (authentic) questions in order to recall and challenge stu-
dents’ thinking and encourage debate and further studies.

From an assessment perspective, the dialogue can provide evidence on what and 
how students are thinking. From a formative perspective, the dialogue can make 
students’ thinking explicit. It can voice their understanding so that the teacher can 
recognise and act on it to promote learning (Harrison 2006; Ruiz-Primo 2011). This 
information can also be used for summative purposes to make the level of students’ 
understanding explicit. However, teachers’ way of orchestrating the dialogue influ-
ences what and to what extent students’ understanding is voiced.

The most common kind of classroom interaction is dominated by “one-way dia-
logue” where the teacher controls the content, speed and sequencing. This reduces 
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students’ opportunities to raise questions and to use their own previous knowledge, 
and it constrains students’ ownership, motivation and learning. A challenge related 
to formative assessment is to create a dialogue between teacher and students and 
among the students to involve learners as active partners of their own learning. 
According to Dysthe (1996), this kind of dialogue is characterised by authentic 
questions, uptake and students’ voices. However, this requires that teachers as well 
as students develop a kind of “dialogical assessment for learning culture”.

We first describe the SAD in detail, its phases and the principles behind. We then 
pose the two research questions driving the chapter. The first research question is 
directed towards teachers’ experiences using the SAD, and the second is linking a 
characteristic of the dialogue in the SAD with the quality of students’ self- reflections. 
After a short description of the empirical data, we then answer the research ques-
tions one by one.

The first research question is answered straightforwardly using qualitative data, 
while the second involves the design of a new research method for analysing dia-
logues by transforming the dialogue into a network. We are then able to characterise 
dialogue maps and their relationship to student self-reflections and teacher 
 preparation. The characterisation of dialogue groups leads to a typology of dia-
logues, and we link this typology to the qualitative findings in the discussion.

 The Structured Assessment Dialogue

This section describes the aims, structure and principles behind the SAD. In design-
ing the SAD, the aim was two pronged: on the one hand we wanted to develop a 
method resembling an already existing dialogue-based formative assessment prac-
tice, and, on the other hand, we wanted to develop a method that teachers could use 
for both formative and summative assessment.

 The Aim of the SAD

As noted above, the prospects for learning through formative assessment of a class-
room dialogue may vary and in the worst case be very limited. The limited prospects 
for learning may be caused by multiple factors. The SAD intends to address the 
following factors that are expected to severely limit the prospects for learning: (1) 
learning intentions and criteria, which are not planned, clarified and shared with 
students, (2) the role student engagement plays in their own and peers’ learning 
which is minimal and (3) no or very little time for the students to reflect on his/her 
level and the next steps in learning.

Furthermore, in order to be effective and to make it possible to be used also for 
summative purposes, the assessment method must provide a relatively standardised 
approach to how the SAD is structured and administered (see Chap. 3).
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To address the above factors, the structure of the SAD was designed with a 
defined content and time structure and with a clear division of roles among the par-
ticipants in the classroom.

 The Structure of the SAD

The structure in the SAD follows three well-defined time-limited phases with clear 
instructions for the teacher and the students of their role. See Fig. 5.1. The first 
phase (5-min) is a dialogue between the teacher and a preselected focus student 
about a specific aspect of a competence. The second phase (5-min) is a peer assess-
ment process where a handful of students give feedback to the focus student. In the 
third phase (2–3 min), the focus student, the feedback students and the rest of the 
class engage in self-reflection on their own level of competence and areas for further 
learning. For summative purposes, the teacher then notes down the level of the focus 
student. Thus, one SAD session will lead to the formative and summative assess-
ment of one student and possible formative assessment of many students combined 
with summative considerations.

 The Principles Behind the SAD Model

The development of the SAD was based on the work of Christensen (2005), who 
developed the SAD to focus on eliciting student knowledge, student experience of 
acquiring knowledge, evidence of what has been taught, equal participation in the 
dialogue and evidence of reflection. The ASSIST-ME project mainly focuses on the 
assessment potentials associated with the SAD. Hence, we refined the method to 

Teacher
Student
in focus

Feedback
students

Reflecting students

Fig. 5.1 The setting of the 
structured assessment 
dialogue. One student is in 
focus for a 5 min 
teacher-student dialogue, 
followed by a 5-min phase 
with five to six students 
giving feedback to the 
student in focus and ending 
with all students reflecting 
upon the dialogue and the 
feedback during a 2–3 min 
phase
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take into account the following eight criteria that may impact how assessments 
affect students’ learning:

 (i) Effective assessment dialogues are learning goal guided (Ruiz-Primo 2011).
 (ii) The learning intentions reflected in the goals are elaborated in terms of 

explicit assessment criteria (Hattie and Timperley 2007).
 (iii) There must be consistency between goals and observable assessment criteria 

adapted to specific teaching sequences (Krajcik et al. 2008).
 (iv) Likewise, there must be consistency between goals, teaching and assessment 

approaches (Bennett 2011).
 (v) Student awareness of the criteria is important (Black and Wiliam 2009).
 (vi) Student involvement, including self-assessment and peer assessment, is 

important (Black et al. 2004).
 (vii) Feedback holds prospects for learning when delivered in the right manner, i.e. 

the feedback should be student and task targeted, timely in order to use the 
feedback, focused, specific and clear on how to improve learning (Shute 
2008).

 (viii) A short time interval between eliciting information on students’ level of suc-
cess and using this information in providing feedback to the student will ben-
efit specific learning outcomes and students (Shute 2008).

In the following sections, we elaborate on how the eight criteria are reflected in 
the SAD. In each section headline, we provide reference to the eight criteria (i–viii) 
listed above. In the first section, we elaborate on how the assessment process in the 
SAD is guided by goals and their associated success criteria.

 Goals and Assessment Criteria Constructed and Shared: (i), (ii), 
(v), (vi) and (vii)

Since learning goals describe the intended consequences of teaching and learning, 
they could form the basis for focusing and structuring assessment. Based on this 
assumption, the SAD is guided by specific learning goals identified and described 
by the teacher ahead of the teaching and assessment session. In our classroom 
implementations, the goals were related to two of the three general ASSIST-ME 
competencies (modelling or argumentation) contextualised in a specific subject area 
(e.g. electrical circuits, membrane permeability or geometry).

A teacher may not make explicit – neither for him/herself nor for the students – 
the criteria for assessing whether, or at which level, a learning goal is being achieved. 
This will make it difficult for a student to recognise his/her own level or provide 
feedback and engage actively with their own and others’ learning. As a result the 
learning potential through formative assessment of a classroom dialogue may be 
limited (Ruiz-Primo 2011).
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In the SAD, teachers are requested to subdivide the learning goals into a range of 
specific assessment criteria reflecting different aspects and levels of the competence 
being assessed. This is to avoid an unfocused assessment practice with a tendency 
to assess more general, trivial or managerial aspects. In addition, teachers are asked 
to share and clarify to students the range of criteria. The criteria are also used in the 
peer feedback as well as in the self-assessment phase. It gives students an opportu-
nity to reflect on their current level of fulfilment of criteria aligned with the learning 
goals and on their next steps in learning. It is intended as a way of strengthening 
classroom learning cultures by having students engage actively with their own and 
others’ learning.

Finally, providing the students with transparent assessment criteria would for-
malise the peer feedback, thus reducing the personal aspect among the students (e.g. 
friends, status).

 Consistency and Adaption: (iii) and (iv)

In order to be effective, formative assessment has to be integrated into classroom 
practice (Wiliam 2011). Since teacher-led classroom dialogue is a very common 
instruction practice, a dialogue-based assessment, such as SAD, might feasibly 
facilitate consistency between instruction and assessment. A SAD session will typi-
cally be performed when a class has worked for some time with one or more com-
petencies. The ASSIST-ME project focused on problem solving as it pertains to 
mathematics, investigation as it pertains to science and design as it pertains to tech-
nology and on the general competencies argumentation, innovation and modelling. 
Whatever the competency, the SAD will be situated within learning activities with 
which students have just engaged. SAD sessions can be implemented repeatedly at 
times where it makes sense for the teacher and students (e.g. when information is 
needed for adjusting instruction or providing feedback). In addition, students may 
be prompted to use artefacts (e.g. models, drawings, lab results) from the instruction 
during a SAD session to strengthen the consistency.

 Planning and Timeframe: (i), (vii) and (viii)

In a dialogue-based assessment such as SAD, the timeframe for interpreting evi-
dence of students’ learning and using the evidence for the next dialogue turn is very 
short (typically, less than 10s). This short timeframe holds prospects for the teacher 
to continuously adapt response to student utterances and for allowing the next ques-
tions to move in different directions depending on the ways in which the students 
respond. However, the short timeframe may also be a real challenge for the class-
room participants. The teacher and peers have to promptly interpret student’s utter-
ances and need to provide verbal feedback almost instantly. We believe this is only 
possible if the teacher carefully plans the strategy for the dialogue.
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As stated previously, this means that the teacher must have formulated clear 
goals and assessment criteria in advance and considered how to use them subse-
quently in the dialogue.

In addition, the SAD allocates time for all students to reflect on his/her level and 
next steps in learning immediately after peer feedback.

 Operationalization of the SAD

The teachers followed a particular schema, which had been constructed by the 
authors. Table 5.1 indicates this operationalization of the SAD in terms of materials 
and preparation.

Each phase characteristics were discussed with teachers and students before the 
first enactment of the SAD. For the first phase, the teachers were aware of choosing 
the student for the first enactment carefully. It should not be a too strong or too weak 
student, and it should be a well-formulating student. The students were told their 
roles in each phase. The teacher filled in a template with key questions covering the 
learning goals for the sequence to be assessed. The teachers were giving a short 
introduction to the Dysthe (1996) dialogical framework (invitation, uptake, valuing, 
etc.) – see later. Principles for good peer feedback were discussed in class as were 
the ideas with self-assessment.

Many teachers adapted this standard set-up to local needs and cultures. The first 
teacher-student dialogue was in some cases prolonged to 6–7 min, some teachers 
only used the SAD for formative purposes, some teachers had two to three students 
in focus, etc.

Table 5.1 Phases, teaching materials and preparation for the SAD

Phases Teaching materials Preparation

Focus student- 
teacher dialogue

Teacher tool filled in (first 
part)

Teacher has prepared questions that will help 
mapping student attainment of learning goals 
in terms of learning progression.
Student in focus has prepared his/her 
presentation

Criteria created and shared 
with the students

Feedback from a 
group of students 
to the focus 
student

Discussion questions: What 
would be needed in order 
for the student-teacher 
dialogue to better cover the 
learning goal?

Feedback students have been given 
instructions on feedback guidelines

Teacher input to 
support feedback 
from students

Guidelines for peer 
feedback

Self-reflection 
for all students

Reflection tool for the 
purpose of self-assessment 
in relation to how far they 
are in the learning process 
and how they proceed

Reflection questions need to be prepared and 
accessible to students, for example, online

5 The Structured Assessment Dialogue



116

 On Combining Formative and Summative Assessment

The SAD gives evidence of student learning that is used mainly for formative pur-
poses, but with a potential for summative use without distorting the formative 
aspects. The key reason for this is that the summative assessment happens at the 
very end of the ritual and is embedded in a formative process. We thus avoid the 
domination of the summative purpose; you tend to see when the two purposes are 
mixed (Butler 1987). As argued in Chap. 3, the summative assessment regime has 
produced educational environments, which are dominated by various high-stakes 
tests which demonstratively have led to backwash effects diminishing learning out-
comes. Thus, teachers need methods for assessment that can provide summative 
data without being high stakes and which preserve validity and reliability. With this 
method of assessment, the teacher can summatively assess one student at a time. 
Students may also self-assess in a summative way (by self-grading). The viability of 
the method as a summative assessment tool for all students rests on the fact that it 
can be applied quickly throughout the year. Thus, not all students will be assessed 
in terms of all content, but a teacher might be able to assess particular 
competencies.

 Research Questions

Given that the student-teacher dialogue is the central activity of the ritual, it is natu-
ral that the research questions centre on this dialogue. The purpose of the dialogue 
is for students and teachers to gain insight into the students’ current level of attain-
ment and the next steps in students’ learning. As noted above we have two agendas. 
First, given the novelty of the method, how teachers perceive the method after hav-
ing used it, and in particular it is interesting to investigate the challenges and affor-
dances teachers see in implementing the method as part of their practice. Second, 
we want to investigate the structural and relational aspects of student-teacher dia-
logue, i.e. how specific types of dialogues lead to differently productive student 
reflections. Our framework for that is built around network analysis of the dialogues, 
producing what we call dialogue maps. Framed in these terms, our research ques-
tions are:

RQ1: What are the challenges and affordances perceived by teachers for using the 
structured assessment dialogue?

RQ2: How are groups of similar dialogues related to student self-reflections, teacher 
preparation and context?

RQ1 and RQ2 are in principle two independent questions, and they will be 
treated separately in the following. They can be seen as two different albeit-related 
ways of focusing on the dialogues. We expect the answers to the first question will 
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benefit from being qualified by the answer to the second question. This is because 
we expect the answer to the second question to be in the form of a typology, which 
meaningfully characterises groups of dialogue maps. We then expect that we can 
relate affordances and challenges perceived by teachers to this typology.

Despite the RQs being different, they share the same essential background: The 
performing of the structured assessment dialogue. We describe this background 
next.

 Background for Study

We analyse data from Finland and Denmark. Finland only gathered very little expe-
rience with the method, while the Danish implementations were more numerous.

In Finland the SAD was implemented in two lower secondary physics classes 
(same teacher) and in one upper secondary math class. In all classes SAD was con-
ducted three times, but the first time was a practice without the data collection. 
Before SAD session students worked about 45 min with an inquiry task (electro-
magnetism or geometry) with the task-related levels of attainment. For the teacher- 
student dialogue, the teachers tended to select a student who had enough both social 
and subject competence.

In Denmark 8 teachers implemented a total of 20 SAD sessions: 11 dialogues in 
science (physics and biology), 5 dialogues in mathematics and 4 dialogues in tech-
nology. All sessions took place in upper secondary school (year 10–12) except for 
one session implemented in a lower secondary physics class. The student-teacher 
dialogues were video recorded, and the feedback sessions were either video or 
audio recorded. Furthermore, the teachers’ plans for and evaluations of the sessions 
were collected together with students’ self-reflections where this was possible: 
Some teachers didn’t write down their plans for the sessions, some student reflec-
tions were lost and some teachers use reflection templates too different from the 
canonical version to be comparable to these.

The placement of the SAD sessions within the inquiry-teaching units varies from 
teacher to teacher, as does the number of dialogues implemented in each session. 
The dialogues lasted for approximately 5 min each, and the feedback sessions were 
typically somewhat shorter, 2–4 min for most of them. In the mathematics sessions, 
there wasn’t a clear break between the dialogue and the feedback; rather, the dia-
logue gradually evolved into a feedback session when the teacher started asking the 
feedback students questions. Each of these combined sessions lasted 10–15 min.

Some of the Danish teachers were reluctant to take up the SAD with only one 
student participating in the dialogue with the teacher as they felt it deviated too 
much from their usual teaching which often relied on group work. Thus, in six of the 
sessions, the dialogue is between a teacher and a group of two to four students.
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 Summary of the Available Data

The entire corpus of data consists of filled out teacher preparation forms, video 
recordings of the student-teacher dialogue, audio recordings of feedback sessions, 
filled out student self-reflection forms and teacher focus group interviews. Table 5.2 
summarises the corpus.

Table 5.3 below is a summary of the contextual information we have available 
for the individual SADs. Most SADs were performed at the upper secondary school 
level. Some teachers chose to implement the SAD multiple times, while others only 
found time for one implementation. The teachers that implemented the SAD mul-
tiple times did so in different ways. Some teachers chose to implement the method 
multiple times with the same class for different topics. Some teachers tried the SAD 
in different classes but assessing the same topic. Finally, one teacher combined the 
two approaches.

The ASSIST-ME project conceptualised two sets of competences. The first set of 
competences was specific to the disciplines (science, mathematics or technology). 
The second set was a cross-disciplinary competence (modelling, argumentation or 
innovation). The subject uniquely determined the disciplinary competence (see 
Chap. 2). However, teachers chose the cross-disciplinary competency to focus on in 
the unit. 13 dialogues were part of a unit that focused on argumentation, while the 
remaining 13 dialogues were part of a unit that focused on modelling.

The SADs also differ in their durations, number of feedback students and num-
ber of focus students chosen. Ultimately, it was part of the research design to let 
teachers incorporate the method into their teaching as they saw best to fit the needs 
of their own classroom.

 What Are the Benefits and Challenges Perceived by Teachers 
for Using the SAD?

To answer RQ 1, we used data from Denmark only. The data set consists of filled-in 
teacher preparation forms (n = 11), two semi-structured interviews of teachers, one 
focus group interview with teachers (Kvale 2007) and an open-ended questionnaire 
for teachers (n = 4).

Table 5.2 Summary of data

Country

Completed 
teacher 
preparation 
forms (RQ1 + 2)

Student- teacher 
dialogue (RQ2)

Feedback 
sessions

Student 
self-reflection 
forms (RQ2)

Teacher focus 
group interviews 
(RQ1)

DK 11 20 20 314 1
FI 6 6 6 117 0
Total 17 26 26 431 1
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Table 5.3 Summary of dialogues that were analysed in this study

ID Teacher Subject Duration #Students
Teacher 
form Level

SAD 1 FI-1 Physics 3′15″ 20 Yes Lower
SAD 2 FI-1 Physics 4′15″ 22 Yes Lower
SAD 3 FI-1 Physics 2′40″ 22 Yes Lower
SAD 4 FI-1 Physics 4′20″ 22 Yes Lower
SAD 5 FI-2 Mathematics 6′30″ 31 Yes Upper
SAD 6 FI-2 Mathematics 6′35″ 32 No Upper
SAD 7 DK-1 Biotechnology 5′ 32 Yes Upper
SAD 8 DK-1 Biotechnology 5′ 32 Yes Upper
SAD 9 DK-2 General science 5′55″ 33 Yes Lower
SAD 10 DK-3 Physics 4′35″ 35 No Upper
SAD 11 DK-3 Physics 4′45″ 35 No Upper
SAD 12 DK-3 Physics 6′35″ 29 No Upper
SAD 13 DK-3 Philosophy of science 4′40″ 33 No Upper
SAD 14 DK-4 Technology 4′15″ 26 Yes Upper
SAD 15 DK-4 Technology 5′ 24 Yes Upper
SAD 16 DK-4 Technology 5′ 25 Yes Upper
SAD 17 DK-5 Technology 4′55″ 27 Yes Upper
SAD 18 DK-6 Physics 6′35″ 9 Yes Upper
SAD 19 DK-6 Physics 10′45” 9 Yes Upper
SAD 20 DK-7 Physics 5′ 33 Yes Upper
SAD 21 DK-7 Physics 5′25″ 33 Yes Upper
SAD 22 DK-8 Mathematics 8′ 21 No Upper
SAD 23 DK-8 Mathematics 7′20″ 21 No Upper
SAD 24 DK-8 Mathematics 5′5″ 17 No Upper
SAD 25 DK-8 Mathematics 5′10″ 21 No Upper
SAD 26 DK-8 Mathematics 7′15″ 21 No Upper

The focus group interview and the semi-structured interviews were facilitated by 
two of the authors. The facilitator would ask the teachers about the key challenges 
and benefits of the SAD and of each of its different phases. The questions asked by 
the facilitator prompted teachers to explain how they had prepared, how they dealt 
with practical aspects of the SAD, how they managed the dialogue part and the 
feedback part, what they believed were important concerns and which opportunities 
they saw for the SAD. In all cases, the facilitator prompted teachers to provide the 
rationale for their ideas, comments and suggestions. In the questionnaire, teachers 
were asked to comment on (1) the main strengths and weaknesses of the SAD, (2) 
the opportunities and challenges identified in enacting the SAD, (3) suggestions to 
overcome the challenges encountered and (4) what they would do different if they 
had an opportunity to repeat the SAD session.

Both the interviews and the responses to the open-ended questionnaire were ana-
lysed using semantic thematic analysis (Braun and Clarke 2006). We analysed the 
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interview by transcribing, reading, rereading and, in some cases, re-listening to the 
interviews using the RQ1 as an analytical lens. Specifically, we focused on the chal-
lenges and benefits perceived by teachers with respect to each of the eight principles 
behind the SAD. We used the same analytical approach for the questionnaire and 
the teacher preparation form.

We present our findings structured into two overall themes reflecting the RQ1: 
(1) Benefits of SAD as perceived by teachers and (2) challenges of SAD as per-
ceived by teachers. Each theme is divided into subthemes based on the semantic 
thematic analysis.

 Benefits of the SAD Perceived by Danish Teachers

The benefits can be divided into four subthemes.

 Clearly Stated Learning Goals Subdivided into Explicit Assessment 
Criteria

The teachers saw several advantages in the formulation and utilisation of a clear 
statement of learning goals and explicit assessment criteria, such as enhancing stu-
dents’ involvement in the assessment and providing transparency in the assessment. 
Teachers highlighted the benefits of sharing the assessment criteria with the stu-
dents. A teacher wrote, “The learning becomes explicit for the students”. Adding to 
this another teacher said, “My students like it a lot and we will continue [to use the 
method]. Because they actually think that it worked - that the criteria were made 
clear and that they knew what to aim for. “The benefit of making criteria explicit to 
students is also illustrated in this quote, “I think that the students can really see what 
is required from them, when we speak ‘language of physics’”. In addition, teachers 
found the criteria very useful for students to provide peer feedback and 
self-reflection.

Moreover, teachers’ utterance also indicates how sharing of learning goals with 
students in the SAD becomes coherent with, and benefits, upcoming teaching by 
activating students in their own learning, exemplified by this quotation, “I experi-
enced that after a dialogue the students got better at setting up goals for 
themselves”.

Another advantage in identifying a range of specific assessment criteria reflect-
ing different aspects and levels of the learning goal is related to teacher use of ques-
tions to address different students’ achievements. A teacher said, “During SAD, I 
mainly use the different assessment criteria for guiding my questions to address the 
differences between individual students’ understanding and ability”. This suggests 
that the teacher perceives the SAD as having the potentials for adapting the assess-
ment criteria to the student in focus, even though the overall criteria are formulated 
in advance.
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Interestingly, not only students seem to benefit from the teacher-generated 
assessment criteria. Teachers identified benefits relating to their own level of reflec-
tion when they formulated and used assessment criteria during the SAD. For exam-
ple, a teacher noted “You have them [the assessment criteria] somewhere in your 
mind, but you still need to formulate them in a way that is suitable for students. It’s 
a good exercise for the teacher, but something that requires preparation”. In this 
self-reflection, the teacher acknowledges how critical and on the other hand also 
how difficult it is to formulate criteria explicitly for students even though the criteria 
are perceived as being already present in the mind.

A teacher used the learning goals for clarification and for documentation for 
parents’ meetings and to provide transparency in grading during the semi-annual 
student conversation.

 Timeframe, Structure and Discourse

In order for teachers to include SAD as part of the classroom repertoire, students 
need to be willing to participate. Some teachers stressed that the clear rules and 
short duration of the student-teacher dialogue helped to make the rather unfamiliar 
situation feel less intimidating for the focus student. The strict time limit of the SAD 
could then be seen as an advantage.

The student tends to say, ‘phew’, that didn’t take long. And the other students hear that, and 
then it may not be as dangerous to do. But it is a bit like an oral exam, the way we sit and 
the setup. It is not as dangerous because it is done so quickly, so we need to be careful not 
to make it take too long. Then students may become afraid of it.

The strict 5-min limit on the dialogue posed a challenge to most teachers. 
However, some teachers wanted to advance on the flexibility in the SAD and adapted 
the timeframe to the context based on their discretion,

We needed to go into one of the last questions when the five minutes had passed. It would 
be a shame for the rest of the students, if we didn’t get to the rest of the criteria. And there 
was something they had had a hard time understanding the last time, so if we had not gotten 
to that, the whole thing would have collapsed. So we took two more minutes.

In general, teachers acknowledge the SAD since it facilitates students to take part 
in the assessment process, as stated by a teacher, “short and time-bound” and “char-
acterized by clear rules and roles”. Adding to this, a teacher found the restricted 
timeframe made the SAD easy to undertake in the relatively short teaching units.

A part of the promise of the SAD is that it can facilitate coherence between learn-
ing goals, teaching and assessment approaches. Our findings indicate that students’ 
reflections continue beyond the duration of the SAD.  A teacher wrote, “In the 
 following lesson, my experience was that all groups (although not all students in all 
groups) independently set goals for their further work. It was really a pleasure to be 
a teacher in that lesson”. The coherence between teaching and assessment could be 
supported by appropriate teaching activities. For example, one teacher used SADs 
explicitly as a reference point to other activities: “After the SAD-sessions, our stu-
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dents were to write a report based on the unit, and they could use the SAD there. 
They were motivated to use that as a shortcut to understanding how to present mate-
rial”. In addition, several of the teachers described how the SAD facilitates teacher 
and student to take along their observations and reflections into the next teaching 
unit, e.g. students wanted to discuss particular questions afterwards, a pair of stu-
dents asked for additional feedback to revise their electrical circuit diagrams, a stu-
dent made an unsolicited follow-up on how to evaluate his own scientific model 
used in the SAD, a teacher made a follow-up on a students’ misconception, and 
another teacher expanded on the assessment criteria.

In general, the teachers appreciated that SAD was dialogue-based and not writ-
ten. This is because it resembles existing classroom practice, reduces the work load 
compared to provision of written feedback and provides better prospect in under-
standing the basic ideas behind student’s response. A teacher highlighted the value 
of the SAD with respect to the field of technology teaching units with a change 
between theory and practice and with the demands that students integrate and at the 
same time master both competences and content. In this context, the SAD “Seems 
to work very well […..] and it is possible to get a nuanced picture of the students’ 
understanding – something that a written text would not be able to capture to the 
same extent”.

 Formative Assessment

Teachers recognised the SAD as “appropriate”, “refreshing” and “motivating” and 
as a “valuable” alternative assessment method to their existing practice. Despite the 
challenges encountered related to the SAD, none of the teachers found that SAD 
was difficult to enact in practice. This was regardless of teachers’ different degrees 
of alignment between the assessment approaches represented in the SAD and teach-
ers’ existing teaching and assessment practice. The fact that SAD was relatively 
easy to implement might be related to its flexibility. One part of the flexibility is 
integrated in the SAD, e.g. choice of assessment criteria and questions as well as the 
opportunity to use artefacts from the teaching during the SAD session. The other 
part of the flexibility emerges during the implementation. The Danish teachers 
adapted the assessment method to the context, e.g. changed the physical set-up, 
prolonged the timeframe, selected groups of students instead of individuals, facili-
tated and supplemented the peer feedback, avoided grading and only partly used the 
students’ self-reflection tools.

In general, the teachers acknowledged the SAD as a formative assessment 
method as illustrated in the following quotes: “It captures the essence of formative 
assessment”. “The main strength is the focus on formative assessment”. “It’s very 
clear to the students that it is a part of a process”. This point is also reflected in the 
fact that in many utterances, teachers did not only describe the SAD as an assess-
ment method but as a “teaching and assessment tool”.
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 Combining Summative and Formative Assessment

Given that there is a final oral exam, the SAD is perceived as formative in terms of 
preparing for the practice of the exam. This point is illustrated in the following utter-
ance: “I find SAD useful for formative assessment since it resembles many aspects 
in the final examination”.

A teacher used the learning goals to provide transparency in grading during the 
semi-annual student conversation.

The benefits are summarised in Table 5.4.

 Challenges of the SAD as Perceived by the Danish Teachers

The challenges can be divided into six subthemes.

 Handling Multiple Purposes and Different Students

As stated above, teachers perceive the SAD as having the potentials for adapting 
assessments to the specific student in focus through the means of preformulated 
assessment criteria and questions. However, it was a challenge to simultaneously 
fulfil the needs of the focus student and the whole class. One teacher said, “One of 
my challenges was that I accidentally had chosen a student who performed too well 
and my question didn’t challenge her at all […]. Consequently, the feedback was 
just flattering praises […] we didn’t even use the time allocated for feedback since 
none (of the students) had anything to add-on”. Adding to this point, another teacher 
reported that it was “lucky” that a high performance student made a mistake during 
the SAD, because that made it easier to put precise value on what the student did. 
The same teacher explained that since the focus student was too strong, it was dif-
ficult for the other students to place themselves in relation to that student. Another 
concern related to selecting focus students voiced by the teachers was to display 
weak students’ level of achievements in front of their peers. Based on this, some 
teacher selected a group instead of one student or decided not to enact the SAD in 
specific classes. The latter was mainly based of a “rough” class culture or if they 
only had spent limited time with the class.

Another challenge raised by teachers relates to striking an appropriate balance 
between knowing what the focus student is capable of and which questions to include 
in the dialogue and, at the same time, clarifying a realistic level of learning expecta-
tions to the rest of the class. One teacher described, “It (the task and  questions) must 
resemble the appropriate complexity required in a teaching situation and for the final 
exam. It should not be too easy […]. You have to find the right student to deal with 
that (the complexity). But it’s not an easy task to strike the balance”.

This confirms that an important part of planning is for the teacher to choose the 
focus student and to tailor the questions to that student while still making realistic 
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assessment criteria clear to other students. This involves thoughtful preparation on 
the part of the teacher. Adding to this, the teacher must ensure the questioning of the 
focus student provides other students with sufficient information enabling them to 
provide sound peer feedback.

Finally, teachers encountered challenges related to activating all students. 
Teachers described that students’ (but not all and with variation in their effort) took 
an active involvement in the process. However, teachers also reported SAD sessions 

Table 5.4 Benefits of SAD as perceived by the Danish teachers related to four subthemes

Benefits related to clearly stated 
learning goals subdivided into 
assessment criteria

The students get better at setting up goals for themselves
The students know what to aim for when the criteria are 
explicit from the beginning
Helps guiding questions targeted different content 
aspects and student achievers
Sharing of learning goals with students encourages 
coherence in the upcoming teaching
It activates students in their own and peers’ learning 
when used for peer feedback and self-reflection
It facilitates consistency between learning goals, 
teaching and assessment approaches
It enhances students’ involvement in the assessment
It is used for clarification and documentation for parents
It is useful for providing transparency in grading
Explicit formulations facilitate teacher reflection and 
development

Benefits related to timeframe, 
structure and discourse

Short and delimited in time and content, and this 
facilitates enacting in teaching units and student 
willingness to participate
It is possible to adapt to the local needs and cultures
Clear rules and roles facilitate student to take part in the 
assessment process
Teacher develops and reflects on how to make the 
assessment criteria explicit to student
Possible to get a nuanced picture of students’ 
understanding and rational through dialogue
It facilitates coherence between teaching units and 
assessment

Benefits related to formative 
assessment

Refreshing and motivating alternative assessment 
method to teachers’ existing practice
Relatively easy to enact and integrate into existing 
teaching practice
Captures the essence of formative assessment

Benefits in combining summative 
and formative assessment

The SAD is useful when it resembles aspects in the final 
examination
The learning goals can provide transparency in grading 
during the semi-annual student conversation
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where it was hard to activate all students throughout the session: “the listening stu-
dents may have a hard time keeping up” and “It is a challenge to keep the drive- 
over- time in the SAD so that the feedback group is serious about their own learning 
(self-assessment)”.

 Teachers’ Preparation and Planning.

In general teachers found it time-consuming to prepare the learning goals, assess-
ment criteria and questions: “I think it has been time-consuming to formulate differ-
ent levels of assessment criteria”. “I think there has been a lot of preparation; to sit 
down and really think through with assessment criteria and questions”.

Another teacher was also challenged by formulating assessment criteria. 
However, she expressed that collaboration made this part of the SAD easier: “I had 
a colleague with whom I could prepare, and that makes it so much easier, because 
you can discuss assessment criteria and questions. You can talk about how to write 
them up. It is not easy to make it clear for students what the criteria are”.

Another teacher mentioned practical challenges related to planning, “We need to 
refurnish the classroom when we use this assessment method”.

 Timeframe and Structure

The strict 5-min timeframe on the dialogue posed a challenge to most teachers. The 
timeframe limits the amount and complexity of the content to be assessed. As one 
teacher made explicit, “It can be difficult to make as limited an assessment that it is 
possible to keep the timeframe”. A different teacher states, “After five minutes we 
were just started. I was not able to address modelling appropriately”. Another 
teacher relates the content limitations to a SAD session on electrical circuits, 
“Including more components means that the student will need more time to explain. 
[…..]. We did not have time for calculations and practical construction”. Based on 
experiences from an implemented SAD, the same teacher expressed how he adjusted 
the next SAD to the restricted timeframe, “The more complex questions were toned 
down”. Another teacher was also planning to repeat the SAD but adjusted the time-
frame instead of the complexity: “I probably would not obey the five minutes, but 
use the time that is needed on the dialogue”.

Some teachers chose a group of students to be in focus rather than just one focus 
student. This was done in order to resemble their current classroom practice (e.g. 
group work), moderate the feeling of high-stakes assessment and avoid exposing a 
single student. However, this made the 5-min timeframe even more challenging, as 
stated by a teacher, “The timeframe was also problematic since I had selected four 
focus students. In retrospect I should only have selected one student”.

A teacher, experienced in written peer feedback, observed a lower quality in the 
SAD peer feedback compared to the written one. He believes this was because the 
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SAD didn’t allocate enough time for student to reflect on the quality in the dialogue 
to provide useful feedback.

 Peer Feedback

In general, teachers perceived the peer feedback session as the most challenging 
part of the SAD due to students’ inadequate “assessment literacy”, such as low 
assessment value with respect to both feedback quantity and quality. For example, a 
teacher wrote, “In the peer-feedback session I missed content depth and more 
comments”.

Teachers mainly addressed challenges related to assessment literacy with respect 
to students’ limited content knowledge and praised the students instead of providing 
guidance for the next step in the learning. As one teacher stressed, “I think the big-
gest challenge was to get feedback students to give some real response. It was very 
flattering and they think it was good although I thought it was pretty bad. It may 
indicate that they don’t have the necessary level (of content knowledge) to assess if 
something is wrong”.

Another teacher elaborated on this challenge by highlighting that assessment 
literacy with respect to providing feedback is not only a matter of being able to 
judge whether a student’s answer is right or wrong but also to notice where students 
are in their learning and where to go next:

I think that the student and the whole class need final feedback from the teacher after the 
feedback session. The first time we tried the SAD, one of the best students noted that she 
could assess if something was right or wrong but it was difficult to know if the focus student 
answers the questions adequately. I think this is a good remark. Therefore, I provided a final 
feedback, where I made clear what could have been elaborated more.

This quote also illustrates that the teachers generally see themselves as a gate-
keeper for quality. Consequently, the teachers often perceived a need to add to or 
facilitate the peer feedback session. This might also be a reaction to the issue illus-
trated in this quote “It’s a challenge for some students to lead the (feedback) dia-
logue”. Despite the challenges encountered, a teacher was planning to repeat the 
SAD but nuance it in the following way “Allocating different roles to the students in 
the feedback group, so that each student gets his/her own assignment such as “focus 
on definitions, units and sizes” or “focus on the use of specific content knowledge 
etc.”

 Summative Assessment

With respect to SAD as a method for summative assessment – and especially for 
summative self-assessment with grading teachers – this raised some concerns. As 
preparation for the SADs, teachers had formulated concrete assessment criteria, 
aimed at helping them assess student competencies in the dialogue. Even with this 
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operationalisation of the progression steps, teachers found it challenging to judge 
the level of the focus student: “It is not easy to work with learning progressions and 
planning for giving summative assessment at the end. How can I in 5 min of dia-
logue and 5 min of feedback be sure that someone asks questions, which will allow 
me to place the student on one of the progression steps?”.

Regarding self-assessment, teachers in general, but with exception, believed that 
the students assess themselves on too high a level of achievement. A teacher wrote 
“No demands for giving feedback to students self-assessment as I doubt the func-
tion, validity and seriousness”.

 Combining Summative and Formative Assessment

During the peer feedback, there was a tendency only to comment on positive aspects: 
“When girlfriends were feedback students, they only provide each other positive 
feedback”. A teacher believed that the “overgrading” in self-assessment and the 
insufficient feedback were part of a “performance culture”. This point is illustrated 
in the following quotes: “Students’ didn’t believe me when I told them that it (the 
SAD) was a kind of a play and that it would not influence the grading at all”. “They 
think I will look at the (self) grade and base my grading on it”. Another challenge 
highlighted by teachers is related to the SAD’s physical set-up: “There is a tendency 
that students may experience the SAD as an interrogation. When that is the case, the 
students will not see the process as being useful with a view to the future”. The 
performance culture and the tendency to perceive the SAD as a kind of exam might 
hinder the formative prospects in the SAD.

Table 5.5 displays the challenges of the SAD as perceived by the Danish 
teachers.

 Characterising and Grouping Dialogues

The previous section elaborated on teachers’ experiences with conducting SADs. 
The analysis showed that teachers see both affordances and limitations with the 
method but does not show how the dialogues unfold. The purpose of this section is 
to analyse the dialogues as they play out in the classroom from a dialogical perspec-
tive (Dysthe 1996; Nystrand et al. 1997). We do this by employing network analysis 
as a methodological tool.

Network analysis has previously been used to analyse interviews (Bodin 2012) 
and student actions when learning (Shaffer et al. 2009; Lindahl et al. 2016). These 
are both examples where the relational nature of discussions is brought to the fore-
front. In the same way, a dialogue may be seen as having a relational nature. Bruun 
(2016) characterises network analysis in general as it may be used in science educa-
tion research as a way of bringing relational aspects to the fore. In general, a  network 
consists of a set of entities, which in network literature are called nodes, and a set of 
relationships, which are called links (Newman 2010).
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For the purposes of this chapter, we develop a coding scheme to capture indi-
vidual speech and gesture acts. We will refer to these as dialogical acts, and dia-
logical acts will serve as nodes. One could then capture the frequency of particular 
dialogical acts and try to characterise the dialogue in this way. However, a dia-
logue is not only characterised by the prevalence of dialogical acts, but it is also 
characterised by how these acts follow from each other and how they are connected. 

Table 5.5 Challenges of SAD as perceived by Danish teachers related to six subthemes

Challenges related to handling 
multiple purposes and different 
students

Selecting appropriate criteria and questions to challenge the 
focus student
Ensure teachers’ questioning of focus student provides other 
students with sufficient information to enable peer feedback
Ensure sufficient information through questioning during the 
focus dialogue phase for students to provide peer feedback
Ensure that the questions, the focus student’s answers and the 
peer feedback together reflect a realistic level of learning
Avoid exposing weak students’ level of achievements in front 
of their peers
Challenging to activate all students throughout the session

Challenges related to 
preparation and planning

Time-consuming to identify and formulate learning goals 
subdivided into assessment criteria suitable to students
Identifying and formulating assessment criteria alone without 
collaborative discussions
It takes time to refurnish the classroom

Challenges related to timeframe 
and structure

The restricted timeframe limits the amount and complexity of 
the content to be assessed
The short timeframe between the focus dialogue and the peer 
feedback phase does not allow students to reflect on the 
quality of the dialogue and provide useful feedback

Challenges associated with peer 
feedback

Praising instead of providing guidance on the next step in the 
learning
Low assessment and feedback value with respect to both 
quantity and quality
Students limited content knowledge and experience limit 
their “assessment literacy”
It is a challenge for students to lead the peer feedback phase

Challenges associated with 
summative assessment and 
grading

Students (but not all) assess themselves on too high a level as 
part of a performance culture
The SAD is too short to assess and grade students

Challenges associated with 
combining summative and 
formative assessment

Students’ tendency only to comment on positive aspects 
during peer feedback as part of performance culture
Students believe that their performance during the SAD 
session would influence the teacher’s annual grading
A performance culture and the tendency to perceive the SAD 
as a kind of exam might hinder the formative prospects in the 
SAD.
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The main idea behind network analysis is this: By linking different dialogical acts 
as identified by our coding scheme, we will create networks of dialogical acts. 
These networks will be different in terms of the structure of connections between 
dialogical acts. The idea behind these networks is much like the idea behind geo-
graphical maps, to highlight important features and relationships by reducing the 
amount of information presented to the reader. Thus, we call these particular net-
works dialogical maps.

Networks have both a visual and a mathematical aspect (Bruun 2016), and it is 
possible to use these aspects to classify dialogues into groups of similar dialogues. 
The purpose here is to use network analysis to classify dialogue structures and then 
later to relate these structures to students’ self-reflection and how teachers prepare.

 Methodological Approach

This section presents an overview of our methodological approach. Readers who are 
interested in the details are referred to the ASSIST-ME website: http://assistme.
ku.dk/researchers/research-design-for-the-structured-assessment-dialogue/. The 
approach involved the following steps:

 1. Making video recordings
 2. Collecting student self-reflections and teacher reflections
 3. Developing coding categories and coding video recordings
 4. Converting codes to dialogue maps
 5. Selecting and using a measure for comparing dialogue maps
 6. Comparing dialogue maps and finding groups of related maps
 7. Relating groups of maps to student self-reflections, teacher reflections and con-

textual data

Making Video Recordings In this step we made sure that recordings had both 
teacher and focus student clearly visible in the frame and that both student and focus 
student could be clearly heard on the audio track.

Collecting Student Self-Reflections and Teacher Reflections The last 2 min of the 
ritual in which the dialogues were embedded involved students reflecting on how 
the dialogue and peer feedback had helped students. Following the model for forma-
tive assessment presented in Chap. 3 (Fig.  3.1), we prepared five quantitative 
 questions for students to answer. The questions were (in parenthesis how we have 
abbreviated the answers to these questions in our analysis section):

 1. How many of the teacher’s questions was I able to answer? (QA)
 2. How well did the dialogue help me determine my own level? (Det.Dia)
 3. How well did the peer feedback help me determine my own level? (Det.FB)
 4. How certain am I about the next steps in my learning? (Next.Step)
 5. What grade would I award myself? (Grade)
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Students’ answers to questions 1–4 were recorded on a 7-point Likert scale.
To help teachers prepare for SADs and to document this preparation in a system-

atic manner, we developed teacher preparation forms. The forms had two pages, a 
pre-dialogue preparation page and a post-dialogue reflection page. The pre-dialogue 
preparation page prompted the teacher for contextual data (date, class, subject) and 
qualitative reflections about the competencies, topic, questions and student. The 
post-dialogue reflection page included 4-point Likert scale questions accompanied 
with prompts for comments. The questions were:

 1. Did you manage to get through all of your questions?
 2. Did the student and the rest of the class get a good sense of the criteria you had 

for the given competency?
 3. In your judgement did the student receive relevant formative feedback during the 

ritual?

Finally, teachers were prompted to grade student performance and to comment 
on that grade.

Developing Coding Categories and Coding Video Recordings We developed cate-
gories to describe the dialogue, to coarsely describe gesture and to describe the 
criteria for the dialogue. The criteria were dependent on the dialogue, and gesture 
was coded as none, pointing or other. We do not discuss these further in this chapter. 
The dialogical codes were based on an operationalisation of the Dysthe (1996) dia-
logical framework. The codes were developed iteratively; coders applied a set of 
preliminary codes on one Danish dialogue, the codes were discussed, changed and 
reapplied until a consensus on a particular set of codes and their use was reached. 
Then two coders split the remaining Danish dialogues between them, while a third 
coder coded the Finnish dialogues using the codes. Table 5.6 shows the final dia-
logical codes.

Coders first watched the entire dialogue and then divided the dialogue into strict 
5-seconds intervals. Each interval was coded with a set of codes to describe who 
were active (teacher, student or both) in the dialogical action, any gesture and the 
addressed criteria. For each dialogue, this yielded a series of codes such as

1:30T_TUptake_NoTG_TCriterion1a_S_SLowerorderstatements_SGesture_
SCriterionA.

1:35 NT_NTD_NoTG_NTC_S_SLowerorderstatements_SGesture_SCriterionA.

This code shows that in the time interval from 1:30 to 1:35, the teacher was 
active, was engaged in an uptake dialogical action, did not use gesture and addressed 
a specific criterion, Criterion A. At the same time, the student was also active, pro-
ducing a lower-order statement, gesturing and also addressing Criterion A. In the 
interval from 1:35 to 1:40, the teacher is silent and not gesturing, while the student 
continues the statement addressing Criterion A while gesturing. To make the judge-
ment of when different dialogical actions begin and end, it was necessary for coders 
to review the dialogue as a whole before commencing with the detailed 5-sec inter-
val coding.
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Converting Codes to Dialogue Maps In order to convert the codes to networks 
(dialogical maps), each dialogue was represented as a timeline of codes that depicted 
how the dialogue progressed in time in terms of the dialogical framework. From this 
timeline, drawing an arrow from code A to code B, if B followed A in the timeline, 
could create dialogue maps. Thus, the nodes in dialogue maps represent codes as 
given above. Figure 5.2 shows two examples of dialogue maps. The maps seem to 
have very different structures. For example, the map on the left seems simpler and 
more linear than the one on the right. In this representation, we have used hatching 
to represent different aspects of the codes. For example, nodes that represent student 
speech actions are white, while nodes representing teacher actions are shaded. 
Nodes that represent speech actions of both student and teacher are black. The sizes 

Table 5.6 Codes for describing dialogical aspects of the student-teacher dialogue

Code Abbreviation Description

Invitation Inv Broad invitations from the teacher for the student to 
say something, often to open the dialogue, e.g. “Could 
you tell me something about the experiment you did?”

Uptake Upt “[I]ncorporating students’ responses into the next 
question, thus getting the students to reflect further 
about what they said, and integrating the answer into 
the dialogue[...]”

Focus Foc Meant as an opposite to uptake. Focus can be seen as 
an emphasis on the set teaching goals, where uptake 
can go out on a tangent.

Precise valuing PreV Analogous to high valuing (Dysthe 1996) but might not 
be strictly positive. The point is that it is precise and 
puts value to what is said.

Precise correction PreC A possible counterpart to precise valuing – but this 
code is for an explicit correction

General evaluation GE General evaluation. Mean as a possible counterpart to 
precise valuing – but this code is for general praise/
criticism

Higher-order 
question

HoQ Questions that aim at the higher levels of Bloom’s 
taxonomy (application, analysis, synthesis and 
evaluation)

Lower-order question LoQ Questions that aim at the lower levels of Bloom’s 
taxonomy (knowledge and comprehension)

Summarising Summ Meant for instances when the teacher repeats or sums 
up what was said or done by the student without 
evaluating or correcting this.

Higher-order answer HoA Analogous to the higher-order question
Lower-order answer LoA Analogous to the lower-order question.
Higher-order 
statement

HoS Analogous to the higher-order answer, but initiated by 
the student

Lower-order 
statement

LoS Analogous to the lower-order answer, but initiated by 
the student

Student question/
non-understanding

QNU Used when the student explicitly asks the teacher to 
repeat a question and says that he or she is unsure or 
unable to answer
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of nodes represent the time spent on that particular speech action. Comparing these 
two maps, it is clear that the teacher is most prominently represented in the map on 
the left, while the map on the right shows a more equal distribution of speech acts. 
The next paragraph describes how these apparent differences can be quantified sys-
tematically across all dialogical maps by using the PageRank algorithm (Brin and 
Page 1998) for quantifying node importance.

Selecting and Using a Measure for Finding Groups of Related Dialogue 
Maps Network analysis offers many measures for characterising networks. These 
include structural measures and centrality measures (Costa et al. 2007). Centrality 
measures are employed to gauge the importance of single nodes in a network. Bruun 
and Brewe (2013) distinguished between local measures and global measures. Global 
measures incorporate network structure, the structure of dialogical maps in this 
study. This study uses PageRank (Brin and Page 1998) as a measure of prevalence. 
The PageRank is usually described from the perspective of a random walker on the 
network. If such a walker traverses the network for a long period of time, it will visit 
each node a certain fraction of the time. This fraction of time is dependent on the 
structure of the network. To characterise a dialogue map, PageRank was added for 
each code and each node throughout the network. For example, PageRank for all 
nodes that signify that only the teacher is active are added to gauge the prevalence of 
the teacher in each dialogue, likewise for when the student is active, when both are 
active and when neither is active. The procedure continues through all codes, except 

A

B

Fig. 5.2 Two examples of dialogue maps. Node sizes are not normalised between maps but can be 
used as a first visualisation of differences in structures and distribution of node sizes. The two 
maps, A and B, are qualitatively different: the dominant nodes (shaded) in A each have few incom-
ing connections, while the dominant nodes in B have three or more. Also B connects a large num-
ber of nodes, whereas A is more string-like. Finally, two large teacher action nodes (shaded) 
dominate A, while three student action nodes (white) dominate B
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for criterion codes. Since criteria vary between dialogues, they are not suited for a 
comparison, although they still provide structure to each dialogue map. The result for 
each dialogue map is the accumulated PageRank (in per cent) for each code.

Comparing Dialogue Maps and Finding Groups of Related Maps The strategy 
from here was to use the characterisation found above as a basis for similarity 
between dialogue maps. If they shared characteristics, they were seen as similar. 
Based on that similarity, clusters of similar maps could be identified using commu-
nity detection (see Fortunato (2010) for an extensive overview of community detec-
tion). Since each code was a variable, there were a large number of variables, which 
might result in typologies with meaningless groups. Inspired by Yeung and Ruzzo 
(2001), we used principal component analysis (PCA) as a way of reducing the num-
ber of variables in clustering analyses. We used the psych package (Revelle 2015) 
in R (R Core Team 2015) to perform the PCA. Each dialogue map was then repre-
sented as a point in a Euclidean space spanned by the principal components. This 
allows for the distance to be calculated as the square root of the sum of squared 
differences in coordinates between coordinates. A high distance signifies low simi-
larity, while a distance of zero would signify exact similarity in the principal com-
ponent space. To convert distance into similarity, we used a simple exponential 
function with negative exponent. For distances, which are positive or zero, this 
yields similarities between zero and one. The result of this procedure is a matrix of 
similarities between each dialogue.

Starting from the distance matrix, clustering was based on the method of Brewe, 
Bruun, and Bearden (2016) yielding (1) visual and mathematical representations of 
significant connections between each pair of dialogues and (2) a network of dia-
logue maps with an associate group structure that was determined empirically from 
the data. This method makes use of the Infomap algorithm (Rosvall and Bergstrom 
2008) on a version of the similarity network where we have removed weak connec-
tions (see Brewe et al. (2016) for a thorough description of the procedure).

Relating Groups of Maps to Student Self-Reflections, Teacher Preparation and 
Contextual Data This final step is needed to put the dialogical maps back into the 
context from which they were derived. We make use of students’ quantitative Likert 
scale self-reflections and of the categorical contextual data. We used t-test, ANOVAs 
and Z-values of the tendency of categories to be over-represented in a group (Bruun 
and Bearden 2014) as appropriate. The details of our analysis are given at the 
ASSIST-ME website: http://assistme.ku.dk/researchers/research-design-for-the- 
structured-assessment-dialogue/.

 Findings

We first present the groups of similar dialogical maps along with a description of the 
identified principal components (PC). Then we relate the similarity groups to stu-
dent self-reflections, teacher reflections and contextual data. Finally, we describe a 
typology, which draws on these results.
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Groups of Dialogue Maps and Description of Principal Components Figure 5.3 
shows visual representations of the PageRank-based similarity network. Each node 
(circle) represents a SAD while links (lines) represent similarity links. Table 5.7 
gives an overview of the PageRank-based grouping. Based on the mean scores and 
their standard deviation, each component seems to separate particular groups. For 
example, PC 1 seems to separate Groups 2, 3 and 4 (negative mean scores) from 1, 
5 and 6 (positive mean scores). The principal component analysis yielded five com-
ponents, and we describe them below along with group differences found by t-tests 
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Fig. 5.3 Similarity networks based on similarities of code PageRanks. Visualisation was made 
with software Gephi (Bastian et al. 2009) using the Force Atlas layout algorithm. Hatching and 
shape represent groups, and node sizes represent weighted degree

Table 5.7 PageRank-based grouping and group scores on each principal component (PC). PC 
numbers are group means, while the numbers in parentheses are standard deviations

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
SAD 
no

7 8 9 12 18 
19

21 23 25 
26

5 6 14 15 
16

17 20 22 
24 1 2 3 4 10 11 13

N 6 4 5 4 4 3

PC 1 0.5 (0.7) −0.7 (0.6) −1.3 (0.4) −0.1 (0.4) 1.4 (0.2) 0.4 (0.6)
PC 2 −0.1 (0.7) −0.2 (0.6) −0.4 (1.0) 1.7 (0.8) −0.4 (0.4) −0.6 (0.2)
PC 3 −0.6 (0.5) −0.8 (0.5) 0.8 (0.4) 0.2 (0.5) 1.3 (1.0) −1.0 (0.5)
PC 4 0.7 (0.5) −0.5 (0.6) 0.3 (1.5) 0.1 (0.7) −0.4 (1.0) −1.0 (0.7)
PC 5 −0.3 (1) 1.2 (0.5) −0.1 (0.4) −0.1 (0.8) 0.5 (0.8) −1.5 (0.5)
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and ANOVAs. We have left the detailed results of t-tests and ANOVAs at the 
ASSIST-ME website: http://assistme.ku.dk/researchers/research-design-for-the- 
structured-assessment-dialogue/.

PC 1: No Gesture and Confusion vs. Pointing and Lower-Order Answers This fac-
tor is dominated by gestural codes: Prevalence of the no gesture code will count 
towards a high score, while pointing will count towards lower scores. Also, student 
not understanding/questioning will count towards a high score, while lower-order 
statements will count towards a low score.

Groups 1, 5 and 6 seem to be characterised by teachers and students not gestur-
ing, some degree of student confusion about teacher questions, few lower-order 
statements and, to some degree, silence. On the other hand, we can expect the SADs 
of Groups 2, 3 and 4 to on average to display both teachers and students pointing 
more and for students to utter more lower-order statements.

PC 2: Active Student and Higher-Order Statements This component is character-
ised by the absence of the teacher and an active student. Moreover, student actions 
such as other gestures and higher-order statements count towards a high score. 
High scorers in this type of dialogue must have an active and probably quite autono-
mous student, which is guided minimally by the teacher’s precise corrections.

The SADs in Group 4 seem to be characterised by a more autonomous student 
than the other groups. And a teacher, who takes the background and lets the student 
speak, accompanies this. This in turn seems to give the student room to make 
 higher- order statements using gesture and manipulating artefacts. An example of the 
latter is SAD 17, where the student actively builds a circuit as part of the dialogue.

PC 3: Few Question and Answers, Teacher Talking and Silence This component is 
characterised by a lack of lower-order questions and answers. No student dialogue 
and no-action both count towards a high score. It seems that high scores on this 
component signify that the student is less active. The codes uptake and summarising 
both count towards high scores on the component, which may signify a teacher try-
ing to help the student to get started.

There might not be much of a dialogue in Groups 3 and 5, whereas for Groups 1, 
2 and 6, the teacher asks lower-order questions and gets lower-order answers.

PC 4: Active Student, Teacher Gives Space This component is characterised by an 
active student and a teacher, who does not speak when the student speaks. Thus, the 
both student and teacher active code counts towards a low score, while the active 
student and teacher no dialogue codes count towards a positive score. Groups 1, 3 
and 4 tend two have more active students and teachers that provide space, while the 
teacher would be more active in Groups 2, 5 and 6.

PC  5: Higher-Order Elements in Dialogue This component is characterised by 
higher-order questions and higher-order answers counting towards a positive score, 
while invitation counts towards a lower score. Thus, the teacher spends less time 
inviting students to speak in dialogues that score relatively high in this dimension, 
while the focus is on higher-order dialogue. Group 2 might be seen as an example 
of high scoring, while Group 6 may be seen as an example of low scoring.
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Relation to Student Self-Reflections The different groups of dialogical maps were 
associated with significant differences in student self-reflections. Again the details 
can be found in the Online Appendix. Group 3 scored lower on how many questions 
students thought they were able to answer (QA) than all other groups.

Groups 3–5 scored lower than the other groups on students’ experiences of deter-
mining their own level from the dialogue. The same two groups scored significantly 
lower than the other groups with regard to students’ self-reported ability to use the 
SAD to determine their own next steps.

Finally, students in Groups 3–6 self-graded themselves significantly lower than 
students in the rest of the groups.

Relation to Teacher Reflections We tested both groupings against various elements 
related to the teacher and the context. Using ANOVA tests as before, we tested for 
group differences on duration of dialogue, number of criteria addressed and on the 
teacher’s perception of the quality of the dialogue. None of the tests yield significant 
differences at the 0.05 level according to the Tukey HSDs.

Relation to Contextual Data We tested four group differences in subject, 
ASSIST-ME area, ASSIST-ME competencies and educational level, whether the 
teacher form indicated that the focus student had been chosen beforehand or not, 
country, class ID and teacher ID.  We tested this using the segregation measure 
developed by Bruun and Bearden (2014). The segregation measures the tendency 
for particular attributes to be over-represented in a group.

We found significant segregation for the PageRank-based grouping with regard 
to teacher ID; teachers have a tendency to conduct SADs that are in one of these 
groups. For example, Group 1 consists of six SADs. Teachers DK-1 and DK-6 both 
conducted two SADs, and they are located in Group 1. The dialogues of DK-4 and 
FI-2 are located in Group 3, while Groups 5 and 6 consist of FI-1 and DK-3, respec-
tively. DK-7 and DK-8 are the only teachers, which have both conducted more than 
two dialogues and are seen in two groups (they are both found in Groups 2 and 4).

We also found other significant segregation patterns. However, these could 
mostly be explained by the teacher segregation. For example, Group 1 seems segre-
gated according to subject, biotechnology. However, on closer scrutiny, this coin-
cides with the fact that the only teacher who taught biotechnology is in this group. 
One possible exception to this is Group 2, which does not show significant segrega-
tion with regard to teacher, but according to ASSIST-ME competencies, all four 
SADs in this were intended to focus on argumentation, which suggests that SADs 
about argumentation may potentially be different than other dialogues. However, 
given the small numbers in each group, even small deviations might change the 
results drastically.

Typology We answer research question 2 by providing a typology. We do this in 
Table 5.8 below by summing up the interpretations and findings given so far for 
each group. The typology answers the research question by (1) providing groups of 
dialogical maps, which are different based on our network analytical approach and 
(2) finding significant differences between these groups in terms of contextual infor-
mation and student self-reflections.
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 Conclusion

In this study we have implemented a novel method for analysing dialogues and 
applied it to a particular method of assessment: the structured assessment dialogue 
(SAD), with the ability to productively combining formative and summative use of 
assessment. The method of assessment was tested with 10 different teachers result-
ing in 26 different SADs in two countries, Finland and Denmark. We have analysed 
these dialogues by coding them using a dialogical framework, converting the codes 
to dialogical maps, finding similarities between this maps using the PageRank cen-
trality measure and finding groups based on these similarities. The groups showed 
significant differences in terms of student self-reflections and contextual data but 
not on teacher reflections. The network analysis resulted in a typology of dialogues, 
consisting of six types: Simple talk, teacher driven, difficult content, competent stu-
dent, the struggle and trying to invite. Each type has different characteristics based 
on relationships to student self-reflections and to contextual data in particular.

Table 5.8 The typology of structured assessment dialogues

Group 1: Simple talk 
SAD: 7 8 9 12 18 19

Group 2: Teacher driven SAD: 
21 23 25 26

Group 3: Difficult content SAD: 
5 6 14 15 16

Few gestures (some 
pointing), some student 
confusion, lower-order 
questions and answer
The student is active, and 
the teacher gives space
Enacted by four different 
teachers in both upper and 
lower secondary science

Pointing and lower-order 
statements, lower-order 
questions and answers
Also, higher-order questions 
and answers, and a tendency for 
the teacher drives the dialogue
Perhaps driven by a focus on 
argumentation

Pointing and lower-order 
statements, few lower-order 
questions and answers, teacher 
summarises and tries to use 
student utterances. Active 
student and teacher give space
Reflecting students feel that 
they could not answer many of 
the questions and that it was 
difficult to use the dialogue to 
determine own level and next 
steps in learning. Also, student 
self-grades were low

Group 4: Competent 
student SAD 17 20 22 24

Group 5: The struggle SAD: 1 2 
3 4

Group 6: Trying to invite SAD 
10 11 13

Pointing and lower-order 
statements but also an 
autonomous student that 
acts at a high level. Active 
student with the teacher 
giving space
Enacted by three different 
teachers in upper 
secondary school in 
science, technology and 
mathematics

No gesture, some student 
confusion, few lower-order 
questions and answers, teacher 
summarises and tries to use 
student utterances. Inactive 
student, teacher does not give 
space
Reflecting students feel that 
they could not answer many of 
the questions and that it was 
difficult to use the dialogue to 
determine own level and next 
steps in learning

No gesture, some student 
confusion, lower-order 
questions and answer
Lack of higher-order questions 
and answers, but a teacher that 
tries to invite students. The 
teacher is active, and the student 
does not take or is not given 
much space Student self-grades 
were low
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 Overall Conclusions

In this study we have implemented and analysed a novel method for assessment: 
The Structured Assessment Dialogue (SAD). The method was tested with 10 differ-
ent teachers resulting in 26 different SAD enactments in Denmark and Finland.

We have analysed these implementations qualitatively, and the findings showed 
that teachers found the method challenging but potentially useful to implement in 
their own practice and with ability to productively combine the formative and sum-
mative use of assessment. The short timeframe made it especially tractable for 
implementation in teacher practice but also constrains the dialogue in terms of cov-
erage. To be successful the method requires teacher planning in terms of, e.g. defin-
ing assessment criteria and particular questions to ask.

In order to be able to link characteristics of a dialogue with the effect of the dia-
logue, we analysed these dialogues by coding them using a dialogical framework. 
The codes were converted to dialogical maps, and we found similarities between 
these maps using the PageRank centrality measure and were able to group the maps 
based on these similarities. The groups showed significant differences in terms of 
student self-reflections and contextual data but not on teacher reflections. The net-
work analysis resulted in a typology of dialogues, consisting of six types: simple 
talk, teacher driven, difficult content, competent student, the struggle and trying to 
invite. Each type has different characteristics based on relationships to student self- 
reflections and to contextual data in particular.

In sum, we find that the SAD is a promising method for combining formative and 
summative use of assessment, easily adaptable to local educational cultures. We 
also find the dialogical mapping a potential useful method for analysing various 
effects of dialogues.

 Appendix

All technical results and analyses can be found at the ASSIST-ME project’s website: 
http://assistme.ku.dk/researchers/research-design-for-the-structured-assessment- 
dialogue/
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Chapter 6
Students’ Perspectives on Peer Assessment

Florence Le Hebel, Costas P. Constantinou, Alena Hospesova, Regula Grob, 
Monika Holmeier, Pascale Montpied, Marianne Moulin, Jan Petr, 
Lukáš Rokos, Iva Stuchlíková, Andrée Tiberghien, Olia Tsivitanidou, 
and Iva Žlábková

 Introduction

The role of feedback on student performance is central in formative assessment 
(Black and Williams 1998) and, obviously, in peer assessment. Peer feedback is 
expected to support the learning process by providing an intermediate check of the 
performance according to the criteria and adapted to the individual student, accom-
panied by comments on strengths, weaknesses, and/or tips for improvement 
(Falchikov 1996). Learning benefits may arise for students while enacting both the 
role of peer assessor and peer assessee. Thus, peer assessment can be perceived as a 
learning tool, since assessing their peers can develop students’ judgment-making 
skills about what constitutes high-quality work and a self-reflection about their own 
understanding (Topping 2013).

This chapter reports the results of three research studies on peer assessment 
made in different countries where such practice is unfrequently implemented in as 
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a steady classroom organization (France, Switzerland, and the Czech Republic). 
The three countries are all participating in the EU-funded project ASSIST-ME aim-
ing to develop formative assessment (http://assistme.ku.dk/). The three research 
studies focus on different competences and different disciplines, but they all involve 
inquiry-based approaches at primary and secondary school level. The research 
design is quite similar in the three studies, involving students in a class situation 
with a teacher who volunteered to participate along with his/her class in the practi-
cal implementations. Peer assessment is included in the inquiry-based teaching 
sequence and students are guaranteed that the research experience would not con-
tribute to their final mark at the end of the semester. In the first step, the students 
work on tasks individually or in pairs (randomly matched), then their written arte-
facts are given to another pair (or individual), and they are asked to use rubrics with 
prespecified criteria for providing feedback to their peers. Once the students com-
plete the peer assessment, they exchange their peer feedback and review it in pairs 
or individually. Students are allowed to use the peer feedback for revising their 
artefacts. The students were assured that the study would not contribute to their final 
mark.

However, as the research questions differ, the data analysis in the three studies 
varies. In the French study, the data reported in this chapter explore relationships 
between the success in task processing and the ability to mark a peer’s written arte-
fact about the same task. It corresponds in a part of a study investigating to what 
extent peer assessment helps students to develop understanding and competences 
involved in the teaching sequence on science. Peer feedback implementation is con-
ducted in physics and geosciences at upper secondary level and focuses on students’ 
investigational competence. In Switzerland, peer feedback is implemented in phys-
ics at upper secondary level focusing on modeling competence. Based on a fine- 
grained analysis of peer feedback comments, the research study examines the type 
of peer feedback students offer to their peers while assessing their models. In the 
Czech Republic, the study focuses on students’ reflection on peer assessment in 
inquiry lessons. Peer assessment is conducted in mathematics and biology, at pri-
mary and lower secondary level, focusing on problem-solving and investigational 
competences and is followed by semi-structured interviews with the students. The 
results of these three studies show some convergent and divergent points of views, 
and some perspectives on implementing peer feedback as part of formative assess-
ment raised are discussed in the last part of this chapter.

 Theoretical Background

The main aim of formative assessment is seen as helping learning. As developed in 
Chap. 3, the concept of formative assessment is defined differently according to two 
main conflicting views (Bennett 2011). Some authors consider formative assess-
ment as referring to an instrument and others conceive it as a process. In this project, 
formative assessment is conceived between these two views. In this chapter, we 
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focus on the process view involving students and teachers (see Fig. 3.1 in Chap. 3, 
based on Harlen 2013 and modified by Dolin et al.). In particular, we focus on the 
collection and interpretation of evidences in terms of what it indicates about exist-
ing ideas and competences required to meet the lesson goals. In our work, feedback 
is from student to student. This is consistent with the social constructivist view of 
learning, which emphasizes the role of interaction in students’ understanding con-
struction (see Chap. 3).

Peer assessment is generally an educational arrangement for classmates to judge 
the level, value, or worth of the products or learning outcomes of their equal-status 
peers by offering written and/or oral feedback (Topping 2013). The students’ pic-
ture of themselves or of their “equal-status peers” is one of the crucial points in peer 
assessment since most often students do not feel fully confident in their own or their 
peers’ knowledge as they are not expert in a subject area. They doubt their peers’ 
ability to assess (Hanrahan and Isaacs 2001; Strijbos et al. 2010; van Gennip et al. 
2009; Walker 2001). The peer assessor is usually not regarded as a knowledge 
authority by an assessee. Students frequently claim that it is the role of the teacher 
to be the assessor (Brown et al. 2009). Students lack confidence in both their and 
their peers’abilities as assessors (Ballantyne et al. 2002). Nevertheless, even if the 
accuracy of peer feedback can vary as students are not experts in the subject area, it 
can be helpful for learning while students peer assess and when they review their 
received peer feedback, as they engage in self-reflection processes. In their study, 
Yang et al. (2006) show that revision following the teacher’s feedback is less benefi-
cial for students’ understanding than peers’ feedback. The authors argue that teach-
er’s feedback was accepted as such, often misinterpreted, and students often 
considered that no further corrections were expected. whereas peer feedback leads 
to more discussions and checking for confirmation and consequently a deeper 
understanding. Moreover, for Strijbos et al. (2010), the qualification “equal-status 
students” in Topping’s definition (1998) might be retained in the sense of class level 
of students, but there are individual differences that affect perceived status and may 
impact peer feedback perceptions. Through these research studies, it appears that a 
student’s representation of knowledge authority plays a central role in the dynamics 
of peer assessment.

Another crucial aspect of peer assessment is the quality of peer feedback. Peer 
feedback may be delivered either as qualitative (oral or written comments), quanti-
tative (mark), or both. There are various perspectives on peer feedback quality (see 
Gielen et al. 2010 for an overview). A first perspective defines peer feedback quality 
as the degree to which a peer’s quantitative feedback (mark) matches that assigned 
by an expert assessor, where scoring validity is the leading concept (Cho et al. 2006; 
Falchikov and Goldfinch 2000; Van Steendam et al. 2010). A second perspective 
defines peer feedback quality in terms of content and/or style characteristics. Written 
comments on a specific piece of work/artefact could vary among peer assessors, 
because they might focus on different aspects of an assessee’s work (Topping 1998). 
This variability makes the determination of the quality of written comments through 
specific measures/indices, such as a reliability index, extremely difficult or even 
impossible in some cases. Some studies try to build a framework for assessing the 
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quality of feedback (Gielen et al. 2010; Prins et al. 2006; Sluijsmans et al. 2002). 
Different characteristics (summed up in Gielen et al. 2010; Table 1, p. 307) are iden-
tified as, for instance, the extent of the peer feedback comments (if the comments 
are elaborate or superficial) or the justification of peer feedback comments (whether 
the reasoning underlying the assessors’ judgments is revealed to assessees or not).

In this chapter, the peer feedback quality (quantitative and qualitative) is ana-
lyzed in the French and the Swiss studies, whereas the Czech study focuses on the 
students’ peer feedback perception.

 Research Aims

Different main research questions are addressed:
The French study investigates if a student can actually assess a classmate’s work 

prior to receiving any formal teacher feedback on his own artefact and therefore 
being in the process of learning from the task through possible exchange with the 
teacher.

The Swiss study examines the type of peer feedback students generate for their 
peers while assessing their models in a physics course at upper secondary level.

The Czech research relates to the students’ reflection on peer assessment, and 
more specifically they investigate how students perceive peer feedback they offer 
and they receive in the context of inquiry lessons.

 Relations Between Peer Assessment and Students’ Artefact 
(France)

In France, traditional summative assessment is emphasized; therefore, peer assess-
ment in elementary and secondary school is not a usual practice in most classrooms. 
Teachers are usually the only ones that provide feedback. However, some French 
universities initiate and develop students’ peer assessment at university (Le Monde 
2016).

French official instructions encourage inquiry-based teaching. But this implies to 
be aware of scientists and students functioning in inquiry. According to Etkina et al. 
(2010), scientific abilities include but are not limited to collecting and analyzing 
data from experiments; devising hypotheses and explanations and building theories, 
assessing, testing, and validating hypotheses and theories, and using specialized 
ways of representing phenomena and of communicating ideas (Duschl et al. 2007). 
For scientists, scientific abilities are internalized and become habits of mind to 
approach new problems. For the students who have not internalized these processes 
and procedures, scientific abilities are processed that they need to use reflectively 
and critically (Etkina et al. 2010). Teaching has the necessity to explain and verbalize 
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with students processes and procedures which are internalized by scientists. Inquiry-
based activities should allow to make some students’ cognitive process visible, not 
only to the student but also to the whole class in order for them to be a shared knowl-
edge (Tiberghien 2011). Moreover, it leads the teacher to a better understanding of 
the students and a better adaptation of his/her teaching. In our study, we focus on 
these three main scientific procedures (from Etkina et al. 2010) that we relate to 
assessment criteria:

 – Make hypotheses/speculations and explanations.
 – Collect and analyze data based on experimentations.
 – Assess, test, and validate hypotheses.

Peer assessment could help to make these procedures visible to students.

 Objectives of the Study

This study aims at investigating to what extent peer assessment helps students to 
develop understanding and competences involved in the teaching sequence on sci-
ence. To that end, we use students’ written artefacts and videos in the classroom 
during the activities and peer assessment.

A part of the study, presented in this chapter, investigates if a student can assess 
a classmate’s work successfully even before receiving any formal teacher feedback 
on his own artefact. The aim here is to explore the relationships between the success 
in task processing and the ability to assess quantitatively (with a mark) a peer’s writ-
ten artefact about the same task.

More specifically, we worked on two research questions:

 1. To what extent are students able to give a mark to each question of their peers’ 
work that is consistent with the mark that an “expert” (teacher/researcher) would 
have given?

 2. To what extent is high achievement of student assessor in the assessed task a 
mandatory condition to proper marking (consistent with an expert’s mark)?

 Methodology

We engaged secondary level students (grade 10, 15–16  years old) in a teaching 
sequence for experimental science. In physics, the sequence was about periodic 
phenomena (like a heartbeat or beats of the membrane of a loudspeaker, a pendu-
lum, the Earth’s movement around the Sun, etc.). In geology, the sequence was 
about fossil fuels (Table 6.1). In both teaching sequences, two activities were com-
bined with peer assessment (G1 and G2 in geosciences; P1 and P2 in physics).

For each of these activities (G1, G2, P1, and P2), students’ pairs had to commit 
to an investigation-based activity and had to produce a written report of their work. 
The same pairs of students had to examine afterward the written artefacts of some 
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other group thanks to a structured template that we had previously built. Then, 
based on the comments they received, they had to revise their initial written work. 
In all activities, the frame of the investigation-based activity was the same. Students 
had to:

• Make hypotheses related to a scientific problem
• Use and apply a protocol giving the guidance to design experiments in order to 

test their hypotheses
• Proceed through the experiment
• Present and analyze the results of their experiment
• Conclude and solve the problem

A major difficulty for students in the case of peer assessment is to determine 
criteria (OCDE 2005), to see “which goals, which achievements are hidden behind 
the work they did” (p. 253). To avoid this difficulty, the protocol developed in this 
experiment does not involve a collaborative peer assessment scheme (Stefani 1994, 
p. 69) where students themselves have to define their own assessment criteria. We 
chose to provide students with a template giving them several criteria based on the 
competences they had to use (Examples: Tables 6.2 and 6.3). The templates pre-
sented in Tables 6.2 and 6.3 correspond to two activities. In activity G2, the students 
had to build an analogical model of a real outcrop and a model of an exploitable oil 
deposit in order to explain why the real outcrop does not contain any oil; in activity 
P1, the students were supposed to make previsions if three different materials reflect 
the ultrasound and propose a protocol of an experiment which can check the predic-
tions, carry out the experiment (constrained by the available devices), and compare 
and discuss the previsions and the results. All templates were built thanks to col-
laborative work between teachers and researchers.

We observe that when the criteria are close to the question, students understand 
them better. For instance, in activity P1, the question is “On which objects among 
three available, do the ultasounds reflect?” The criterion “the predictions are justi-
fied” (fully, incomplete, totally unrelevant) is better understood than “the justifica-
tion is drawn on elements of knowledge other than ultrasounds.”

For each criterion, peer assessors had to give a mark (four-level scale: one is the 
lowest level of achievement and four is the highest) and a written comment (justifi-
cation) in order to justify and help assessees to improve their artefact. In geosci-
ences, criteria relate to complex competences (as presented in the French curricula) 
such as the ability to make empirical observations, interpret them, and conclude 
(criterion 3). In physics, teachers and researchers worked on the elicitation of these 
complex competences in order to provide students with criteria which assess rather 
specific components of the answer (Table 6.3). For instance, in assessing if the pro-

Table 6.1 Implementation plan

Activities Ed. level Subject Topic Number of students

G1 and G2 Grade 10 Geosciences Fossil energies 168 (6 classes)
P1 and P2 Grade 10 Physics Periodic phenomena 172 (6 classes)
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tocol is relevant for testing the hypothesis (criterion 2), peer assessors have to check 
the coherence of the hypotheses and the protocol and not the quality of the hypoth-
eses or of the protocol.

We focus here on the students’ ability to offer the quantitative feedback (i.e., 
providing a mark) consistent with the peer assesses’ level of achievement as deter-
mined by an expert. We gathered data in 12 10-grade classes (6  in physics, 6  in 
geosciences, Table 6.4). We collected written artefacts of each group. Our method-
ology of analysis consists of cross-examining, with the help of the ASSIST-ME 
Project coding tool (ASSIST-ME report D5.11 http://assistme.ku.dk) written assess-
ment with the work previously done by the students. We first compared the peer 
assessors’ marking with an expert’s marking (Q1) to see if students are able to give 
a proper mark to their classmates. Then we combined this information with the peer 
assessors’ level to determine if a high level of achievement during the activity is a 
precondition for peer assessment (Q2).

 Data Analysis

The aim of our analysis is to study the students’ ability to assess other students’ 
artefacts by providing a mark on a four-level scale. Peer assessors had to provide a 
mark for each assessed criterion. Table 6.4 gives the number of marks expected for 

Table 6.2 Assessment template (Geosciences: Activity G2)

Criteria Description
Mark 
(1–4) Justification

1 Schematic drawings are well accomplished and fit with the 
instructions of the methodology sheet

2 The model allows us to understand the situation described 
in the document: The links between elements of reality and 
elements of the model are effectively made; the oil 
movement is shown (e.g.,with an arrow)

3 The observations made on the model are well expressed 
and interpreted

Table 6.3 Assessment template (Physics—Activity P1)

Criteria Description
Mark 
(1–4) Justification

1 A prediction is made and justified
2 The protocol is relevant to test the prediction
3 The results of the experiment are clearly presented and 

appear coherent
4 The experimental results are interpreted in relation to the 

predictions, and conclusions are drawn with regard to the 
questions on the reflection of ultrasounds by different 
materials
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each group (which is also the number of criteria in the template), the number of 
marks effectively collected for all those criteria (column 4).

Our analysis relies on a comparison between the marks given by an expert 
(teacher and/or researcher) with the marks given by the students. We studied for all 
activities and classes the gap between the expert’s mark and the student’s mark for 
the same criterion. With a four-level scale for grading, we can get seven values for 
this gap (from −3 to 3):

• When the gap is null, expert and assessors gave the same mark.
• When the gap is positive, the expert gave a higher mark than the assessors.
• When the gap is negative, the assessors gave a higher mark than the expert.

Regarding our first research question (Q1), we considered that the mark is con-
sistent with the level of the assessees when the gap has a value of {−1; 0; 1} and is 
inconsistent when the gap has a value of {−3; −2; 2; 3}. Then, we cross-examine 
this information with the level of achievement of the assessors wondering if a high 
level of achievement is a precondition for peer assessment (Q2). In order to do this, 
we have counted how many students:

• Succeeded in the initial task (Mark of their own work given by the expert ≥3) 
and succeeded in the marking (Gap ≤1)

• Succeeded in the initial task (Mark ≥3) and failed in the marking (Gap ≥2)
• Failed in the initial task (Mark ≤2) and succeeded in the marking (Gap ≤1)
• Failed in the initial task (Mark ≤2) and failed in the marking (Gap ≥2)

 Results

In most of the 12 classes, students were committed to the peer assessment task even 
if initially some of them expressed doubts or concerns in their abilities to be good 
and fair assessors. For example, students sometimes asked their teachers how they 
could possibly evaluate the work of their peers without knowing if their own answer 
was correct or without having successfully accomplished the activity, which shows 
their willingness to do well by their peers.

Table 6.4 Data collected for each activity (all criteria)

Activity Topic
Number of expected 
marks

Number of marks 
collected

G1 The origin of fossil fuels 2 per group
Total: 180 (90 groups)

170 (94%)

G2 The formation of a fuel deposit 3 per group
Total: 228 (76 groups)

228
(100%)

P1 Periodic phenomena 1 4 per group (4 classes)
5 per group (2 classes)
Total: 358 (83 groups)

358
(100%)

P2 Periodic phenomena 2 5 per group (4 classes)
6 per group (2 classes)
Total: 389 (72 groups)

360
(93%)
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The analyses of the gap between the experts’ and the students’ marks (Table 6.5) 
show that, for the most part (85%), students are able to provide a mark consistent 
with the assessor’ levels:

• More than 47% of the students’ marks exactly equal the expert mark showing 
that the assessors gave the proper mark to their classmates (470 out of 994).

• More than 85% of the gaps (850 out of 994) valued between {−1, 0, 1} showing 
a marking consistent with the assessor level.

• Only 15% of the gaps showed inconsistency (108 with {−2; 2}, 36 with {−3; 3}).

When not equal to 0, the gaps are for the most part negative, meaning that stu-
dents gave a better mark than the experts. This tendency (which occurred in all 
classes except one in geosciences for G21 and one in physics for P12) could be 
explained in two ways:

• The assessors wanted to be nice to their classmates and friends (stated by some 
students in the interviews).

• The assessors didn’t recognize a mistake or a lack in their peers’ written 
artefact.

1 In this specific class, 21 gaps were positive and 21 negative.
2 In this specific class, 32 gaps were positive and 21 negative.

G1 G2 GeoS P1 P2 Physics Total
# % # % # % # % # % # % # %

Numb
er of 
marks

161 221 382 326 286 612 994

Gap 
=  0 87 54 108 49 195 51 143 44 132 46 275 45 470 47

Gap 
=  1 10 6 14 6 24 6 56 17 29 10 85 14 109 11

Gap 
=  -1 48 30 60 27 108 28 93 29 70 24 163 27 271 27

Total 
Consis
tent

85
%

86
% 850 85

%

Gap 
=  2

1 1 8 4 9 2 6 2 14 5 20 3 29 3

Gap 
=  -2

8 5 15 7 23 6 25 8 31 11 56 9 79 8

Gap 
=  3

2 1 9 4 11 3 1 0 3 1 4 1 15 2

Gap 
=  -3

5 3 7 3 12 3 2 1 7 2 9 1 21 2

Total
Incon-
sistent

15
%

14
% 144 15

%

Table 6.5 Gaps between assessors’ and experts’ marks (Note that the number of marks can vary 
slightly from those in Table 6.3 because we did not take into account the anonymous artefacts)
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As a preliminary work regarding our second research question, we have num-
bered, for all criteria listed by activvity, the number of times that a two-student pair 
have succeeded/failed in the activity and the number of times that a student pair 
have succeeded in giving/failing to give a proper mark. In total, 752 expert’s marks 
show a success regarding a criterion during the initial activity and 898 students’ 
marks were consistent with the assessors’ level. This means that some students who 
didn’t reach a high level of achievement during the activity on a specific criterion 
(mark ≤2) were able to provide a proper mark on this specific criterion (gap ≤1 with 
the expert mark).

More specifically, each time we could, we have numbered the times where a two- 
student pair succeeded/failed in the activity and succeeded/failed in the marking on 
the same criterion (Table 6.6). We can see (column7) that there are 65 times where 
students who succeeded in the activity (on a specific criterion) didn’t give a proper 
mark on the same criterion. Conversely, there are 238 times where students who 
didn’t reach a high level of achievement managed to give a proper mark to their 
peers on the same criterion.

The percentages in the last column of Table 6.6 show that a majority of students 
were able to invalidate/validate the work of their peers (Q1) even if they did not 
succeed in the task (Q2). Indeed, 78% of the students with a low achievement on a 
criterion manage to give a proper mark on the same criterion. This can seem surpris-
ing, but the fact that we provided students with meaningful criteria with some details 
during peer assessment may have helped some students to reconsider and maybe to 
understand the objectives of the activity. In the first activity in geosciences, we can 
see that this rate is even better. In 16 cases out of 17 (column 1), students were able 
to give a proper mark even if they didn’t manage to reach the expectation for the 
same criterion during the activity. This can be explained by the fact that this activity 
was easier, in terms of knowledge and competences involved, than G2. Students had 
to make an observation, draw a sample containing information, and use documents 
in order to discuss the origin of fossil fuels. The criteria were related to the ability 
to communicate their observation scientifically through the drawing (which stu-
dents are used to doing) and to write an argumentative paragraph explaining the 
origin of fossil fuels based on written documents. In G2, they had to build an ana-
logical model of a real situation (complex task) in order to understand how fuel 

Initial activity Marking G1
N= 156

G2
N=207

P1
N=333

P2
N=327

Total
N=1023

Success
N = 719

Success 126 
(90%)

142
(92%)

192 
(93%)

194
(87%)

654
(91%)

Failure 13 
(10%)

12 
(8%)

13
(7%)

27
(13%)

65
(9%)

Failure
N = 304

Success 16 
(94%)

38
(71%)

107
(83%)

77 (72%) 238
(78%)

Failure 1
(6%)

15
(29%)

21
(17%)

29 
(28%)

66
(22%)

Table 6.6 Relations between success/failure on a criterion in the activity and the success/failure 
in the assessment (for all criteria listed by activity)
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deposits are formed and explain why the situation under study does not contain oil 
anymore. Criteria (Table 6.1) are related to the ability to establish those links and 
use those links in an argumentative paragraph. The same goes in physics; P2’s activ-
ity and assessment were more difficult than P1’s.

 Conclusion

In this work, we investigate student’s abilities to mark a peer’s written artefact in 
relation to the given criteria and in regard to their own artefact in the same activity. 
We show that most of the students, without any teacher correction, are able to give 
a proper mark, consistent with the one that an expert could give. Even part of the 
students with a low achievement rate manage to mark their peers. But one of our 
major concerns is to know if the fact that most students have the capacity to give a 
proper mark also implies that those students understand the tasks and their own pos-
sible mistakes. The analysis of the comments students gave each other does not 
show a deeper student understanding. The following study investigates further stu-
dent comments. A first analysis of the geosciences activity, based on video data of 
students doing their activity and assessing their peers, tends to show that assessing 
their peers does not help students to be aware of their own misunderstanding (Le 
Hebel et al. 2016). The authors conclude that there is the necessity of a crucial phase 
of discussion after assessment between peers and with the teacher during the phase 
of correction.

Another concern is to characterize the type of tasks which are most suitable for 
peer assessment. It seems that one of the main features for this suitability is that 
students are asked to assess the process (even if they do not assess all the steps of 
the process) rather than factual knowledge (they may lack). As stated above, it 
seems that peer assessment, despite the information provided in the criteria, does 
not always help students to recognize their own mistakes and improve their under-
standing and knowledge. When assessors and assessees made the same mistake, 
there is no possibility for them to recognize their misunderstanding even with the 
help of the criteria. Sometimes, even students who have succeeded in the task are 
not aware of a misunderstanding in their peers’ artefact. These observations show 
the importance of the role that teachers need to play during peer assessment. We 
think that a time of common correction by the teacher with the whole class is neces-
sary at the end of the peer assessment. Moreover, peer assessment templates are a 
way for teachers to share explicit assessment criteria and give students guidance on 
what is expected from them. Collaborative work and discussion of these criteria 
(during the peer assessment time and/or during the correction of the activity or pos-
sibly during collaborative construction of peer assessment templates) can enhance 
the awareness of their students’ needs in order to improve their knowledge and work 
processes. By the way, we built new templates for peer assessment in geosciences 
including an answer along with the associated assessment criteria, each one being 
located on the answer and a grid with formulated justifications making a scale to 
assess the level of achievement for each criterion. This grid is a way to permit stu-
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dent discussion and reflection on the answers of their peers. It is a source for stu-
dents who felt unconfident with the previous template to be certain of their 
assessment. The fact that the answer is given is maybe not in alignment with the 
idea that peer assessment is a way for students to improve by themselves. In our 
case, students have to correct a functional schema which necessitates the whole 
process understanding. The interpretation cannot be done element by element. The 
qualitative study that we are currently running, based on comments and video analy-
sis, shows that the improvement is not that valuable even if students seem to be able 
to give a mark. We think that peer assessment must be a time for metacognition and 
a reflection on the expectations. This type of grid, considered as support for this 
metacognitive work, helps students to establish links between the answer, the crite-
ria, the objectives, and the knowledge involved in the activity, even if in some cases 
it will not be sufficient.

As a perspective, we also want to emphasize the fact that it seems necessary that 
the responsibility of assessing other students’ artefacts given by the teacher to the 
students should be in accordance with the usual responsibilities given by the teacher. 
Taking more responsibility in the validation of their artefacts is a main way for stu-
dents to develop their competences and autonomy but not only for this type of activ-
ity, which is, as Allal (1999) underlines, in the spirit of investigation activities. In 
consideration, teachers have to work on the formulation and moreover the transmis-
sion of assessment criteria (OCDE, 2005) in coherence with the classroom practices 
that they instigate. Students must be aware of what is expected of them.

 Examining the Peer Feedback that Secondary School Students 
Generate for Their Peers’ Models in Science (Switzerland)

The educational system in Switzerland allows for much individuality at the level of 
school units (Husfeld 2009) as well as at the level of the individual teacher at all 
school levels (Kronig 2009). This is particularly true for the culture of assessment 
(Vögeli-Mantovani 1999). The use of formative assessment strategies including 
peer assessment therefore depends largely on the initiative of the school or the ini-
tiative of the individual teacher (Smit 2009). In particular, at upper secondary school 
level, the external stimuli from curricula and from textbooks play a minor role, and 
the interest in formative assessment is almost exclusively triggered by ongoing 
activities at the compulsory school levels.

Educational research indicates that the development of modeling competence is 
facilitating students learning of science, about science, and of how to do science 
(Saari and Viiri 2003; Schwarz and White 2005). The modeling competence could 
be fostered in the context of modeling-based learning, which refers to “learning 
through construction and refinement of scientific models by students” (Nicolaou 
and Constantinou 2014; p. 55). In consideration of the complexity of acquiring and 
mastering the model construction competence itself, it might be even more demand-
ing to request secondary school students to offer feedback to their peers, after hav-
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ing evaluated their peers’ models. Model critiquing involves engaging students in 
discussing the quality of models for evaluation and revision (Chang et  al. 2010; 
Schwarz and White 2005; Schwarz et al. 2009). Critiquing is an important scientific 
practice that needs to be addressed in science classrooms (Duschl et al. 2007), and 
it could be practiced through peer assessment activities. A few studies (e.g., Chang 
and Chang 2013; Pluta et al. 2011) have provided evidence specific to the educa-
tional value of teaching-learning activities that involve the critiquing of models. 
Chang and Chang (2013) stressed the need for more research in this direction, with 
the ultimate goal being the identification of what students can do when assessing 
peers’ models (Chang and Chang 2013). Considering the lack of previous research 
on what student critiquing of peers’ models entails, we sought to further examine 
this issue in this study.

 Objectives and Research Questions

The present study focuses on peer assessment of the model construction compo-
nent. It aims at investigating the peer feedback that secondary school students gen-
erate for their peers’ model in science.

More specifically, two research questions are addressed:

 1. What are the characteristics of the qualitative peer feedback that secondary 
school students generate while assessing their peers’ models in the context of 
light and color in a physics course?

 2. What is the relation of qualitative (written comments) and quantitative (ratings 
in the rubric) peer feedback provided by secondary school students?

 Methodology

Participants

The physics teacher involved in this study volunteered to participate with his class 
in a classroom implementation of formative assessment methods developed by the 
ASSIST-ME project. The typical instructional format of the classroom was charac-
terized by student group activities in the laboratory due to the nature of the course 
(physics) in combination with lectures given by the teacher. The learning goals of 
the course entailed the development of conceptual understanding of physical phe-
nomena and the development of experimental and problem-solving skills. In the 
meetings that took place among the teacher and the researchers involved in this 
study, for organizational purposes, it was clarified by the teacher that the peer assess-
ment method was not a commonly practiced method in his class, except the cases in 
which students exchange oral peer feedback among them in a nonformal setting.

The class comprised 22 students of the 11th grade at a Gymnasium (i.e., the 
highest track at upper secondary school) in Switzerland. The students were assured 
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that the study would not contribute to their final mark. They worked in randomized 
pairs throughout most parts of the intervention, and the pairs did not change during 
the intervention. There were 11 groups of 2 students. However, the students worked 
individually when enacting the peer assessor role.

Teaching-Learning Sequence

The sequence was grounded in collaborative modeling-based learning. The students 
worked through learning material on the topic colors and light. The curriculum 
material required the students to work with a list of hands-on experiments on addi-
tive and subtractive color mixing (McDermott et  al. 1996). After completing the 
experiments, students were instructed to draw inferences relying on their observa-
tions and the gathered data. Their inferences were explicitly expected to lead to a 
scientific model which represents, interprets, and predicts the additive and subtrac-
tive color mixing of light. In order to do this, students were provided with a sheet of 
paper, color pencils, and a list of specifications that they were asked to consider 
when developing their model. The list of specifications constituted three bench-
marks that students should consider while developing their model which are the 
following: the model should (i) represent, (ii) interpret, and (iii) predict the additive 
and subtractive color mixing of light. The list of specifications was in line with the 
assessment criteria that were given later on during the peer assessment activity to 
students. Overall, it took the student groups five lessons of 45 minutes to complete 
this sequence.

The Process of Peer Assessment

As soon as the students had finalized their models in their home groups, they 
exchanged them with models of other groups; i.e., two groups assessed their models 
mutually. The exchange pairs were randomly defined by the teacher. Peer assessors 
used a rating scale with eight prespecified assessment criteria (e.g., Does the model 
appropriately represent what subtractive color mixing is? Is it explained and justi-
fied in the model, which are the primary colors? Can the formation of white or black 
be derived from the model?), which were in line with the list of specifications that 
was given to students while constructing their models. Assessors rated their peers’ 
models on all criteria according to a four-point Likert scale (i.e., (1) unsatisfactory; 
(2) moderately satisfactory; (3) good; (4) (fully) satisfactory/excellent). A fifth col-
umn was provided next to the rating scale for each criterion for the provision of 
written comments. Along with ratings, assessors were prompted by the teacher to 
provide written feedback (for each criterion separately) to assessee groups, in which 
they were to explain the reasoning behind their ratings and provide judgments and 
suggestions for revisions (Table 6.7).

The students were instructed to individually assess the model of the peer groups 
assigned to them. On average, it took each peer assessor 15 minutes to complete the 
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assessment. Once the students had completed the assessment of their fellow stu-
dents’ models, they exchanged their peer feedback and reviewed it in collaboration 
with their groupmate, deciding whether to make any revisions to their model.

Data Collection

At the beginning of the intervention, a consent form was signed by the students’ 
parents, allowing us to use the collected data anonymously and for research pur-
poses. The filled-out rating scales with peer feedback comments produced by 

Table 6.7 The four-point rating scale with eight prespecified assessment criteria. This is an 
example of a fulfilled rating scale provided by student coded as 8A from the assessor group 8 to 
the assessee group 9. The model of group 9 is presented in Fig. 6.1. Note: The text was translated 
from German to English
Assessment criteria for the model for color mixing: Assess your peers’ model according to the 
following criteria. Provide a meaningful comment in the space provided.

Assessee Group: 9 Your code: 8A
1 = unsatisfactory, 2 = moderately satisfactory, 
3 = good, 4 = (fully) satisfactory/excellent

Assessment criteria 1 2 3 4 Your comments

1 Does the model appropriately 
represent the primary colors?

x Only with drawing, without explanation. 
Bottom right and the light circles you 
can recognize them. But it is not 
explained

2 Does the model appropriately 
represent what additive color 
mixing is?

x Very good model, maybe a small text to 
explain … again no description of what 
is what

3 Does the model appropriately 
represent what subtractive 
color mixing is?

x x Illustration provided

4 Does the model appropriately 
represent how color filters 
work?

x Illustration provided

5 Does the model explain how 
color filters work?

x Description missing

6 Is it explained and justified in 
the model, which are the 
primary colors?

x Only with drawing, without explanation. 
Cyan and magenta were not different 
from yellow without blue

7 Can the formation of white or 
black color be derived from the 
model?

x White is to be recognized in the color 
circle on the bottom right. Black is 
illustrated at the top as white. However, 
it is not explained how black is formed, 
and it is not said that black is formed

8 Can you predict what is 
formed in the additive mixture 
of yellow and cyan, relying on 
your peers’ model?

x It does not say what color is formed. 
However, good representation. The color 
circle shows a lot

6 Students’ Perspectives on Peer Assessment



156

students, along with their schoolwork, own constructed models (e.g., in Table 6.7 
and Fig. 6.1) were collected to allow us to address our research objective.

 Data Analysis

We used a mixed-method approach that involved both qualitative and quantitative 
analyses of the data. In particular, data were firstly analyzed qualitatively and then 
also treated quantitatively with the use of the SPSS™.

Determining the level of quality of peer feedback requires examining the quality 
of both the quantitative and qualitative feedback. In this study, we mainly focus on 
the qualitative part of peer feedback, that is, to say the written comments provided 
in the four-Likert scale rubric along with the ratings, because it has been empha-
sized in prior research that qualitative feedback is more important than quantitative 
(e.g., Topping et al. 2000).

To analyze peer feedback written comments, we developed and further used a 
coding scheme including the following dimensions:

 1. Comprehensiveness (whether the assessors drew on the intended assessment cri-
teria and to what extent).

 2. Validity of peer feedback comments (their scientific accuracy and their corre-
spondence to the models assessed).

 3. Verification of comments (peer feedback comments were perceived as “positive” 
when including references to what the assessees had already achieved with 
respect to the list of specifications; likewise peer feedback comments were 
 perceived as “negative” when including references to what the assessees had yet 
to achieve with respect to the list of specifications).

 4. Justification of positive and negative comments (i.e., justification offered by the 
assessor(s) on what the assessees had achieved or not yet achieved with respect 
to the list of specifications related to the modeling competence).

 5. guidance provided by the assessor(s) to the assessee(s) on how to proceed with 
possible revisions. We perceived “guidance” as statements which could poten-
tially help the assessee(s) to improve their models.

The peer feedback comments of each student were coded separately. Each com-
plete sentence included in the peer feedback comments, from each student, was 
analyzed with respect to all the aforementioned categories (comprehensiveness, 
validity, verification, justification, guidance). The resulting codes were further used 
quantitatively, for running nonparametric correlations (Kendall’s Tb) between the 
coded written comments and the ratings assigned by students to each criterion of the 
rating scale.

A possible internal consistency between the qualitative (comments) and quanti-
tative (ratings) peer feedback provided can be used as an indicator of the quality of 
peer feedback (Hovardas et al. 2014). For that reason, we further examined whether 
there is a statistically significant correlation between the quantitative score assigned 
and the number of references to what the assessees have already achieved and what 

F. Le Hebel et al.



157

Fig. 6.1 This is an example of the type of models that students constructed and the kind of revi-
sions applied by assessees after receiving peer feedback. The initial model of Group 9 included 
three representations (on the top). The students added in their revised model an explanatory text for 
their representations (on the bottom). Note: The text was translated from German to English (bold 
font letters). Also, labels have been added for the each color for readability purposes (letters in 
italics)
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the assessees have not yet achieved in respect to the modeling competence (i.e., if 
quantitative scores are positively correlated with number of positive judgments ref-
erences to what the assessees have already achieved in respect to the modeling com-
petences and negatively correlated with number of references to what the assessees 
have not yet achieved in respect to the modeling competence).To estimate the inter- 
rater reliability of the data coding, a second coder who had not participated in the 
first round of coding repeated the coding process for 40% of the peer feedback data 
and the students’ models. Each peer feedback comment (one complete sentence) 
provided by each assessor for each assessment criterion of the rating scale that stu-
dents used while giving feedback was rated for 16 items of the coding scheme, 
addressing the aforementioned dimensions. In all cases, the two raters involved in 
the data analysis process were also asked to justify their reasoning for their ratings 
and/or provide illustrative examples. Krippendorff’s alpha was calculated above 
0.79 for the coding of all data. The differences in the assigned codes were resolved 
through discussion.

 Results

Type of Qualitative Peer Feedback Provided

Assessors provided feedback comments which were found to carry affective con-
notations. In particular, peer assessors provided on average 3 and in total 75 com-
ments which carried affective connotations (illustrative quotes: “Well done, well 
described,” “Very nice illustration, I like the models”). Assessors tended to provide 
a balance of statements which are likely to serve as discouraging and encouraging 
feedback for the assessees.

In terms of the comprehensiveness of peer feedback comments, the analysis 
revealed that assessors took into account most of the assessment criteria which were 
given to them while peer assessing their peers’ models (i.e., they rated and com-
mented on average on 6.54 criteria out of the total of 8 criteria of the given rubric) 
and they drew on them in a rather thorough manner. In particular, in the criteria 
where the assessors did not provide full marks in their rating with the four-point 
Likert scale, they justified the awarded low marks by suggesting what was missing 
and what could be added in their peers’ models; in other words, they were specify-
ing what their peers did not manage to achieve in respect to their modeling compe-
tence. With respect to the validity of peer feedback comments, the findings have 
shown that assessors’ judgments with respect to the criteria which they attended to 
were mostly valid. In a few cases, students provided invalid comments to their 
peers, and those comments were found to be related to misconceptions identified in 
their own models.

Peer feedback comments were found to be critical enough, as the assessors 
tended to include in their feedback comments more negative and fewer positive 
comments. In particular, the data analysis revealed that assessors provided on aver-
age 3.71 positive comments (M = 3.71; total = 89; SD = 2.87; illustrative quote: 
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“Graphically very well recognizable and easily comprehensible”) and on average 
5.58 negative comments (M = 5.58; total = 134; SD = 2.28; illustrative quote: “...but 
it could be added why it is called additive color mixing.”). Positive and negative 
peer feedback comments were mostly justified. Assessors provided on average 3.0 
and in total 73 justified positive feedback comments (SD =2.76) (illustrative quote: 
“Good, because it is explained and graphically illustrated.”) and on average 0.67 
and in total 16 positive comments (SD =1.09) which were not justified (illustrative 
quote: “Your model looks great.”). Similarly, the assessors provided on average 5.33 
and in total 128 negative comments (SD =2.28) that were justified (e.g., “...the thing 
with white containing all colors not enough. Below maybe use red, blue and green 
dots instead of white ones.”) and on average 0.25 and in total 6 negative comments 
(SD =0.53) which were not justified (“Wrong.”).

Moreover, assessors provided the assessees with guidance statements (aver-
age = five comments per assessor) on what the assessees needed to further achieve 
to improve the quality of their models. Overall, all the assessors provided 115 com-
ments which could be perceived as guidance statements. Five statements were not 
related to the competence of interest but with superficial aspects related with the 
appearance of the model (e.g., legibility of writing; illustrative quote: “The writing 
is not always legible.”), whereas the rest were related (e.g., “An interpretational text 
is missing, so you should add this in your model.”). In addition, specific guidance 
about next concrete steps, provided by the assessors, was found to be present to a 
very small extent (e.g., “I understand from your model how white is formed but not 
black.”) up to a great extent (e.g., “The primary colors are green, red and blue. 
Orange & violet are mixed colors as well as magenta, cyan. Therefore, you should 
revise your model according to this.”). The guidance statements provided by the 
assessors were found to be mostly valid; this means that the students, as assessors, 
were able not only to identify most of the weaknesses in their peers’ models but also 
to guide them on the next steps that were to be taken to improve their models.

Relation of Qualitative (Comments) and Quantitative (Ratings in the Rubric) 
Peer Feedback Provided

As part of the quality check of peer feedback, we ran Kendall’s Tb correlations 
between the written feedback given per criterion on what the assessees have achieved 
or not in respect to the modeling competence and the score assigned to the corre-
sponding criterion, to check whether there was internal consistency between the 
quantitative and qualitative aspects of the provided peer feedback. The analysis 
revealed that the mean scores, which were assigned by the assessors in the four- 
point Likert scale rubric along with their comments in the criteria which they 
attended, were negatively correlated with the number of negative comments (i.e., 
references to what the assessees had not yet achieved in respect to the modeling 
competence) (Kendall’s Tb = −0.749; p < 0.01). This means that the lower the score 
an assessor was assigning to a certain criterion, the more the possibilities were for 
providing written comments to what the assessees had not yet achieved. No 
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statistically significant correlation was found between the mean of scores and the 
number of references to what the assessees had already achieved in respect to the 
modeling competence.

 Discussion and Conclusion

This study focused on examining the type of peer feedback that secondary school 
students generate while assessing their peers’ models in the topic of light and color 
in a physics course. The findings of this study have shown that the participants were 
committed to their assessor role in a satisfactory way. They offered justified positive 
and negative comments, as well as guidance statements to their peers, acknowledg-
ing what assessees had already achieved or not yet achieved in respect to the list of 
specifications which was given to them and was related to the modeling compe-
tence. Assessees were also capable of offering guidelines to their peer for the next 
steps to be taken for improving their models. To follow on from this, it was found 
that assessors tended to provide a balance of statements which were likely to serve 
as discouraging and encouraging feedback for the assessees. This indicates that 
assessors could identify flaws and shortcomings in assessees’ models (thus offering 
negative comments), justify their comments, and provide suggestions for improve-
ments (offering guidance). Suggestions and recommendations for possible ways for 
improvement (Hovardas et al. 2014; Strijbos and Sluijsmans 2010), as well as justi-
fied comments (Gielen et  al. 2010; Narciss 2008; Narciss and Huth 2006), have 
been identified by researchers as essential characteristics of constructive peer feed-
back. This commitment to the assessor role was also confirmed by the study’s con-
sistency checks, which revealed that the peer assessors were attentive while 
assessing. For instance, it was found that scores given by peer assessors were nega-
tively correlated with number of references to what the assessees had not yet 
achieved in respect to the modeling competence, which indicates that quantitative 
aspects of peer feedback (i.e., negative ratings) were consistent with qualitative 
aspects of peer feedback (i.e., references to what the assessees had not yet achieved 
in respect to the modeling competence). Also the findings of this study have revealed 
that peer assessors drew on almost all available criteria of the rubric while providing 
feedback. Lastly, peer feedback comments were found to be mostly scientifically 
accurate and consistent throughout, even though in a few cases assessors offered 
invalid peer feedback comments which were related to misconceptions identified in 
their own models. Overall, the findings suggest that students have the beginnings of 
providing peer feedback of good quality in modeling-based learning.

The findings of this study have some practical implications. The fact that second-
ary school students were committed to the peer assessor role renders peer assess-
ment as a promising formative assessment method and learning tool in 
modeling-based learning. Students, as assessors, were found to be capable of pro-
viding their peers with constructive feedback in a satisfactory manner, which could 
be ultimately used to foster the learning progress of both. Teachers could use the 
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peer feedback as a probe to students’ model construction practices and understand-
ing of scientific concepts.

However, considering that few students—who addressed some of the intended 
specifications in an invalid way in their own model—provided their peers with 
invalid feedback comments with respect to those specifications, it is implied that the 
validity of peer feedback comments is related to students’ understanding of the 
topic under emphasis. Previous studies have shown that the quality of peer feedback 
is associated with students’ understanding of the subject studied (Ballantyne et al. 
2002). Peer assessment requires students to use not only their assessment skills 
(Sluijsmans 2002) but also their knowledge on the content/topic in order to review, 
clarify, and correct peers’ work. Teachers who engage their students in peer assess-
ment activities in modeling-based teaching should safeguard that students, as 
assessees, do not receive wrong signals from their peers through the peer feedback 
comments, especially when the assessors have not completely comprehended what 
constitutes a good scientific model or how the phenomenon operates. This requires 
support mechanisms for the teachers themselves, via tools or guidelines on how to 
filter peer feedback content, before exchanging it among students or on how to eas-
ily identify students’ models of low validity and henceforth filter or closely moder-
ate the feedback comments that those students deliver to their peers.

This study was carried out in the context of a regular physics course, thus offer-
ing ecological validity to the aforementioned findings. On the other hand, this study 
reveals limitations related to the sample size, which was small (22 students). Future 
studies should replicate the findings of the present study with bigger sample sizes. 
The conclusions of this study should be limited to the particular characteristics and 
affordances of the students involved.

Overall peer assessment in modeling-based learning constitutes an area that calls 
for future research to further explore the potential benefits that peer assessment may 
entail in this context.

 Student Perspective on Introduction of Formative Peer 
Assessment (Czech Republic)

The idea of formative assessment which emerged in the 1990s was only slowly 
introduced in the Czech educational context (c. f. Žlábkova and Rokos 2013). The 
Czech Framework Educational Programme for Basic Education implemented in 
2007 aims at gradually accomplishing changes in the assessment of pupils toward 
diagnostics on an ongoing basis, assessment of pupils’ achievement history, and a 
wider use of verbal assessment (compared to marks). The practice of assessment 
ought to be driven by guidelines embedded in each school rules document. This 
document should describe principles and methods of assessment and self- assessment 
of learning outcomes and conduct of students, including the acquisition of data for 
evaluation and criteria for the evaluation. Self-assessment is thus explicitly stated as 
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a necessary part of the school assessment practice, but explicit peer assessment is 
not. Peer assessment is seen rather as a particular method in cooperative teaching 
(Novotná and Krabsová 2013).

In recent years, there has been great interest in upscaling the formative assess-
ment as there is a need for change in learning culture (Education at a Glance 2015: 
OECD Indicators Czech Republic 2015; Santiago et al. 2012). The problem is that 
though there are some examples of good practice (c. f. Košťálová et  al. 2008; 
Kratochvílová 2011; Slavík 2003), they are not empirically studied and focus mostly 
on selected subjects and educational levels. Empirical research which would pro-
vide some evidence on the effectiveness of using various formative assessment 
methods (FAM) is quite scarce (Novotná and Krabsová 2013).

Some types of formative assessment are seen as more or less embedded in com-
mon Czech teaching culture, like teacher provided on-the-fly assessment or to a 
lesser degree written feedback (Laufková and Novotná 2014; Lukášová 2012; 
Košťálová et al. 2008; Novotná and Krabsová 2013), and methodological literature 
for teachers (e.g., Kratochvílová 2011; Starý 2006) pays more attention to these 
forms of formative assessment. In these materials, formative peer assessment is 
mentioned only as a supplementary option (e.g., Košťálová et al. 2008), probably 
also due to the fact that peer assessment as a form of classroom communication is 
not very frequent (Šeďová et al. 2012) and formative peer assessment was not yet 
empirically studied in Czech schools. The aim of this study is to investigate stu-
dents’ views on introduction of formative peer assessment in inquiry-based lessons 
of primary mathematics and biology and secondary biology.

 Objectives of the Study and Research Questions

The main research questions relate to the students’ reflection of peer assessment in 
inquiry lessons aiming at development of problem-solving and empirical investiga-
tion competencies. The central issues under investigation are:

 – How do students perceive formative and summative peer assessment?
 – Do they prefer peer or teacher assessment?
 – How do they reason out their preferences?
 – Which difficulties do students experience in providing their peers with 

assessment?
 – How did they perceive the peer assessment that they received and its value for 

their learning?

 Methodology

Formative peer assessment was investigated in three samples of students in different 
subjects (primary mathematics, primary biology, and secondary biology), who tried 
to provide their classmates with oral (second graders) or written (third to ninth 
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graders) peer assessment while solving inquiry tasks oriented toward problem-solv-
ing (PS) and empirical investigation (EI) competence development (Table  6.8). 
Formative peer assessment was structured (by forms in written form and by teachers 
questions in oral form) and was, as such, a new method of assessment for both stu-
dents and teachers. Also the inquiry tasks were developed ad hoc for this study (see 
description below).

Experimental teaching units consisted of one to six inquiry tasks of different 
complexity, which usually took 2 months of teaching. In biology classes, we also 
use bogus peer feedback (the written feedback was in fact provided by a teacher, but 
the students did not know this) to see whether the students react more to the author-
ship or the content of the assessment. Inquiry task in mathematics usually presented 
natural life problem, and the students were asked to search for possible solution, 
describe the procedure, and use mathematical notation of it. The task in biology 
asked for finding factors which influence particular phenomena (germination, 
breathing frequency) and develop and experiment which could validate hypothe-
sized factors.

Whereas students participating in the primary mathematics group worked mostly 
in small groups and provided peer feedback also for groups of mates (in group dis-
cussion in the second grade, in rubrics with oral comments in the fourth grade), the 
students participating in both primary and lower secondary biology groups worked 
on tasks individually and used only rubrics for providing their peers with the feed-
back (Table 6.9). In these rubrics the assessors provided formative feedback (e.g., 
assessment of experiment design, of the possibility to collect the necessary evidence 
and use this evidence for testing the stated hypothesis) and also summative feed-
back, using a mark (1–5) summarizing the overall assessment (hence, the name 
summative feedback) of the task solution and a justification of the mark.

Structured interviews contained a set of questions to prompt students’ reflection 
of their experience (questions relevant to the peer assessment are in Table 6.9). The 
interviews were transcribed. Where appropriate (questions 4–7), we also used data 
from the students who only received peer feedback but did not provide it (e.g., due 
to taking longer on their own solution, or as a member of the control group; primary 
biology classes N = 61; lower secondary biology classes N = 67).

Table 6.8 Implementation plan

Subject Education level Topic

Organization of 
work and peer 
assessment Number of students

Primary 
mathematics

Grades 2, 4, 5 Basic geometrical 
shapes and their 
area, big numbers

Group 
discussion (2nd 
grade), pairs or 
small groups

113 (6 classes)

Primary 
biology

Grades 3, 4 Germination Individual 79 (experimental 
groups in 6 classes)

Secondary 
biology

Grades 6,7 8, 9 Germination 
human physiology

Individual 76 (experimental 
groups in 6 classes)
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The answers to questions were coded by three coders according to the same tem-
plate. The differences in codes were discussed until consensus was reached.

 Data Analysis

We used deductive thematic coding with a template approach (Crabtree and Miller 
1999). An a priori template of coding categories in the form of a codebook was 
applied as a means of organizing the data for subsequent interpretation. When using 
a template, a researcher defines the template (or codebook) before commencing an 
in-depth analysis of the data. The codebook is sometimes based on a preliminary 
scan of the text, but for this study, the template was developed a priori, based on the 
research question. The codebook presented coding categories (template codes in 
Table  6.8) and examples of codes from utterances of different age cohorts. A 

Table 6.9 Structured interview questions

Questions Template codes

1. Have you been assessing the 
work of some of your peers?
2. Do you think that you did well 
in assessing the peer’s work?

(1) Yes or mostly yes, (2) no or mostly no, (3) I do not know 
or other answer

3. Did you have any difficulties 
when assessing the work of your 
peers? What kind and why?

(1) Lack of knowledge or skills (related to task, criteria, 
proper formulation)a, (2) social regards (positive and 
negative)b, (3) would also rather know other solutionsc, (4) 
bad handwriting—not sure whether understood correctly, (5) 
no difficulties reported

4. Would you rather get the 
feedback on your work from 
your peers or from the teacher? 
Why so?

(1) From teachers, (2) from peer, (3) does not matter

5. Do you think that there are 
any differences between the 
teachers’ and peers’ assessment 
of your work? What sort?
6. When you received the 
feedback from the peer, did it 
help you to improve your 
solution?

(1) Yes or mostly yes, (2) no or mostly no, (3) I do not know 
or other answer

7. When you received the 
feedback, what information 
interested you the most?

(1) Mark, (2) comments to your work, (3) both

Examples of coded utterances:
aFirstly, we need to know what it is about and what should be done, and I am not sure what is cor-
rect; I did not know how to describe what the flower needs, the assessment itself, whether it is 
correct or not; I did not understand the picture, it was difficult
bIt is difficult if you know that it is your friend; I did not want to assess him badly
cI did not know whether it was correct, I may have solved it in another way, I would rather see more 
solutions
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quantitative survey of received codes was then compiled and compared between the 
age and subject cohorts.

 Results

The participating students did not have any previous experience with peer assess-
ment, and therefore we wanted to know how well they did in providing the feedback 
on peers’ work.

The students felt relatively competent in assessing their peers, regardless of their 
age and regardless of the subject or form of feedback (see Fig. 6.2).

Nonetheless, the students reported some difficulties they encountered when pro-
viding the feedback. Figure 6.3 shows the most frequent areas of difficulty that the 
students mentioned.

The most frequent and most consistently reported difficulty relates to the lack of 
knowledge or skills necessary for correct assessment, which was associated either 
with uncertainty about the solution of the inquiry task or the criteria for the assess-
ment. For example, the task on breathing frequency asked the students to develop an 
experiment which could decide whether there is a relation between intensity of 
motion and breathing frequency. The assessor was prompted to assess design of the 
experiment, whether it will provide data on investigated relation and whether the 
experiment could be realized and how many relevant factors are included. The stu-
dents who experienced uncertainty about the solution or criteria mentioned that, 
e.g., “it was difficult to decide whether it is correct or not,” “I did it differently and 
I am not sure that this could be realized,” etc. Dealing with this uncertainty in the 
classroom is crucial for implementation of peer feedback in a broader context. What 
is further evident is that the primary mathematics groups, which mostly worked in 
small teams, was more sensitive to social regards when providing the feedback (e.g., 
worries of negative emotions of peers, bad own feelings when assessing the bad 

Fig. 6.2 Subjective perception of doing well in assessing the peers
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artefact of a good friend, etc.). On the contrary, students from the primary mathe-
matics group did not mention the need to see alternative solutions or trouble with 
handwriting, and more than one third of this group did not report any difficulties.

An important issue emerging from the interviews with students (and teachers) 
was the preference of feedback either from the teacher or from peers. Before the 
start of experimental teaching, the teachers frequently expected that the fact that 
peer feedback is expressed in more accessible peer language could be a potential 
advantage of implementation of formative peer assessment. We therefore asked the 
students about their preferences and reasons for them.

Again, there is a difference between biology and mathematics groups, students 
in the mathematics group do not show such a pronounced prevalence of teacher 
assessment preference as the other two cohorts do (Fig.  6.4). The mathematics 
group students valued the ideas of their peer assessors as easily accessible and did 
not worry that much about their own mistakes when these are mentioned by peers, 
unlike when it is the teacher. Biology group students significantly preferred the 

Fig. 6.3 Percentage of reported difficulties when providing peers with feedback

Fig. 6.4 Preferences of teacher feedback and peer feedback

F. Le Hebel et al.



167

feedback to come from the teacher and came to the conclusion it was more reliable 
and effective (pointing out weak or bad parts of the solution more directly).

What is considered as essential for formative assessment is the informative part 
of feedback which can foster further learning. For the question whether the feed-
back from peers was seen as valuable for further improvement of the artefact/solu-
tion, the codes were summarized into three categories: positive statement, negative 
statement, and uncertain standpoint (see Fig. 6.5). In the secondary biology group, 
we used also bogus peer feedback where the feedback written in a rubric was in fact 
provided by a teacher. We wanted to know whether the quality and particularity of 
feedback when thought to be provided by peers is used more for the improvement 
of their own work. No differences were found; some students did not pay attention 
to the utilization of any feedback, regardless of its quality. What is even more impor-
tant is the fact that students reported that the feedback was valuable for improving 
their solution, but did not actually use it, as could be seen from the working sheets.

We asked all the students, who worked in biology groups where comments as 
well as marks were provided by assessors in the feedback rubric, what they were 
more interested in.

In spite of the fact that the students first searched for the mark, which was also 
frequently mentioned by teachers, students reported that they were more interested 
in comments that they received on their work (see Fig. 6.6).

 Discussion

A student’s perspective on their own learning is an important resource of valuable 
information for teachers, especially when they are trying to implement new 
approaches to teaching. To understand the ways in which their practice influences 
student learning, they need to listen to students’ accounts of their learning 

Fig. 6.5 Students’ perception of formative impact of peer feedback
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experiences (Kane and Chimwayange 2014). Students participating in this study 
experienced peer assessment in inquiry lessons for the first time. The results show 
that the students considered themselves as rather capable of providing peer assess-
ment. Nonetheless, they also experienced some difficulties. The most pronounced 
category of these was a subjectively perceived lack of domain knowledge needed 
for evaluating correctness of the peer’s solution or procedural knowledge related to 
providing proper hints or advice for peers on how to proceed further. Students also 
expressed that they lacked the opportunity to see other alternative solutions which 
made them uncertain in assessing the peer’s work. It seems that specification of 
proper criteria in rubrics is not enough and that students need some support in 
applying them, at least when they are not yet used to it.

Results also showed that students also take into account the social context of peer 
assessment. It was more visible in our primary mathematics sample, where the stu-
dents worked in small groups. Working in groups can make the students more aware 
of the socio-emotional context of assessment. Working in small teams led, on the 
contrary, to more opportunities to discuss the solution and the formulation of proper 
feedback before giving it to the other team. These students therefore did not report 
interest in other solutions. The mathematics group students also reported a very 
small proportion of trouble with handwriting and a high percentage of no difficulty. 
This could also be influenced by the fact that students in these groups frequently 
used the possibility to add a verbal explanation to what is written when problems in 
understanding arise or provided feedback within group discussion (second grade) 
instead of in writing.

Students in biology groups, who were working and providing peer assessment 
individually, preferred a teacher’s assessment over that of their peers significantly 
more than the mathematics group. It could be related to the fact that biology groups 
worked on more convergent inquiry tasks than the mathematics groups where the 
tasks were more divergent and sharing them in small groups usually led to broader 

Fig. 6.6 Marks and/or verbal assessment preference
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discussion in the whole class. The use of rubrics in our biology groups may also 
have reduced the advantage of “peer language” as it was more structured, and the 
proportion of open expression in the feedback was smaller. It seems that a lack of 
opportunity to broadly discuss the solution and the criteria for its assessment 
increases students’ reservations about plausibility, correctness, and completeness of 
the feedback from peers.

 Conclusions

The students’ interviews provided important information on the main challenges 
and hindrances the students faced in providing peer assessment. As this method of 
formative assessment is not common in Czech learning culture, students experi-
enced peer assessment for the first time. The students seemed to prefer feedback 
from a teacher over the assessment of their peers because they see it as more reliable 
and relevant. But this preference is dependent on the organization of students’ work 
and peer assessment. When students worked in small groups, where they had more 
opportunities to discuss the solution, this prevalence disappeared. A similar finding 
is that the work in small groups was accompanied by fewer difficulties encountered 
in providing the feedback. Discussions in small groups may alleviate the uncer-
tainty associated with a lack of factual knowledge and with any socio-emotional 
consequences of assessment. Though the students reported that the feedback helped 
them to improve the solution of the task, they carried out these improvements only 
in small numbers (which was found in the analyses of revised protocols). This could 
be due to a lack of time, motivation, or fatigue of students (mathematics lessons 
videodata provide evidence that it was the case in two inquiry tasks). It is an impor-
tant message that teachers must pay attention to.

Students also commented on the difficulties they had in assessing inquiry of their 
peers (uncertainty about correctness, about a considerate way of reporting mistakes, 
etc.) and advantages they saw in peer feedback over feedback from the teacher, 
although these issues are probably dependent on the organizational forms of instruc-
tions (e.g., individual vs. small group work). Students mostly appreciated the 
inquiry tasks and would like to extend the proportion of such learning to their every-
day lessons. They perceived peer feedback as a new alternative to assessment, but 
having experienced it for the first time, they remained more in favor of feedback 
provided by a teacher.

Synthesis of Results and Perspectives

In the French study, results show most of the students are able to give a quantitative 
feedback with a proper mark, consistent with one that an expert (researcher/teacher) 
could give without any teacher correction. In this study related to investigation com-
petence, even students with a low achievement rate manage to mark their peers. 
However, the fact that students with a low achievement rate manage to mark their 
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peers may indicate at least a surface understanding (e.g., if the question and the 
answer respect drawing codes, the wording of the answer uses similar words to the 
question), even if the link between the quality of students’ peer feedback and the 
quality of their own artefacts may mean that justification and comments reveal a 
deeper conceptual understanding. The findings of the Swiss study show that stu-
dents are able to offer their peers justified negative and positive comments as well 
as guidelines for the next steps to be taken, acknowledging what the assessees have 
already achieved or not in respect to the modeling competence. Quantitative aspects 
of peer feedback (i.e., negative rating) are consistent with qualitative aspects of peer 
feedback (i.e., references to what the assessees have not yet achieved in respect to 
the modeling competence). In the Czech study, one of their conclusions is that stu-
dents perceived peer feedback as a new alternative to assessment; however, follow-
ing their first experience of it, they express their preference for the feedback provided 
by a teacher. But this preference is dependent on the organization of students’ work 
and peer assessment. When students worked in small groups, this prevalence disap-
peared. The authors suggest that the kind of task (e.g., in biology or mathematics) 
could also have an impact on students’ feedback perception.

The three studies conclude the necessity of allowing the sharing of “knowledge 
authority” in the classroom to evolve. It needs to be integrated in usual classroom 
practice. However, researchers have a divergent view on the sharing of responsibil-
ity for validation of knowledge between the student and the teacher. For instance, 
the authors of the Swiss study propose that to prevent assessees from receiving 
wrong signals from their peers through the peer feedback comments, especially 
when the assessors have not completely comprehended what constitutes a good 
scientific model or how the phenomenon operates, the teachers themselves might be 
able via appropriate tools and guidelines to filter feedback content before exchang-
ing it among students. The French authors have a different position on this point and 
propose to give assessors more autonomy in assessing the other students’ artefact. 
That is in line with previous studies showing that peer feedback leads to more dis-
cussions and checking for confirmation and consequently a deeper understanding 
than teacher feedback, accepted as such and often misinterpreted (e.g., Yang et al. 
2006). For the French authors, the phase of discussion after assessment between 
peers is crucial, and the phase of institutionalization by the teacher during the phase 
of correction is also essential. Students need to be aware of what the teacher and 
their peers expect from them as assessees and assessors. Moreover, peer assessment 
templates could be a way for teachers to share explicit assessment criteria and give 
students guidance on what is expected from them. Collaborative work and discus-
sion of these criteria (during the peer assessment time and/or during the correction 
of the activity or possibly during collaborative construction of peer assessment tem-
plates) could enhance the awareness of their students’ needs in order to improve 
their knowledge. Peer assessment could be a way to trigger metacognitive work on 
knowledge and competences in science.

Moreover, in the countries participating in ASSIST-ME, most of the teachers 
agree on the usefulness and effectiveness of formative assessment, but they all 
express lack of time to implement it in classroom (see Chap. 3). In these three stud-
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ies, included in this chapter, teachers all express that peer assessment is time- 
consuming. As it is already pointed out in Chap. 3, we think it is crucial that teachers 
do not conceive peer assessment as an add-on to the usual teaching but perceive it 
as central and integrated part of teaching. It implies that teachers implement peer 
assessment in a continuity with the other assessments (formative and summative). 
For instance, they have to use the same criteria in their different formative and sum-
mative assessments.

Further research from these three studies could focus on to what extent peer 
assessment helps students to develop understanding and competences involved in 
the teaching sequence for science and how to characterize the type of tasks that are 
most suitable for peer assessment.
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Chapter 7
Written Teacher Feedback: Aspects of Quality, 
Benefits and Challenges

Monika Holmeier, Regula Grob, Jan Alexis Nielsen, Silke Rönnebeck, 
and Mathias Ropohl

 Introduction

Formative assessment is reported to have positive effects on student competences 
(e.g. Black and Wiliam 1998; Hattie 2009; Kingston and Nash 2011; Kluger and 
DeNisi 1996). It has therefore been suggested as a means of improving teaching 
practice (e.g. OECD 2005, 2013). Formative assessment has led to changes in a 
number of educational systems, at national or federal state level, with the expectation 
of being incorporated into everyday teaching (e.g. D-EDK 2014; Ministerium für 
Schule und Berufsbildung 2016; Nielsen and Dolin 2016; Vögeli-Mantovani 1999).

A crucial element of formative assessment is to provide the students with feed-
back on their next steps in learning so that they can reach a specific learning goal 
(Hattie and Timperley 2007). Feedback can be given in oral form (e.g. in the case of 
on-the-fly feedback; see Chap. 4 in this book) or in written form (e.g. comments in 
a science notebook). It can be provided by the teacher or by student peers. The study 
presented in this chapter concentrates on written feedback provided by the teacher.

In the three countries that were part of this study, there has been very little to no 
research conducted on written feedback in the context of science education and 
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inquiry-based learning in general or, more specifically, on its quality (e.g. Köller 
2005). Descriptive results from PISA 2015 indicate that students from Germany and 
Switzerland generally receive a low extent of feedback from their teachers (Schiepe- 
Tiska et al. 2016). If they do receive feedback, it is often in the form of simple and 
short phrases like ‘yes’, ‘no’ or ‘that’s right’ (Kobarg and Seidel 2007). Furthermore, 
science teachers often miss opportunities to give feedback (Ruiz-Primo et al. 2004). 
Possible reasons for this are that teachers do not value the importance of feedback 
for student learning, that they do not notice situations where feedback would be 
beneficial or that they do not know effective ways of giving feedback.

Against this background, this study examines to what extent teachers in science 
classrooms in Germany, Switzerland and Denmark can provide written feedback of 
high quality based on specific tools. The quality of written teacher feedback was 
analysed in the context of inquiry-based science teaching and learning. Usually, 
inquiry is conceived as various activities conducted by students (Abd El Khalick 
et al. 2004; Linn et al. 2004; Minner et al. 2010; Rönnebeck et al. 2016). In this 
exploratory study, a number of these activities were assessed: in Germany, the plan-
ning of experiments with a specific focus on the control-of-variables strategy; in 
Denmark and Switzerland, the planning and carrying out of experiments and the 
interpretation and evaluation of data and results; and in two further Danish cases, 
the activities included design and modelling in the discipline of technology.

The first part of this chapter describes, from a theoretical perspective, written 
feedback as one approach of giving feedback within formative assessment. The sec-
ond part of the chapter presents case studies from Germany, Switzerland and Denmark 
in which the quality of written teacher feedback in science teaching will be explored. 
Further, the chapter provides results of interviews with the participating teachers on 
the perceived benefits and challenges of giving written feedback. Based on these 
findings, conclusions will be derived for further research and practical implications.

 Written Feedback

In science teaching, written feedback is generally based on a student’s written artefacts 
such as science lab journals, reports or written answers to given tasks. Written feed-
back can be provided by peers or by the teacher, with the latter being the focus of this 
chapter. The present work concentrates on the quality of written teacher feedback.

 Teacher Prerequisites for Giving Feedback

Formative assessment has been identified as a promising way to support student 
learning (Black and Wiliam 1998). It is based on the analysis of a student’s level of 
attainment with the aim of providing feedback about his or her learning and of plan-
ning and implementing activities that improve student learning (Bennett 2011). 
Formative assessment is a challenging part of teacher practice. It requires deep con-
tent knowledge, targeted attention, noticing student learning progress and a rich 
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repertoire of teaching strategies for effective action (Furtak et al. 2008). Indeed, the 
impact of formative assessment on student learning depends on the teacher’s ability 
to focus on the basic ideas behind a student’s response, to analyse possible miscon-
ceptions and to generate productive interpretations about the major challenges that 
students face (Bennett 2011; Sadler 1989). Thus, teachers should not only be able to 
judge whether a student’s answer is right or wrong but also notice ideas expressed 
by a student that may hinder learning or foster it (Furtak 2012; Levin et al. 2009; 
Russ et al. 2009). The inferences that teachers make are critical in the assessment 
process as they lay the foundation for his or her subsequent decisions and actions.

Empirical results indicate that science teachers struggle to pay attention to the 
substance of student thinking (Hammer and van Zee 2006; Roth et al. 2011; Russ 
et al. 2009). Furthermore, teachers frequently evaluate student ideas based on how 
well a student’s answers meet predefined learning goals in curricula, undervaluing 
other productive ways of reasoning (Russ et al. 2009). One reason for these prob-
lems could be that the development of science teachers’ competence in noticing has 
not been traditionally the focus of teacher education and professional development 
programmes (Coffey et al. 2011; Stiggins 2002). However, programmes that focused 
on the analysis and interpretation of student work have proven to be successful in 
fostering knowledge and knowing how to respond to a student’s learning needs (Ball 
and Forzani 2011; Gearhart et al. 2006; Kazemi and Franke 2004; Love et al. 2008).

 Quality of Written Feedback

The feedback model from Hattie and Timperley (2007) suggests that the purpose of 
feedback is ‘to reduce discrepancies between current understandings/performance 
and a desired goal’ (p. 87). In other words, the purpose of feedback is to close the 
gap between the student’s current level and the learning objectives. Therefore, feed-
back should provide the students with information concerning three major ques-
tions: ‘Where am I going? (What are the goals?), How am I going? (What progress 
is being made toward the goal?), and Where to next? (What activities need to be 
undertaken to make better progress?)’ (Hattie and Timperley 2007, p. 86). Other 
authors have identified four criteria for what constitutes effective feedback (e.g. Arts 
et al. 2016 based on Nicol and Macfarlane-Dick 2006 and Gibbs and Simpson 2004; 
Brookhart 2008; Harks et al. 2014):

 1. Effective feedback is linked to predefined assessment criteria which are an oper-
ationalisation of the goal(s) and to an individual reference norm.

 2. Effective feedback makes clear what the expected learning goals are, informs the 
recipient on his or her current level of achievement and includes information on 
how to reach the expected learning goals. In this context, it is important that the 
student is not only told whether the assignment was solved correctly or not but 
also why. The teacher has to justify his feedback (Arts et al. 2016; Glover and 
Brown 2006; Orsmond and Merry 2011).

 3. Effective feedback reassures motivational beliefs and self-confidence and aids 
the recipient in adequate self-assessment (Nicol and Macfarlane-Dick 2006).

7 Written Teacher Feedback: Aspects of Quality, Benefits and Challenges
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 4. Effective feedback is complete, contains enough detail and is clearly formulated 
(Brookhart 2008; Gibbs and Simpson 2004). Moreover, it is given timely, i.e. 
during the learning process when students are still mindful of the task. The opti-
mal timing, however, depends on the task and on the students’ level of profi-
ciency (Brown et al. 2012).

Written feedback can be provided based on rubrics (Andrade 2005; Arter and 
McTighe 2001; Burke 2006; Moskal 2003; Panadero and Jonsson 2013) or on open 
comments (e.g. Black and Harrison 2004). Typically, rubrics are a closed format 
that encompasses descriptions of competence levels. Through ticking checkboxes, 
the teacher indicates an individual student’s competences. Open comments are also 
based on competence levels, but the teacher gives detailed feedback in his or her 
own words especially focusing on hints for learning and justifications. In many 
cases, the two formats are combined so that the teacher gives feedback with rubrics 
(which includes the learning goals) as well as with open comments.

 Rubrics as a Means of Feedback

Rubrics articulate the expectations for a learning goal or an assignment, i.e. the 
criteria that define what competences students should demonstrate at various levels 
of competence (Andrade 2000; Smit and Birri 2014). These levels can be defined 
using either quantitative (i.e. numerical, 1–4; beginning, developing, accomplished, 
exemplary) or qualitative (i.e. one or two whole sentences) information. In this 
sense, rubrics are a tool for the teacher to diagnose and assess a student’s compe-
tence and level of attainment. Additionally, they can be a tool for the teacher to 
communicate the learning goals and the current state of learning to the student. The 
teacher can hand out the completed rubric to the students or use it as a basis for writ-
ten feedback. The advantage for students is that they get a detailed overview of 
where they are related to the learning goals which is a prerequisite in deciding about 
the next steps in learning (Andrade 2000).

A number of studies focus on effective feedback in the form of filled-out rubrics 
and the mechanisms through which rubrics support learning. Rubrics provide stu-
dents with both, information on their current level of learning (level of competence 
that is marked on the instructional rubric) and information on where they are going 
(highest level of competence on the rubric). It has been documented that the use of 
rubrics is meaningful only if a number of prerequisites are met: there must be clear, 
tangible goals that are available to the students, and there must be a student activity 
which is suitable for assessing those goals (Jonsson 2014; Luft 1999; Moskal 2003). 
Rubrics are found to be particularly suitable for providing feedback on student per-
formance in authentic tasks and highly contextualised activities such as inquiry 
(Darling-Hammond et al. 1995; Ni 1997; Wiggins 1998). Furthermore, the content 
and use of the instrument has to be explained to students in order to make it a useful 
tool for learning (Andrade and Du 2005; Moni and Moni 2008).

Regarding the mechanisms through which rubrics support learning, Panadero 
and Jonsson (2013) claim in their meta-analysis that there are several ways: (1) 
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increasing transparency, (2) reducing anxiety, (3) aiding the feedback process, (4) 
improving student self-efficacy and (5) supporting student self-regulation. Students 
use the feedback provided by rubrics on a task-based level and, to some extent, to 
structure the progress of their work.

Another focus in the research literature is the perspective of the teachers. From 
their point of view, rubrics help to clarify their expectations (Andrade 2005). This 
benefit is twofold: on the one hand, it helps the teacher to plan the instruction; on 
the other hand, it helps the students to be clear about the expectations they should 
meet. Luft summarises this twofold benefit as ‘reflective practice among students 
and instructor’ (Luft 1999, p. 114). However, this perspective does not seem to be 
true for all teachers: both So and Lee (2011) and Bharuthram (2015) found that 
many teachers and lecturers from different school levels perceive rubrics as mostly 
useful for students but not for themselves. A possible reason for this could be that 
the rubrics are used in a rather unconscious manner and without using the full range 
of possibilities and potential of the tool, which would include using the feedback in 
order to plan subsequent instruction activities. From the perspective of teachers and 
lecturers, there can also be disadvantages using rubrics. For example, rubrics need 
time before the criteria become clear. Just handing out the rubric is also not appro-
priate. Rather, an exchange between the class and the teacher is needed. Therefore, 
reported disadvantages typically include issues related to time and the difficulty to 
formulate the criteria in a rubric in a way that is understandable to students (e.g. 
Bharuthram 2015; Luft 1999).

 Open Comments as a Means of Feedback

A rubric-based diagnosis and assessment by competence level descriptions can be 
accompanied by writing open comments. By using open comments, the teacher can 
precisely describe individual problems and specific strengths of a piece of work 
(Black et al. 2003). Compared to rubrics, it is easier to give guidance on how to 
make improvements towards the learning goals and to show concrete steps in learn-
ing (Nunes 2004; Santos and Dias 2006; Stracke and Kumar 2010). Therefore, open 
comments can be used for formative assessment if they answer the three already 
mentioned questions by Hattie and Timperley (2007) based on an underlying 
description of competence levels in a running text.

In a study in language education, Parr and Timperley (2010) showed that the 
effect of open comments on student learning depends on the characteristics of the 
open comments. The problem is that feedback could be ignored, misunderstood or 
misinterpreted by the students due to its poor quality (Marzano and Arthur 1977; 
Searle and Dillon 1980). This is true for simple and short feedback like ‘ok’ or ‘not 
complete’. Therefore, it is important to keep general guidelines for high-quality 
feedback in mind. Brookhart (2008) gives suggestions of how to formulate effective 
written feedback that could be given in open comments:
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• Clarity: effective written feedback should use simple vocabulary and sentence 
structure. Furthermore, teachers should write according to the student’s develop-
mental level and also check that the student understands the feedback.

• Specificity: effective written feedback should give the students guidance without 
giving the solution away. Neither should it be too narrow nor too broad. This 
should be done by providing the students with suggestions which are specific 
enough (e.g. describing useful learning strategies) so that the students can take 
concrete next steps.

• Tone: effective written feedback should be based on words that motivate students 
and show them that they are active learners. The right word choice helps to com-
municate respect for the students and can also inspire the students.

Bailey and Garner (2010) investigated open comments as one type of written 
feedback and found that teachers have different beliefs about its purpose. Furthermore, 
the teachers seem to have difficulties in combining their two roles (supporting and 
assessing) when providing written feedback. Similar results are published by Tuck 
(2012). For science education, Bruno and Santos (2010) focus on teacher difficulties 
when providing open comments. The teachers participating in their study mentioned 
two challenges, namely, how to select what to comment on from the many issues that 
could be addressed and how to avoid giving away part of the answer but still provide 
useful guidance on the next steps. In addition, other findings on the nature of teacher 
feedback suggest that teachers often focus their assessment efforts on deciding 
whether a student’s work is right or wrong, whereas describing how and why the 
work is correct or not and identifying what should be done to improve it both rarely 
occur (Hattie and Timperley 2007; Ruiz-Primo and Li 2013).

 Research Gap and Research Questions

Based on the preceding theory, the following conclusions in view of the quality of 
written feedback can be drawn if the feedback is given by means of rubrics and open 
comments:

• Rubrics are a valuable tool for diagnosing and assessing student levels of compe-
tence. Additionally, they can be used for providing written feedback because 
they allow the teacher to communicate the learning goals and the current state of 
learning to the student. This is a prerequisite so that the student can decide about 
the next steps in learning.

• Open comments can also be used to communicate feedback to students. They are 
particularly effective when focusing on competences rather than superficial 
aspects (such as spelling or layout), when they include information to students on 
how to proceed and when it is formulated in an easily understandable language. 
The difficulties related to open comments are how to select what to comment on 
and how to avoid giving away part of the answer in the feedback.

• A combination of both can be seen as the most desirable way of generating writ-
ten feedback because it fulfils a basic requirement: the assessment of student 
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competences is based on objective criteria, communicated to the students with 
comments showing where to go and how to go there.

However, empirical research in science education on the use and quality of writ-
ten feedback in general or, more specifically, on the use and quality of rubrics and 
open comments is still scarce. Existing studies investigate the effects of feedback on 
student learning without focusing on teacher competences (e.g. Wollenschläger 
et al. 2011) or teacher beliefs about assessment (e.g. Brown et al. 2012). In a recent 
study, Furtak et al. (2016) investigated the changes in the quality of oral teacher 
feedback over 3 years. In total, the quality and quantity of the oral feedback 
improved over time. Teachers more often gave feedback which promoted student 
thinking, e.g. by asking students to elaborate their responses or by asking for more 
information instead of just saying ‘right’ or ‘good job’ (Furtak et al. 2016). Similar 
investigations of written feedback are still missing in the field of science education. 
In order to fill this gap, the present study explores the quality of written feedback 
based on rubrics and open comments. The exploratory study will focus on teachers 
from three European countries – Germany, Switzerland and Denmark. The results 
will give insights into science teacher competences of giving feedback as well as 
into the benefits and challenges seen by teachers when implementing written feed-
back in teaching practice. In addition, from the findings it will be possible to deduce 
hypotheses for further research projects. The following research questions are 
posed: (1) What is the quality of written feedback that is provided based on rubrics 
and templates for open comments? (2) Which benefits and challenges do teachers 
see in using rubrics and open comments for written feedback?

 Research Design

In order to answer the two research questions, an exploratory study was designed to 
identify the quality of written feedback that was given based on rubrics and templates 
for open comments. The aim of the study was to facilitate the effective implementa-
tion of written teacher feedback by supporting teacher attempts to interpret student 
data, to diagnose difficulties and needs and to provide students with effective written 
feedback. In all three countries, case studies of written feedback in the context of 
scientific inquiry were analysed using a mixed methods approach: the quality of writ-
ten feedback was analysed quantitatively by using the teachers’ open comments, 
whereas the benefits and challenges were analysed qualitatively using data from inter-
views. The cases were part of an intervention without comparison or control group.

In the intervention, the teachers were provided with theoretical descriptions of 
written feedback and with examples of inquiry-based units with integrated forma-
tive assessment. The teachers were also provided with rubrics. During the course of 
eight regular meetings across a period of 1.5 years (between October 2014 and 
December 2015), the teachers were introduced to the concept of formative assess-
ment and to the relevance of feedback. Furthermore, the teachers were familiarised 
with different approaches on how to incorporate the provision of feedback in their 
teaching units. Afterwards, the teachers were asked to implement written feedback 
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in their regular inquiry-based science lessons in order to formatively assess the 
competences of their students. At a specific point during the inquiry-based unit, 
students submitted certain artefacts to the teacher. The teacher provided written 
feedback to each student based on a rubric (examples for all three countries are 
given in the results section). For this, the teacher used specially designed tools pro-
vided to facilitate his or her attempt to diagnose a student’s needs or difficulties, 
with regard to the competence under emphasis. Detailed implementations are 
described in country-specific sections below, as they vary slightly between the dif-
ferent countries due to different study conditions, such as science subject, topic, 
grade level and type of written feedback (see Table 7.1).

Table 7.1 Overview of the sample

Case RI EL S Topic Type Stud. [N]

Germany

G1 1 Lower sec. Ch Metals Open commentsa 23
G2 1 Lower sec. Ch Metals Open commentsa 6
G3 2 Lower sec. Ch Salts Open commentsa 22
G4 2 Upper sec. Ch Washing detergents Open commentsa 16
G5 3 Lower sec. Ch Salts Rubrics and open 

comments
24

Switzerland

S1 2 Primary InS Growth of chicks Open comments 21
S2 2 Upper sec. Bio Ecology Rubrics and open 

comments
15

S3 3 Upper sec. Phy Electric circuits Open comments 21
S4 3 Upper sec. Phy Science in the city Rubrics and open 

comments
23

Denmark

D1 1 Lower sec. InS Indoor climate Open comments 47 in 29 
groups

D2 1 Upper sec. Tec Electrical circuits Open comments 21 in 6 groups
D3 1 Upper sec. Tec Electrical circuits Open comments 26 in 7 groups
D4 1 Lower sec. InS Indoor climate Open comments 15 in 6 groups
D5 1 Upper sec. Bio Respiration Open comments 21 in 5 groups
D6 3 Upper sec. Bio Blood sugar 

regulation
Open comments 6 groupsb

D7 3 Lower sec. InS Human nutrition Rubrics and open 
comments

17

D8 3 Lower sec. InS Human nutrition Open comments 19
D9 3 Upper sec. Bio Physical fitness 

rating
Rubrics and open 
comments

28 in 7 groups

D10 3 Upper sec. Bio Blood sugar 
regulation

Rubrics and open 
comments

22

RI round of implementation, EL educational level, S subject, Stud. [N] number of students, Sec. 
secondary, Ch chemistry, Bio biology, Phy physics, InS integrated science, Tec technology
aOpen comments were offered using a template that also listed the learning goals for the students
bThe number of students could not be exactly calculated since the teacher and the students only 
wrote the group number in the raw data that was accessible to the researchers
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The sample was constituted on a voluntary basis. In order to find teachers partici-
pating in the study, different methods were applied (e.g. via personal contacts, email 
lists and advertisement in journals for science teachers). The teachers received 
financial compensation for the additional workload. In the end, the sample encom-
passed three chemistry teachers from Germany (lower and upper secondary school), 
four science teachers from Switzerland (primary and upper secondary school) and 
seven science and technology teachers from Denmark (lower and upper secondary 
school). The N  =  14 teachers produced 19 implementations of written feedback 
which will be referred to as cases. The teachers’ collaboration in the study lasted 
three semesters which will be referred to as rounds of implementation.

In order to explore the two research questions, two types of data were collected. 
For research question 1, the initial and the revised versions of the student artefacts 
as well as the written feedback provided by each teacher were collected. These data 
were analysed quantitatively using a specifically developed coding tool with 15 
items. In each country, the coding was undertaken by two independent coders. 
Reliability was secured by applying the Wilcoxon test and/or Krippendorff’s alpha 
on a subsample of each data set. As described below, while it was possible to achieve 
a satisfactory reliability rating in most of the cases, some items of the Danish imple-
mentation were not able to be coded reliably even after many iterations. Reasons for 
this are described in the country-specific results section for Denmark.

Five items of the coding tool were used for analysing the quality of written 
teacher feedback and for answering research question 1. These are:

 1. To what extent did the feedback comments take into account the learning goals 
which had been provided by the teacher beforehand?

 2. To what extent did the teacher justify his or her references to what the student 
had already achieved with regard to the targeted competence?

 3. To what extent did the teacher justify his or her references to what the student 
had not yet achieved with regard to the targeted competence?

 4. To what extent does the feedback provide specific guidance to the student about 
concrete next steps?

 5. To what extent did the student address the feedback on the first artefact in his or 
her second artefact?

For research question 2, the teachers were asked to fill out a self-reporting ques-
tionnaire in which they reflected upon the usability of written feedback in their daily 
teaching practice. The self-reporting questionnaire included five open-ended ques-
tions; two of these are included in this study. These are:

 1. What are the main strengths and weaknesses of written feedback within forma-
tive assessment?

 2. What opportunities and challenges do you identify in enacting written 
feedback?

The responses by teachers were analysed using open coding and qualitative con-
tent analysis (Mayring 2004).
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 Analysis of Written Teacher Feedback

 Germany

 Description of the Implementations

In Germany, written feedback was implemented in inquiry units that the participat-
ing teachers developed in cooperation with researchers from IPN during regular 
project meetings. All implementations were related to the inquiry competence of 
planning an investigation with a specific focus on the control-of-variables strategy 
(CVS) in chemistry classrooms. The implementations were carried out in three 
rounds over 1.5 school years. In between the rounds, the teachers discussed their 
experiences and the suitability of the instruments and suggested improvements. In 
general, all implementations followed a similar set-up. In an introductory lesson, 
the teacher introduced the learning goals, i.e. the CVS strategy and criteria for good 
plans of scientific experiments to the students. In the following lesson, the students 
were asked to individually plan an experiment related to either a given or a self- 
developed hypothesis. For writing down their plans, they used a template called the 
‘scientist journal’. The teacher collected the written experimental plans and evalu-
ated each student’s performance using a rubric. For each of nine sub-competences 
of planning an investigation (such as ‘the experiment tests the hypothesis’ or ‘the 
independent variable is varied under controlled conditions’), the rubric describes 
the student’s expected performance at three potential levels (0  =  criteria not 
addressed; 1 = criteria partly addressed; 2 = criteria fully addressed). The teacher 
gave feedback to the students using a second template, the ‘feedback journal’ (see 
Fig. 7.1). The feedback journal gives feedback to the students concerning their cur-
rent state of learning (i.e. what they have already achieved or not achieved) and next 
steps (i.e. what they should change or consider when planning their next experi-
ments). In addition, for all implementations, it displayed the learning goals as a 
reminder for the students. The students read the feedback and were then asked to 
plan another experiment.

The implementations differed with respect to the round of implementation, the 
school level and the chemistry topic (all described in Table 7.1). In the following, 
the five cases are described in detail.

The first and second implementations (G1 and G2) were carried out during the 
first implementation round, in an eighth and a ninth grade chemistry classroom, 
respectively. The topic was metals. In the scientist journal, the students were asked 
to plan an experiment related to a given hypothesis by using an open-answer format 
(‘To test the hypothesis, I am planning the following experiment: …’; see Fig. 7.1). 
The teacher gave feedback in the feedback journal using open comments. The feed-
back journal asked specifically to give feedback related to the current state of learn-
ing and next steps (‘In your experimental design you…’ and ‘Regarding future 
experimental designs you should consider the following…’; see Fig. 7.1). The pro-
cedure was repeated for two more experiments.
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Fig. 7.1 Translated example of a teacher feedback journal (original language German). The feed-
back refers to the planning of an experiment to answer the question: what is the black layer that is 
formed if you heat a piece of copper foil in the flame of a Bunsen burner?
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The third and fourth implementations (G3 and G4) took place in the second 
implementation round. Teacher G3 taught an inquiry unit on salts in an eighth grade 
and teacher G4 a unit on washing detergents in a twelfth grade chemistry classroom. 
Based on teacher feedback from the first implementation round, some scaffolding 
was introduced into the scientist journal to support students in addressing all rele-
vant aspects of an experimental plan. Students were now asked to address the differ-
ent aspects using specific questions, e.g. ‘Name the phenomenon that you want to 
investigate in your experiment. This is your dependent variable’. The feedback jour-
nal was identical to the one used in G1 and G2. Having received feedback regarding 
their first experimental plan, the students planned another different experiment.

The fifth implementation (G5) was undertaken in the third implementation 
round, in an eighth grade chemistry classroom. The topic was again salts (the inquiry 
unit was the same as in G3). For the scientist journal, again the scaffolded version 
(used for G3 and G4 in the second implementation round) was used. However, in 
this implementation round, the structuring of the feedback journal was increased. 
Instead of using an open-answer text box to comment on the current state of learn-
ing, the teachers could now tick a checkbox for each of the sub-competences indi-
cating which competence level the student has already achieved. Justifications for 
the assessment as well as feedback concerning next learning steps were still given 
as open comments. Again, students planned a second different experiment after hav-
ing received and read the feedback concerning their first experimental plan.

 Quality of Written Feedback Provided by Teachers

Table 7.2 displays the percentages of assessment criteria that were addressed in the 
feedback comments and the degree to which the teachers justified their references. 
The results show that all of the teachers were able to address the assessment criteria 
to a high extent. Only in the first implementation round, the overlap between learn-
ing goals and comments in the feedback was slightly worse, which may be due to 
the fact that the teachers first needed to become familiar with the concept of forma-
tive assessment and the instruments. Across the five cases, no preference for one of 
the two forms of the feedback journal could be observed.

With respect to the justifications offered by the teacher, it can be observed that 
teachers seem to be more likely to give justifications for learning goals that have not 
yet been achieved by the students. One reason for this could be that they see a 
greater need for justifications when the student still needs help for improvement. 
Consequently, teachers might have felt that a feedback comment such as ‘You have 
correctly identified the dependent variable’ needed no further clarification. 
Nevertheless, differences between cases as well as variation within cases can be 
observed. Since all of the teachers used very similar instruments, these differences 
might be seen as an indication that the ability to give written feedback depends not 
only on the individual teacher but is also related to the nature and quality of the 
student artefacts they are based upon.
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Table 7.3 displays the second part of the quantitative data from Germany: to what 
extent do teachers provide specific guidance to their students on concrete next learn-
ing steps and to what extent do students make use of the feedback in producing their 
second artefact?

The data shows that the teachers in all cases provided specific guidance about 
next steps in learning. In addition, except for G1, the variation within cases is small 
which indicates that the teachers provided guidance at the same level of concrete-
ness regardless of the achievement of the students. The greater variance for G1 is 
probably again due to the teacher’s unfamiliarity with the approach and the materi-
als. The picture is much more heterogeneous for student usage of the feedback. 
Here, except for G2, no patterns can be observed. G2 is a special case since the 
sample size is much smaller than in the other implementations. Nevertheless, the 
low level of concreteness in the feedback comments might contribute to student 
problems in making use of the feedback comments. However, in general the results 

Table 7.2 Overview on the quantitative results from Germany in terms of diagnosis

Assessment of level of 
attainment

Justification offered by the teacher about student’s level of 
attainment

Addressing assessment 
criteria [%]a

Justification on what has 
been achieved [%]b

Justification on what has not 
yet been achieved [%]b

1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5

G1 4 96 35 48 13 4 4 4 43 52
G2 33 17 50 83 17 17 50 17 17
G3 100 32 68 18 36 45
G4 56 44 69 13 6 13 19 13 25 44
G5 100 25 71 0 4 8 21 29 38 4

a1 = none; 2 = some; 3 = half; 4 = most; 5 = all. Percentage calculated per class, see last column of 
Table 7.1 for exact number of students per class
b0 = not applicable (no such comments); 1 = without; 2 = mostly without; 3 = balanced; 4 = mostly 
justified; 5 = all justified. Percentage calculated per class, see last column of Table 7.1 for exact 
number of students per class

Table 7.3 Overview on the quantitative results from Germany in terms of provision of guidance 
about next steps in learning

Provision of guidance about concrete next 
steps [%]a

Addressing feedback in second artefact 
[%]b

0 1 2 3 4 0 1 2 3 4

G1 26 70 4 35 30 26 9
G2 17 50 33 100
G3 9 23 68 9 9 14 41 27
G4 6 19 75 6 6 63 19 6
G5 33 67 4 50 33 13

a0 = not applicable (no guidance necessary); 1 = non-specific guidance; 4 = very specific guidance. 
Percentage calculated per class, see last column of Table 7.1 for number of students per class
b0 = not applicable (no improvement necessary); 1 = none; 4 = all. Percentage calculated per class, 
see last column of Table 7.1 for number of students per class
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show that although the teachers provide a lot of guidance on next steps, students do 
not seem to be able to make efficient use of this guidance.

 Benefits and Challenges Seen by Teachers in Using Written Feedback

In general, the teachers regarded written feedback as helpful for both teachers and 
students. The specific benefits that they saw are displayed in Table 7.4. They can be 
allocated to three categories: (a) advantages related to student learning, (b) advan-
tages related to motivational aspects and (c) advantages for the teacher. In general, 
the teachers regarded the individuality, the depth and the detailedness of the infor-
mation that the written feedback provided as the major benefit. It supports students 
in the individual development of their competences. For the teachers, it provides 
information about each individual student and allows them to plan and adapt their 
instruction according to their students’ needs. One teacher said: ‘As a teacher I get 
information about each individual student that I would not get if students work on 
their experimental plans in groups right from the beginning’. Contrary to the results 
from Switzerland and Denmark (see next sections), the teachers made no reference 
to benefits related to the provision of clearly defined learning goals and assessment 
criteria. One reason for this could be that the teachers were provided with the assess-
ment criteria, i.e. their development was not a specific focus of the intervention in 
Germany. One interesting result from the qualitative analysis, however, is that the 
teachers were confident that their students would be able to interpret and use the 
feedback that they got. This is to some extent in disagreement with the quantitative 
results presented in Table 7.3, which showed that students seemed not to be able to 
make efficient use of their teacher’s guidance.

Table 7.4 Benefits of written feedback as perceived by the German teachers

Advantages related to 
the learning of the 
students

The feedback can be individualised
Students are supported in the individual development of their 
competences
Students can work on their weaknesses
Students can engage with their work outside the classroom

Advantages related to 
motivational aspects

Individual feedback increases student motivation

Advantages for the 
teacher

Has potential for summative assessment
Allows for the assessment of misconceptions
Gives the teacher a detailed picture of individual students’ 
competences which supports the teacher in planning his or her 
instruction and allows for an adaptation of the instruction (by, e.g. 
differentiating or giving different tasks to different students)

Note. Teachers were asked to reflect on their experiences regarding the implementation of forma-
tive assessment and especially feedback. From the answers, it became obvious that the teachers 
conflated the two terms to some extent. When they reflected on the advantages for the teacher they 
mainly referred to formative assessment
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The teachers in Germany reported challenges related to practical issues (see 
Table 7.5). The most important practical challenge they saw was the amount of time 
and work that giving written feedback requires and that this impedes its integration 
in regular teaching practice. Moreover, the students often received a delayed feed-
back response. One teacher said:

The students get their feedback considerably after they have written their experimental 
plans, in my class for example one week later since students have only one double lesson 
[chemistry] per week. I think feedback that is given immediately after students have planned 
their experiments is more effective since at that moment they still know exactly what they 
have written and why.

Eventually, teachers struggled with finding or developing adequate experiments. 
They realised that typical student activities in their instruction often do not require 
an application of the CVS strategy.

In contrast to the Swiss and Danish results (see next sections), however, the sec-
ond category of challenges is more related to aspects of the teacher assessment lit-
eracy. For instance, teachers found it difficult to ensure a high reliability or to 
formulate the feedback in a way that it is helpful for students but does not give away 
the correct answer.

 Switzerland

 Description of the Implementations

In Switzerland, four teachers implemented written feedback in their regular inquiry- 
based science units. The first teacher (S1) implemented written feedback at a pri-
mary school. The topic of the unit in integrated science was the growth of chicks. 
For this, the teacher had living chicks in her classroom and let the students describe 
these chicks in the so-called chick-journal every morning over the course of a 

Table 7.5 Challenges of written feedback as perceived by the German teachers

Practical challenges Managing the time requirements and the workload associated with 
written feedback
Ensuring that the feedback is not too delayed (due to the organisation 
of science instruction in schools, students often will not receive their 
feedback until the following week)
Integrating written feedback into regular teaching practice
Finding suitable materials/teaching units that allow for the formative 
assessment of inquiry competences
Increasing the acceptance of the method by students, parents and 
colleagues but also educational policy

Challenges related to 
teacher assessment 
literacy

Providing feedback of high quality over time and not changing the 
reference norm from student to student
Providing effective feedback without giving away the correct answer
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month. The students focused on a specific aspect of physical appearance or behav-
iour of the chicks. The observations were noted down individually, and the teacher 
collected the chick-journals after every science lesson in order to provide written 
feedback. She did not use a standardised feedback form for this but instead wrote 
prompts, questions and comments directly in the students’ journals. The next day, 
the students would have time to read the teacher’s comments and would afterwards 
continue observing and describing. The students knew the two assessment criteria 
from the very beginning, namely, (1) distinction between observations and assump-
tions and (2) precise descriptions and sketches. The teacher concentrated on these 
two criteria throughout the unit. These two criteria are considered part of the com-
petence ‘planning and carrying out investigations’.

The second teacher (S2) teaches biology at upper secondary school level. She 
implemented written feedback in a unit on ecology in which her students investi-
gated the ecological quality of a small river taking into account different factors. 
The students had to present the results of their investigations and the conclusion on 
the ecological quality in a written report. They handed in a preliminary version of 
that report and received written feedback from the teacher. This feedback could be 
taken into account for the final version of the report. For the written feedback, the 
teacher used a standardised template known to the students from the very beginning 
of the unit, in which she listed different aspects of ‘presentation of results’ and 
‘interpretation of results’ in the form of an assessment rubric, followed by an open 
field for recommendations and comments on each of these aspects.

The third teacher (S3) implemented written feedback in a unit on electrical cir-
cuits in physics at upper secondary level. The students wrote lab reports on a series 
of experiments. The teacher provided written feedback in the form of open com-
ments on these lab reports so that this feedback could be taken into account for the 
next similar lab report. The feedback was focused on the precise description and 
sketches of the experimental setting which was made transparent to the students 
from the beginning of the unit.

The fourth teacher (S4) integrated written feedback in a physics unit on science 
in the city. The students had to come up with solutions on how to measure, such as 
the height of a building or the length of a bridge. As auxiliary tools, they had a mea-
suring tape and an app to measure angles. For the formative assessment, the teacher 
also used a standardised feedback form with a rubric and open space for comments 
and recommendations. The students were familiar with the content of this form 
which was focused on the ‘presentation’ and ‘interpretation of results’ in the pre-
liminary version of the report. The students then had time to consider the written 
feedback for the final version of their reports.

 Quality of Written Teacher Feedback

Table 7.6 shows the results on each teacher’s ability to use his or her respective 
feedback tools for diagnosing the levels of attainment of their students for the rele-
vant competences. It can be seen that in all four cases, the teachers were able to 
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address the assessment criteria to a high extent. For cases S2 and S4, where rubrics 
were used, the teachers addressed all criteria for all students. In cases S1 and S3, the 
teachers worked with open comments only, but they still covered the assessment 
criteria in their feedback – even though the percentage is lower than where rubrics 
were used.

Looking at the justification of the assessment that was offered by the teachers, 
the results show that this does not seem to be a main component of the feedback. 
The variability within the cases is generally rather low which gives the impression 
that the degree to which the assessment is justified depends on the teachers’ habits 
rather than on a specific assessment tool.

Table 7.7 displays the second part of the quantitative data from Switzerland, 
namely, the teachers’ ability to provide advice for students about how to proceed in 
their learning. The data shows that the teachers were in all cases able to provide 
some guidance about next steps in learning. The variation within cases is small, 
which suggests that the teachers provided guidance at the same level of concrete-
ness independent of the achievement of the students. An exception to this is case S2 

Table 7.6 Overview on the quantitative results from Switzerland in terms of diagnosis

Assessment of level of 
attainment

Justification offered by the teacher about student’s level of 
attainment

Addressing assessment 
criteria [in %]a

Justification on what has 
been achieved [in %]b

Justification on what has not 
yet been achieved [in %]b

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

S1 4 96 43 57 33 67
S2 100 93 7 13 53 20 13
S3 10 42 48 90 10 90 5 5
S4 100 100 91 9

a1 = none; 2 = some; 3 = half; 4 = most; 5 = all. Percentage calculated per class, see last column of 
Table 7.1 for number of students per class
b1 = without; 2 = mostly without; 3 = balanced; 4 = mostly justified; 5 = all justified. Percentage 
calculated per class, see last column of Table 7.1 for number of students per class

Table 7.7 Overview on the quantitative results from Switzerland in terms of provision of guidance 
about next steps in learning

Provision of guidance about concrete next steps 
[in %]a

Addressing feedback in second artefact 
[in %]b

1 2 3 4 1 2 3 4

S1 5 85 10 100
S2 7 27 47 19 No datac

S3 100 5 5 60 29
S4 48 52 100

a1 = non-specific guidance; 4 = very specific guidance. Percentage calculated per class, see last 
column of Table 7.1 for number of students per class
b0 = not applicable (no improvement necessary); 1 = none; 4 = all. Percentage calculated per class, 
see last column of Table 7.1 for number of students per class
cno data because the second artefact was not available to the authors of this chapter
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where the variation is higher. This means that the teacher did not provide guidance 
at the same level of concreteness for all students. Looking at the student usage of 
feedback, all students addressed the feedback in their revisions of the original arte-
facts in cases S1 and S4. In case S1, this might be because the teacher provided 
subsequent feedbacks over the course of a month. So if a student did not work on 
the feedback, the teacher would comment on the same aspect again the next day. 
There is some variation in case S3: most students addressed the feedback to some 
extent but some students did not at all.

 Benefits and Challenges Seen by Teachers in Using Written Feedback

Table 7.8 displays the benefits of written feedback as perceived by the Swiss teach-
ers. The benefits can be grouped into four subcategories. Firstly, the teachers saw 
several advantages in the utilisation of a clear statement of assessment criteria, such 
as enhancing the transparency in the assessment. One of the teachers said, ‘The 
students and the parents know the assessment criteria from the beginning and know 
what the assessment will focus on’.

The second subcategory summarises advantages related to student learning: the 
teachers believed that written feedback is useful because it can be provided on an 
individual level and because it is reliable. They believed that the students do not 
only improve in the assessed competences but also in their self-regulation.

Thirdly, the teachers believed that the written feedback enhances the students- 
teacher relation but also the motivation of the students. One of the teachers reported, 

Table 7.8 Benefits of written feedback as perceived by the Swiss teachers

Advantages related to clearly 
stated assessment criteria

Students and parents know the assessment criteria from the 
beginning and know what the assessment will focus on
Easy to connect to the summative assessment in the end
Other teachers of the same students can work on the same 
criteria

Advantages related to the learning 
of the students

The feedback can be individualised
Comments from the teacher more reliable than from peers
Students have the opportunity to improve their work
Students take responsibility for their own learning and 
improve in their reflection abilities
Students learn to be creative and to solve problems

Advantages related to relational 
and motivational aspects

Student-teacher relation is enhanced
Students are motivated through feedback

Advantages for the teacher Teacher gets a structured insight into what the students 
know

Note. Teachers were asked to reflect on their experiences regarding the implementation of forma-
tive assessment and especially feedback. From the answers, it became obvious that the teachers 
conflated the two terms to some extent. When they reflected on the advantages for the teacher, they 
mainly referred to formative assessment
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‘The students were motivated through my feedback’. Finally, the teachers men-
tioned a benefit for themselves. By providing the written feedback, they received a 
structured insight into each student level of attainment.

Table 7.9 displays the challenges of written feedback as perceived by the Swiss 
teachers, which could be grouped in three subcategories. Firstly, the teachers saw 
the challenges associated with the teacher providing the feedback in a standardised 
form. That means that assessment criteria and expected level of performance have 
to be anticipated beforehand and cannot be changed afterwards. One of the teachers 
said, ‘When I notice during the unit that the assessment criteria are not so good, it is 
difficult to change them. If the unit is long, I can still adjust the criteria, but other-
wise I have to apply the criteria as I communicated them in the beginning’.

Secondly, it was perceived as difficult to ensure the students would use the feed-
back meaningfully. Some students may not be able or willing to revise their work or 
to keep the advice provided by the teacher in mind. One teacher described, ‘It is 
possible that some students forget the feedback when they write the next report. So 
it is important that the students can use the feedback soon again’. Thirdly, practical 
challenges were highlighted, particularly with respect to the time needed to provide 
the feedback, as well as the classroom management needed.

 Denmark

 Description of the Implementations

In Denmark, seven teachers implemented written feedback in their regular inquiry- 
based science units. In most implementations, the students worked in groups (two 
or more students), whereas in D1 some students worked alone and some students in 
pairs. The teachers used two different types of assessment templates. The first 
assessment template, which was elaborated over three or four progression steps, 
consisted of a description of the learning objectives (see Figure 7.2).

Table 7.9 Challenges of written feedback as perceived by the Swiss teachers

Challenges related to teacher 
assessment literacy

How to come up with assessment criteria that are usable 
without later adaption?
How to anticipate how the students will be working?

Challenges associated with students 
using the feedback

What to do if not all students are equally critical 
towards themselves?
How to make sure the students take the feedback 
seriously?
How to make sure the students will keep the feedback 
in mind over a longer time?

Practical challenges How to minimise the teacher’s workload?
What to do if artefacts or reports that should be assessed 
are at home instead?
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The written feedback was structured by five open text fields, namely, ‘Assessment 
of progression step’ (i.e. current progression level of the group), ‘Justification of 
assessment’ (i.e. why does the teacher class the group with this level?), ‘What 
should be kept?’, ‘What should be improved?’ and ‘Concrete next steps’.

The second assessment template (‘rubrics and open comments’ template) con-
sisted of a broken-down list of specific learning objectives where the teacher for 

Fig. 7.2 Translated example of a teacher’s feedback journal (original language Danish). The feed-
back refers to the planning, carrying out and discussion of an investigation into the correlation 
between the level of physical activity and the respiratory rate
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each of these learning objectives had to mark on a three-point scale the degree to 
which the group has achieved this learning objective. For each learning objective, 
the teacher had the option of explaining his or her assessment. Finally, the template 
had an open field in which the teacher could point to what the group should consider 
in their next assignment.

The first teacher (D1, D7 and D8) teaches biology and physics/chemistry in 
lower secondary school and implemented this feedback method in a total of five 
classes (three classes for case D1, one class each for cases D7 and D8). The context 
for implementation D1 was a unit on indoor climate. The students were placed in 
groups and were asked to select a parameter relevant to indoor climate (e.g. tem-
perature, decibel levels, CO2 concentration). The students were asked to formulate 
a sketch as to how to investigate this parameter under changing conditions. The 
written feedback was then based on their sketch. After receiving the feedback, the 
students were asked to refine their sketch and carry out the investigation. For the 
written feedback, the teacher used the ‘open comments’ template. The context for 
D7 and D8 was a unit on human nutrition. The students were asked to investigate the 
nutritional value of various foods. For the written feedback, the teacher used the 
‘rubrics and open comments’ template in case D7 and the ‘open comments’ tem-
plate in case D8.

The second teacher (D4) teaches biology and physics/chemistry in lower second-
ary school and implemented this feedback method in one class. The context for her 
implementation was the same as for D1 (described above).

The third and fourth teacher (D2 and D3) teach in upper secondary school and 
implemented a unit about building electrical circuits in the discipline technology in 
one class each. The students worked with electrical circuits on breadboards. They 
were first asked to play around with the materials in order to make circuits with 
LEDs and to control their brightness. In the second part of the lesson, the students 
were asked to make a circuit with a bright-shining yellow LED and a weak-shining 
red LED.  This was done as a competition where the circuit which best met the 
requirements won. The students were then asked to hand in a lab journal describing 
what they had done in the lesson. Both teachers used a variant of the ‘open com-
ments’ template.

The fifth (D5 and D10), sixth (D6) and seventh (D9) teacher all teach biology at 
the upper secondary level. Their implementations concerned units about respiration 
(D5, one class), blood sugar regulation (D6, one class; D10, one class) and physical 
fitness (D9). In the implementations D5 and D6 the teachers used the ‘open com-
ments’ template, while the teachers in the other cases used the ‘rubrics and open 
comments’ template. In all these implementations, the students were working with 
the given biology topic through establishing hypotheses, planning how to test these, 
carrying out an experiment and discussing the results.

In implementation D2 and D3, the main competence in focus was ‘design’ and 
‘modelling’, while in all other implementations the competence in focus was 
‘empirical investigation’.
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 Quality of Written Feedback Provided by Teachers

Table 7.10 displays results on the Danish teachers’ ability to use their respective 
feedback tools for diagnosing the levels of attainment of their students in the rele-
vant competences. The results show that in all ten implementations, the teachers 
were able to address the assessment criteria. In eight of the ten implementations, the 
teachers addressed half or more of the criteria in at least 93% of all cases. The pri-
mary outliers seem to be implementations D2 and D3. In D2, the teacher addressed 
only some of the criteria in 50% of the cases. In D3, the teacher addressed only 
some of the criteria in 43% of the cases and did not address the criteria in 14% of 
the cases. In implementations D2 and D3, it seems that this lack of addressing the 
criteria was to some extent justified by the fact that the level of many of the students’ 
first product did not mandate constructive feedback. For example, in a number of 
cases, the students did not hand in the assignment on time or even in a state that it 
was possible to provide feedback on.

During the coding of the data, two coders attempted to code independently for 
justification offered by the teacher about each student’s level of attainment. Even 
after multiple iterations of coding, comparing and discussing, the coders were not 
able to reliably code this item (only a fair reliability with kappa=0.4 could be 
reached). The primary obstacle in this context was that the coders simply could not 
agree on when a particular feedback should be coded as being justified. For exam-
ple, if a teacher writes to a student group ‘you must provide a graph representation 
of your data’, a case could be made that this assertion is justified in itself – because 
the students, all else being equal, should know that they did not represent their data, 
but a case could also be made that the teacher ought to explicitly justify her asser-

Table 7.10 Overview on the quantitative results from Denmark in terms of diagnosis

Assessment of level of 
attainment

Justification offered by the teacher about student’s 
level of attainment

Addressing assessment 
criteria [in %]a

Justification on what 
has been achieved

Justification on what has 
not yet been achieved

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

D1 7 28 62 3 No data No data
D2 50 50 No data No data
D3 14 43 43 No data No data
D4 100 No data No data
D5 20 80 No data No data
D6 100 No data No data
D7 77 23 No data No data
D8 53 47 No data No data
D9 100 No data No data
D10 100 No data No data

a1=none; 2=some; 3=half; 4=most; 5=all. Percentage calculated per class, see last column of 
Table 7.1 for number of students per class
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tion – e.g. with an assertion to the effect of ‘you did not properly represent your data 
in a graph’. The question was often a matter of the existence (or not) of premises 
that in normal language use are tacit or implicit. Thus, in many of the discussions 
between the coders, their disagreement pertained to what they as coders could 
assume that the student group knows and what is shared (or even taken-for-granted 
information between the teacher and the student). These challenges do call on 
reflection of researchers when coding assessment data of this sort. The perspective 
of the coder is necessarily very different than the perspective of the student who 
receives the feedback, and it is naturally difficult to find a valid balance of what the 
coder can assume is shared information between teacher and student.

Table 7.11 displays the second part of the quantitative data from Denmark: the 
ability of teachers to provide advice for students about how to proceed in their 
learning.

The data shows that the teachers in all implementations were able to provide 
some guidance about next steps in learning. Only in three implementations (D1, D5 
and D7) were there examples of non-specific guidance – ranging from 6% to 20% 
of the cases. On the other hand, only in four implementations (D2, D3, D4 and D10) 
were there examples of the teachers providing very specific guidance. Thus, in nine 
of the ten implementations, the majority of cases were coded as giving guidance to 
a medium specificity.

We chose to look at three implementations that differed in terms of distribution 
of the specificity of the guidance provided by the teacher. Implementation D4 is an 
example of an implementation with a generally high level of specificity in the guid-
ance, D5 is an example of an implementation with a generally low level of specific-
ity in the guidance, and D9 is an example of an implementation with medium range 

Table 7.11 Overview on the quantitative results from Demark in terms of provision of guidance 
about next steps in learning

Provision of guidance about concrete next 
steps [in %]a

Addressing feedback in second artefact 
[in %]b

1 2 3 4 1 2 3 4

D1 10 59 31 No data
D2 67 33 No data
D3 72 14 14 No data
D4 17 83 50 33 17
D5 20 80 20 20 40 20
D6 33 67 No data
D7 6 88 6 No data
D8 95 5 No data
D9 43 57 28.5 28.5 43
D10 9 82 9 No data

a1 = non-specific guidance; 4 = very specific guidance. Percentage calculated per class or student 
group, see last column of Table 7.1 for number of students per class
b1 = none; 4 = all. Percentage calculated per student or student group, see last column of Table 7.1 
for number of students per class
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specificity. Looking at the pattern of the student uptake of the feedback, there is no 
clear connection between the level of specificity of guidance and uptake; albeit this 
is a very marginal data amount to draw any conclusions from.

 Benefits and Challenges Teachers See in Using Written Feedback

Table 7.12 displays the qualitative data that focuses on the benefits of written feed-
back as perceived by the teachers. We found three emerging categories that corre-
spond to three of the four categories identified in the Swiss implementation: First, 
the Danish teachers saw a number of advantages in the clear statement of assess-
ment criteria which enhanced transparency in the assessment. As one teacher 
stressed, ‘It becomes much more concrete for the students; they know exactly what 
to keep working on the next time they do an assignment. The ensuing feedback 
becomes much more precise!’

Second, the Danish teachers identified benefits of using written feedback based 
on a template in terms of the student learning (in particular that the method induces 
students to use and reflect on the feedback to a higher extent than the teachers are 
used to). For example, one teacher noted, ‘The students are to a much higher degree 
being involved in their own learning. They can participate in setting up their own 
learning objectives and “signs of learning”, so that they are becoming involved in 
the assessment process’.

Third, the Danish teachers identified benefits relating to their role as a teacher, in 
particular the Danish teachers generally experienced that their level of reflection 
with regard to their assessment practice increased through their use of this method. 
As one teacher explained, ‘The template works quite well; it is good as focusing the 
direction [of the feedback] when you are assessing […] compared to the way I used 
to work’. Interestingly, unlike the Swiss teachers, none of the Danish teachers made 
assertions about the perceived role of using written feedback to motivate students or 
to potentially foster and improve relationships between students and teachers.

Table 7.12 Benefits of written feedback as perceived by the Danish teachers

Advantages related to 
clearly stated assessment 
criteria

The template increased teacher awareness about giving feedback 
(prompted, focused and made more consistent the feedback in a way 
that was new)

Advantages related to 
the learning of the 
students

The fact that the templates make explicit concrete learning 
progressions allowed their students to better understand what the 
learning goals were and to better interpret where they were in the 
process of their learning
The students were forced to reflect and react on concrete aspects in 
the assignment. The assessment becomes more a process, rather than 
a product, which is certainly beneficial for the student’s learning

Advantages for the 
teacher

Using the template seemed to increase the reflectiveness of the 
teachers’ assessment practice
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Table 7.13 displays the challenges of written feedback as perceived by the Danish 
teachers. Similar to the analysis of the Swiss implementation, we identified three 
emerging subcategories. First, teachers found it difficult to use a standardised tem-
plate to formulate learning progressions. As one teacher stated, ‘The method is time 
consuming since the disciplinary learning objectives have to be translated into 
learning progression steps’.

Second, teachers found it difficult to get students to use the feedback. For exam-
ple, one teacher stated that ‘The students had difficulties deciphering the many com-
ments in the written feedback’. Third, the teachers identified practical issues 
concerning the use of this method. In particular, the Danish teachers generally stated 
that the use of this method is time-consuming – both in terms of designing the learn-
ing progressions and in terms of providing the feedback. As one teacher made 
explicit, ‘this assessment method takes a lot of time – both in terms of preparation 
and the implementation in practice’.

 Discussion

In this chapter, the quality of written feedback that is provided based on rubrics and 
templates for open comments was explored. N = 14 teachers from three different 
European countries implemented written feedback in inquiry-based science units as 
one approach of giving feedback within formative assessment. Regarding research 
question 1, the feedback of the teachers was analysed in terms of different criteria 
which will be used to structure the following discussion. The results from the three 
countries will be summarised with special emphasis on similarities and 
differences.

 To What Extent Did the Feedback Comments Take Into Account the Learning Goals 

Which Had Been Provided by the Teacher Beforehand? 
The results from all countries show that the teachers are generally able to refer to 
previously specified criteria in their feedback. An important feature of good 

Table 7.13 Challenges of written feedback as perceived by the Danish teachers

Challenges related to 
teacher assessment 
literacy

Formulating learning progressions is evidently a very complex and 
time-consuming task for teachers
It was often difficult to select a few focal aspects to give feedback 
on

Challenges associated 
with students using the 
feedback

According to some teachers, some students found it difficult to 
decipher the many comments in the written feedback
In particular, lower secondary school teachers stated that their 
students are used to oral feedback and had difficulties getting used 
to receiving written feedback

Practical challenges Many teachers mention that the uses of both templates were 
time-consuming. Clearly the more open-ended template required 
more time than the template that consisted of a rubric
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feedback (Arts et al. 2016; Nicol and Macfarlane-Dick 2006) seems to be fulfilled 
hereby. The results imply that if teachers set criteria for assessment, they also inte-
grate these in their feedback which leads to a feedback that is not detached from the 
learning goals. This is particularly important in the context of formative assessment 
which aims at communicating to the students where they are in their learning com-
pared to the learning goals and how to reach these goals. This is only possible when 
the learning goals are clear and referred to in the feedback.

 To What Extent Did the Teacher Justify His or Her References to What the Student 
Had Already/Not Yet Achieved with Regard to the Targeted Competence?
In terms of justification, the results in the three countries differ. In the case of 
Germany, the teachers tend to justify their references to what the student has not yet 
achieved. It is possible that the German teachers considered these justifications 
more relevant than those that refer to what has already been achieved. Compared to 
the Germans, the Swiss teachers provided fewer justifications in their feedback. The 
reasons for this remain unclear. Since the importance of justified feedback is known 
from literature (Arts et  al. 2016; Glover and Brown 2006; Orsmond and Merry 
2011), there seems to be room for improvement. In Denmark, it was not possible to 
analyse to what extent the teachers in the study justified their references in their 
feedback. Even after multiple iterations of coding, comparing and discussing, the 
coders were not able to agree on when an assertion could be considered as 
justified.

 To What Extent Does the  Feedback Provide Specific Guidance to  the  Student 
About Concrete Next Steps?
In all of the three countries, the teachers provided specific guidance on next steps, 
but differences within the countries can be recognised. In Germany, two out of the 
five teachers provided rather abstract guidance on next steps in learning. In 
Switzerland, this was the case for one out of four teachers and in Denmark for four 
out of ten cases. The reason for this could be related to the unfamiliarity of the 
teachers with the materials and with the approach of written feedback in general. In 
the German cases, for example, it appeared that the teachers were more apt to work 
with the materials in the third round of implementation than in earlier rounds. For 
Switzerland and Denmark, this relation cannot be shown. However, the results from 
Germany imply that teachers need support in that respect. Another possible expla-
nation in the case of Switzerland and Denmark could be that the artefacts of some 
students are of a high quality so that next steps were not necessary. As this was 
neither coded in Switzerland nor in Denmark, it should be clarified in further 
analysis.

This leads to the question whether teachers adapt their feedback in terms of the 
level of concreteness dependent on the student level. In Germany and in Switzerland, 
this was not the case. In both countries, the individual teachers provided guidance 
with the same level of concreteness across all their students. In Denmark, a similar 
picture emerges although no fine-grained analysis could be made since the teachers 
(if at all) only selected the level of competence attainment on a three or four level 
taxonomy. Considering the prerequisite that formative assessment should be pro-
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vided in an individualised way (Arts et al. 2016; Nicol and Macfarlane-Dick 2006), 
it seems probable that not all students were able to benefit optimally from the 
feedback.

 To What Extent Did the Student Address the Feedback on the First Artefact in His or 
Her Second Artefact?
Considering the use of feedback in the German cases, a variation across classes is 
obvious so that it is difficult to find patterns. It seems, however, that a rather abstract 
way of formulating next steps in learning leads to the students not using the feed-
back. The results from Switzerland, by contrast, imply that student use of feedback 
may not depend only on the concreteness of the feedback but also on the time pro-
vided to students to engage with the feedback and the continuity of working on an 
artefact. In Denmark, the use of the feedback was only analysed in selected cases. 
The results of these cases show no clear relation between specificity of guidance 
and uptake of the feedback by the students. The results from Denmark therefore 
contradict the conjecture derived from the German data.

The differences between the countries could also be related to the different ways 
of how the students used the feedback. The students in Germany transferred the 
feedback to a new context, whereas the students in Switzerland used the feedback to 
improve their original artefact. This means that the Swiss students had the opportu-
nity to continuously integrate the feedback in their work. These country-specific 
results allow for the assumption that direct integration of feedback is easier for 
students compared to transferring it to new contexts. There seems to be a relation 
between the context and complexity of the task to which the feedback has to be 
applied to and the degree to which the feedback is used. If  – as in the case of 
Germany – the feedback has to be transferred to new, more complex topics, it needs 
to be very concrete. Otherwise, the data from Germany suggests that the feedback 
will be not used or left ignored. These results are consistent with Lipnevich et al. 
(2014) who also found that there might be differences in the degree students make 
use of the feedback they receive depending on whether there is the opportunity to 
revise the original work or whether the feedback is to be transferred to a subsequent 
task.

 Benefits and Challenges in Using Written Feedback
In research question 2, benefits and challenges which teachers see in using written 
feedback were investigated. In order to answer this question, the teachers were 
asked to fill out a self-reporting tool in which they reflected on the usability of writ-
ten feedback in their daily teaching practice. Considering the advantages of written 
feedback, the teachers from all three countries mentioned aspects that relate to stu-
dent learning and aspects that relate to the teachers themselves. However, when the 
teachers reflected on the advantages for themselves, they sometimes referred to for-
mative assessment only and not specifically to written feedback. Nevertheless, the 
teachers stated that providing written feedback helps to get an insight into a stu-
dent’s level of achievement, which can be considered a prerequisite to provide feed-
back by informing the students on where they are (Hattie and Timperley 2007). This 
insight also provides teachers with hints on how to plan their lessons. The quotes 
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from the teachers are well aligned with earlier findings (Andrade 2005). From the 
perspective of the teachers, written feedback is also useful for the students. On the 
one hand, they receive an individualised feedback which helps them to regulate their 
own learning. Again, this can be linked to the feedback theory from Hattie and 
Timperley (2007), where individualised feedback can tell a student where they are 
and what they should do next in order to reach the learning goals. On the other hand, 
the feedback can help to enhance student learning since they can further improve 
their artefacts. In this respect, written feedback appears as part of a process rather 
than a product. The results of the present study suggest a potential mechanism for 
how formative assessment supports student learning, specifically that formative 
assessment enhances student learning because of the individualised feedback that 
enables students to revise their pieces of work. The teachers from both Germany 
and Switzerland also mention motivational aspects. They say that the relationship 
between students and teachers improves through the use of feedback and that the 
feedback motivates the students to proceed. Besides these advantages for students 
and teachers, the teachers from Denmark and Switzerland also mention advantages 
that are related to the clearly formulated assessment criteria. They appreciate the 
resulting transparency and certainty for both students and teachers. The criteria 
allow also for easier combination of the written feedback with summative assess-
ment and for other teachers to work on the same criteria with the same group of 
students. Furthermore, the Danish teachers mention that using the template helped 
them to reflect on their own assessment practice.

The advantages that are reported by the teachers stress the worth of written feed-
back provided by the teacher. However, the teachers also mention challenges that 
are related to the use of written feedback. These challenges are similar to the find-
ings of Bharuthram (2015) and Luft (1999), specifically that teachers find practical 
difficulties in all three countries. The time needed to provide written feedback is 
considered a main difficulty. On the one hand, effort is needed to formulate the writ-
ten feedback itself. On the other hand, the planning of units with integrated oppor-
tunities for formative assessment is also time-consuming. Furthermore, the teachers 
from all three countries mentioned challenges related to their own assessment lit-
eracy. The German teachers refer to the difficulties of providing reliable and effec-
tive feedback without giving away the correct solution, which is also mentioned in 
the studies of Tuck (2012) as well as Bruno and Santos (2010). The Danish teachers 
express that it is difficult to select specific aspects which should be addressed in the 
feedback they give. The Swiss teachers mention the challenges of using a stan-
dardised tool for written feedback in a flexible way so that the feedback is effective 
for all students. This is also one of the major difficulties brought up as a challenge 
related to student use of feedback, namely, that teachers do not know to what extent 
the feedback is taken seriously and if the important issues in the feedback have been 
recognised. These challenges are consistent with the findings in the study from 
Bailey and Garner (2010). Additionally, some teachers express their uncertainty on 
what measures to take so that students would not forget the feedback right away. 
These challenges support the quantitative results from Germany which showed that 
the students rarely used the feedback even though it was concrete.
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Overall, clear benefits of written feedback can be demonstrated. However, the 
reported insights also show that written feedback has a number of challenges associ-
ated. The disadvantages also explain why structured formative assessment has not 
yet become part of normal teaching practice. Though, even in light of the chal-
lenges, it is possible to develop a number of means that could support the uptake of 
formative assessment in teaching practice.

 Limitations of the Study
This chapter is grounded on an exploratory study. Moreover, the results are based on 
a small sample size and therefore cannot be generalised. Due to the small sample 
size, it is not possible to elaborate on differences between school levels, subjects or 
different ways of providing written feedback. In these respects, there is a need for 
further research. In subsequent intervention studies, different school levels and sub-
jects should be controlled or systematically varied, respectively. This would imply 
that more teachers are needed. However, even for this exploratory study, it was dif-
ficult to find teachers who were willing to collaborate with research over a longer 
period of time (despite the fact that they received financial compensation). This 
implies that formative assessment (the focus of the whole ASSIST-ME project) was 
not a sufficient ‘drawcard’ to entice potential participants. The topic and its rele-
vance should therefore be given more weight in teacher education and professional 
development.

Furthermore, the study focuses on the perspective of the teachers. Student opin-
ions, the effects on student learning and the effects on the self-regulation of the 
students remained unclear. It would also be interesting to investigate how different 
groups of students benefitted from the written feedback. For example, it is plausible 
that students with different levels of language competence may have benefitted from 
written feedback to different degrees. Additionally, knowledge on each teacher’s 
prior experiences in providing written feedback would be necessary to measure the 
effect of the tool itself.

 Conclusions and Implications

In general, the results from this multi-country study suggest that the teachers 
involved were able to provide feedback structured by a feedback tool that related to 
previously defined criteria. The teachers were furthermore animated to justify their 
feedback and to provide guidance on next steps in learning. Therefore, relevant 
criteria for high quality of the feedback seem to be fulfilled. In the case of 
Switzerland, it was demonstrated that students used their teacher’s feedback for 
revisions. But given the large number of students in Germany and Denmark that 
used little to none of their received feedback, there is still large room for improve-
ment in this respect. Furthermore, the results suggest that it may be beneficial to 
provide teachers with tools, ideas and examples of good practice so that they are 
supported in providing students with written feedback. The results thus overall 
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imply that written feedback can be used meaningfully for formative assessment in 
science learning.

Nevertheless, the results indicate that the feedback was in some cases not justi-
fied or not formulated in a concrete way. This might mean that materials and tools 
are not sufficient to enable teachers to provide effective feedback. In pre- and in- 
service training, teachers should also be introduced to the use of such tools for 
effective and concrete feedback including justifications on what students have or 
have not yet achieved. Effective and concrete feedback can, as the results imply, 
enhance the quality of student artefacts and the abilities of the students to transfer 
this feedback to new contexts. However, the transfer seems quite difficult for stu-
dents even with very concrete feedback.

Despite these results, the teachers mentioned a variety of benefits. These included 
improved clarification of assessment criteria, the potential for enhanced student 
learning, motivational aspects and the potential for the teachers to adapt their own 
teaching.

The teachers also recognised a number of challenges related to written feedback 
which may inhibit the acceptance of the approach. It is suggested that these 
 challenges should be addressed not only in pre- and in-service training but also at an 
educational policy level. As part of teacher training, teachers should be shown how 
to integrate written feedback into their teaching routine. Since written feedback is 
by its own nature time intensive, an important goal in this training is to enable teach-
ers to decide at which points during their instruction the use of written feedback is 
most beneficial. In addition, teachers need support on how to motivate students to 
engage with the feedback, how to improve their work based on it and how to memo-
rise the main aspects of the feedback. With respect to educational policy, efforts 
should be made to better acknowledge the importance of feedback and formative 
assessment, which should in turn lead to an increasing acceptance of these 
approaches in teaching practice. One such approach would be to give more time and 
scope to teachers so that written feedback can be seen as a natural part of a teacher’s 
instruction, rather than as something ‘additional’ to manage within limited time 
available for teaching and learning.
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 Introduction

As described in the introduction to this book, this project explored the fit between 
inquiry-based education (IBE) and the use of formative assessment. One hypothesis 
was that formative assessment has the potential to facilitate both teacher and student 
work with IBE since it can provide some assurance and direction during the chal-
lenging environment of inquiry. As part of a review done to establish the context of 
formative assessment in inquiry-based education, this chapter explores possible 
links between educational systems and teachers’ practices with respect to assess-
ment. To examine these connections, the first of the two sections uses a survey of 
characteristics of eight European educational policies that may have an influence on 
assessment practices. It produces a typology of two country groups based on degree 
of centralization of administration as well as teacher and school autonomy. This first 
section also provides four models of education in the eight countries (Cyprus, Czech 
Republic, Denmark, France, Finland, Germany (state of Schleswig-Holstein), 
Switzerland, and the United Kingdom (England)), based on comparative curricula, 
teacher education, and professional development and assessment practices.
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The second part of the chapter then surveys the relevant formative and summa-
tive assessment research of the same eight European countries. It builds on the first 
section’s survey of system characteristics by examining the resulting assessment 
practices in each country. Given the degrees of centralization and autonomy of the 
countries, their assessment practices are discussed. The diversity of their existing 
practices shows the relative importance of summative and formative assessment in 
each case, the current extent of the use of formative assessment, and the challenges 
faced in the uptake of formative assessment methods. It concludes with the role of 
assessment in supporting inquiry-based education.

The goal of both parts of the chapter is to provide generalized insights into the 
alignment of formative and summative assessment with educational practices. The 
overall Pan-European affordances and challenges of assessment practices in the 
given contexts provide an insight into the multiple variables that account for the 
assessment practices in these European countries.

 Links Between European Educational Systems 
and Assessment Practices

The possible linkage between educational systems and teachers’ practices with 
respect to assessment was addressed by Cohen and Hill (2000) who examined the 
influence of assessment, curriculum, and professional development on teacher prac-
tice and student achievement. They analyzed 1994 California surveys on teachers’ 
practices (including their formative and summative assessment practices) and stu-
dents’ achievement and showed that policies can affect teacher practice and student 
performance. As educational policies interact with national educational systems, we 
used their work to build the model in Fig. 8.1 that presents the relationships between 
educational policies, teaching practices, and learning outcomes (Lima et al. 2015).

This model proposes that the relationship between educational policies and 
teacher practice is mediated by:

• The curriculum (students’ curricula, teachers’ own curricula, and student and 
teacher knowledge about students’ curricula)

• In-service professional development programs (which could be extended to 
teacher education in a broader model)

• State-wide or standardized student assessments for they allow teachers to think 
about the alignment among their teaching approach, the contents of the tests, and 
students’ performances

Testing this model, Cohen and Hill (2000, p. 327) concluded that “both our prac-
tice and policy measures positively relate to student achievement. State efforts to 
improve instruction can affect both teaching and learning.” As shown by Cross and 
Lepareur (2015) and Grangeat and Hudson (2015), other factors that are indepen-
dent from educational policy factors, like the nature of teacher collaboration or the 
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opportunities to talk about subject matter, teaching, or students learning (Wilson 
and Berne 1999), influence teachers’ professional knowledge and practice. However, 
this contribution focuses on the impact of educational systems on teacher profes-
sional activity.

In the first step of the research, educational policies and system characteristics 
that might influence student performance were identified. The study of Hanushek 
and Woessmann (2014), by focusing on macro-level variables that play a role in 
international evaluation of student performances (PISA, TIMSS), elicits the main 
characteristics of educational systems that influence performance differences at an 
international level. The same characteristics are not necessarily relevant in explain-
ing differences at a national level because each educational system has its own 
coherence and is included in a broader social system. Keeping in mind that this 
contribution focuses on the comparison among the national systems, it is drawn on 
these characteristics. Of the five main characteristics identified in the literature, 
three are used in this contribution for characterizing the educational systems partici-
pating in the sample (the remaining two are not relevant here):

• Accountability: The existence of an external exit exam or teacher use of regular 
standardized tests to monitor student performance is associated with higher stu-
dent performance.

• Autonomy of schools: Students perform significantly better in schools that have 
autonomy in organization and personnel decisions (budget allocation, hiring 
teachers, choosing textbooks and instructional methods, etc.).

Learning outcomes

Teacher professional knowledge

Educational Policies

Teacher professional de-
velopment

Student summative as-
sessment Curriculum 

Teaching practices

Fig. 8.1 Model of the relationships between educational policies, teacher practices, and student 
performance (Lima et al. 2015) (The different shadings correspond to different levels of descrip-
tion: in light gray, the education system level; in medium gray, the teachers’ level; and in dark 
gray, the students’ level)

8 European Educational Systems and Assessment Practice



214

• Tracking, streaming, or ability grouping: In countries with early tracking (aca-
demic vs. vocational), inequality of performances linked to social background 
increases systematically from fourth grade to the age of 15, whereas it decreases 
in countries without tracking (Hanushek and Woessmann 2014, p. 167).

The two other characteristics of educational system that are of some influence on 
student performance concern preprimary education and the competition from pri-
vate schools. They are out of range of our study that focuses on science teaching in 
primary and secondary schools.

The data of an online survey conducted through ASSIST-ME allows identifica-
tion of some characteristics of European educational policies that might influence 
teachers’ assessment practices as a part of their teaching practices: system organiza-
tion and management, school organization and management, teacher education and 
professional development, science education, and forms of student assessment (see 
introduction to this book). This survey was conducted in eight European countries: 
Cyprus, Czech Republic, Denmark, France, Finland, Germany (state of Schleswig- 
Holstein), Switzerland, and the United Kingdom (England). A group of researchers 
and experts of education (three in each country chosen by the head of the national 
research teams involved in the research program) answered a total of 111 questions 
about the educational system of their national school system (including school 
autonomy, accountability, and tracking), teacher education and professional devel-
opment, science education curriculum, and the form of student assessment at pri-
mary, lower secondary, upper secondary, and vocational secondary levels. All the 
questions were close ended except for three that were open ended in order to grasp 
the fine details of each educational system and to moderate the results from the 
close-ended questions. In each country, the experts had to reach a consensus before 
all their answers were submitted to a panel of national stakeholders. The group of 
stakeholders (representatives of educational institutions, head teachers, politicians, 
and administrators in charge of the local, regional, or national education system) 
was asked to react to and comment on all answers. That ensures that this informa-
tion reflected both researchers and partners’ views about their own educational 
system.

The exploration of the consortium educational systems has been conducted 
through multiple correspondence analysis (MCA) and cluster analysis. This type of 
analysis of the answers to the questionnaire allows elicitation of the main dimen-
sions (Le Roux and Rouanet 2010) that characterize the educational systems. The 
analysis of the three characteristics of educational systems (accountability, 
 autonomy, and tracking) produces a typology consisting of two groups (see Fig. 8.2). 
This typology is mainly based on the differences in autonomy and accountability as 
tracking did not seem to differ significantly among the countries involved in the 
analysis. First, this analysis identifies a group of centralized countries (France and 
Cyprus) in which the independence of schools and individual teachers is weak and 
the main decisions are made by the central administration. Second, this analysis 
identifies a group of more or less decentralized countries where the system is rather 
teacher centered (Finland and Denmark), rather school centered (Czech Republic) 
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or represents a kind of balance between school and teacher autonomy (United 
Kingdom and Switzerland). For example, in centralized countries, central authori-
ties are in charge of teacher hiring, while in decentralized countries, local authori-
ties or schools are in charge of teacher hiring. In decentralized countries, schools 
and sometimes teachers have some autonomy in the implementation of the national 
curriculum, when it exists, but they don’t have any autonomy in the centralized 
countries. In addition, one country is in an intermediate position between centraliza-
tion and decentralization (Germany) (Lima et al. 2013, p. 6–11). Even though the 
position of Germany might be surprising, it is consistent with the data of the OECD 
(2013) that show that, in Germany, the percentage of decisions taken at the central 
as well as those taken at local level are at the average of OECD countries. Those 
taken at the regional level (länder) are a lot more common than the OECD average, 
and those taken at the school level are a lot less common than the OECD mean. 
Such contrasts between low level of school decisions and high level of regional 
decisions place Germany in a balanced position between fully decentralized and 
highly centralized countries.

Answers to the eight country questionnaire were analyzed through a quantitative 
method. The analysis was based on MCA with countries as subjects and questions 
as variables. Because the model of the relationships between educational policies 
and teachers’ practices (including teachers’ assessment practices) focuses on the 

Fig. 8.2 Results of the MCA analysis on educational systems’ characteristics
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curriculum, and on teacher education and professional development, the concentra-
tion of the analysis was on these three domains:

• Curriculum: Does the competence model of the students’ curriculum, if it exists, 
specify competencies related to formative assessment? Do the curriculum’s 
guidelines require student day-to-day assessment? Do resources for teachers 
exist in order to support the uptake of day-to-day assessment related to STEM?

• Teachers’ education and professional development: Since when did formative 
assessment/summative assessment appear in initial teacher education? What is 
the amount of formative assessment/summative assessment in continued profes-
sional development (CPD) programs? Since when did formative assessment/
summative assessment appear in CPD programs?

• Teachers’ assessment practice in the classroom: How is student achievement 
communicated to the students? How common is it that students are involved in 
the assessment of their own (and others) performance? Are there dedicated meet-
ings for helping students and parents to make sense of the assessment informa-
tion and decide strategies for improving their learning?

The MCA results detected variables that distinguish the national educational sys-
tems and identified proximities between some systems on these variables. Table 8.1 
illustrates the results of this analysis that shows the existence of four models in the 
sample. The first model depicts countries in which the introduction of formative 
assessment in teacher education and professional development took place more than 
15 years ago, even if the practice was not important. In these countries, formative 
assessment practices were implicit in the official recommendations; however, they 
are not explicitly cited as a competency in the curriculum and not supported by 
formal meetings with students to discuss their assessment results. This “long-term 
and implicit” model comprises Denmark and Finland. The second model is also 
characterized by an implicit practice of formative assessment and a long-term pres-
ence of formative assessment in teachers’ education but with a more recent intro-
duction of formative assessment as an important object of teacher professional 
development. This “middle-term and implicit” model comprises Germany and the 
United Kingdom (England). The third model, “middle term and explicit,” compris-
ing France, Czech Republic, and Switzerland, is characterized by a middle-term 
introduction of formative assessment in teacher education and professional develop-
ment (between 5 and 15 years ago), by an explicit presence of evaluation competen-
cies in the curriculum and by the use of formal meetings with students to make 
sense of their assessment results. The last “short-term and explicit” model, the 
model of Cyprus, presents also explicit evaluation competencies in the curriculum 
and the use of formal meeting with students to make sense of their assessment 
results, but the introduction of formative/summative assessment in teachers’ educa-
tion and professional development is recent (less than 5 years ago). These four mod-
els are mainly defined by the older or recent introduction of formative assessment in 
in-service teachers’ professional development and an explicit or implicit implemen-
tation of formative assessment in the classrooms.
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The first and second model (long term and implicit, middle term and implicit) are 
associated with decentralized educational systems (Denmark, Finland, England, 
and Germany to some extent), while the two other models (middle term and explicit, 
short term and explicit) are associated with centralized (France, Cyprus) or school- 
centered (Czech Republic, Switzerland) educational systems (Lima et al. 2013).

These results are consistent with the model presented in Fig. 8.1 that links edu-
cational policies (in our study, the level of centralization of the system and, because 
of policies, curriculum specification) to teacher practices of formative assessment 
directly or by the means of both teacher education and teacher in-service profes-
sional development programs. However, these results come from a sample of only 
eight European educational systems and from teachers’ practices that are indirectly 
described. Accordingly, they provide only some indications for a better understand-
ing of the link that may exist between national policy and teachers’ practice. The 
direct identification of teachers’ practices through teacher interviews or classroom 
observations and the study of other educational systems may strengthen these 
results. More information about the organization of in-service professional develop-
ment in each country may also specify the link between educational policies and 
teachers’ practice.

Table 8.1 The four models of the combination among teacher education, nature of curriculum, 
and assessment

Models

Introduction of 
formative 
assessment in 
teachers’ 
education

Introduction and 
amount of 
formative 
assessment in 
professional 
development 
CPD

Explicit 
presence of 
evaluation 
competencies in 
the curriculum

Formal meeting 
with students to 
make sense of 
assessment 
results

Implemented for 
long and non- 
explicitly 
(Denmark, Finland)

Long-term 
introduction in 
TE

Long term but 
with little 
amount in CPD

No No

Implemented for 
some years and 
non-explicitly 
(Germany, United 
Kingdom)

Long-term 
introduction in 
TE

Middle term 
with an average 
to important 
amount in CPD

No No

Implemented for 
some years and 
explicitly (France, 
Czech Republic, 
Switzerland)

Middle-term 
introduction in 
TE

Middle term 
with an average 
to important 
amount in CPD

Yes Yes

Implemented 
recently and 
explicitly (Cyprus)

Middle-term 
introduction in 
TE

Short term but 
with little 
amount in CPD

Yes Yes
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However, our results allow us to envision possible ways to enhance the combina-
tion of formative and summative assessment in teacher practice through educational 
policies:

• Promoting day-to-day formative assessment in combination with summative 
assessment through teacher education and in-service development. As stated in 
the OECD report about effective teachers, teacher quality is the main factor of 
influence on student performance, which is potentially open to policy influence. 
As teacher quality is partly dependent on their education (OECD 2005, p. 26), 
teacher professional development seems to be a key factor for implementing 
formative assessment and its combination with summative assessment in teacher 
practice. Informal use of formative assessment and its integration in day-to-day 
assessment practices (Lima et al. 2015) promoted by the long-term presence of 
formative assessment as an object of teacher education and in-service teacher 
professional development seem to be favored in teacher-centered educational 
systems (as in Finland or Denmark).

• Providing teaching resources and guidelines for the implementation of formative 
assessment and its combination with summative assessment. Resources (e.g., 
textbooks) which help teachers in the implementation of formative assessment in 
their classrooms also seem to be an important means for the adoption of forma-
tive assessment practice, particularly in educational systems with a shorter-term 
promotion of formative assessment in schools (Lima et al. 2015).

 Surveying European Use of Formative and Summative 
Assessment

The aim of this second part of this chapter is to complement the educational system- 
based perspective presented in the first part of the chapter by specifically addressing 
national research conducted in the ASSIST-ME partner countries with respect to the 
formative and summative use of assessment in science, technology, and mathemat-
ics education (STEM) (s. Chap. 3). In alignment with the objectives of the 
ASSIST-ME project, a specific focus thereby lies on inquiry-based teaching and 
learning approaches within the three domains (s. Chap. 2). The underlying assump-
tion is that the potential success of any attempt to change the assessment practice 
within a country will not solely depend on the characteristics of the educational 
system. Of equal importance is how these conditions are implemented in practice. 
Results from educational research can provide helpful information not only about 
the challenges but also the opportunities of these implementations across different 
national contexts.

In order to illustrate country-specific characteristics regarding the assessment of 
inquiry-related competences, a survey was carried out by asking national experts 
from the fields of science, technology, and mathematics education. The survey con-
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sisted of ten open-ended questions that asked the national experts to summarize 
national research findings related to five overarching topics:

 1. The role of formative and summative assessment for the teaching and learning of 
STEM

 2. The relation between formative and summative assessment
 3. Formative assessment practice
 4. Challenges for the uptake of formative assessment
 5. The role of assessment in supporting inquiry-based teaching and learning

As the experts were all involved in the ASSIST-ME project (see book introduc-
tion), a shared understanding of the terms formative and summative assessment 
could be assumed. In the following, the major findings from the reports from the 
eight European countries Cyprus, Czech Republic, Denmark, England, Finland, 
France, Germany, and Switzerland are summarized. Since the amount of available 
research varied considerably between countries, the intention of this section is to 
present spotlights of country-specific research that give a general sense of the situ-
ation of formative and summative assessment in European countries rather than to 
provide a comprehensive summary of the situation in each separate country. A com-
plete description of the results can be found in Rönnebeck, Bernholt, Ropohl, 
Köller, and Parchmann (2013). The most interesting and striking similarity across 
countries is that in almost all countries, there has been little to almost no national 
research on formative assessment in general – or on inquiry competences in particu-
lar. For topics where no research findings existed in countries, some of the experts 
provided informed hypotheses regarding possible reasons for the lack of research. 
In Cyprus, for instance, a possible reason was seen in the fact that educational pol-
icy and teaching practice do not prioritize evidence-based research in their deci-
sions. As a consequence, the potential of assessment data to inform policy and 
practice (and support learning) is often not considered. The centralization of the 
educational system as described in the first part of this chapter (see Fig. 8.2) was 
regarded as another possible cause. Teachers often lack the motivation to improve 
the quality of their teaching since such efforts are not rewarded by the system (e.g., 
teacher appointment and salaries are independent of qualifications and the quality of 
teaching).

 The Role of Formative and Summative Assessment for STEM 
Teaching and Learning

With respect to the role that formative and summative assessments play in and for 
the teaching and learning of STEM, in almost all countries, summative assessment 
is considered to be predominant compared to formative assessment. In some coun-
tries like Switzerland or Germany, long traditions of summative assessment and 
grading exist. The same is true for Finland where students complete up to 50 tests 
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per year, and the test results often provide the major source for grading. The charac-
ter of the tests differs (e.g., from nationwide to statewide or even school-/teacher- 
based tests) in relation to the centralization of the educational system and, e.g., the 
school autonomy as described in the first part of this chapter (see Fig. 8.2). Within 
the last decade, however, even in systems where the authority lies with individual 
states or cantons, like Switzerland and Germany, a trend has been observed to estab-
lish a nationwide comparability of assessment tasks and results. The educational 
system in Germany, for instance, has shifted from an input to an output orientation. 
Nationwide, competence-oriented educational standards were implemented, and 
their attainment is monitored in regular intervals by national large-scale assess-
ments. However, similar to Switzerland, the purpose of these large-scale assess-
ments is to survey the system and not the individual student.

With respect to formative assessment, results from France show that the majority 
of teachers and students favor formative assessment or at least consider formative 
and summative assessment equally important (e.g., Issaieva et  al. 2011). In 
Switzerland, mandatory guidelines exist in many cantons that explicitly mention 
formative assessment; however, no systematic surveys of formative assessment 
practice exist (which seems to be characteristic for the situation in many of the par-
ticipating countries).

Following the seminal review by Black and Wiliam (1998) reporting on the posi-
tive effects on learning where formative assessment had been used in classrooms, 
several projects in England investigated the opportunities and challenges of imple-
menting formative assessment in regular teaching practice. The results showed that 
such practices could be established in schools (e.g., Black et al. 2003; Wiliam et al. 
2004); however, they required radical changes on the side of the teachers (e.g., 
Harrison 2013). A specific challenge that teachers encountered was to promote 
autonomy and self-regulated learning in their students (Marshall and Jane 
Drummond 2006). Moreover, teachers felt that the formative assessment often pro-
vided so much scaffolding that it was difficult to decide whether the learners could 
have been successful without this additional support.

 The Relation Between Formative and Summative Assessment

In most countries, there is not much research or information about the interaction 
between formative and summative assessment available. Grades are regarded by 
some countries as a form of summative assessment that also has a potential for for-
mative assessment purposes (see Chap. 3). A study in Germany comparing 
classroom- based assessments and standard-based tests found that thematically 
focused assessments – as needed for formative assessment – led to additional and 
specific information that could not be provided by summative assessments (Klieme 
et al. 2010). A research tradition investigating the relationship between formative 
and summative assessment, however, exists in England. In this tradition, formative 
and summative assessments are not regarded as two different types or forms of 
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assessment. “In general terms, assessment is simply the production and interpreta-
tion of evidence of achievement. If this evidence is used to guide the next steps in 
progress, it is for learning [formative]; if it is used to sum up, judge, make decisions 
about progress so far, it is of learning [summative]” (Rönnebeck et al. 2013, p. 80). 
Teaching, learning, and assessment all need to be closely interlinked in the planning 
and implementation of any teaching program – otherwise tensions might be created 
or opportunities for improvement missed. One negative impact of the higher profile 
given to test-based results in England’s national curriculum assessment system has 
been shown to be not only a loss of assessment skill on the part of teachers but also 
a loss of confidence in their ability to make sound assessments of their students 
(Black et al. 2010, 2011). The given balance between school and teacher autonomy 
as described in the first part of this chapter (see Fig. 8.2) would seem to provide 
teachers with the opportunities to develop and practice formative assessment strate-
gies. However, this affordance may be overwhelmed by this English national cur-
riculum assessment system.

 Formative Assessment Practice

Formal formative assessment seems not to exist in the investigated countries. A 
recent study in Denmark, however, found that when teachers assess their students, 
they have “an outspoken focus on learning and learning potential” and that most 
teachers assess “continuously and after the individual activity” (Rönnebeck et al. 
2013, p. 26) – the most common forms of assessment are whole class conversations 
and written tests. A similar hypothesis in Finland assumes that opportunities for 
formative assessment exist in daily teaching practice where teachers might espe-
cially use short-term, informal formative assessment in teacher-student interactions. 
In Switzerland, where student and teacher attitudes toward different assessment 
methods have been investigated (Vögeli-Mantovani 1999), a high acceptance by 
teachers for oral feedback instead of grades, learning reports on progress, and stu-
dent self-assessment has been observed. The acceptance among parents and stu-
dents was also comparably high. The relatively high autonomy of teachers in 
Denmark, Finland, and Switzerland (see Fig. 8.2) may allow these teachers to indi-
vidually include formative assessment strategies in their teaching.

With respect to the existence and research into the use of specific tools for forma-
tive assessments, countries differ significantly. Whereas in Finland and the Czech 
Republic, no such tools exist at all, in Denmark, many are available but very little 
research-based knowledge on how they are used exists. In Switzerland, formative 
assessment is systematically gaining in importance and has been supported by regu-
lations (Vögeli-Mantovani 1999). Examples for formative assessment formats are 
rubrics, portfolios in mathematics, and textbooks fostering inquiry that include 
assessments. However, the gain in importance is not yet reflected in the daily prac-
tice in schools. Similar to Denmark, tools for formative assessment exist in Germany, 
but there is little research about their use. Recently, however, several studies inves-
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tigated the use and effect of feedback in mathematics instruction (e.g., Rakoczy 
et al. 2013). The authors found no significant total feedback effects on interest and 
achievement development. There were, however, indirect effects on the develop-
ment of interest via the perceived competence support and usefulness and on 
achievement development via the perceived usefulness. A mastery-approach goal 
orientation mediated the impact of feedback on the perceived usefulness.

In contrast, a Danish formative assessment instrument aimed at supporting stu-
dents in performing inquiry processes has been used in physics. It was shown to 
increase the motivation, especially of girls, dramatically (Dolin 2002). Parallel to 
the ASSIST-ME project, a PhD thesis addressed the impact of formative assessment 
on students’ self-regulation in the context of IBSE in France. The research aimed at 
analyzing the assessment practices of teachers and their effects on their students’ 
self-regulatory process. Two approaches were compared. The first corresponded to 
formative assessment methods implemented by teachers in their daily practices 
without training. The second concerned the assessment practices implemented by 
these same teachers after a series of three workshops where they collaborated for 
designing teaching units comprising formative assessment tools and for gradually 
improving them. The results showed a better balance in the use of different forma-
tive assessment methods in the second situation, especially with respect to a greater 
empowerment of the students and a better account taken of peers as resources. 
Students also demonstrated more efficient self-regulation since they spent more 
time in elaborating problem-solving strategies and in being committed in the task 
(Lepareur 2016).

 Challenges for the Uptake of Formative Assessment

Countries regarded different factors as impeding the uptake of formative assess-
ment. These factors are mostly in line with results found in the international litera-
ture (Bernholt et  al. 2013). A serious impediment in many countries is seen in 
teachers’ beliefs about assessment as an instrument for generating grades and rank-
ing students. Moreover, teachers often seem to have reservations toward formative 
assessment because they consider it laborious and difficult to implement (e.g., in 
Finland). A study in Germany points out that a dilemma between alternative assess-
ment methods that aim at the contemplation of learning (like learning diaries) and 
student evaluation exists (Winter 2007). Students might not openly express their 
ideas, opinions, and problems if they know they will be evaluated. On the other 
hand, students might be demotivated if they put much effort into a portfolio, and this 
work does not contribute at all to their grades.

In Cyprus, research shows that although teachers seem to appreciate assessment 
as an integral component of teaching and a powerful means of enhancing the quality 
of teaching and learning, they nevertheless exhibit an inclination toward traditional 
assessment approaches that yield overall scores (Rönnebeck et  al. 2013). Other 
aspects mentioned, for example, in a study from Switzerland, are a lack of time and 

R. Evans et al.



223

a lack of teacher competence to differentiate between different levels of proficiency 
within a class (Smit 2009). In England, results from the assessment for learning 
(AfL) initiative provided insights into the challenges of a widespread implementa-
tion of formative assessment. While at the school level competing priorities, for 
example, demands for summative data and other issues of accountability, were 
found to be a major obstacle, the main drawback for teachers was in fully develop-
ing the dialogic classroom (Rönnebeck et al. 2013).

With respect to support that teachers need in order to implement formative 
assessment into their daily teaching practice, almost all countries agree on a general 
need for pre- and in-service teacher training. The historic variations in teacher edu-
cation and professional development for the introduction of formative assessment 
provide some understanding of its current use (see Table 8.1). This training should 
address different aspects related both to learning and to assessment. Research from 
England indicates that teachers need to develop an in-depth pedagogical knowledge 
of how children learn and of their own pupils’ learning needs (e.g., Watkins and 
Mortimore 1999). With respect to assessment, teachers need support to increase 
their assessment literacy. Research from Germany shows that a high diagnostic 
competence of the teacher positively influences his or her formative assessment 
practice (Klieme et al. 2010). Another important issue is the assessment of progress 
against personal rather than normative frameworks. Moreover, teachers need sup-
port to change their beliefs about assessment. Teacher perceptions about formative 
assessment are strongly influenced by how they were formed, the particular school 
contexts, and how they may affect practice (Sach 2012).

In this context, the importance of a strong relation between educational research 
and assessment practice is stressed by, for example, Denmark and the Czech 
Republic. An urgent need for concrete assessment tools is expressed in a study from 
Switzerland (Jundt and Wälti 2011). They found that ready-made mathematics units 
including rubrics for assessment encouraged teachers to assess complex (and there-
fore often neglected) competences. In Finland, a possible way to support teachers 
could be to involve textbook writers in the process because of the central role text-
books play in Finnish teaching and learning. From studies on school effectiveness, 
eventually, Cyprus concludes that mechanisms for internal evaluation need to be 
established and activities implemented that aim at improving teaching practice and 
the corresponding learning outcomes (e.g., Creemers and Kyriakides 2006).

 The Role of Assessment in Supporting Inquiry-Based Teaching

No studies investigated whether assessment methods influence the uptake of inquiry 
in the respective countries. Switzerland, Finland, and the Czech Republic, respec-
tively, state that inquiry is not used frequently, is uncommon, or is not a part of the 
regular instruction. One major reason for this is seen in the fact that inquiry is often 
not assessed in examinations (e.g., in Denmark and Finland) and is thus perceived 
as auxiliary to core teaching. However, it is assumed that with more broad support 
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for teachers in formative and summative assessment through both preservice and 
continuing teaching education (see Table 8.1), inquiry could gain significance. In 
Denmark, there has been some research on how summative and formative assess-
ment could be used to promote learning in inquiry education (the “assessment dia-
logue” Christensen 2004). In Germany, the implementation of educational standards 
(which include inquiry competences) required the development of competence 
models  – and thus assessment items  – for inquiry for monitoring purposes. In 
Denmark, a new examination for lower secondary includes attention to inquiry 
processes.

 Overall

The diverse use and relationship of formative and summative practices in the eight 
European countries provide an overview of irregular connections in the Fig.  8.1 
model of the relationships between educational policies and teacher practices. The 
lack of a European-wide standard for using formative and summative assessment 
along with inquiry-based STEM teaching and learning provides both challenges and 
opportunities. The diversity between and within countries gives us a number of 
“natural experiments” where various uses of assessment tools and teacher training 
can be compared and contrasted for insights into research-based changes. Our 
research is useful in identifying some of these “experiments” which might be worth-
while exploring with further research.

The next chapter moves from this general overview of Pan-European perspec-
tives of assessment to a deeper focus on teacher perspectives collected from teacher 
questionnaires as well as interactions with teachers in eight countries.
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Chapter 9
Teacher Perspectives About Using Formative 
Assessment

Robert Evans, Rose Clesham, Jens Dolin, Alena Hošpesová, 
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 Teacher Questionnaire

Pan-European views of the project teacher’s development were sampled with a 
questionnaire to track overall teacher change in seven countries. As described in this 
book’s introductory chapter, teachers were participants in the ASSIST-ME project 
aimed at investigating the uses of formative assessment strategies along with 
inquiry-based teaching. Both the pre-study and final questionnaires were distributed 
to all participating teachers. The purpose was to gain insight into the development 
in teachers’ perceptions of the relevance of inquiry-based education (IBE), forma-
tive assessment, competence-oriented teaching and their confident use of these 
aspects of assessment compared to that of control groups composed of similar col-
legial teachers. All of these aspects were examined in three dimensions: the teachers 
were asked how often they used the different methods in their teaching, how impor-
tant they thought they were and how competent they felt in employing the aspects 
in their teaching.

The questionnaire assessed confidence by asking about respondents’ self- efficacy 
when using formative assessment in their classroom practices. There were five 
questions regarding the use and perception of IBE: how teachers work with engag-
ing their students through interesting or unusual questions and how they get them to 
identify investigable questions, plan investigations, have collaborative discussions 
and work with real-life problems.
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Questions about competences focused on six competences: investigation in sci-
ence, problem-solving in mathematics, design in engineering, argumentation, mod-
elling and innovation across all subjects.

The questionnaire was distributed to all local working group (LWG) teachers 
across partners as well as to a control group of teachers for each LWG during the 
first round of implementation. This resulted in 110 LWG sets of answers and 57 
control group responses by the end of the first implementation round (see Table 9.1). 
Only at the end of the third implementation round 2 years later, the identical ques-
tionnaire was distributed once more to all respondents who answered the question-
naire in the first round. However, partners where the first-round response rate was 
too low to yield meaningful results were omitted from the final questionnaire round. 
We did not attempt to classify the nonrespondents, thus reducing some of the gen-
eralizability of this study. This means that by the end of the 2 years of implementa-
tions, the questionnaire was distributed to 101 LWG teachers and 52 control group 
members from seven partners (two from France).

Except for the 12 items relevant to self-efficacy, the questionnaire responses have 
not been analysed quantitatively due to the incomplete pre- and post-data sets. The 
self-efficacy items are an exception since it is useful to examine quantitative changes 
in single questions across countries.

Changes in items regarding IBE teaching suggest that developing inquiry-based 
teaching units was the focal point for many teachers throughout the implementa-
tions. This is supported by the work on the LWG meetings in Denmark where sub-
stantial amounts of time, especially in the first implementation round, were spent 
developing inquiry teaching units. The questions about assessment also hint at some 
change in perceptions about formative aspects of feedback and questions related to 
specific ways of assessing students. However, clear trends across cultures were not 
evident.

Table 9.1 A summary of the response rates from the pre- and post-questionnaires from both 
participant teachers (LWG) and those not participating (control). Cyprus and the United Kingdom 
were dropped from the final survey due to low response rates in the first round

Country
Pre-round response rates Post-round response rates
LWG Rate Control Rate LWG Rate Control Rate

Denmark 19 100% 7 58% 16 94% 4 57%
Germany 12 86% 6 100% 4 40% 2 33%
Cyprus 7 41% 3 9% 0 NA 0 NA
Switzerland 20 95% 15 83% 16 89% 13 87%
France (A) 17 68% NA NA 11 65% NA NA
United Kingdom 2 12% 2 33% 0 NA 0 NA
Finland 8 89% 2 67% 8 89% 1 50%
France (B) 7 64% 5 83% 6 67% 3 60%
Czech Republic 18 86% 17 81% 14 82% 12 75%
Totals 110 57 75 35
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 First Perspective: Changes in Teacher Self-Efficacies While 
Using Formative Assessment

 Teacher Self-Efficacy Beliefs

Introducing teachers to strategies for formative assessment and facilitating their use 
inevitably includes consideration of the importance of changes in teacher’s personal 
beliefs about their capacities to adapt these approaches successfully to their class-
rooms. Without concomitant belief changes, teachers are less likely to successfully 
use less familiar methods and to continue to improve their skill at mastering them. 
Our efforts to introduce and facilitate the formative assessment methods—teachers’ 
written feedback to students, classroom peer-to-peer assessment, ‘on-the-fly’ 
teacher feedback to students and structured assessment dialogue in the classroom—
were grounded in strategies for enhancing teacher beliefs about their abilities to use 
them (see this book’s introductory chapter for details about these formative assess-
ment methods). This section of teacher perspectives looks at changes in the teacher 
capacity belief of self-efficacy while using strategies for enhancing these beliefs 
given the circumstances in which formative assessment methods were trialled. The 
findings of the teacher questionnaire which addressed capacity self-efficacy beliefs 
among study teachers and those not a part of the study, before and after using the 
formative assessment methods, are shared.

 The Role of Self-Efficacy

‘Self-efficacy’ is the capacity belief based on Albert Bandura’s work that posits that 
such beliefs ‘… contribute significantly to human motivation and attainments’ 
(Bandura 1992). Beliefs in one’s own ability to manage and implement a given chal-
lenge, such as using formative assessment with a class not accustomed to it, are 
instrumental in meeting the challenge (Bandura 1992). We each hold these expecta-
tions about our future ability to perform tasks based on previous life experiences. As 
teachers grow professionally by strategies to facilitate learning, they feel more con-
fident about replicating those teaching methods that are successful and less confi-
dent about trials either which do not succeed or for which they receive no evidence 
of their success.

For example, if teachers attempt to use peer-to-peer assessment for the first time 
they, based on previous experiences with unfamiliar methodologies, typically will 
have some doubts about their chances for success. At the same time, these doubts 
may be balanced by positive expectations from previous successful experiences 
with new strategies. Considering these doubts, positive expectations and their cur-
rent teaching environment, teachers will have individual levels of self-efficacy about 
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how successful they expect to be. Contributing to this level of self-efficacy is a 
teacher’s general confidence as a teacher at attempting new methods of instruction. 
However, general self-confidence is not the same as self-efficacy beliefs, since effi-
cacy beliefs are targeted at specific future behaviours, whereas self-confidence is 
non-specific. We can simultaneously have a high confidence in our teaching ability 
yet low self-efficacy when confronted with a specific teaching demand such as using 
an unfamiliar kind of formative assessment. A higher general confidence can posi-
tively influence our self-efficacies, but its effect may be diminished as attempts at a 
given task provide task-specific feedback about our abilities (Bandura 1997).

Therefore, as teachers implement, in this case, peer-to-peer formative assess-
ment, the feedback they get about how the trial goes will either raise or lower their 
self-efficacies for peer-to-peer formative assessment. If their self-efficacies for 
using peer-to-peer assessment were rather low to begin with and if they cannot see 
evidence of successful use, they may be averse to trying the strategy again. However, 
if to begin with, their self-efficacies were robust and they get some credible positive 
feedback, their self-efficacy for using peer-to-peer assessment is slightly raised, and 
the chances of them tying it again are enhanced.

Essential for any change in self-efficacy is authentic feedback about the degree 
of success for a teaching action. Sources of such feedback include self-reflection, 
student activation and various indicators of student success as well as perspectives 
provided by colleagues and/or other observers.

The perceived validity of these sources of feedback success is important since if 
teachers do not have confidence in how well their use of feedback methods is work-
ing, then they are not likely to use them in the future.

 Opportunities for Enhancing Self-Efficacy

Albert Bandura (1995, 1997) identified four experiential factors that determine self- 
efficacy expectations. He categorizes them as ‘enactive mastery experience’, ‘vicar-
ious experience’, ‘verbal persuasion’ and ‘affective states’ (Bandura 1997). Mastery 
experiences are past efforts at the same or similar teaching tasks from which teach-
ers judge for themselves how well they were able to achieve a ‘novel’ teaching 
method. Their self-reflections about the extent to which they succeed in implement-
ing something different strongly influence their future personal expectations for 
using this teaching method again. In the case of facilitating peer-to-peer assessment 
in their classroom, how teachers judge student experiences and other indicators of 
performance influences how they feel about using peer-to-peer feedback.

The influence of mastery experiences on future behaviour is high. Consequently, 
misinterpretations of success are especially important to avoid when trying ‘new’ 
teaching methods. For example, if a teacher’s self-reflections tend to be very criti-
cal, then they may avoid follow-up trials based on these harsh judgements about 
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their first successes. Conversely, teachers who are more objective and perhaps have 
a generally higher self-confidence may note where they succeeded and what to 
change the next time. Teachers who get feedback on the use of unfamiliar teaching 
methods, such as by objectively examining student outcomes, are more likely to 
have valid changes in self-efficacies.

Teacher self-efficacies are also influenced vicariously through seeing how their 
peers handle a trial of, for example, peer-to-peer student assessment. When they 
work in a teaching group to implement such a method and then discuss with their 
colleagues the degree of success, they adjust their own self-reflections to those of 
others with whom they compare themselves. These comparisons influence individ-
ual self-efficacies, particularly among teachers who have had little experience of 
their own and look to peers with more experience for indicators of success (Bandura 
1997).

Similarly, ‘verbal persuasion’ that teachers receive from those who they respect 
such as other teachers, administrators or university faculty has an effect on their 
individual perceptions of self-efficacy. These sources of verbal coaching, when 
valid and not just kindly supportive, influence self-efficacies. The veracity of the 
feedback from significant others can also serve to align self-reflections with the 
reality of a teacher’s success and hence influence self-efficacy. Even when this feed-
back is negative and therefore likely to depress self-efficacy, if it is combined with 
suggestions for ameliorating the difficulties, the negative effects may be limited 
(Bandura 1997).

The affective perceptions of teachers attempting unfamiliar teaching methods, 
perhaps like peer-to-peer assessment, can have a negative influence on their self- 
efficacy in that their performance may be hindered by negative affective messages 
that reduce the otherwise positive feedback of their efforts. The disequilibrium of 
attempting untried teaching methods when compared to usual procedures can 
increase negative affective effects for some teachers and hence depress their self- 
efficacies. This is particularly true for inexperienced teachers and for teachers who 
depend only on their own self-reflections. Vicarious feedback from observing peers 
and valid encouragement from respected colleagues can help reduce attributions to 
inability.

 The Environment in Which Formative Assessment Is Used

With a goal of testing the usefulness of formative assessment methods, we included 
with our implementations opportunities for all of Bandura’s methods for self- 
efficacy change (Bandura 1995, 1997) to be used. For each of the trials in eight 
country sites, local working groups (LWGs) of experienced teachers were formed. 
Over the course of 2 years, before, during and after feedback implementations, the 
teachers met with one another and project leaders to plan activations and discuss the 
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results. During implementations, LWG teachers tried the assessment methods mul-
tiple times and reflected both individually and as local groups on the results of their 
trials. After concluding their trials, the LWGs along with the project leaders in each 
country met to discuss the outcomes. Before and after concluding their project 
work, all of the teachers in the LWGs, as well as teacher colleagues in each country 
who did not participate in the trials, answered questions about their experiences on 
a standard teacher questionnaire that was translated into each country’s language.

These teacher trials with formative assessment methods were designed to pro-
vide opportunities for ‘mastery’ of the less familiar methods since they were tried 
multiple times with intervals between for reflection and feedback. Since the project 
engaged experienced teachers, their self-reflections after repeated lesson trials were 
likely to have influenced their self-efficacies for each of the methods they used. In 
addition, since they met with peers in their LWGs before, during and after trials, the 
opportunities for vicarious influences from the group were frequent. Concomitantly, 
there were opportunities for influential members of the LWGs as well as project 
leaders to affect teacher self-efficacies through social persuasion at meetings where 
the processes and results of the trials were discussed. It was hoped that the engage-
ment of experienced teachers who volunteered for the project, along with frequent 
opportunities for LWG reflection and feedback from project leaders, helped control 
any possible negative affective consequence effects of trying new classroom teach-
ing methods.

 How Self-Efficacy Was Assessed with the Teacher Questionnaire

The teacher questionnaire was administered to all participating teachers as well as 
to a sample of similar teachers from the same countries who were not involved with 
the study, both before and after trials with the formative assessment methods. It 
contained 12 items whose aim was to assess the self-efficacy of teachers unfamiliar 
with various formative assessment methods. These items (see Fig. 9.1) were derived 
from a commonly used international instrument for science teaching self-efficacy 
(Enochs and Riggs 1990; Bleicher 2004). The two constructs of self-efficacy and 
outcome expectations, both of which are theoretically part of capacity beliefs 
(Bandura 1997), were both represented among the questionnaire items. Nine ques-
tions required teacher efficacious projections of their future capability at performing 
a given teaching action; three questions (*s in Fig. 9.1) queried the likely outcome 
of teaching efforts given the circumstances in which the teaching occurred. Both 
perspectives are indicative of the likelihood that a teacher who has experienced 
using these formative assessment methods is to use them again since it is not only 
their judgement of their own ability to use a method (self-efficacy) but also whether, 
given the circumstances of their classroom and students, they would actually be able 
to implement it (outcome expectations).
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Teachers in each of six countries responded to five-point Likert scales for each of 
the 12 items. The polarities of some items were reversed to reduce response sets. 
Eighty-three teachers out of a possible 95 (64 participating teachers and 31 control 
teachers) in six countries responded to both the pre- (administered in 2014) and 
post-teacher (2016) questionnaire administered in their own languages by local 
researchers. The full response rate of 87% of teachers completing both pre- and 
post-questionnaires was high. This high response rate can be attributed to the fact 
that the teachers were all known to researchers who had worked with them for sev-
eral years and the surveys were not anonymous. There may have been some bias 
since the desire of these participating teachers to ‘please’ the researchers may have 
affected scores. On the other hand, the 2 years between pre- and post- administrations 
would have made it unlikely that teachers recalled their pre-responses when com-
pleting the post-questions. The 33% respondents who were control teachers were 
subject to as much bias since they had no participation or relationship to the 
researchers and probably did not recall their pre-responses when completing the 
post-survey.

Since the 12 items in the questionnaire do not represent a standardized instru-
ment for collectively measuring self-efficacy, the individual item results are more 
useful in assessing change than aggregated scores. Because self-efficacy is an indi-
vidual’s capacity belief, summative data for all six reporting countries is more use-
ful than individual or country data in judging the potential of these experienced 
teachers to raise their self-efficacies while using the formative assessment methods. 
Individual and country changes in self-efficacy have the potential to inform indi-
vidual and country success with these methods. Consequently, we chose an overall 
cross-country perspective to gain general feedback on the trials of formative 
assessment.

Fig. 9.1 Teacher questionnaire items aimed at assessing self-efficacy (*outcome expectations)
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 Changes in Self-Efficacy Beliefs While Using Formative 
Assessment Methods

A hypothesized outcome of the trials of assessment methods was for positive 
changes in teacher’s self-efficacies to occur when using the given formative assess-
ment methods. The results of the 12 questionnaire items about self-efficacy provide 
relevant indicators. Table 9.2 contains the changes in mean scores on the 12 pre- and 
post-items for the project teachers (LWGs) and other teachers (control groups). 
Overall (means), there were no changes in self-efficacy for the project teachers 
(+0.06 out of 5 points), while the collegial teachers (control groups) who had no 
exposure to the formative assessment methods of the project reduced their self- 
reported efficacies (−0.49 out of 5 points) over the course of the study. Since these 
12 questions did not comprise a comprehensive and validated instrument, it is more 
useful to look at changes in individual items since each assesses a different aspect 
of capacity belief. Seven items 38, 39, 40, 41, 42, 45 and 49 (see Table 9.2) directly 
address teacher projections about their future use of formative assessment.

The projections in these seven questions are not confounded by the outcome 
expectations of items 43, 44 and 46, since these three questions ask teachers about 
characteristics of their teaching situation which may influence their self-efficacy, 
but they do not assess the self-efficacies directly associated with the use of the four 
formative assessment strategies of the project. Nor are they tangential to using for-
mative assessment, as are items 47 and 48, which address teacher content knowl-
edge along with formative assessment.

For the seven items (38, 39, 40, 41, 42, 45 and 49) directly addressing self- 
efficacy, questions 39, 40, 41, 42 and 49 all showed significant differences in the 
pre- to post-changes for the two groups of teachers. In each of these five questions 
which allowed teachers to indicate their future confidence in using formative assess-
ment methods, the LWG teachers were more confident and the control teachers less 
so. Even for question 49 where teachers made a general assessment of whether they 
‘… will have the necessary skills to use formative assessment’, the unchanged pre- 
to post-responses of the LWG teachers (−0.02) compared favourably with the drop 
in self-efficacy (−0.8) for non-participating teachers. The non-significant differ-
ences in pre- to post-changes for the two groups for questions 38 and 45 may indi-
cate an overall positive outlook for using formative assessment as compared to 
responses to the five questions (39, 40, 41, 42 and 49) which were more specific and 
less based on a general future projection.

#38 #39 #40 #41 #42 #43 #44 #45 #46 #47 #48 #49
LWGs 0.04 0.27 0.50 0.58 0.60 -0.21 0.25 0.46 0.35 0.63 0.01 -0.02
Control Groups -0.1 -0.19 -0.31 0.296 0.019 0.09 -0.31 0.3 -0.8 0.438 -0.65 -0.8

Table 9.2. Changes in the mean pre- to post-scores for 12 items (Fig. 9.1), for local working 
groups and for controls for six countries (outcome expectation questions shaded). Five-point scale 
LWG n = 54; control n = 29
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 Self-Efficacy Beliefs as Indicators of Teacher Change

Higher teacher self-efficacies have been associated with the use of inquiry methods 
and student-centred teaching approaches such as provided by formative assessment 
(Czerniak 1990). Therefore, some evidence of our expectation that project teachers 
would increase their self-efficacies for using formative assessment methods along 
with inquiry would be a positive indicator of the potential of introducing these for-
mative assessment methods into classrooms. If teachers’ experiences with innova-
tive formative assessment had significantly decreased their self-efficacies, then we 
would need to re-examine our procedures for their introduction into classrooms. 
The influence of teacher self-efficacy beliefs on teacher’s roles, planning, lessons 
and student achievement is strong (Tobin et al. 1994). Therefore, positive changes 
in self-efficacies for experienced teachers trying unfamiliar methods such as inno-
vative formative assessment provide alignment between these methods and those 
associated with other student-centred approaches in that they all are associated with 
higher self-efficacies. The observation that experienced teachers in this study had 
increases in self-efficacy when using innovative formative assessment methods pro-
vided encouragement for further efforts to introduce them to classrooms.

 Second Perspective: Changes in Teachers Subjective Theories 
of Assessment—A Czech Perspective

This section on teacher’s perspectives uses teacher interviews and case studies to 
look in depth at the challenges which implementation of formative assessment into 
everyday teaching faces. One frequently mentioned obstacle is a lack of appropriate 
support for teachers (e.g. Bernholt et al. 2013; Brown 2004). To arrange the support 
properly, especially for teachers who introduce new forms of assessment, it is 
important to understand the teacher’s perspectives and their expectations related to 
assessment and its functions and values in teaching.

The research on practice of formative assessment is rather broad in scope (c.f. 
Bernholt et al. 2013); it covers various forms of assessment and various educational 
settings. For example, Hogson and Pyle (2010) summarized research on assessment 
for learning in primary science. Their report reviewed several different contexts of 
research, including the development of self-assessment skills, the use of different 
techniques for eliciting peer assessment, the links between feedback from peers and 
from teachers and the relationship of a formative classroom climate to peer- and 
self-assessment activities.

However, the current literature does not cover the issue of changes in teachers’ 
conceptual understanding of formative assessment. With this incomplete under-
standing of teacher perspectives about formative assessment in inquiry teaching, 
especially at the primary school level, researchers in Czech Republic focused on 
further understanding of the teachers’ points of view.

9 Teacher Perspectives About Using Formative Assessment



236

When implementing or upscaling new practice, teacher understanding of their 
own practice is challenged (Whitehead 1989). It has been argued that formal theo-
ries of educational processes are very often useless for eliciting the change in the 
practice of teaching unless they are constructed from authentic teacher experience. 
This view is reflected in Korthagen et  al. (2001) concept of personal practical 
knowledge. It is knowledge that builds on gestalts of experience but can be reflected 
and is accessible to conscious description and communication, which helps in fur-
ther refinement of it in interpersonal settings. Another term, which has become 
popular in the German-speaking countries from around the 1980s of the twentieth 
century, is subjective theory. The term ‘subjective theories’ (ST) has been used to 
describe the fact that humans construct their own theories while constantly reflect-
ing on the reality they perceive (e.g. Groeben et al. 1988). Subjective theories which 
often arise spontaneously, under pressure and without conscious control, have an 
argumentative structure which is implicit, comprise more liberal assessment crite-
ria, etc. (Janík 2005, p.  478). Subjective theories of teaching help to understand 
teaching as a series of deliberate, reflected actions. Most teachers develop subjec-
tive theories that allow them to justify their actions during class (c.f. Edmondson 
1998). It can be assumed that teachers develop particular parts of their subjective 
theories when introducing new practice. The confrontation of their new teaching 
experience with former theoretical knowledge that has influenced their initial expec-
tations leads to a gradual refinement of their subjective theories and thus further 
influences implementation of the new techniques.

 Objectives of the Study of ‘Teacher Perspectives’ in Czech 
Republic

In Czech Republic, formative assessment is seen as more or less embedded in com-
mon Czech teaching culture, but typically only in the forms where the feedback is 
provided by the teacher (see also Chap. 4: On-the-fly assessment). Peer assessment 
is perceived mostly as a supplementary option (e.g. Košťálová and Straková 2008) 
probably also due to the fact that peer interactions as a form of learning communica-
tion are not frequently used (Šeďová et al. 2012).

However, as peer assessment is a promising but also rather challenging method 
of assessment in inquiry-based lessons in elementary mathematics (Hodgen and 
Marshall 2005), Czech researchers investigated teachers’ subjective theories of for-
mative assessment and their development over time during a trial implementation of 
formative peer assessment in inquiry-based elementary mathematics.
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 How Perspectives of Teachers Were Assessed

A working group of six elementary teachers participated in this study. Together with 
researchers, teachers developed inquiry-based teaching units of primary mathemat-
ics, where formative assessment instances were implemented and reviewed. The 
teachers in pairs of two taught the teaching units in second-, fourth- and fifth-grade 
classes. The units consisted of a sequence of 4–6 inquiry-based tasks, implemented 
mostly in 2-h blocks.

Teachers reflected upon their subjective theory of formative assessment before 
and after the experimental teaching units. The reflection was elicited and organized 
by the Struktur Lege Technik (SLT, Scheele 1992). SLT is a structured interview that 
enables externalization of teachers’ subjective theories of formative assessment in 
inquiry-based learning and consequently allows their description and clarification.

The first step whose purpose was to determine the content of the relevant cogni-
tions was done by conducting a semi-standardized interview. As formative assess-
ment is a relatively new concept for teachers, the researchers also offered several 
metaphors to facilitate broad conceptualizations. The second step, which involved 
reconstructing the structure of the subjective theory, was facilitated by providing 
paper cards bearing the main concepts and ideas expressed by the teacher in the 
previous interviews. The teachers were asked to organize the cards and describe the 
connections between them. The final step was an overall description of teacher 
understanding of formative assessment as depicted by explicated subjective theory. 
This process of explication of subjective theory of formative assessment was done 
twice, before and after the experimental teaching period that lasted for 8–10 weeks. 
Besides reconstruction of subjective theory of formative assessment, the researchers 
collected teachers’ commentaries after each enacted lesson.

 How the Interviews Were Analysed

Data were analysed in a qualitative manner. The subjective theories were first anal-
ysed by thematic coding. The initial subjective theory and the one created after the 
period of experimental teaching were compared. An inductive approach (Boyatzis 
1998) where thematic codes were organized within a template (Crabtree and Miller 
1999) was used to search for changes in teachers’ subjective theories. The changes 
were analysed first as individual case studies, and then the whole group of teachers 
was studied in search for similarities.

 What Was Learned from the Czech Teachers’ Perspectives

The reflective interviews with teachers after the completion of particular lessons 
showed that implementation of peer assessment during inquiry-based tasks in math-
ematics was rather difficult and challenging for both teachers and students. The 
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main problems that were identified by the teachers were time and resource demands 
(worksheets, assessment tools, teacher assistant time, etc.) and novelty of the assess-
ment method. The experimental teaching thus provided an important new experi-
ence, which could stimulate the development of teachers’ subjective theories of 
assessment.

Thematic coding was led by expectations driven by the inquiry and formative 
assessment literature (Black and Wiliam 2009; Eastwell 2009). The main thematic 
codes were benefits of formative assessment, obstacles of implementation, relation-
ships between formative assessment and inquiry-based learning, relationships of 
formative and summative assessment within inquiry, advantages and disadvantages 
of formative assessment for students, learning tasks relevance for formative assess-
ment and teachers’ roles in formative assessment.

The development of the six teachers’ subjective theories was summarized as case 
descriptions. Following are two examples, showing the difference in depth of con-
ceptual understanding of formative assessment and subsequent views on prospec-
tive actions which should be taken for further implementation of formative 
assessment in a teacher’s practice. These two teachers worked as a pair in the first 
round of experimental teaching; they taught in parallel classes, in the same school, 
and they discussed their teaching units together. Though they worked in similar 
conditions and have similar lengths of teaching practice and similar limited experi-
ence with inquiry-based teaching and no previous experience with formative peer 
assessment, their subjective theories of formative assessment developed 
differently.

 Case Studies

 Teacher A

This fifth-grade teacher had no previous experience with formative assessment, less 
than 5 years of practice and taught the topic ‘big numbers’.

Before she started to use formative methods of teaching, Teacher A expected that 
the use of formative assessment in inquiry-based math lessons would provide effec-
tive continuous feedback for students—contrary to summative marks (‘…when the 
students see the marks, they never see the mistakes. The mark means end of the 
work.’). She felt uncertain whether she would master inquiry and formative assess-
ment together. As a main means of support, she considered worksheets/forms/
rubrics for students. The main obstacle for the implementation of formative assess-
ment which she saw was in parents’ views on learning (‘…only working with the 
student book is seen as sound learning, anything else is seen as entertainment or 
relaxation’).

During the teaching trials, she realized that students frequently were not able to 
provide effective feedback for their peers, and she did not know how to help them. 
She also reflected that she had difficulties in summing up the lessons in a final whole 

R. Evans et al.



239

class discussion, which could institutionalize the new piece of knowledge (Brousseau 
& Novotná 2012). After the experimental teaching, she reconstructed her subjective 
theory of formative assessment and revealed that she perceived inquiry-based learn-
ing as more important for her attitude towards teaching than formative assessment. 
The salient problem of formative assessment in inquiry-based lessons for her was 
that students were not able to assess the work of their peers. She did not find the 
prepared worksheets to be a valuable support for her formative assessment trials. 
Instead, she would like to observe a more experienced colleague’s teaching. Further, 
she saw the importance of development of the students’ assessment skills. She 
believed that students value more peer assessment than the assessment provided by 
the teacher. The parents’ opinion was still seen as an obstacle (‘… I do not know 
how I could defend the time we have spent on it and explain to parents that we did 
not get enough practice of the tasks in the student book’).

Overall, Teacher A expected in correspondence with theory that formative peer 
assessment would provide continuous feedback to her students, but she found it 
very difficult to facilitate peer assessment in a way that will lead to an effective and 
formative feedback. She expressed a need for support. She did not perceive forma-
tive assessment as a natural ingredient of inquiry-based learning, but rather as some-
thing that is additive to inquiry and that she could therefore concentrate on later 
when she masters teaching inquiry and the anticipated reluctance of parents. As a 
whole, she especially considered the benefit that formative assessment can bring to 
her teaching, paid less attention to the perspective of student learning and dealt in 
greater extent with classroom external factors (support for teacher, attitude of 
parents).

 Teacher F

This fifth-grade teacher also had no previous experience with formative assessment, 
practised teaching for 15 years and, as Teacher A, taught the topic ‘big numbers’.

Teacher F saw formative assessment as a tool which should help students not 
only in learning to assess (self and the peers) but also in mastering the curriculum. 
The goals of formative assessment in inquiry education which she foresaw before 
the trials were that the students would learn about peer assessment and how it should 
meaningfully be provided for the recipient and what components of peer assessment 
are necessary for the recipient to get enough hints to see how to proceed. She 
thought that the teachers’ role is the most important in the implementation of forma-
tive assessment, and thus it is important that the teacher has enough knowledge 
about formative assessment and is willing to use it. The teacher has to communicate 
to students what is necessary for good formative assessment, to make clear to stu-
dents the principles of solution or criteria for assessment. Some teacher training 
therefore should precede the implementation of formative assessment in IBE, and 
also assistence in classes would be helpful, as the implementation is time demand-
ing and not all teachers have a proper readiness. She did not see any problem in 
persuading the parents that this way of work would be productive; neither did the 
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large number of students in the classroom seem to be a problem for her. On the other 
hand, she believed that formative assessment is more fruitful than summative assess-
ment and understood that formative assessment cannot replace summative 
assessment.

During the trials, she appreciated cooperation with the researchers, possibilities 
to consult about the tasks and the process of teaching and peer assessment. She 
reflected on her role, which she found even more important and difficult than she 
foresaw, and on the difficulties students had with providing peer assessment. She 
appreciated that the trials helped her students find out how to work during inquiry 
and to recognize that assessing others’ work is not an easy task and that they need 
to ‘know’ (criteria of assessment and solution of the task) before being able to 
assess. She thought that some children prefer the feedback from peers to her feed-
back, especially because they can express their thoughts in similar language. Written 
peer assessment still seems too difficult; the students were able to be more precise 
and detailed when using oral assessment. It would be good to start with simpler 
tasks and with some task for training, e.g. working on a series of similar tasks and 
only at the end ask the students for peer assessment. She also mentioned that the 
students would prefer to have an opportunity to see and discuss more solutions 
before assessing. She experienced that time was a large issue as she realized that 
students may need more time to think over assessment; she maybe gave too much 
feedback herself and that some of it the students probably would communicate on 
their own when having enough time.

Overall, Teacher F dealt much more with the process of formative assessment, its 
relation to learning and summative assessment. She was concerned with her own 
role in teaching students to formatively assess their peers. She acknowledged the 
role of students’ language and problems that the students may have in writing for-
mative assessment with enough precision. She also considered the time issue, not 
only from the organization of peer-assessment perspective but also from the cogni-
tive one (time to think). As a whole, she was concerned about classroom internal 
factors that affect the implementation of formative peer feedback.

 Czech Teachers’ Concerns

To analyse the results of the entire group of teachers, Czech researchers searched for 
thematic code with higher occurrence. Attention was paid especially to those codes 
which mostly diminished after the teachers accomplished the teaching units with 
formative assessment in their classes, to codes that newly emerged and to codes that 
were more frequently mentioned (including during the post-lesson interviews).

The concerns that emerged in interviews before the implementation of formative 
assessment but were much less mentioned in the interviews after the experimental 
teaching were:
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• The relation of formative assessment to summative assessment (mostly feelings 
that formative assessment is needed and necessary, but summative assessment is 
seen as preferred, inevitable and expected by administration and parents). It 
seemed that teachers got this point during their experimental teaching.

• The role of parents and the relationship of parents (feelings that parents expect 
marks and see peer assessment rather as an entertaining or distractive activity 
than an essential part of learning). This stayed important for Teacher A; other 
teachers turned their attention to other issues after the experimental teaching.

The newly emerged concerns or issues which were more intense after gaining the 
experience of formative assessment implementation were:

• Time demands (the combination of inquiry task and peer assessment seemed to 
be highly demanding with respect to time and allocation of students’ attention; 
teachers recognized the importance of appropriate complexity of the task)

• Importance of peer assessment for students’ learning (both in terms of deepened 
understanding of assessors and peer-language explanation for assesses)

• The difficulties that students had and possibilities to overcome them

 How Czech Teachers’ Perspectives on Formative Assessment 
Developed Over Time

The Struktur Lege Technik helped to delineate the key issues that the teachers con-
sidered about formative assessment before and after the trials. It revealed their wor-
ries about their own capability to facilitate student peer assessment and expectations 
of prospective positive outcomes and showed how they perceive formative assess-
ment in the structure of their teaching goals. Teachers gained experience with the 
method of peer assessment, and they evaluated its benefits and limits. They would 
recommend developing simpler tasks of shorter duration and simpler and more 
structured tools for providing peer feedback. The research also revealed that it is 
very important to develop more deeply an understanding of teaching goals, and 
especially the role of formative assessment within them. The results indicate that 
teachers need time to develop a deeper understanding of the role of formative peer 
assessment in inquiry-based instructions and that there are big differences in the 
ways in which they conceptualize formative assessment. The subjective theory of 
formative assessment exploration is a good tool both for investigations of teachers’ 
perspectives on the implementation of formative assessment and for teachers’ prep-
aration for facilitating student practices.
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 Third Perspective: Teacher’s Experiences About Using 
an Internet-Based Application to Facilitate Formative 
Assessment

Another perspective of teacher’s experiences with formative assessment in the con-
text of IBE was made possible through an inquiry platform which was developed to 
support four assessment methods (peer-to-peer, teachers’ written, on-the-fly and 
structured assessment dialogue). The platform was designed to scaffold a version of 
inquiry-based education (IBE) with support for formative assessment. It was more 
appropriately purposed to support formative assessment through grading/feedback 
and peer assessment rather than on-the-fly and structured dialogue. Key features 
were aligned with Marshall et al. (2009) 4E x 2 model of inquiry-based instruction 
(see Figs. 9.2 and 9.3):

• Idea creation and sharing between peers and between student, teacher, and 
experts

• Formation of inquiry approaches—either structured or open ended
• Mechanisms (e.g. messages, chat boxes, mind maps) to capture ideas and/or 

metacognitive processes of individual students or groups
• Mechanisms (e.g. audio, video, photographs, spreadsheets, graphs) to allow stu-

dents/groups to collect a wide range of evidence (data) types
• Mechanisms to allow the organization, manipulation and analysis of different 

forms of evidence (data)
• Mechanisms to reflect on the reliability and validity of evidence (data)
• An environment to capture the developmental stages of student metacognition
• Mechanisms for students to track their confidence ratings on their inquiry skills 

over time
• Messaging, chat, discussion, help and feedback forums that could be used in peer 

or teacher/learner interactions or cached and explored for research purposes
• The facility to engage in discussion and participation of any inquiry or formative 

approach in- or outside of a formal classroom situation
• The potential for formative and or summative assessment
• A light web-based design, avoiding downloading and capacity issues for laptops 

or mobile devices

 How the Platform Could Support the 4E × 2 Model of Inquiry- 
Based Instruction

Rather than offering many of the closed inquiry affordances, such as Operation 
Aries (Koenig et al. 2010) or SimScientists, (Pellegrino and Quellmalz 2010), the 
platform was developed to be as adaptable as possible depending on the experience, 
expertise and interests of the end users (teachers and students). It allowed teachers 
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Fig. 9.2 A comparison of elements of IBE (Marshall et al. 2009) with the online platform
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Fig. 9.3 Screenshot of the features of the online platform

9 Teacher Perspectives About Using Formative Assessment



244

to select very open-ended screens (and inquiry topics) for particular classes, more 
structured screens (and topics) for others and the facility to customize the language 
and approach of any given area of inquiry. The platform could be used to build up 
particular inquiry skills or metacognitive approaches and then build up to more 
holistic end-to-end inquiries. It is important to note that although the platform could 
allow students’ freedom and creativity for inquiry, the teacher remained in control 
of the learning environment and the areas of inquiry they wanted students to explore. 
Students could work on individual projects or be assigned to groups. They could 
also be working on a few separate inquiries at the same time—everything being col-
lected in a named inquiry area.

From the teachers’ points of view, Fig.  9.4 summarizes the pedagogical and 
operational features of the platform.

From the students’ points of view, Fig. 9.5 summarizes the features that are built 
into the platform for students’ use and illustrates formative benefits of the 
platform.

It was possible for the platform to be used only for the development of ideas and 
the collection and collation of various forms of evidence (data) in order to establish 
an initial area for inquiry. Therefore, inquiry work did not have to work in a struc-
tured linear path; the teacher could choose to direct the path. It was also offered in 
an adapted primary and secondary school design and language. These adaptations 
also included appropriately simple or complex user mechanisms.

Everything that the student or groups did on the platform could be evidenced and 
shared with other students, teachers and researchers. All available evidence could be 
downloaded, explored or presented to others. The intention was for the platform to 
be as flexible as possible to support the creative ways in which inquiry-based and 
formative assessment methods could be utilized by teachers and students. This also 
included the possibility that the platform could be used alongside any 
 non- technological approach and therefore could be considered an enabling or 
blended learning tool to support varied ways of implementing the assessment 
methods.

 Affordances and Challenges of Using the Platform

The affordances that the platform provided were designed to be as adaptable and 
flexible as possible in terms of providing an array of conversational, planning, data, 
video capturing and analytical mechanisms and tools to explore IBE and provide for 
formative assessment. The online environment provided students and teachers with 
an integrated environment to facilitate the creation of ideas, plan, execute and evalu-
ate investigations but also collaborate and share their work through peer and teacher 
assessment.

The development of the platform was not primarily focused on the collection of 
inquiry-based evidence for the purposes of summative assessment. Rather, it was 
designed to support the progression of formative e-assessment in broader assess-
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Fig. 9.4 Teacher features of the platform

Fig. 9.5 Student features of the platform
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ment contexts and in particular personalizing the use of such technology to drive 
opportunities for assessment for learning (Ripley 2006). Integrating technology of 
this type into teaching and learning and making use of the mechanisms available in 
the platform enabled, for example, the creation of online e-portfolios that can sup-
port both formative and self-regulated learning activities (Crisp 2007; Coombs 
2010). In addition, the inclusion of dialogue and conversations provides rich 
 evidence of reflective thinking and can capture qualitative evidence as part of self- 
assessment learning tasks, an agenda promoted by Futurelab (2007).

The platform was trialled over a number of phases, with small amendments made 
between phases based on requests and feedback by the participating countries. 
Teacher groups were provided with face-to-face and online training sessions in 
order to familiarize themselves with the platform and the ways in which it could be 
used alongside traditional methods to support inquiry and formative assessment 
methods. Some partner groups were happy to explore and experiment using the 
platform, some groups lacked either technological or assessment knowledge to 
effectively engage with the platform and there were some groups who were philo-
sophically opposed to using technology for formative purposes. One clear outcome 
from the research was that as much as teachers requested sophisticated tools and 
mechanisms built into the platform from the start, it became clear as the research 
phases progressed that they much preferred simpler interfaces to gain confidence 
and platform usage by teachers and students.

In general terms, the platform had mixed levels of interest and usage. These 
results reflected the difficulties and challenges that teachers had in implementing 
formative approaches in IBE. Many of the teachers reported low levels of efficacy 
in terms of implementing traditional forms of formative assessment. This was 
clearly compounded when an online environment was also made available to them 
and their students. Many of the features of the online platform, particularly the 
inclusion of messaging, chat and uploading of differing file types (photo, video, 
aural), have similarities to those found in social media and ‘apps’. While most stu-
dents are now familiar and confident working with these forms of technology, it 
might be assumed that some of their teachers are less comfortable with them. The 
challenge of familiarizing themselves with sophisticated new technologies, setting 
up and managing groups while also facilitating formative assessment strategies, 
proved to be a step too far for most of the countries and teacher groups. There was 
evidence of trialling the platform, however little of concerted classroom use.

The findings for the use of traditional forms of IBE indicated that there is a con-
certed need for support and professional development to implement formative 
assessment into classroom practice. The same issue applies when countries work 
towards integrating technology into the curriculum and pedagogies. Provision of 
equipment, software and guidance, however, easy to use, will itself not be enough 
for most teachers to make use of the affordances that technology can offer. Whether 
technology takes the form of an integrated platform such as the one developed or 
just makes use of available mobile technology found in devices such as mobile 
phones, tablets and their applications, the gap between the resources that could be 
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used and what are currently being used needs to be closed in order to enhance for-
mative assessment opportunities and encourage deep learning.

 Summary Perspective

Together, these teacher perspectives reveal participant teacher experiences that 
result in some increase in beliefs in their abilities to use formative assessment in 
their teaching as well as clear concerns about the challenges to be expected. 
Although the lack of clear generalizable trends across cultures may be due to the 
multiple relevant variables within education in diverse settings, the growth in useful 
knowledge and confidence in using formative assessment methods among teachers 
points to realistic perspectives for further work at national levels. The promise of an 
Internet-based platform to facilitate inquiry teaching and learning as well as forma-
tive assessment remains an attractive potential that was not fully tested in this proj-
ect’s classrooms. Possibilities for the introduction and even institutionalization of 
formative assessment methods into science inquiry classrooms are informed by 
these teacher perspectives.
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Chapter 10  
Policy Aspects: How to Change Practice 
and in What Direction

Jens Dolin, Jesper Bruun, Costas P. Constantinou, Justin Dillon, Doris Jorde, 
and Peter Labudde

When it was set up in 2012, the ASSIST-ME project was responding to a perceived 
need within education in Europe to reform evaluation and assessment practices. 
Some years earlier, in 2009, the OECD had launched the programme ‘Review on 
Evaluation and Assessment Frameworks for Improving School Outcomes’ (www.
oecd.org/edu/evaluationpolicy) ‘designed to respond to the strong interest in evalu-
ation and assessment issues evident at national and international levels’ (ibid.). As 
stated in the final report, one of the key issues dealt with was: ‘How can assessment 
and evaluation policies work together more effectively to improve student outcomes 
in primary and secondary schools?’ (OECD 2013). The reports expressed a growing 
understanding among the OECD countries that evaluation and assessment systems 
are key components in improving school systems. Together with a number of other 
reports aimed at education policy-makers, the need for a greater focus on formative 
assessment and its integration with summative assessment became more and more 
obvious (Looney 2011; OECD/CERI 2005). A report ‘emphasise[d] the importance 
of seeing evaluation and assessment not as ends in themselves, but instead as impor-
tant tools for achieving improved student outcomes’ (OECD 2011, p.1). This posi-
tion suggests an emerging awareness among policy-makers that evaluation for 
accountability reasons has, to a large degree, hindered formative processes.
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The importance of assessment for learning has, at the same time, become widely 
known in education circles, thanks, to some degree, to John Hattie’s meta-analysis 
Visible Learning (Hattie 2008), which showed that formative assessment is one of 
the most effective ways to enhance student learning.

Especially within science education, both researchers and teachers have for a 
long time been complaining over the many tests often testing only rote learning and 
simple knowledge (Harlen 2007), and reports have pointed at solutions:

Tests are dominated by questions that require recall – a relatively undemanding cognitive 
task and, in addition, often have limited validity and reliability. … Transforming this situa-
tion requires the development of assessment items that are more challenging; cover a wider 
range of skills and competencies; and make use of a greater variety of approaches – in 
particular, diagnostic and formative assessment. (Osborne and Dillon 2008, p. 8)

This growing imbalance between a dominating test system assessing relatively 
simple skills and the need for introducing formative assessments able to capture 
more advanced competences has been a focus for EU projects such as SAILS (http://
sails-project.eu/). The ASSIST-ME project responded to a call from the European 
Union’s research and innovation funding programme for 2007–2013, the so-called 
FP7 programme. The call recognised that merely developing new assessment items 
was not sufficient; it also had to be a political priority to reform the educational 
system to give room for formative processes in a system with strong emphasis on 
summative assessments. The FP7 call contained an explicit demand to enter into the 
political world, and some of the expected outcomes were identified:

The research should be ‘use-inspired’ and lead to identification of the factors (including 
cultural) that undermine the effective uptake of formative assessment appropriately com-
bined with summative assessment in different contexts […] The actions should include 
policy recommendations and appropriate dissemination activities […] the project will pro-
vide policy makers with data and guidelines for an informed decision making.

The ASSIST-ME project has taken up these challenges. The project partners 
defined dual aims: (1) to provide a research base on the effective uptake of formative 
and summative assessment for inquiry-based, competence-oriented Science, 
Technology and Mathematics education in primary and secondary education in dif-
ferent educational contexts in Europe and (2) to use this research base to give 
policy- makers and other stakeholders guidelines for ensuring that assessment 
enhances learning in STM education (Dolin 2013, p. 5).

This chapter describes how the second aim, the policy-oriented aspects, was dealt 
with in ASSIST-ME. It will put the project experiences into a wider European per-
spective by referring to other initiatives. A key focus is on how educational policies 
may encourage or restrict the contribution that assessment might make to students’ 
learning. In many countries, the formative-summative dichotomy has, to a large 
degree, been created by the national use of externally based summative assessments. 
We know that such tests often distort the learning agenda while being inadequate in 
validity and even often in reliability (see Chap. 3 in this volume). Various examples 
will be given from different national contexts of the barriers to introducing more 
formative assessment, and also examples of national policies given more emphasis 
to the formative aspects, and maybe combining them with summative assessments.
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In accordance with the dual goals of the ASSIST-ME project, it was organised as 
two parallel strands. In one strand ASSIST-ME teachers and researchers worked 
together in teacher action research processes designing and implementing formative 
assessment processes. This work was organised in local working groups (LWGs) 
which met regularly to prepare and discuss the implementation. Researchers anal-
ysed data to answer the research questions. This work is presented in Chapters. 4, 5, 
6, 7 and 8 in this volume. The other strand dealt with the policy aspects of the proj-
ect. In each participating country, National Stakeholder Panels (NSPs) were estab-
lished involving representatives from different stakeholder groups influencing 
educational decisions in the country. In this chapter, we will describe how the proj-
ect used social network analysis (Scott and Carrington 2011) for identifying and 
selecting NSP members as well as the work and outcomes of the national NSPs. We 
will also show how the NSPs have given feedback to, and informed, the ASSIST-ME 
project. In a wider perspective, we will analyse how research results have and can 
influence STM education, both the educational practices and the political climate 
and decisions framing education. At this point, we will go beyond ASSIST-ME and 
draw upon other project experiences across Europe. Finally, the policy recommen-
dations for the transformation process based on the ASSIST-ME experiences will be 
put forward.

 Linking Teachers, Researchers and Policy-Makers

Despite the increased focus in the last decade on using research as an evidence base 
for educational decisions, it is not the norm for educational research projects to 
explicitly address policy issues. Most researchers see it as a virtue to separate 
research, seen as objective and independent, from policy, which is interwoven with 
interests and weakly underpinned opinions. Of course, the reality is far more com-
plicated. Most research is financed by foundations, companies, interest groups or a 
public programme – with specific aims and specific expectations in terms of the 
product – and researchers are therefore becoming more aware of the impact of their 
findings and of the necessity of engaging in dialogue with policy.

Research tells us, however, that it is not easy for research to affect policy due to 
different logics and different discourses (Fensham 2009). In his article ‘Speaking 
Truth to Power with Powerful Results: Impacting Public Awareness and Public 
Policy’, Mack Shelley II (2009) underlines the need for eclecticism in research and 
its interface with expertise and policy. The point is that to communicate research 
findings to decision-makers, you need to break down the barriers between the 
research world and the policy world through better communication and an under-
standable and usable message. This can only be achieved if the two sides meet to 
exchange ideas and understandings and accept each other’s respective capacities 
and influence.

Education researchers primarily report their results to the research community 
which is most often isolated from the political processes, not because researchers 
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have little knowledge about their national policy matters but to ensure their aca-
demic independence. This dissociation between research and policy goes back to 
the building of the independent universities and their insistence on academic 
freedom.

One of the consequences of this approach has been the development of different 
logics and discourses within these separated areas of activity – with the result that 
educational research sometimes has little influence on policy. To change this situa-
tion, it is necessary to understand how policy is made and how it is implemented. It 
is also important to know the discourse of policy and to communicate results in a 
way politicians can understand and use. If you want influence on educational policy, 
you need to engage directly with the relevant policy-makers in a language they can 
understand  – it is of no use to stand outside talking to each other in your own 
jargon.

In broad terms, both educational research and education policy development aim 
to contribute towards improved teacher effectiveness as well as enhanced student 
learning, creativity and emergent autonomy. Educational research is constrained by 
methodology and the reliability of evidence. Policy-making is constrained, addi-
tionally, by convention, existing practices, finite resources, administrative struc-
tures, professional capacities and stakeholder interests.

Improving student learning in STM is an immensely challenging goal. As they 
grow, children develop their own perspectives, styles and interests. The extent to 
which they purposefully engage with science learning has a crucial influence on 
their progress. Meeting the aim of attaining a minimum level of science literacy for 
all requires concerted effort on behalf of teachers and families over extensive peri-
ods of time. Many things can and often do go wrong. Systemic constraints add an 
extra level of complexity to this inherently challenging task.

The Science Education Expert Group brought together by the European 
Commission sought to critically analyse prior efforts to promote reform in STEM 
education and to utilise diverse perspectives in using existing evidence to formulate 
recommendations and priorities for renewed efforts. This dual emphasis on diver-
sity of participation and evidence-informed policy development is valuable in 
 providing a bridge between science education research and an informed approach to 
formulating future priorities.

European policy-making has a natural ally in international research activities and 
communities such as European Science Education Research Association that pro-
mote these activities. Collaboration across different educational systems adds value 
and thoughtfulness to reform efforts, especially if that collaboration takes the avail-
able research into account. In addition, it has the potential to promote learning from 
best practices. Even so, the divergent priorities of research and policy reform sustain 
widely differing cultures in the communities that promote them sometimes with 
deep mistrust between them. In this sense, it is not surprising that the gap between 
research and practice appears to be widening.

The subsidiarity principle places responsibility for European education at the 
level of Member States. This tends to severely limit the power of European policy- 
making to influence classroom practices. At local level, the divergence between 
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science education research and policy tends to be even greater. At this level, admin-
istrative constraints, conventions and stakeholder interests tend to be more pro-
nounced with a correspondingly stronger influence in the majority of educational 
systems.

Where does all this leave us?
The need for evidence-informed policy development is stronger than ever. To 

respond to this, there needs to be a concerted effort to strengthen capacities and 
promote structures that enhance bilateral communication between policy-makers 
and educational researchers. Formulating measurable objectives and committing to 
them over extensive periods of different politicians is equally important for this shift 
to happen.

The same situation of discursive misunderstanding and deeply rooted mistrust 
also applies to the relationship between teachers and policy-makers and to a lesser 
extent to the relationship between researchers and teachers. One model for these 
relationships is a triangle with research, policy and practice at the corners (see 
Fig. 10.1).

In the model, researchers and teachers work together to define and carry out 
research that both parties find useful. The work is mediated by policy input. 
Researchers and policy-makers exchange research findings and policy demands for 
new research, with teachers being involved in the communication process. Teachers 
and policy-makers build a mutual respect for each other’s profession and recognise 
each other’s distinct roles, while researchers can deliver knowledge to the process. 
For each of the agents, it is a question of changing their respective areas of practice 
with due respect to the legitimate interest and expertise of the other two agents. 
Researchers need to pursue research questions relevant to teachers and policy- 
makers. Teachers need to change teaching practices in the light of research and 
policy demands based on societal decisions. Policy-makers need to change educa-
tional policy in accordance with research and with teacher requirements for fulfill-
ing their job.

The ASSIST-ME project has mainly worked on the research-teacher and the 
research-policy relations. The first relation was practised in the LWGs, and the links 
from teachers to policy were managed by the researchers, although teachers partici-
pated in some NSP meetings. But the fact that teachers’ voices were reported to 

Teaching

PolicyResearch

Mutual respectUseful research

Meaningful communication

Change

Fig. 10.1 A model of the 
relationships between 
research, policy and 
practice
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policy-makers by researchers did put the onus on the researchers to get it right. The 
research-policy relation was practised in the NSPs, and in this chapter, we will 
mainly deal with the work of the NSPs and refer to some of the policy-related dis-
cussions in the LWGs.

 The ASSIST-ME Approach to Policy Issues

The NSPs played a pivotal role in including policy-makers in the project and in giv-
ing them influence and co-ownership of the research findings. The starting point 
was an acknowledgement that policy-makers were looking for solutions to prob-
lems they realise were important. We also knew from our experience that there were 
no quick fixes; one piece of evidence wouldn’t do the trick – we needed sustained 
lobbying, which required consistent involvement from the selected representatives 
from the different stakeholders. We believed that most stakeholders want to influ-
ence policy not for their own self-interest but for what they saw as higher motives, 
often coloured by their organisational background. The challenge was how do you 
systematically identify the people who represent key stakeholders, how do you 
make them interested in getting involved and how do you sustain their interest 
throughout the project’s lifetime?

 Selecting Key Stakeholders Through Network Analysis

The identification of key people influencing STM education was managed through 
a social network analysis process. The method is described in detail in ASSIST-ME 
Deliverable D5.1, downloadable from www.assistme.ku.dk, and Fig. 10.2 illustrates 
the steps in the method. The first list of Danish stakeholder candidates was drawn 
up by selected national researchers. They were told that the stakeholder network 
should map out the people in different organisations – not the organisations them-
selves – who were influential in making educational changes.

Based on this first list, we identified the following groups of key stakeholders in 
the project who it was crucial to involve in any project aimed at influencing STM 
education:

• Government and municipalities (central as well as local levels): Governments 
drive policy development in the area of innovative science strategies at a general 
level, such as the role of assessment, the introduction of new assessment meth-
ods, the overall curriculum goals, the framing conditions for teacher education 
and in-service training, etc. Depending on the educational system and culture, 
municipalities and local authorities can be crucial in facilitating cultural change 
in STM education.
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• Media: Journalists in the leading print media and broadcasting corporations have 
substantial influence on policy and decision-makers, especially with respect to 
agenda setting. Close communication with media representatives is crucial in 
order to facilitate the public discussions of how assessment strategies influence 
the outcomes of teaching. This approach will support policy-makers in working 
with cultural change in STM education.

• Business and industry: With the key role STM education plays in the economic 
development of all EU countries, organisations representing business interests 
have a strong incentive to be involved in the project. In some countries, such as 
Denmark, private foundations, often with strong connections to private compa-
nies, also have a major influence in deciding which areas and development trends 
they give funding for development and research.

• Teachers: Teachers are primary agents for implementing real changes in the 
classroom. It is vitally important that they are directly or indirectly involved in 
any education research projects. This involvement may be via those teachers well 
known for their contributions to public discourse, or, more importantly, those 
who are involved in teacher organisations. In Denmark, teachers are organised in 
two teacher unions, one for compulsory school teachers (primary and lower sec-
ondary level) and one for upper secondary school levels. Both have significant 
influence on educational policy. As well as being members of unions, most 
teachers are also members of a subject teacher association, which are involved in 
curriculum changes.

Fig. 10.2 A graphical illustration of the steps in identifying and selecting key stakeholders
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• School leaders and school owners: School leaders are usually responsible for 
organising and supporting implementation of most educational changes. Their 
involvement is essential in any project leading to policy recommendations. 
Depending on national conditions, school owners are equally important. In 
Denmark, compulsory schools are mostly ‘owned’ (meaning financed and 
steered on major issues) by the municipalities, while some compulsory schools 
are private, and nearly all upper secondary schools (gymnasiums) are indepen-
dent units under national legislation.

• Teacher trainers and professional development providers: Teacher trainers and 
professional development providers should be conversant and fully aware of the 
project objectives and findings. They will then be able to adopt and adapt those 
aspects that will encourage more widespread uptake of the project ideas and 
findings.

• Research communities of STM education: The results of the project have been 
disseminated in conference presentations and by publishing in journal papers. 
Feedback from the research community is crucial in validating the project’s find-
ings in a wider context.

These groupings were communicated to the ASSIST-ME partners, and they 
guided the partners in their selection of NSP members so as to have as broad a rep-
resentation as possible.

In each country, an iterative process was carried through. The ideal process is 
illustrated in Fig. 10.3, and due to unforeseen obstacles in the partner countries, the 
process varied a bit from country to country. The ideal process has these phases:

Fig. 10.3 The purpose of the social network analysis method is to create stakeholder networks that 
can be used to pick out relevant persons for the National Stakeholder Panels
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 A. The researchers made up a list of stakeholders covering the above groupings, 
including the name, email address and to which organisation the stakeholder 
belonged. In a country like Denmark, we expected the list to be comprised of 
approximately 500 persons.

 B. Each person on the list was sent a SurveyXact questionnaire (in the national 
language) asking: ‘Which persons do you consider to have impact on changing 
assessment practices at the school, local and national level?’ For each person 
they named, they gave an email address (if possible) and organisation affiliation. 
They were also asked to indicate whether the person had impact on changing 
assessment practices at the school level, local level or national level.

 C. Based on the survey data, the Danish group produced a network of stakeholder 
candidates and gave it a first analysis in collaboration with the national 
researchers.

 D. Stakeholders who held central positions in the network of stakeholder candi-
dates were listed, i.e. persons with many incoming connections but also with a 
large diversity in types of stakeholder candidates to which they were connected. 
The selection was based on a dialogue between the ASSIST-ME partners and the 
Danish team. If the ASSIST-ME partner believed that an important stakeholder 
candidate was missing from the network, the stakeholder could be included in 
the new list of stakeholders. The number of stakeholders was expected to be 
between 50 and 100 persons.

 E. Each stakeholder was presented the list of stakeholders (i.e. the list mentioned 
in ‘D’) and was asked to choose the persons they believed were important. They 
could select between the names on the list, and they could also supply names 
they believed were missing.

 F. Based on the stakeholder connections found in step E, the Danish team refined 
the network of stakeholders to those individuals who were identified as having 
impact on changes in assessment practices. This final network was analysed in 
detail by the Danish team in collaboration with each ASSIST-ME partner to 
select key stakeholders relevant for inviting to the National Stakeholder Panels.

The next phase was to recruit the members from the refined list of stakeholders 
(determined in F). This was very much a question of finding the right balance between 
choosing the most influential individuals who, at the same time, would find the mem-
bership of a NSP important enough to give priority to attend the meetings. Some 
potential members were contacted personally. The final list of selected stakeholders 
was mailed to all on the list, so they could see the optimal composition of the NSP.

The resulting composition of the NSPs varied from country to country, depend-
ing on country size, the status of the researchers and the national policy culture 
(Bruun et al. 2015). All the researcher teams had high-profile researchers. In small 
countries like Denmark, it was easier to get access to relevant key persons, whereas 
in larger countries or in countries with a decentralised administration, it seemed 
more difficult to find policy-makers willing to represent a sector. In large, central-
ised countries, it was possible to pinpoint key persons and to have them accept 
membership in the NSP.
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Once this NSP network was established, it was essential to deliver concrete and 
relevant input to them in order to keep the enthusiasm and interest alive. If not, 
members only attended meetings irregularly or they substituted their own atten-
dance a less influential person from the organisation.

 How Did the NSPs Work? Agendas, Successes and Problems

At the beginning of the project, the Danish partner published National Stakeholder 
Panel Guidelines for the NSP meetings beginning in month 12 of ASSIST-ME to 
provide goals and suggestions for the first meeting. The guidelines were one of the 
planned outputs (‘deliverables’) of the project. The NSPs were expected to have 
face-to-face work meetings three times during the project:

• Early December 2013 (Month 12)
• March 2015 (Month 27)
• January 2016 (Month 36)

The Danish group sent out draft agendas before every NSP meeting. The agenda 
reflected the current project needs for members’ input and guidance and asked for 
their reflections on the problems currently dealt with that could contribute to answer-
ing our research questions. Each partner could supplement the common agenda 
with local issues, and the partner was responsible for taking minutes of the meeting 
and sending them (in English) to the Danish group, which was responsible for this 
part of the project, and uploading them on the common communication platform. 
The outcome of the NSP meetings will be presented in the next section in a thematic 
form.

 First NSP Meeting (Month 12)

The first meeting settled the role of the NSP. It outlined the project research question 
and the problems that the researchers wanted to address. Members were asked to 
consider how the project could be managed for co-ownership. The following ques-
tions were asked:

How could you secure a meaningful communication between researchers, teach-
ers and stakeholders, including policy-makers?

How could relevant stakeholders be invited to take co-ownership of the research 
results and how could a partnership between researchers, policy-makers and teach-
ers be established in order to secure relevant actions following implementation 
guidelines?
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 Second NSP Meeting (Month 27)

The second meeting addressed the assessment issues at the focus of ASSIST-ME: It 
posed the following questions:

 1. Do you see any reason to change the assessment/examination culture in your 
country?

 2. If not – why not? If yes – why, and in which way?
 3. What will be the best strategy for changing the assessments in a direction that 

takes the ASSIST-ME results into consideration?
 4. In which ways can you – as a NSP – help the changing process?
 5. If we should apply for a successor, a follow-up for ASSIST-ME, which research 

questions should we then pursue?

 Third NSP Meeting (Month 36)

The third and last meeting was held after the final implementation round. In this 
meeting, the common questions, arising from the previous meetings, were discussed 
in the light of the preliminary findings. The questions were discussed at an 
ASSIST-ME Management Board meeting, and the following list was agreed upon:

 1. What position/role describes you best?
 2. From your perspective, describe how students’ learning is assessed in your coun-

try. Please describe both formative assessment for learning (e.g. teachers’ feed-
back to students in the daily teaching) and summative assessment of learning 
(e.g. exams). Please indicate if these practices differ across educational levels 
from grade 1 to 12 (baccalaureate).

 3. Is learning about formative and summative assessment an important aspect of 
teacher education and teacher professional development TPD?

 4. Is it desirable to try to combine formative and summative assessment?
 5. Are there any nationwide (or regional-wide) high-stakes assessments in your 

country?
If yes: At which level(s)?

 6. Do you see any reason to change the assessment/examination culture in your 
country?

 7. What changes, if any, do you find necessary in the examinations at different lev-
els to make it reflect the competence goals (both subject specific and generic) in 
the curriculum?

 8. Do you have any influence on the change of the assessment system in your 
country?

 9. If so, will you use your influence in any change process – and in what direction? 
How can you best change the assessments/examinations in the desired 
direction?
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 NSP Discussions

The following is a summary of some of the discussions that took place in the national 
NSPs. Common agreements are discussed first, and then specific country points of 
view are provided.

 Learning About Formative and Summative Assessment 
in Teacher Education and Teacher Professional Development 
(TPD)

All panels agreed that assessment is an important aspect of teacher education and 
TPD. There was substantial agreement that the weight assigned to formative assess-
ment in teacher education in TPD programmes is contingent on conceptualising the 
assessment of inquiry and process competences. The panels identified a range of 
needs that informed the project:

• Instruments, tools, guidelines and examples of good assessment practice. 
However, it is not sufficient to provide teachers with diagnostic instruments – 
they also have to understand the underlying principles of these instruments.

• Teachers need to be convinced that they can handle competence-oriented forma-
tive assessment.

• Teachers need clear competence descriptions that can be used as a basis for for-
mative assessment.

• Regarding in-service teachers, there is a need for teaching innovation projects 
that integrate teaching institutions (e.g. schools) and education research groups.

It was also stressed that it is not sufficient to provide teachers with materials and 
discuss these in short (e.g. one day) TPD activities. The implementation has to be 
accompanied in practice by long-term TPD.  This is in accordance with the vast 
amount of TPD research that indicates that one-shot workshops do not work 
(Goldenberg and Gallimore 1991; Lieberman and Pointer Mace 2008; Scott 2010).

 The Desirability of Combining Formative and Summative 
Assessment

The NSPs reported a number of ways in which summative and formative assess-
ment are combined in practice, for example, students’ work on projects is assessed 
formatively during lessons and is assessed summatively at the end of the course (the 
summative assessment is then provided as oral or written feedback). Alternatively, 
several summative tests can be used during a teaching unit/course and serve forma-
tive functions. However, it was generally agreed that consistency is important and 
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there needs to be an alignment between teaching and assessment, whether it is for 
formative or summative purposes, there needs to be the same visible criteria. In 
terms of alignment of formative and summative assessment, it was mentioned in 
one of the panels ‘that there is lack of systematic implementation of the two types 
of assessment. Hence, combining the two types becomes an ever more difficult 
task’.

Throughout the discussion, it emerged that at some points, and for some pur-
poses, assessment can (and should) only be formative. It is important to consider 
that formative and summative assessment serve different functions. In one of the 
panels, it was argued that the only way to combine formative and summative assess-
ment is by evaluating student portfolios to monitor students’ learning progress.

 Do You See Any Reason to Change the Assessment/Examination 
Culture in Your Country?

There was a strong feeling among all groups that changes in assessment culture 
should be adapted to the relevant contexts – not just in terms of national or cultural 
context but also educational level, subject, etc. All countries highlighted areas need-
ing some kind of attention or change, but it was also stressed that assessment is a 
sensitive topic and, as such, quick fixes should be avoided.

In this section, we will look at points that emerged from the NSPs which are not 
common across countries and which reflect particular cultural or systemic issues.

There was a discussion among some panels about how the focus on formative 
assessment should not detract from the role of summative assessment, especially 
since parents are used to, and expect summative assessment:

• ‘We are not in the stage where the formative assessment could be part of every-
day teaching. There is still prevailing demand for grading – the teachers need 
them to make final certificate and parents are used to work with them too’. 
(Czech minutes)

• ‘Also, regarding marking, there’s a long history in France concerning this tradi-
tion of marking that is not easy to change. One participant mentioned that the 
society is quite competitive and we should educate students about it as well’. 
(French minutes)

• ‘The panel speaks clearly in favour of a strict separation of formative and sum-
mative assessment to avoid a confusion of learning and achievement situations. 
In addition, it stresses that summative assessment cannot (and should not) be 
completely abolished’. (German minutes)

• ‘Also, many parents still advocate summative testing (grades)’. (Finnish 
minutes)

• ‘Stronger involvement of parents: the parents want formative assessment on the 
one hand, but at the other hand also want to know the “worth of any artefact” 
(summative assessment)’. (Swiss minutes)
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There was a general consensus across the partner nations that something needs 
to be changed in the assessment culture to enhance the status of formative assess-
ment, albeit there were different opinions about what should be changed and how 
this could be done:

• ‘The reason for the change: The school assessment doesn’t support quality of 
students’ learning with respect to understanding of content. The assessment 
should help student to “learn with understanding” and achieve better understand-
ing of the content’. (Czech minutes)

• ‘Even if teachers often will promote formative assessment, the overall discourse 
in the school system is on summative assessment. The focus on figures in the 
school has exploded and students have high attention on their marks. More for-
mative assessment could be a useful reflection tool for students’. (Danish 
minutes)

• ‘In general the NSP indicated that, on one hand, there’s a need to engage teachers 
in an attitude that foster more assessments for learning. On the other hand, they 
indicated that the (official) educational system position is quite heterogenic 
regarding assessment’. (French minutes)

• ‘The panel feels that there had been an assessment culture at schools once but it 
has gotten lost to a huge extent. If it would be possible to reimplement it, this 
would have positive influence on school development, teaching and learning. In 
this context, the school leaders are crucial’. (German minutes)

• ‘Large-scale assessments with innovative assessment formats could initiate more 
innovative teaching in the classrooms (positive teaching to the tests). So far, the 
existing regional-wide assessments are rather traditional. So one could also fear 
that more such tests kill innovative and creative teaching’. (Swiss minutes)

• ‘… the majority of existing diagnostic tests are devoted to measuring students’ 
content knowledge, without placing any emphasis to on their attitudes and or 
skills. In addition, it would be more productive to base students’ assessment on a 
wide variety of tools and methods, such as portfolio, individual and cooperative 
work’. (Cypriot minutes)

• ‘More emphasis should be put on feedback and focus more on learning (what is 
learnt instead of what is not learnt). Generally, people should be more aware 
about the diversity of assessment methods and practices’. (Finnish minutes)

 What Changes, If Any, Do You Find Necessary 
in the Examinations at Different Levels to Make Them Reflect 
the Competence Goals (Both Subject Specific and Generic) 
in the Curriculum?

The role and the validity of the examinations were central issues for most NSPs, and 
across countries, there was an awareness that changes were needed:
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• ‘The panel admits that changes in the final examinations do have a steering influ-
ence. Changes in final examinations thus always have to be preceded by changes 
in instruction. The examination tasks should then be changed carefully, for 
example, by introducing tasks that cover the concepts introduced by the educa-
tional standards. Science is part of the final examinations almost exclusively in 
the ‘Abitur’. Here, these new tasks could be related to experimental methods, 
modelling or scientific ways of thinking’. (German minutes)

• ‘Assessment could be more diverse than it is nowadays, is the impression. It 
should be based on diverse evidence of learning. The new core curriculum 
emphasizes more competences than previous one, so assessment must chance as 
well’. (Finnish minutes)

• ‘There is a need to engage students in assessment in a way that focuses on assess-
ment for learning. Students work in a different way with peers than with the 
teacher. There is a need to change the assessment culture so that the way in which 
students work with the teacher resembles the way they work with peers. Teachers 
need to change their teaching practices to integrate formative assessment’.… 
‘there is [however] a tradition for summative assessment and grading, which is 
not easy to change. The French NSP suggests collaborations with teaching insti-
tutions and research collaborative groups in establishing teaching innovation 
projects’. (French minutes)

• ‘There is a need to change the assessment culture because the used assessment 
strengthens only the external motivation […] students and teachers don’t think 
enough about the learning goals, characteristics of quality performance and 
products [and since] the school assessment doesn’t support quality of students’ 
learning with respect to understanding of content … teachers are mainly focused 
on the fact whether the students have learnt the topic or not […] teachers don’t 
discuss the mistakes with students very often. However, there is still a demand 
for grades, the teacher needs them to make final certificates, and parents are used 
to work with them too’. (Czech minutes)

 What Will Be the Best Strategy for Changing the Assessments 
in a Direction That Takes the ASSIST-ME Results 
into Consideration? And in Which Ways Can You, as a NSP, 
Help the Changing Process?

• ‘Examples of tasks with the described competencies as well as guidance for 
assessment and examples of students’ work. These materials will help future 
teachers and in-practice teachers with formative assessment. In addition, there is 
a need to expand the understanding of school assessment (…) as it should not be 
seen only as a tool, but also as an (educational) goal (…) we could use some 
results from this project to promote this change’. (Czech minutes)
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• ‘You need to combine initiatives on a local level with centrally decided changes 
in the examination system. Start experiments with no-marking classes (within 
the given regulations), increased emphasis on formative assessment etc, and 
evaluate the results. At the same time design new examination forms and con-
crete strategies for assessment, research on the implementation and present the 
results for the Ministry of Education’. (Danish minutes)

• ‘There is a call for integrating formative assessment into pre-service teacher 
training. Another strategy is to generate projects by the local institutions that 
integrate formative assessment practices in their projects’. (…) All the NSP 
members support actively the French ASSIST-ME Conference in Grenoble in 
October 2016. They will take part in some panel discussions during the confer-
ence. Each NSP member can help the changing process in its own level:

Research associations (ARDIST, ARDM) can help for dissemination and the 
sharing of research results (theoretical and experimental) within the research net-
work that include a lot of teacher educators. They can also share results with teach-
ers’ associations in order to reach teachers.

The DEGESCO (General Direction of School) can present information on the 
national site EDUSCOL (An official site for school educators and teachers that aim 
at informing and supporting teachers). DEGESCO can also pass information onto 
National Education school inspectors.

National Education school inspectors can support our action in the National Plan 
of Formation for in-service teachers’ professional development. They said that we 
need to invest in pre-service teacher’s education. Collaborative research groups (in- 
service teachers, teacher educators and researchers) can develop specific training 
actions about formative assessment in in-service teachers’ training’. (French 
minutes)

 Summing Up the NSP Discussions and Work

All NSPs had very engaged discussions, reflecting the importance that all stake-
holder representatives attributed to assessment. Despite quite different foci and 
nuances, as illustrated by the excerpts above, it was possible to extract some com-
mon agreements and recommendations which will be outlined in the following 
‘general recommendations’ section.

On reflection on the importance of having a forum for dialogue across political 
interests and power relations in order to establish mutual trust and understanding, it 
was clear that the NSP constituted a free space for exchange of ideas and points of 
view. It was also clear that many controversial questions were openly discussed. 
The discussions often revolved around the accountability purposes of assessment 
versus the learning purposes and the potential contradictions between the two 
purposes.
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Laveault (2015) refers to two accountability orientations proposed by Blackmore 
(1988):

 – Policy targeted at improving the management of the school system: Economic- 
Bureaucratic Accountability (EBA)

 – Policy targeted at improving students’ learning: Ethical-Professional 
Accountability (EPA).

An EBA orientation will increase students’ performance and achievement levels 
through enhanced efficiency in the use of human and material resources. ‘Teachers 
are directly held responsible for students’ achievement results and therefore, should 
use AfL [Assessment for Learning] to improve them. Hence, in such a context, “The 
results are what matters, and the processes are validated only by performance” 
(Jaafar and Anderson 2007, p. 211)’ (Laveault (2015), p. 23f). This approach has as 
the only purpose a clear accountability use. An EPA orientation will be based on a 
shared responsibility, and ‘Emphasis is put on teachers working together as a pro-
fessional learning community and on students’ improved learning skills and sus-
tained achievement levels (Jaafar and Anderson 2007)’ (Laveault 2015, p. 23f). This 
approach attempts to combine a learning purpose with an accountability policy. A 
more expanded discussion of the problems involved in such an approach can be 
found in Chap. 3.

The tension between these two orientations was clearly articulated in the NSPs, 
and it became clear to all stakeholder representatives that a solution was necessary 
and that it could only be developed through strengthening the cooperation between 
teachers, researchers and key stakeholders, especially from official bodies like the 
Ministries of Education.

 General Recommendations

The ASSIST-ME Lyon meeting in February 2016 had as a main theme the summing 
up the findings and formulating the project’s general recommendations, which was 
reported to the EU as Deliverable D7.3. All partners brought with them the minutes 
from the NSPs and also minutes from the last meeting in their LWGs where teachers 
had discussed questions very much in line with the questions for the third NSP 
meeting.

Thematic groups were formed with members from all partner institutions. The 
groups wrote down statements everyone could agree upon based on the different 
national statements and conclusions. These statements were then edited together 
into five broad recommendations for policy-makers and other key stakeholders on 
how formative assessment of inquiry-based teaching and learning might be done 
more effectively across a range of countries. This process builds on the trial imple-
mentation of the four ASSIST-ME assessment methods (i.e. marking (grading and 
written comments), self and peer feedback, on the fly interaction and structured 
assessment dialogue) and recommends how these approaches can be strengthened 
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and how existing assessment systems might be modified to enable formative assess-
ment to function effectively in STM classrooms. Many of the recommendations are 
neither new nor ground breaking to a researcher in the field of STM education, but 
they have been carefully discussed among stakeholders from the partner countries 
involved in educational issues, and for many policy-makers they constituted rather 
strong statements.

 Recommendation 1: A Competence-Oriented, Inquiry-Based 
Pedagogy Is Important

An inquiry-based teaching and learning approach helps young people develop criti-
cal thinking and scientific reasoning that are important in creating citizens who can 
make sense of the world they live in and make informed decisions. Inquiry-based 
teaching and learning has proved its efficacy at both primary and secondary levels 
in increasing interest and attainments levels in STM subjects, while at the same time 
stimulating teacher motivation. The ASSIST-ME project confirms this understand-
ing and goes further, in defining and operationalising key competencies within STM 
subjects that help students utilise and develop scientific knowledge and processes.

The project points at ways to implement such a competence approach in different 
educational cultures and recommends adjusting educational policies to make this 
possible.

 Recommendation 2: Focus on Formative Assessment to Support 
Competence-Based Inquiry Learning

Formative assessment provides both the time-frames and opportunities to look at 
how students develop competencies. ASSIST-ME has collected solid evidence of 
the huge learning potential of formative assessment methods via student goal orien-
tation, making the learning journey visible and explicit. It has also supported teach-
ers to identify the best next steps in student learning. However, the project has also 
revealed that formative assessment is not an integrated part of current STM teaching 
and that, for many teachers and students, it is difficult to implement in a structured 
form.

It is therefore necessary to promote a teaching approach integrating formative 
assessment into the classroom culture and to frame the educational condition, 
resources and the curriculum to make it happen.
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 Recommendation 3: Reduce the Emphasis on Summative 
Assessment to Give Room for Formative Assessment

ASSIST-ME found that the summative assessment load needs to be reduced to 
allow teachers time to focus more on formative aspects, on assessment for learning, 
and to highlight and emphasise those aspects of learning that we value within the 
STM community. Curricular material, textbooks and resources need to include spe-
cific and detailed reference to their formative potential and to their use in the class-
room so that both teachers and students are focused on how assessment can support 
learning.

It is recommended to develop national assessment policies that recognise the differ-
ent purposes and potential involved in the interactions between formative and 
summative assessment and that makes it possible to realise the full potential of 
formative assessment processes.

 Recommendation 4: Develop New Forms of Examination Able 
to Capture STM Competencies

The ASSIST-ME implementations have made it clear that a big gap exists in many 
countries, between the examinations at the end of a course and the learning pro-
cesses during the course. While the teaching-learning processes are aiming at devel-
oping the learners’ STM competences, the examinations often fail to assess these 
properly. To bridge this gap, summative assessments should be more in alignment 
with the formative processes in everyday teaching and should be designed to assess 
the STM competences in a valid and reliable way. There is evidence from the proj-
ect that classroom practice is heavily influenced by the well-recognised backwash 
from summative examinations. The development of examination forms that assess a 
broader range of STM competences will have a positive impact on the teaching of 
these competencies.

It is necessary to develop new types of examination that are able to capture the 
central STM competencies and also be aligned to the formative approaches in 
the classroom.

 Recommendation 5: Teachers Need Support in Implementing 
and Enacting Classroom Assessment of STM Competencies

ASSIST-ME has developed formative assessment tools able to support teachers in 
defining and articulating appropriate feedback comments for students, thereby 
strengthening the assessment literacy of both teachers and students. Assessment 
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tools alone are insufficient, though, teachers need to adapt the tools to the educa-
tional contexts that exist in the local environment. This requires support from peers 
and educators in translating tools for specific contexts. The ASSIST-ME model may 
provide an effective format for these programmes: three meetings per year, involv-
ing a team of teachers and researchers or teacher educators in designing and testing 
new teaching units in an iterative process dedicated to the ongoing improvement of 
the inquiry activities and their assessment tools.

ASSIST-ME has identified a strong need for professional development programmes 
(pre-service, induction and in-service) that support teacher understanding of 
formative assessment and inquiry-based teaching and learning and facilitate the 
implementation and enactment of formative assessment processes in STM class-
rooms at both primary and secondary level.

 The Impact from ASSIST-ME on Education and Educational 
Policy

It is difficult to measure the long-term impact of an educational research project 
such as ASSIST-ME. Education is a complex interplay between the teachers in the 
classroom and school leaders; both framed and conditioned by educational policy. 
Research can influence how some teachers teach their classes and how some school 
leaders support and promote new teaching approaches – within the given frame. It 
can also affect the policy system to change the conditions for teaching, thus from a 
top-down position steer or support teachers’ work. The ASSIST-ME project intended 
to do both.

Through the work in the LWGs teachers have been supported in changing their 
assessment practice. They have been introduced to various assessment methods and 
their implementation in the classroom as described in Chaps. 4, 5, 6 and 7. This 
work has been disseminated through national channels such as national confer-
ences, teacher journals, teacher networks, in-service teacher training, etc.

The national policy level has been influenced in various ways from country to 
country.

In Denmark, a new Act for upper secondary education was passed through the 
parliament in 2016 with the intention of implementing new assessment forms and 
formats inspired by ASSIST-ME. An in-service programme for teachers and school 
leaders focusing on increasing student feedback is running in the spring 2017 with 
participation of ASSIST-ME researchers. The Danish Ministry of Education is 
launching a school experiment programme allowing schools to minimise summa-
tive assessments and to put more emphasis on formative assessments. A new Danish 
strategy for science education K-12 is formulated during spring 2017  – and 
ASSIST-ME knowledge is used and influencing the strategic goals and the initia-
tives adopted to realise the goals.
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Each ASSIST-ME partner has their own story about influence, depending on the 
relations they have been able to establish to policy-makers. But besides these direct 
effects on policy, the project has had impact on the research field associated with 
formative assessment through documentation of features that seem to enhance or 
impede the enactment of the assessment methods.

 A Wider European Perspective

To put ASSIST-ME in a wider European perspective, this section will review some 
of the different projects that sought to influence educational policy in Europe. The 
first is the ‘mother’ of all the inquiry-based science education projects within EUs 
Seventh Framework Programme in Science in Society. The programme rolled out in 
2016, and ASSIST-ME was one of the last funded projects in this initiative. The fol-
lowing three country-specific cases are discussed in the next section: The Norwegian 
assessment for learning project illustrates a strong state controlled TPD programme, 
the New Standards and Curricula in Switzerland is an example of a curriculum proj-
ect in alignment with many of the ideas in ASSIST-ME, and, finally, the English 
case incorporates reflections on the impact – or lack of impact – of a well-known 
science education policy initiative.

The cases together with the ASSIST-ME experiences provide a background for 
the perspectives of the chapter.

 The Rocard Report

The publication Science Education Now: A renewed pedagogy for the future of 
Europe (European Commission 2007) – the so-called Rocard report – is an example 
of how science education policy was formed within the EU’s Seventh Framework 
Programme in Science in Society. In response to a report from the OECD in 2006 
(Evolution of Student Interest in Science and Technology Studies – Policy Report; 
Global Science Forum), a high level expert group on science education was formed 
to make recommendations based on a review of projects that seemed to be having a 
positive impact on recruitment to the sciences, and the report identified the neces-
sary preconditions for increased implementation throughout Europe. The estimated 
level of support within the Science and Society (SIS) programme at that time was 
estimated to be 60 million euros over a 6-year period. The leader of this committee 
was Michel Rocard who was a member of the European Parliament and former 
Prime Minister of France. The other five members were leading scientists in Europe 
with only one science educator, Doris Jorde, on the committee. Policy was made by 
looking at existing documentation on what was working in science education, par-
ticularly with inquiry-based science teaching (IBST), as well as the identification of 
successful projects (wherein Sinus plus and Pollen were recognised as good 
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examples for scaling-up). Michel Rocard gave the committee the authority required 
to prioritise science education within the EU.

What followed was the release of project funding to IBST projects involving sci-
ence educators and informal science learning environments throughout Europe. The 
number of projects, number of participants from every country in Europe and num-
ber of ideas for promoting IBST are daunting in retrospect. An overview of the 
projects can be seen at www.scientix.eu.

 A Norwegian Case

The Norwegian National Curriculum (2006) is written in the form of competency 
goals for all subjects in grades 1–13 (1–7, 8–10, 11–13). Competency goals in the 
integrated science subject (naturfag) occur in grades 2, 4, 7, 10 and 11. Biology, 
Chemistry, Physics, and Earth Science have competency goals for grades 12 and 13. 
National exams are administered after grade 10 (pupils may be selected for an oral 
examination) and at the end of grade 13 (students may be chosen for either oral or 
written examination). All children have the ‘right’ to formative evaluation in all 
subjects according to the national rules and regulations governing schools.

Based on the information above, one could say that Norway has very little testing 
compared to many other countries. Norway participates in TIMSS and PISA, but 
these tests are designed to identify trends at the national level. The Department of 
Education places trust in local school evaluation, supporting these efforts through 
national programmes for TPD in evaluation and the development of web pages 
(http://www.udir.no/laring-og-trivsel/vurdering/). These help explain and provide 
tools for evaluation (both formative and summative).

In 2010, the Department of Education launched a national TPD programme in 
‘Vurdering for læring’ (assessment for learning) to improve school practice and 
thereby improve student learning outcomes. As of 2016, seven groups of teachers 
(representing over 300 municipalities) have participated in the programme in which 
schools build up communities of practice. Four principles guide the TPD 
programme.
Students learn best when they:

1. Understand what they are to learn and what is expected of them
2. Receive information on the quality of their work
3. Receive information on how to improve their work
4. Are involved in their own learning processes (through evaluation of own work 

and evaluation of progress)

The focus of the professional development programme is to move thinking away 
from concentrating on the learning activities students are doing to a focus on what 
students are learning.

As entire schools participate in these programmes, it is important to ask if the 
information is improving the way science teachers work in their own classrooms 
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with assessment. Are the ideas presented above applicable for the practices employed 
in teaching science?

Do we know how to assess student progression in science lessons? Do we have a 
good ‘tool box’ in science for helping teacher to make student thinking visible?

Perhaps what is more important for us to think about when working with general 
ideas of assessment in schools is whether we, as science educators, have taken this 
type of pedagogical language into our own way of thinking about assessment in sci-
ence classrooms. In science TPD and pre-service teacher education programmes, 
science educators often use their own language of assessment ideas and language, 
not necessarily corresponding with the literature presented in the ‘assessment for 
learning’ national TPD programmes.

Combining the four points above with how we work with science teachers (pre- 
service and in-service), the following questions are pertinent:

Conducting laboratory exercises is common in science lessons. When science 
teachers decide that students will conduct a lab: Are students clear about why they 
are doing the lab? Do teachers let students know what will be expected of them? Are 
clear goals for the lab articulated to students before they begin, rather than simply 
providing recipes for a procedure? Are students allowed to engage in the process of 
designing the lab?

Do teachers let students know how the lab will be assessed? Is it only the final 
lab report that is important or is the entire process of doing the lab also assessed? If 
the whole process is important, how will it be documented? Are students given the 
opportunity to discuss their results with others? Are students given the opportunity 
to use modern technology when collecting data in the lab (smart phones for exam-
ple? and in their laboratory reports?

Are students given feedback on their lab reports? Are students given the oppor-
tunity to wonder about outcomes from the lab, including alternative interpretations? 
Are students asked to place the lab into an historical context or perhaps wonder 
about the importance of the outcomes in a modern science perspective?

The assessment for learning project in the Norwegian curriculum places a focus 
on what students are learning, not just on what students are doing. In science les-
sons, it is easy for science teachers to see activity and assume that learning is hap-
pening. However, it is not until we look for evidence of learning, through formative 
assessment tools, that we improve student outcomes.

 New Standards and Curricula in Switzerland: A Focus 
on Inquiry-Based Learning and Assessment

In the last 15 years, Switzerland has begun to implement new standards and curri-
cula which will lead to substantial changes in the Swiss educational system. In sci-
ence, inquiry-based learning and formative and summative assessment play an 
important role in both standards and curricula.
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National Standards Triggered by PISA results, the Swiss Conference of Cantonal 
Ministers of Education (EDK 2011; Labudde 2007; Labudde et al. 2012) initiated 
the project HarmoS (Harmonisierung obligatorische Schule Schweiz: Harmonisation 
of the Compulsory School Switzerland). Switzerland has a federal political system, 
that is, each of the 26 cantons has its own educational system. The mobility of the 
population demands for more harmonisation in education. HarmoS intends to estab-
lish comprehensive competency levels and standards in specific core areas for com-
pulsory schools in Switzerland including science. The standards are defined for the 
end of grades 2, 6 and 9, that is, they are based on a progression model. The national 
standards in science include six skills: (1) asking questions and investigating; (2) 
exploiting information sources; (3) organising, structuring and modelling; (4) 
assessing and judging; (5) developing and realising; and (6) communicating and 
exchanging views. As an overall skill ‘working self-reliantly and reflecting on one’s 
own work’ is added. Each of the skills – and their subskills – has been described 
meticulously and with a degree of sophistication. Many of them are related to 
inquiry-based learning. The following examples belong to the skill ‘asking ques-
tions and investigating’: (a) at the end of grade 6, that is, 12-year-old students, and 
(b) at the end of grade 9, i.e. 15-year-old students:

 (a) Grade 6: ‘Students can perceive simple situations and phenomenon with differ-
ent senses; they can observe and describe them. In regard to the situations and 
phenomenon, they are able to ask questions and formulate problems. Guided by 
the teacher, students can perform investigations and experiments; they can carry 
out estimations and measurements, collect and interpret data’.

 (b) Grade 9: ‘Students can perceive situations and phenomenon with different 
senses; they can observe and describe them. In regard to the situations and phe-
nomenon, they are able to ask different questions and to formulate problems 
and simple hypotheses, and to determine variables in order to check them. They 
can plan and perform investigations and experiments. Doing so, they are able to 
carry out specific estimations and experiments, to collect and interpret data, and 
to answer their questions and to give their view on the hypotheses’.

Curriculum 21 The national standards and competences, as defined by HarmoS, 
were the frame for the development of the new curricula, one for each of the three 
linguistic regions of Switzerland, that is, German, French and Italian. For the 
German speaking part of Switzerland, that is, 21 cantons out of 26 cantons, the cur-
riculum was named ‘Curriculum 21’ (Lehrplan 21). The subjects ‘Nature-People- 
Society’ (grades K-6, i.e. age 4–12) and ‘Nature and Technology’ (grades 7–9, i.e. 
age 12–15) focus on both inquiry-based learning and formative assessment.

• The curriculum defines hundreds of so-called competences; dozens of them are 
related to inquiry-based learning. For example: ‘Students can investigate, reflect, 
and present information about nature and technology on their own. […] Students 
can plan, implement and interpret investigations in regard of the interaction of 
plants and soils’ (D-EDK 2014a, NT 1.3NT 9.3c).
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• The so-called basics of Curriculum 21 describe formative and summative assess-
ment: ‘Formative assessment: During the lessons, the students receive encourag-
ing and constructive feedback, which they can use developing competences and 
which supports their learning process. This feedback is adapted to the individual 
learner, it integrates aspects of self-assessment. […] Summative assessment 
focuses on the actual performance level of students. Primarily, it is based on the 
objectives of the curriculum […]’ (D-EDK 2014b, p. 9–10).

The quotes are paradigmatic examples showing how inquiry-based learning and 
formative assessment as two different instructional strategies are integrated in 
Curriculum 21. Both have already played an important role in previous curricula, 
but they are enforced by the new curriculum which will be implemented gradually 
in the next few years. Each canton has its own schedule for the implementation; the 
first two cantons already started in August 2015 and the last ones will start in 2020.

Teacher Training Programmes and Continuous Professional Development 
(CPD) Teacher training colleges and institutions of CPD play an important role in 
the cantonal educational systems; CPD is well developed and well recognised by 
teachers and other stakeholders. For more than 20  years, these institutions offer 
modules and courses that promote Inquiry Based Learning (IBL). However forma-
tive assessment has seldom been an explicit part of programmes or CPD. This situ-
ation will change, though; with the implementation of Curriculum 21, there will be 
large programmes of CPD in all cantons. Teachers should learn about the objectives 
and content of the new curriculum. In science, a main emphasis will be on both IBL 
and formative assessment. The same is true for teacher training programmes across 
Switzerland.

Politics and Administration In general, both politicians and administrators support 
the ideas of IBL and formative assessment. In a small country like Switzerland, with 
a population of only 8 million people, there are many relationships between can-
tonal ministries of education, teacher training colleges, teacher unions and associa-
tions and teachers. Therefore, a new development or a new concept that is well 
accepted by different kinds of stakeholders, like the concept of IBL, will also be 
accepted by other stakeholders. In addition to formative assessment, the Swiss 
Conference of Cantonal Ministers is implementing national monitoring that includes 
nationwide tests in the main subjects, that is, mathematics, first and second lan-
guage, and science. The monitoring will be based on a representative sample; it 
should yield results with regard to the implementation of standards and curricula: 
Which competence levels do the students achieve by the end of grades 2, 6 and 9? 
This monitoring is a form of low-stakes assessment. Furthermore and in contrast to 
the national monitoring, some cantons are planning and implementing high-stakes 
assessments at the end of grade 6 and 9. The results of these assessments will be part 
of the final certificate that the students get at the end of primary and secondary 
school.
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The Role of ASSIST-ME The project ASSIST-ME only started in 2013, that is, it 
could not have had an influence on the established national standards and only a 
marginal influence on Curriculum 2014. However, it has had and will continue to 
have effects on the implementation of the new curriculum, on teacher programmes 
and CPD and on formative and summative assessment. The Centre for Science and 
Technology Education (CSTE), which is the Swiss partner in ASSIST-ME, and its 
members are responsible – in most cases together with other institutions – for the 
following activities and projects:

 1. Educating pre-service teachers at our university as well as being engaged in 
CPD, for example, in the big programme SWiSE (2017, Swiss Science Education, 
customers: Teachers, ministries of education, universities, and foundations; 
since 2011).

 2. Planning and developing checks in science for the end of grade 8 and 9; IBL and 
experiments play an important role in these checks (customers: ministries of 
education of the four cantons of Northwestern Switzerland; annually since 
2014).

 3. Organisation of a 1-day conference on formative and summative assessment in 
science for cantonal ministries (about 30 specialists of cantonal ministries; 
November 15, 2016).

 4. Part of the advisory board for the national monitoring (customer: Swiss 
Conference of Cantonal Ministers, since 2016).

 5. Writing science school books for grades 7–9 with an emphasis on IBL and with 
hints for formative and summative assessment in the teacher edition (customer: 
a Swiss publishing company; 2014–2020).

 6. Helping to implement Curriculum 21, in particular the ideas of IBL and forma-
tive assessment.

These activities and projects show that ASSIST-ME has had and will continue to 
have an impact in Switzerland. Thus, there are a lot of synergistic effects between 
the European project and several Swiss projects.

 An English Case

Over a decade ago the Nuffield Foundation sponsored two seminars which resulted 
in a report entitled ‘Science Education in Europe: Critical Reflections’ (Osborne and 
Dillon 2008). Although the majority of the attendees were science education 
researchers, there were a scientist and a policy-maker from the EU at each seminar. 
The overall approach was inspired by the series of Nuffield Foundation seminars that 
led to the seminal UK science education report, Beyond 2000 (Millar and Osborne 
1998), which has been cited (according to Google Scholar) almost 1500 times.

‘Science Education in Europe’ examined three aspects of science learning: cur-
riculum, pedagogy and assessment. The report was highly critical of many aspects 
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of the then current policy and practice. In terms of assessment, the report’s authors 
concluded that:

For too long, assessment has received minimal attention. Tests are dominated by questions 
that require recall – a relatively undemanding cognitive task and, in addition, often having 
limited validity and reliability. Yet, in many countries, the results of a range of tests, both 
national and international, are regarded as valid and reliable measures of the effectiveness 
of school science education. Teachers naturally, therefore, teach to the test, restricting and 
fragmenting the content and using a limited pedagogy. (Osborne and Dillon 2008, p. 9)

Those comments still hold true today in many, if not all, of the ASSIST-ME 
 partner countries. The report went on to identify a possible course of action:

Transforming this situation requires the development of assessment items that are more 
challenging; cover a wider range of skills and competencies; and make use of a greater 
variety of approaches – in particular, diagnostic and formative assessment. (p.9)

A number of individuals and institutions have done just that although implement-
ing new assessment strategies across educational systems has proved problematic.

The report made a number of recommendations including:
EU governments should invest significantly in research and development in 

assessment in science education. The aim should be to develop items and methods 
that assess the skills, knowledge and competencies expected of a scientifically liter-
ate citizen. (p.9)

The EU did invest in research and development in assessment in science educa-
tion but how far have we come and where are we going? If anything, the dominance 
of large-scale international testing such as PISA has grown over the last decade. 
While some have argued that such comparisons have been used to lever up stan-
dards in a number of countries, others argue that such tests distort policy and thus 
classroom practice.

Reflecting on the impact of ‘Science Education in Europe’ one could argue that 
while the European Commission was sympathetic to its messages, systemic change 
has foundered on the way that politicians interpret the results of the OECD PISA 
assessments together with a natural inertia in education systems to any radical 
change in student assessment.

Nowhere in the world is student assessment as much of a political football as in 
England. With its long history of practical work in school science and its concern 
for science for all, one might expect that England might have the answers to many 
of the questions that drove the ASSIST-ME project. The pioneering work of Paul 
Black and Dylan Wiliam is well known to anyone interested in formative assess-
ment, and it was a starting point for many of the ASSIST-ME developments. But 
how far has England come?

In February 2017, the Wellcome Trust in collaboration with the Gatsby Charitable 
Foundation announced a new scheme which focused on ‘Assessing Practical Science 
Skills in Schools and Colleges’. The scheme ‘supports researchers who want to 
explore the best ways to assess students’ practical science skills’. Funding would be 
made available to support researchers who wanted to address ‘the challenge of 
assessing students’ practical science skills in a way that is valid, reliable and feasi-
ble. Rather oddly Wellcome added ‘We might also consider other ideas that don’t 
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meet these criteria, but develop new ways to assess students’ practical science 
skills’. There does seem to be an element of wheel reinvention here. Surely in 2017 
enough is known about how to assess students’ practical skills in science? Should 
not the priority be transforming science education as the Nuffield report recom-
mended through ‘making use of a greater variety of approaches – in particular, diag-
nostic and formative assessment’ (Osborne and Dillon 2008, p. 9).

Discussion of science education policy in England tends to be dominated by the 
learned societies and by the Association for Science Education, the leading profes-
sional organisation for those involved with the teaching of science. Despite the many 
working parties, committees and conferences that have been devoted to assessment 
in science in England, the level of thinking does not seem that advanced. Furthermore, 
the impact that these discussions, pontifications and reports have on policy-makers 
seems limited. Some measure of where the debate is now in England is indicated by 
this quote from SCORE – the Science Community Representing Education.

Assessment largely determines what students are taught, and has an enormous influence on 
the style and emphasis of teaching and learning. Therefore, it is essential that awarding 
organisations, Ofqual and the Department for Education work together across organisa-
tions, and with others, to ensure that an effective, evidence-based mechanism for assessing 
practical work is developed alongside content. (SCORE n.d.)

It might be ‘essential’ that the Department for Education works with other organ-
isations but the mechanism for making this happen is not clear. All too often in sci-
ence education in England, the rhetoric and the reality are far apart.

 Conclusions and Perspectives

So, what can we conclude? The science education research community seems to 
have accepted that changing classroom assessment practices towards more empha-
sis on formative processes is a key dimension of raising attainment in school sci-
ence. But the dominating political power still favours the summative elements.

The ASSIST-ME project has demonstrated that bringing researchers and teach-
ers and policy-makers in close dialogue about concrete issues regarding assessment 
gives an enhanced awareness and understanding of the role of formative and sum-
mative use of assessment. This has influenced the attitude of the individual policy- 
maker and given him or her a more nuanced view on problems related to assessment 
and an informed openness for debating solutions.

It is also evident that ASSIST-ME has had influence on the educational policy in 
the participating countries. The extent of influence differs, of course, from country 
to country, and many effects will only be visible after a longer period of time. But 
all partners report of impact on the educational and political scene in their country. 
Many have arranged national conferences including policy-makers, and all partners 
give various examples on how their researchers have been invited to participate in 
curriculum development, teacher professional development workshops, expert 
groups on assessment, etc. Through such activities and through the NSPs, the results 
from ASSIST-ME have been spread and have affected the public discourse.
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It has been crucial that dissemination of information and the debates in the NSPs 
were based on research results originated from collaboration between researchers 
and teachers. The research foundation gave the background for the debate a high 
degree of legitimacy, both among teachers and policy-makers, and thus some seri-
ousness and credibility to the outcome. It has also been fruitful that NSP members 
were involved indirectly in the research process. It gave them insight into the com-
plexity of educational research and a certain humbleness towards quick solutions.

This has not necessarily led to consensus, which is a rare thing in policy, and it 
has not eliminated all resistance to change. Much resistance to change has legiti-
mate reasons seen from the point of view of the actor. Teachers have limited capac-
ity for change if not giving the necessary supports. Professionals need time and 
training for professional development. Policy-makers are often restricted in their 
actions by the point of views they normally represent, talking on behalf of their 
policy or interest organisation. But the ASSIST-ME approach has pointed at some 
ways forward for affecting educational policy.

What needs attention in the future is whether the lack of profound changes in the 
assessment systems can be tracked down to inertia in the educational environment 
or to resistance to change among policy-makers. It is necessary to pose the question: 
Is the lack of change in the directions indicated by research such as ASSIST-ME due 
to lack of knowledge among policy-makers – or is it rooted in values among the 
same policy-makers opposing the research findings?

Maybe it is about time to realise the political character of educational policy 
issues, especially issues related to assessment. When things don’t change, it could 
be because strong economic and political powers don’t want them to change. Some 
policy actors might simply find a change in the fundamental ways the educational 
system is currently functioning a threat to their basic values. In this respect, change 
in the assessment system is a question of value clarification and value change. This 
approach is, perhaps, key to understanding where we go next.
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Chapter 11
Transforming Assessment Research: 
Recommendations for Future Research

Jan Alexis Nielsen, Jens Dolin, and Sofie Tidemand

 Introduction

As a research project, ASSIST-ME produced a large number of results both within 
and across the eight participating partner countries using a variety of research meth-
ods. Based on the preceding chapters, this chapter will organise, prioritise and sum-
marise the principal outcomes. It seems reasonable to assume that many of the 
findings presented in the preceding chapters can inform further research with the 
fields of classroom assessment or science education (or both). For example, it is 
quite clear that the concept of inquiry teaching, while being central in the field of 
science education for two decades, still is difficult to define in clear and uniform 
terms (Rönnebeck et al. 2016). In concert, the chapters at the very least provide a 
state-of-the-art terminology about inquiry-related learning outcomes and how they 
are assessed that can act as a strong scaffold for future research on inquiry Science, 
Technology and Mathematics (STM) teaching.

We will in this chapter identify and outline current gaps in research into assess-
ment practice and tie the results of the ASSIST-ME project onto this outline. In this 
way, the chapter will present concrete research vistas that are still needed in inter-
national assessment research. The chapter concludes with a key theme that appears 
across many of the chapters in this volume, namely, issues concerning the opera-
tionalisation of complex learning goals into teaching and assessment activities.
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 Cross-Cutting Trajectories

We start by extrapolating three trajectories across the chapters that seem to be par-
ticularly promising for future research. These pertain to (i) using competences as a 
theoretical foundation in assessment, (ii) placing summative and formative assess-
ment on a continuum and (iii) identifying the need for teachers to be supported 
when introducing new assessment formats. These trajectories will subsequently be 
discussed in the ensuing sections of this chapter.

First, Ropohl et al.’s (Chap. 1) exposition of competences as a way of parsing 
learning objectives in science education and Rönnebeck et al.’s (Chap. 2) delinea-
tion of how competences related to STM inquiry could be assessed, provide a very 
direct vision of how the field of science education could understand and make oper-
ational concepts such as Bildung, scientific literacy and inquiry teaching (for a dis-
cussion of the connection between scientific literacy and Bildung, see Sjöström and 
Eilks 2017). Ropohl et al.’s (Chap. 1) analysis of the concept of competence indi-
cates that the concept is multifaceted and often used ambiguously, but in so doing, 
the chapter provides much needed clarity and indicates ways forward by approach-
ing competences from what they call a ‘holistic’ perspective. Further, Ropohl et al. 
provide a general vantage point for an understanding of competences within sci-
ence, technology and mathematics education. In particular, Ropohl et al.’s push to 
conceptualise complex learning objectives in competence terms forms a backdrop 
for Rönnebeck et al.’s (Chap. 2) analysis of assessment of learning in inquiry teach-
ing. Rönnebeck et  al.’s analysis builds on a detailed systematic literature review 
reported in Bernholt et al. (2013), and the chapter provides a much needed transla-
tion of inquiry-related learning outcomes into competence terms, not just for 
research to reach a shared understanding of inquiry but also indirectly to support 
teaching and assessment practice concerning inquiry teaching.

Second, while researchers within the field of classroom assessment have long 
distinguished between formative and summative assessment, Dolin, Black, Harlen 
and Thiberghien (Chap. 3) provide a framework for understanding the dynamics of 
the interplay between formative and summative assessment. In particular, the chap-
ter contains concrete ideas for ways of linking formative and summative forms of 
assessment and for how formative and summative forms of assessment can be seen 
as belonging to a spectrum rather than as binary forms of assessment. Now, these 
ideas have bearing on the empirical studies of both structured assessment dialogues 
(Dolin et al., Chap. 3) – a regimented assessment procedure that allows for multi-
farious layers of assessment activities and perspectives  – and the scaffolded 
approach to teacher written feedback explored by Holmeier et al. (Chap. 7).

Third, it seems that the teachers who were involved in the various empirical stud-
ies presented in this volume in general needed support to use the various assessment 
formats as well as to plan and implement inquiry STM teaching (see Chaps. 4, 5, 6, 
7 and 9). In particular, at least three chapters conclude that concerted professional 
development efforts are needed to support teachers to provide formative feedback in 
inquiry teaching (see Chaps. 4, 7 and 9). The need for support notwithstanding, it 
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seems equally clear that the process of repeatedly trying out the different methods 
for assessing inquiry-related competences did provide a strong basis for the teachers 
to establish an understanding of inquiry (or rather inquiry-related competences) that 
in turn stabilised their formative assessment practice.

 Recommendations for Future Research Foci and Methods

We next present what we find to be key lacunae in classroom assessment research 
that future research should address. As such, we reflect on key research foci that we 
feel should be pursued in the future. Further, we identify an underlying theme that 
reoccurs in various ways across many of the research findings in the chapters of this 
volume. We present this theme, argue why this theme is important and provide a 
terminological and analytical framework that may open a new research vista for 
classroom assessment research.

The chapters in this volume all address issues that are boundary objects (Star and 
Griesemer 1989). Indeed, the issues that are explored can be approached from the 
perspective of classroom assessment research which we can take to be a strand of 
general education research and from the perspective of science education research. 
When looking across the issues in the preceding chapters, it is difficult to define 
exactly when it is advisable to draw on background research from the general edu-
cational field and when to draw on research about assessment in subject-specific 
contexts – such as the STM subjects. Clearly, drawing on classroom assessment 
research in general would have afforded a much more comprehensive background 
into typical issues surrounding teachers’ assessment practices regardless of which 
subject the teachers are teaching. But it is still an open question whether assessment 
practices differ across disciplines and if so how they differ and what such differ-
ences signify (Ruiz-Primo and Li 2012). Also, focussing on the assessment of com-
plex inquiry competences may to some extent preclude the application of much of 
the existing research into subject-specific assessment practices that will often focus 
on assessment of concrete subject content. For example, for science education, there 
exists some research on the development and validation of learning progressions 
(Wilson 2009), but such work typically focusses on concrete subject-specific con-
ceptual content rather than generic competences such as those that are the aims of 
inquiry teaching. Generic competences are here taken to be competences that can be 
at play in or the aim of multiple different disciplines, e.g. communication compe-
tences, innovation competences, problem-solving competences, collaboration com-
petences and argumentation competences (see, e.g. Belova et al. in press).

Future research endeavours must take this into account: research into assessment 
in relation to inquiry teaching still requires a fair amount of extrapolation – either 
by assimilating findings from general education assessment research or by transpos-
ing findings and principles about assessment of more specific disciplinary skills.

Cowie (2012) recently argued that ‘[t]he current focus on more directly aligning 
the system of assessment (national to classroom), curriculum, and pedagogy comes 
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with the prospect of this suggesting the need for research that tracks development at 
all levels of the system and across all stakeholders’ (p.  484). The primary idea 
behind Cowie’s call for comprehensive research of this type is the fact that the 
assessment culture of an educational system manifests itself in various ways across 
stakeholder types – for example, teachers’ narratives about the assessment culture 
in which they are actors will probably be very different from the narratives of par-
ents (compare, e.g. Brookhart 2012) or government officials overseeing centralised 
assessment (see Moss 2008, for an argument to a similar effect). To be sure, the 
ASSIST-ME project that formed the basis of the preceding chapters took an impor-
tant step in this direction by adopting an involvement of key stakeholder groups: 
researchers, teachers, leaders and policymakers (see Dolin et al., Chap. 10). In the 
project, this stereoscopic involvement ultimately resulted from a change agenda – 
with the aim of actively capitalising on the research results in order to impact teach-
ing and assessment practice (see Dolin 2012). Arguably, more stakeholder 
types – most notably the learners – could and should play a larger role in research 
that comprehensively tracks the development of assessment culture in increasingly 
aligned educational systems.

An important issue in assessment research that had a somewhat implicit role in 
this volume is that of validity. The coding of the data in the project did entail some 
aspects of assessment validity – in particular in the case of peer feedback (Chap. 6) 
and to some extent in the case of written feedback (where the coders had to focus on 
the level of justification of the teachers’ feedback to his/her students; Chap. 7) – and 
of course validity is a key aspect considered in the theoretical outcome of the project 
focussing on how summative and formative assessment can be linked constructively 
(Chap. 3). Future large-scale cross-national research projects similar to the 
ASSIST-ME project may focus more directly on validity aspects. Indeed, the role of 
validity in educational assessment research is difficult to circumvent (for a historical 
overview and an exposition of the importance of validity in educational assessment, 
see Newton and Shaw 2014). At this point it is relevant to emphasise that the 
ASSIST-ME project worked with complex learning objectives (inquiry compe-
tences in STM) that were not necessarily familiar to the participating teachers and 
that this may indicate validity concerns (even though reliability concerns may trump 
validity concerns in matters about formative assessment; see Chap. 3).

 Operationalisation of Learning Goals: A New Research Vista?

In this section, we want to point to an underlying thematic process that we find per-
meates the research findings in most of the preceding chapters. We provide a first 
attempt to define that process and in so doing point to new research vistas for 
research on teachers’ assessment practices. Let us start by making some observa-
tions from three chapters that describe empirical studies.

Evidence from the use of structured assessment dialogues (see Dolin et  al., 
Chap. 6) indicates that the translation of relatively complex learning goals into more 
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concrete and operational constructs that can function on the level of assessment 
criteria proved to be important for the quality of feedback. Further, teachers’ prac-
tice of engaging in on-the-fly formative interaction benefits from a close exposition 
of the assessment criteria or the construction of rubrics (see Harrison et al., Chap. 
4). Similarly, the work put into translating more complex competence goals into 
criteria for the feedback templates used for written feedback seems to have been 
beneficial (see Holmeier et al., Chap. 7). To be sure, such templates that delineate 
the potential progression trajectories of students’ competence development can aid 
the teacher in providing valuable feedback. But beyond this, the very fact that com-
petence development is given a typified description seemed to help some of the 
participating teachers in making assessment transparent to their students.

What connects these findings is that the participating teachers went through a 
process of translating learning goals and that, in the context of these studies, this 
process to some extent was necessary for establishing high-quality assessment prac-
tices. Translating learning goals belongs to a process of operationalising learning 
goals. As such, the process has the aim of making operational learning goals, and 
the rationale behind the process is that the operationalised learning goals may pro-
vide better guidance for the teacher than the initial learning goals – by guidance we 
mean guidance on how to structure his or her teaching and on how to assess stu-
dents’ level of attainment of the learning goals. We have depicted a graphical model 
of the process of operationalising learning objectives in Fig. 11.1.

Take, for example, the following predefined learning goal for biology in a Danish 
upper secondary school: ‘[students should be able to] assess far-reaching biological 
issues and their significance on a local and global level’ (Danish Ministry of 
Education 2013). On its face value, this particular learning goal arguably provides 
little guidance on how to structure teaching and assessment activities. In order for 
that learning goal to be instructive for a teacher (e.g. a teacher that is confronted 
with this learning goal for the first time), there must be a process through which the 
reader can negotiate the meaning of the goal (this negotiation of meaning could be 

Fig. 11.1 A graphic illustration of the process of operationalising a learning goal. Notice that the 
product – the operationalised learning goal – does not necessarily involve sub-constructs; in many 
cases the product is an interpretation of the initial learning goal that enables the teacher to make 
decisions vis-á-vis teaching and assessment activities
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scaffolded by attaching some sort of commentary to the curriculum). This kind of 
negotiation of meaning is exactly what the concept of operationalisation signifies. 
As we will describe below, the operationalisation of a learning goal can be more or 
less specific – ranging from a general interpretation to a detailed parcelling out of 
the initial learning goal into sub-constructs that can indicate assessment criteria on 
various taxonomical levels (see, e.g. Biggs and Collis 2014; Krathwohl 2002). So, 
at the very least, the operationalised learning goal, as a product of the process of 
operationalisation, is the teachers’ interpretation of the initial learning goal.

The process that we are describing here should resonate quite well with both 
practitioners and researchers. Indeed, there is nothing new in that process. But it 
seems to us that it is important to specify the process in more detail than has been 
done in the existing literature. In fact, the process has often remained implicit in 
theoretical expositions. Clearly, the process of operationalising learning goals must 
be an important part of what Kattmann, Duit, Gropengiesser and Komorek (1996) 
called Educational Reconstruction  – the process through disciplinary content is 
reconstructed into a curriculum or into teaching activities. Similarly, the process of 
operationalising learning goals would be a part of what Chevallard (1991) called the 
internal didactic transposition, i.e. the process with which a teacher transposes the 
aims of a curriculum into actual teaching (Winsløw 2011). But in both conceptuali-
sations of the process from the disciplinary knowledge over the curriculum to the 
classroom activities, what we have called the process of operationalisation is at best 
only implied. While there seems to be no established body of work related to the 
particular process that we want to refer to as operationalising learning goals, the 
terminology we have chosen should be familiar to the field. For example, in the 
German curriculum, competence goals are fleshed out using ‘operators’ (German: 
operatoren) that are action verbs describing student activities that should be 
expected when the student is developing a particular competence.1 Notice that our 
usage of operationalisation as a term indicates an active part of the teacher. While a 
curriculum can perform a part of the task of making learning goals operational, the 
teacher will need to perform at least a minimal operationalisation him- or herself 
(such as described by the notion of the internal didactic transposition).

We contend that any teaching practice will involve at least minimal processes of 
operationalisations of the sort we are describing here. But it seems reasonable to 
assume that the more complex the initial learning goals are, or the more unfamiliar 
a learning goal is to the teacher, the more there is a need for support for operationali-
sations. Arguably, the extent to which teachers go through interpretative processes 
that can be categorised as operationalisation of learning goals will vary between 
different educational cultures (see, e.g. Desurmont et  al. 2008). A reasonable 
hypothesis could be that teachers in systems that belong to what can loosely be 
called the north and continental western European tradition have a strong tradition 
for going through such processes, for these are systems where the teacher tradition-
ally has a relatively autonomous role of designing his or her teaching using a cur-
riculum as a guide. But the explicit familiarity with processes of operationalisation 

1 See, e.g. https://lehrerfortbildung-bw.de/u_gewi/gwg/gym/bp2004/fb1/modul1/geo/operator/
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can also differ between educational levels within one country. For example, findings 
from the ASSIST-ME project indicate that Danish lower secondary school teachers 
were much more familiar with processes that resemble operationalisation of learn-
ing goals than teachers from upper secondary school – probably due to differences 
between the curricula for lower and upper secondary school in Denmark (Nielsen 
and Dolin 2016).

It seems to us that there is a real need for thematising how to operationalise 
learning goals that teachers perceive as new and/or unclear (such as ‘innovation 
competence’; see Nielsen 2015) or for other reasons perceive as unclear (such as is 
often the case with learning goals that relate to technology issues in science teach-
ing; see Bungum 2006). Indeed, the previous chapters in this volume indicate that 
teachers for whom inquiry teaching introduced a new set of learning goals need 
substantial support in identifying viable strategies to plan their teaching and operate 
during their teaching vis-à-vis identifying and acting on opportunities to provide 
formative assessment (see, e.g. Harrison et al., Chap. 4).

We hypothesise that the process of operationalisation is of paramount impor-
tance – whether or not a given learning goal is complex, unclear or novel. As has 
been argued by Dysthe et al. (2008), if assessment ‘criteria are explicitly formulated 
as reifications of continuous negotiations and participation, they become part of a 
meaningful learning process[; … ] [e]xplicit criteria cannot be understood in isola-
tion from the negotiation process’ (p. 127). Indeed, the findings in the preceding 
chapters corroborate this statement. Crudely put, a criterion in itself is not yet opera-
tional for teaching and assessment.

The term ‘operationalisation’ is frequently used in the field of validity research. 
For example, when investigating the validity of a construct, the key question is 
whether that construct was appropriately operationalised for functional measure-
ment (see, e.g. Drost 2011). But we do not want invoking specific psychometric 
connotations with our usage of ‘operationalisation’ here. Our way of using ‘opera-
tionalisation’ also relates to questions regarding validity of assessment (am I, as a 
teacher, really assessing the construct that I intend to assess?), but we aim to sig-
nify a process which is closer to actual teaching practice and which pertains not just 
to assessment. Further, the term ‘operationalisation’ has been used in curriculum 
research. For example, Wiek et al. (2015) use ‘operationalisation’ to signify a pro-
cess of making explicit a given general competence through a set of ‘specific learn-
ing objectives for different educational levels’ so as to inform curriculum design 
(p. 242). Again, we want to use ‘operationalisation’ here as signifying a process that 
is closer to actual teaching practice, rather than something that occurs during the 
construction of a curriculum.

There are clear indications in the findings of the ASSIST-ME project that the 
participating teachers found the process of operationalising competences overly 
time-consuming (see, Dolin et al., Chap. 3; Harrison et al., Chap. 4; Dolin et al., 
Chap. 5; Evans et al., Chap. 9). Moreover, many teachers in the project found it 
fundamentally difficult to operationalise general inquiry competences through 
learning progressions – even when teachers are being assisted by researchers. As 
reported by Dolin et  al. (Chap. 5), the teachers who implemented structured 
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 assessment dialogues tended to formulate rubrics that essentially not had the struc-
ture of a progression but rather consisted of unstructured or non-taxonomically 
ordered signs of student learning. Such operationalisations could be called non-
hierarchical operationalisations of competences.

In the narratives of the participating teachers (for an exposition, see Dolin 2016; 
Nielsen and Dolin 2016), there are indications that some of the teachers felt that 
detailed learning progressions could lead to some form of instrumentalist assess-
ment paradigm (see also Torrance 2007) involving teachers and students in follow-
ing rudimentary learning checklist. As such some of the teachers were opposed to 
using what could be called specific operationalisations of competences. This issue 
harks back to a discussion by Rönnebeck et al. (Chap. 1) about the extent to which 
a generic competence can or should be deconstructed into a myriad of smaller con-
structs or whether a more holistic approach is preferable.

These findings indicate to us the benefit of thinking about teachers’ operationali-
sation of competences as an activity that leads to a product or outcome that can be 
analysed along two continuums or dimensions (see Fig. 11.2). First, the outcome of 
a concrete act of operationalising a competence can be more or less specific. At one 
end of the continuum, the sub-constructs and/or assessment guides that are formu-
lated in order to make the competence operational can be very precise and minute, 

Fig. 11.2 A diagram of two possible dimensions of operationalising competences

J.A. Nielsen et al.



287

e.g. by detailing potential signs of learning vis-à-vis multifarious sub-competences 
to be used in a single lesson. Alternatively, at the other end of the continuum, the 
operationalisation can result in a more general explication of the competence, e.g. 
by stipulating one or a few general signs of learning that can guide the assessment 
of the development of the competence over a year. Second, the outcome of a con-
crete act of operationalising a competence can be more or less hierarchical. At one 
end of this continuum, the sub-constructs and/or assessment guides that are formu-
lated in order to make the competence operational can be structured in a hierarchical 
fashion, e.g. projecting potential learning trajectories in a learning progression for-
mat. At the other end of the continuum, the operationalisation can result in an array 
of sub-constructs and/or assessment guides that are not related or hierarchically 
ordered.

It is important to note that there will surely be more dimensions that are salient 
for the analysis of competence operationalisation. For example, teacher intentions 
seem to be an obvious candidate dimension. Further, we think that our model with 
the two dimensions should not be used normatively. Different contexts may call for 
different operationalisation strategies and operationalisation aims. Our primary aim 
with the two-dimensional model is to propose a terminological and analytical 
framework for analysing, and talking about, a key activity in education that we feel 
demands more explication.

The two-dimensional model of competence operationalisation hopefully has the 
potential to support future research vistas into classroom assessment research. One 
such area could be research into teacher professional development. As argued by 
Andrade (2012), there is a need for research that focusses on professional develop-
ment vis-à-vis developing pedagogy based on learning progressions. The two- 
dimensional model may be used for both conducting professional development 
activities and analysing teachers’ professional development in, e.g. action-research 
projects. Based on the findings from the preceding chapters, such professional 
development ought to be implemented over significant periods of time with ample 
possibility for teachers to negotiate meanings of learning goals together with educa-
tors and other teachers.

The two-dimensional model could also support efforts to meet the need for more 
knowledge about whether and how teachers design instruction on the basis of the 
cognitive constructs that are tested for in large-scale testing systems (for an argu-
ment for this need, see McMillan 2012). In general, it must be important for the field 
of classroom assessment research to study the efficacy of more organised operation-
alisation as compared to less organised operationalisations. Studies of this kind 
could become an important theme in the further investigation of the potency of 
pedagogy based on learning progressions that many scholars call for (see, e.g. 
Andrade 2012).

Schneider and Andrade (2013) argued that the questions of whether ‘teachers 
have sufficient skill to analyse student work’ and of how ‘teachers use evidence of 
student learning to adapt instruction on the intended learning target’ (p. 159) are 
among some of the key research questions for the future of classroom assessment 
research. The two-dimensional model proposed here could offer an interpretive 
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framework for analysing observations, narratives and other data collected in order 
to elaborate on research questions such as these. Further, as Randel and Clark (2012) 
argued, there is a growing need for the development of instruments that can be used 
to measure teachers’ assessment practices. The two-dimensional model may pro-
vide us with an outline for formulating items that pertain to the specificity and level 
of organisation of teachers’ operationalisation of competences. In relation to this, 
the model may assist future research into teacher assessment preparation – a research 
focus that some argue needs to be systematically pursued (see, e.g. Campbell 2012).

 Conclusion

In this chapter, we have pointed to several aspects that seem to cut across the multi-
farious research findings from the different contexts and studies involved in the 
ASSIST-ME project. In particular, we identified an underlying theme in the findings 
that pertains to how teachers interpret complex learning goals and make them more 
operational in order to be instructive for designing and implementing teaching and 
assessment activities. By beginning to talk about a process of operationalising 
learning goals, we hope that the fields of classroom assessment and science educa-
tion will gain a more explicit nomenclature for approaching some of the perennial 
issues that emerge from studying teachers’ assessment practice.
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