
123

Gennaro Costagliola
James Uhomoibhi
Susan Zvacek
Bruce M. McLaren (Eds.)

8th International Conference, CSEDU 2016
Rome, Italy, April 21–23, 2016
Revised Selected Papers

Computers Supported 
Education

Communications in Computer and Information Science 739



Communications
in Computer and Information Science 739

Commenced Publication in 2007
Founding and Former Series Editors:
Alfredo Cuzzocrea, Orhun Kara, Dominik Ślęzak, and Xiaokang Yang

Editorial Board

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Phoebe Chen
La Trobe University, Melbourne, Australia

Xiaoyong Du
Renmin University of China, Beijing, China

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Igor Kotenko
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

Ting Liu
Harbin Institute of Technology (HIT), Harbin, China

Krishna M. Sivalingam
Indian Institute of Technology Madras, Chennai, India

Takashi Washio
Osaka University, Osaka, Japan



More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Gennaro Costagliola • James Uhomoibhi
Susan Zvacek • Bruce M. McLaren (Eds.)

Computers Supported
Education
8th International Conference, CSEDU 2016
Rome, Italy, April 21–23, 2016
Revised Selected Papers

123



Editors
Gennaro Costagliola
University of Salerno
Fisciano
Italy

James Uhomoibhi
Ulster University
Belfast
UK

Susan Zvacek
University of Denver
Denver, CO
USA

Bruce M. McLaren
Carnegie Mellon University
Pittsburgh, PA
USA

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-319-63183-7 ISBN 978-3-319-63184-4 (eBook)
DOI 10.1007/978-3-319-63184-4

Library of Congress Control Number: 2017945736

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This book includes extended and revised versions of selected papers from the 8th
International Conference on Computer-Supported Education (CSEDU 2016), which
was held in Rome, Italy, during April 21–23, 2016.

CSEDU 2016 received 164 paper submissions from 49 countries, of which 15%
were deemed academically deserving of inclusion in this volume. The papers in this
book were selected by the event chairs, based on a number of criteria including the
comments of Program Committee members, the session chairs’ assessment, and the
program chairs’ assessments. The authors of the selected papers were then invited to
submit revised and extended versions of their papers with at least 30% new material.

CSEDU is an annual meeting held in a different European venue each year. Past
locations have been: Lisbon, Valencia, Noordwijkerhout, Oporto, Aachen, Barcelona,
and Rome. The conference provides an opportunity for researchers and practitioners to
present and discuss new educational environments, best practices, and case studies of
innovative technology-based learning strategies, and institutional policies on
computer-supported education including open and distance education. CSEDU 2016
covered state-of-the-art instructional technologies, as well as emerging trends. The
conference also promoted lively discussion about the pedagogical potential of new
learning and instructional technologies in academic and corporate environments.

The papers selected for this book contribute to the understanding of trends in current
research on computer-supported education, including games-based learning, collabo-
rative learning, intelligent tutoring systems, MOOCs, and online learning. Additionally,
topics related to healthy aging and e-health are represented by papers that explore the
use of digital games among senior populations and how gaming may influence quality
of life, attitudes, and learning.

We would like to thank all of the authors for their contributions, as well as the
reviewers who helped to ensure the high quality of this publication.

February 2017 Gennaro Costagliola
James Uhomoibhi

Susan Zvacek
Bruce M. McLaren



Organization

Conference Chair

Bruce M. McLaren Carnegie Mellon University, USA

Program Co-chairs

Susan Zvacek University of Denver, USA
James Uhomoibhi University of Ulster, UK
Gennaro Costagliola Università di Salerno, Italy

Program Committee

Mehdi Adda Université du Québec à Rimouski, Canada
Carlos Alario-Hoyos Universdad Carlos III, Spain
Peter Albion University of Southern Queensland, Australia
Nelma Albuquerque Concepts and Insights, The Netherlands
Efthimios Alepis University of Piraeus, Greece
George Anastassakis University of Piraeus, Greece
Galia Angelova Institute of Information and Communication

Technologies, Bulgarian Academy of Sciences,
Bulgaria

Inmaculada
Arnedillo-Sanchez

Trinity College Dublin, Ireland

Juan Ignacio Asensio University of Valladolid, Spain
Anders Avdic Dalarna University, Sweden
Breno Fabrício Terra

Azevedo
Instituto Federal de Educação, Ciência e Tecnologia

Fluminense, Brazil
Adriano Baratè Università degli Studi di Milano, Italy
Jorge Barbosa UNISINOS, Brazil
Clemens Bechter TBS, Thailand
Patricia Alejandra Behar Universidade Federal do Rio Grande do Sul, Brazil
Lilia Cheniti Belcadhi University of Sousse, Tunisia
Kay Berkling Cooperative State University Baden Württemberg,

Karlsruhe, Germany
Marlies Bitter-Rijpkema Open University, The Netherlands
Lars Bollen Universiteit Twente, The Netherlands
Andreas Bollin Klagenfurt University, Austria
Elmar-Laurent Borgmann Hochschule Koblenz, University of Applied Sciences,

Germany
Ivana Bosnic University of Zagreb, Croatia
Federico Botella Miguel Hernandez University of Elche, Spain



Ghizlane El Boussaidi École de Technologie Supérieure, Canada
Patrice Bouvier XIWEN studio, France
Dumitru Burdescu University of Craiova, Romania
Santi Caballé Open University of Catalonia, Spain
Pasquina Campanella University of Bari Aldo Moro, Italy
Chris Campbell Griffith University, Australia
Alberto Cardoso University of Coimbra, Portugal
Thibault Carron Pierre and Marie Curie University, France
Cristian Cechinel Universidad Federal de Pelotas, Brazil
Isabel Chagas Universidade de Lisboa, Portugal
Chia-Hu Chang National Taiwan University, Taiwan
Amitava Chatterjee Jadavpur University, India
Jo Coldwell-Neilson Deakin University, Australia
Marc Conrad University of Bedfordshire, UK
Patrick John Coppock University of Modena and Reggio Emilia, Italy
Fernando Albuquerque

Costa
Universidade de Lisboa, Portugal

Gennaro Costagliola Università di Salerno, Italy
Caroline M. Crawford University of Houston-Clear Lake, USA
John Philip Cuthell Virtual Learning, UK
Thanasis Daradoumis University of the Aegean, Greece/Open University of

Catalonia, Spain
Sergiu Dascalu University of Nevada, Reno, USA
Claudia Deco Universidad Nacional de Rosario, Argentina
Stavros N. Demetriadis Aristotle University of Thessaloniki, Greece
Giuliana Dettori Istituto per le Tecnologie Didattiche (ITD-CNR), Italy
Gabriel Diaz Universidad Nacional de Educación a Distancia, Spain
Darina Dicheva Winston-Salem State University, USA
Yannis Dimitriadis University of Valladolid, Spain
Danail Dochev Institute of Information and Communication

Technologies, Bulgarian Academy of Sciences,
Bulgaria

Toby Dragon Ithaca College, USA
Manuel Palomo Duarte Universidad de Cádiz, Spain
Amalia Duch Polytechnical University of Catalonia, Spain
Ishbel Duncan University of St. Andrews, UK
Martin Ebner Technische Universität Graz, Austria
Joseph Ekstrom Brigham Young University, USA
Larbi Esmahi Athabasca University, Canada
Si Fan University of Tasmania, Australia
Waleed Farag Indiana University of Pennsylvania, USA
Richard E. Ferdig Kent State University, USA
Davide Fossati Emory University, USA
Rita Francese Università degli Studi di Salerno, Italy
Vittorio Fuccella Università Di Salerno, Italy
Judith Gal-Ezer The Open University of Israel, Israel

VIII Organization



Mikuláš Gangur University of West Bohemia, Czech Republic
Sébastien George Université du Maine, France
Ramon Fabregat Gesa Universitat de Girona, Spain
Biswadip Ghosh Metropolitan State University of Denver, USA
David Gibson Curtin University, Australia
Henrique Gil Escola Superior de Educação do Instituto Politécnico

de Castelo Branco, Portugal
Manuel Castro Gil National University for Distance Education, Spain
Blandine Ginon University of Birmingham, France
Mercè Gisbert Universitat Rovira i Virgili, Spain
Anabela Gomes Polytechnic Institute of Coimbra, Portugal
Cristina Azevedo Gomes Instituto Politécnico de Viseu, Portugal
Maria João Gomes Universidade do Minho, Portugal
Nuno Pina Gonçalves Polythecnical Institute of Setúbal, Portugal
Anandha Gopalan Imperial College London, UK
Angela Guercio Kent State University, USA
Christian Guetl Graz University of Technology, Austria
Nathalie Guin Université Claude Bernard Lyon 1, France
David Guralnick Kaleidoscope Learning, USA
Leontios Hadjileontiadis Aristotle University of Thessaloniki, Greece
Ibrahim A. Hameed Norwegian University of Science and Technology

(NTNU), Ålesund, Norway
Yasunari Harada Waseda University, Japan
Roger Hartley University of Leeds, UK
George Hloupis Technological Educational Institute of Athens, Greece
Kin-chuen Hui Chinese University of Hong Kong, Hong Kong, SAR

China
Marc Jansen University of Applied Sciences Ruhr West, Germany
Stéphanie Jean-Daubias Université Claude Bernard Lyon 1/LIRIS, France
Jelena Jovanovic University of Belgrade, Serbia
Michail Kalogiannakis University of Crete, Greece
Achilles Kameas Hellenic Open University, Greece
Atis Kapenieks Riga Technical University, Latvia
Charalampos Karagiannidis University of Thessaly, Greece
Ilias Karasavvidis University of Thessaly, Greece
Göran Karlsson KTH Stockholm, Sweden
Jalal Kawash University of Calgary, Canada
Samer Khasawneh The College of Wooster, USA
Maria Kordaki University of the Aegean, Greece
Miroslav Kulich Czech Technical University in Prague, Czech Republic
Jean-Marc Labat Université Pierre et Marie Curie, France
Timo Lainema Turku School of Economics and Business

Administration, Finland
Elicia Lanham Deakin University, Australia

Organization IX



Teresa Larkin American University, USA
Rynson Lau City University of Hong Kong, Hong Kong, SAR

China
José Paulo Leal University of Porto, Portugal
Celina Leão University of Minho, Portugal
Dominique Leclet UPJV, France
Newton Lee Newton Lee Laboratories LLC and Institute

for Education Research and Scholarships, USA
Marie Lefevre Université Claude Bernard Lyon 1, France
Veronica Liesaputra Unitec Institute of Technology, New Zealand
Cheng-Min Lin Nan Kai University of Technology, Taiwan
Yu-Tzu Lin National Taiwan Normal University, Taiwan
Andreas Lingnau Humboldt-Universität zu Berlin, Germany
Martin Llamas-Nistal University of Vigo, Spain
Luca Andrea Ludovico Università degli Studi di Milano, Italy
Heide Lukosch Delft University of Technology, The Netherlands
Krystina Madej Georgia Tech, USA
Massimo Marchiori University of Padua, Italy
Ana González Marcos Universidad de la Rioja, Spain
Ivana Marenzi Leibniz University Hannover, Germany
Kai Pan Mark City University of Hong Kong, Hong Kong, SAR

China
José Couto Marques FEUP, Portugal
Lindsay Marshall Newcastle University, UK
Alke Martens Universität of Rostock, Germany
Tania Di Mascio University of L’Aquila, Italy
Bruce Maxim University of Michigan-Dearborn, USA
Bruce M. McLaren Carnegie Mellon University, USA
Robert Meolic University of Maribor, Slovenia
José Carlos Metrôlho Instituto Politécnico de Castelo Branco, Portugal
Michihiko Minoh Kyoto University, Japan
Riichiro Mizoguchi Japan Advanced Institute of Science and Technology,

Japan
Gyöngyvér Molnár University of Szeged, Hungary
António Moreira Universidade de Aveiro, Portugal
Antao Moura Federal University of Campina Grande (UFCG), Brazil
Muhanna Muhanna Princess Sumaya University for Technology, Jordan
Jogesh K. Muppala Hong Kong University of Science and Technology,

Hong Kong, SAR China
Hiroyuki Nagataki Okayama University, Japan
Ryohei Nakatsu National University of Singapore, Singapore
Minoru Nakayama Tokyo Institute of Technology, Japan
Sotiris Nikolopoulos Technological Educational Institute of Larissa, Greece
Ebba Ossiannilsson The Swedish Association for Distance Education

(SADE), Sweden
Thomas Ottmann University of Freiburg, Germany

X Organization



George Palaigeorgiou University of Western Macedonia, Greece
José Palma Escola Superior de Tecnologia de Setúbal, Portugal
Viktoria Pammer Know-Center, Austria
Kyparisia A. Papanikolaou School of Pedagogical and Technological Education,

Greece
Iraklis Paraskakis South East European Research Centre, Greece
Francisco García Peñalvo Salamanca University, Spain
Emanuel Peres University of Trás-os-Montes e Alto Douro/Inesc-Tec,

Portugal
Donatella Persico Consiglio Nazionale Ricerche (CNR), Italian National

Research Council, Italy
Antonio Ramón Bartolomé

Pina
Universitat de Barcelona, Spain

Niels Pinkwart Humboldt University, Germany
Elvira Popescu University of Craiova, Romania
Petra Poulová University of Hradec Králové, Czech Republic
Philippos Pouyioutas University of Nicosia, Cyprus
Khalid Rabayah Arab American University, Palestinian Territory,

Occupied
Eliseo Reategui Universidade Federal do Rio Grande do Sul, Brazil
Petrea Redmond University of Southern Queensland, Australia
Manuel José Cabral Dos

Santos Reis
University of Trás-os-montes e Alto Douro, Portugal

Martin Reisslein Arizona State University, USA
Manuela Repetto INDIRE, Italy
Fernando Reinaldo Ribeiro Instituto Politécnico de Castelo Branco, Portugal
Alessia Rosa INDIRE, Italy
Razvan Rughinis University Politehnica of Bucharest, Romania
Rebecca Rutherfoord Kennesaw State University, USA
Libuse Samkova University of South Bohemia, Czech Republic
Demetrios Sampson Curtin University, Australia
Ian Sanders University of South Africa, South Africa
Eileen Scanlon Open University, UK
Georg J. Schneider University of Applied Sciences Trier, Germany
Ulrik Schroeder RWTH Aachen University, Germany
Edgar Seemann Furtwangen University, Germany
María Luisa Sein-Echaluce Universidad de Zaragoza, Spain
Abhishek Shukla R.D. Engineering College, India
Pei Hwa Siew Universiti Tunku Abdul Rahman, Malaysia
Juarez Bento da Silva Universidade Federal de Santa Catarina, Brazil
Ole Smørdal University of Oslo, Norway
Zacharoula Smyrnaiou University of Athens, Greece
Filomena Soares Algoritmi Research Centre, UM, Portugal
Michael Sonntag Johannes Kepler University, Austria
J. Michael Spector University of North Texas, USA
Karl Steffens University of Cologne, Germany

Organization XI



Craig Stewart Indiana University, USA
Masanori Sugimoto Hokkaido University, Japan
Wayne Summers Columbus State University, USA
Katsuaki Suzuki Kumamoto University, Japan
Ekaterina Talalakina NRU HSE, Russian Federation
Bénédicte Talon ULCO, Université Lille Nord de France, France
Brendan Tangney Trinity College Dublin, The University of Dublin,

Ireland
Marco Temperini Sapienza University of Rome, Italy
Uwe Terton University of the Sunshine Coast, Australia
Neena Thota University of Saint Joseph, Macau
Stephan Trahasch University of Applied Sciences Offenburg, Germany
Stefan Trausan-Matu University Politehnica of Bucharest, Romania
James Uhomoibhi University of Ulster, UK
Andreas Veglis Aristotle University of Thessaloniki, Greece
Ioanna Vekiri Independent Researcher, Greece
Harald Vranken Open Universiteit, The Netherlands
Charalambos Vrasidas CARDET, Cyprus
Pieter de Vries Delft University of Technology, The Netherlands
Alf Inge Wang Norwegian University of Science and Technology,

Norway
Edgar Weippl SBA Research, Austria
Martin Wessner Darmstadt University of Applied Sciences, Germany
David Whittinghill Purdue University, USA
Leandro Krug Wives Universidade Federal do Rio Grande do Sul, Brazil
Jie Chi Yang National Central University, Taiwan
Katarina Zakova Slovak University of Technology in Bratislava, Slovak

Republic
Diego Zapata-Rivera Educational Testing Service, USA
Iveta Zolotova Technical University in Kosice, Slovak Republic
Amal Zouaq University of Ottawa, Canada
Javier García Zubía Universidad de Deusto, Spain
Susan Zvacek University of Denver, USA

Additional Reviewers

Odette auzende LIP6, France
Anke Berns Universidad de Cádiz, Spain
Lorena Gutierrez-Madronal University of Cadiz, Spain
Juan Antonio Caballero

Hernández
UCA, Spain

Iza Marfisi LIUM Computer Science Lab, Université du Maine,
France

Lisa Palathingal University of Nevada, Reno, USA
Giorgio Presti Università degli studi di Milano, Italy
Stelios Sergis University of Piraeus, Greece

XII Organization



Rui Wu University of Nevada, Reno, USA
Panagiotis Zervas Centre for Research and Technology Hellas, Greece

Invited Speakers

Alison Clark-Wilson University College London, UK
Francisco Arcega Universidad de Zaragoza, Spain
Leon Rothkrantz Delft University of Technology, The Netherlands
Margaret Ross Southampton Solent University, UK
Maria Amata Garito Representative of ICDE ON MEDSE, Italy

Organization XIII



Contents

Invited Papers

The Complex Process of Scaling the Integration of Technology Enhanced
Learning in Mainstream Classrooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Alison Clark-Wilson

Quality and Evaluation in Higher Education . . . . . . . . . . . . . . . . . . . . . . . . 14
Francisco J. Arcega

Dropout Rates of Regular Courses and MOOCs . . . . . . . . . . . . . . . . . . . . . 25
Léon Rothkrantz

Papers

Hybrid Matrix Factorization Update for Progress Modeling in Intelligent
Tutoring Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Carlotta Schatten and Lars Schmidt-Thieme

Co-presence in the Real and the Virtual Space: Interactions
Through Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Athanasios Christopoulos, Marc Conrad, and Mitul Shukla

Evaluation of Adaptive Teamwork System Based upon Individual
Differences in Culture Dimension (Individualism - Collectivism). . . . . . . . . . 100

Wesam Shishah

Research on Potential Features to Enhance On-line Course Materials
for Student Revision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Petch Sajjacholapunt and Mike Joy

Web-Based Frameworks for CLIL in Primary School: Design,
Implementation, Pilot Experimentation and Results . . . . . . . . . . . . . . . . . . . 139

Luca A. Ludovico and Claudia Zambelli

Minimizing Computing Costs of Policy Trees in a POMDP-based
Intelligent Tutoring System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Fangju Wang

Can Digital Games Help Seniors Improve Their Quality of Life? . . . . . . . . . 179
Louise Sauvé, Lise Renaud, David Kaufman, and Emmanuel Duplàa

http://dx.doi.org/10.1007/978-3-319-63184-4_1
http://dx.doi.org/10.1007/978-3-319-63184-4_1
http://dx.doi.org/10.1007/978-3-319-63184-4_2
http://dx.doi.org/10.1007/978-3-319-63184-4_3
http://dx.doi.org/10.1007/978-3-319-63184-4_4
http://dx.doi.org/10.1007/978-3-319-63184-4_4
http://dx.doi.org/10.1007/978-3-319-63184-4_5
http://dx.doi.org/10.1007/978-3-319-63184-4_5
http://dx.doi.org/10.1007/978-3-319-63184-4_6
http://dx.doi.org/10.1007/978-3-319-63184-4_6
http://dx.doi.org/10.1007/978-3-319-63184-4_7
http://dx.doi.org/10.1007/978-3-319-63184-4_7
http://dx.doi.org/10.1007/978-3-319-63184-4_8
http://dx.doi.org/10.1007/978-3-319-63184-4_8
http://dx.doi.org/10.1007/978-3-319-63184-4_9
http://dx.doi.org/10.1007/978-3-319-63184-4_9
http://dx.doi.org/10.1007/978-3-319-63184-4_10


Skramble: An Embeddable Python Programming Environment
for Use in Learning Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Henry Miskin and Anandha Gopalan

Hybrid Ranking Method for E-Learning Platform Selection:
A Flexible Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Soraya Chachoua and Nouredine Tamani

Interactive and Narrative Data Visualisation for Presentation-Based
Knowledge Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Reinout Roels, Yves Baeten, and Beat Signer

Feedback Authoring for Exploratory Activities: The Case of a Logo-Based
3D Microworld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Sokratis Karkalas, Manolis Mavrikis, Marios Xenos,
and Chronis Kynigos

The Side Effect of Learning Analytics: An Empirical Study on e-Learning
Technologies and User Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Madeth May, Sébastien Iksal, and Claus A. Usener

Social Network Analytics in Formal and Informal Learning Environments
with EduBridge Social . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296

Luciana Oliveira and Álvaro Figueira

A Model Driven Approach to Business Process-Based Learning . . . . . . . . . . 317
Venkatapathy Subramanian and Antonia Bertolino

Approaches to Detecting and Utilizing Play and Learning Styles in
Adaptive Educational Games . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 336

Renny S.N. Lindberg and Teemu H. Laine

Towards Efficient Teacher Assisted Assignment Marking
Using Ranking Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Nils Ulltveit-Moe, Terje Gjøsæter, Sigurd Assev, and Halvard Øysæd

The Problem Distiller Tool: Supporting Teachers in Uncovering Why Their
Students Have Problems Understanding Threshold Concepts . . . . . . . . . . . . 380

Sara Cruz, José Alberto Lencastre, Clara Coutinho, Gill Clough,
and Anne Adams

Designing Teacher Education Programs that Produce ICT Ready Graduates . . . 402
Kathy Jordan and Jennifer Elsden-Clifton

Interval Type-2 Fuzzy Logic Systems for Evaluating Students’
Academic Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420

Ibahim A. Hameed, Mohanad Elhoushy, and Ottar L. Osen

XVI Contents

http://dx.doi.org/10.1007/978-3-319-63184-4_11
http://dx.doi.org/10.1007/978-3-319-63184-4_11
http://dx.doi.org/10.1007/978-3-319-63184-4_12
http://dx.doi.org/10.1007/978-3-319-63184-4_12
http://dx.doi.org/10.1007/978-3-319-63184-4_13
http://dx.doi.org/10.1007/978-3-319-63184-4_13
http://dx.doi.org/10.1007/978-3-319-63184-4_14
http://dx.doi.org/10.1007/978-3-319-63184-4_14
http://dx.doi.org/10.1007/978-3-319-63184-4_15
http://dx.doi.org/10.1007/978-3-319-63184-4_15
http://dx.doi.org/10.1007/978-3-319-63184-4_16
http://dx.doi.org/10.1007/978-3-319-63184-4_16
http://dx.doi.org/10.1007/978-3-319-63184-4_17
http://dx.doi.org/10.1007/978-3-319-63184-4_18
http://dx.doi.org/10.1007/978-3-319-63184-4_18
http://dx.doi.org/10.1007/978-3-319-63184-4_19
http://dx.doi.org/10.1007/978-3-319-63184-4_19
http://dx.doi.org/10.1007/978-3-319-63184-4_20
http://dx.doi.org/10.1007/978-3-319-63184-4_20
http://dx.doi.org/10.1007/978-3-319-63184-4_21
http://dx.doi.org/10.1007/978-3-319-63184-4_22
http://dx.doi.org/10.1007/978-3-319-63184-4_22


Teacher Supported Peer Evaluation Through OpenAnswer:
A Study of Some Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Maria De Marsico, Andrea Sterbini, and Marco Temperini

Factors Affecting the Gaming Experience of Older Adults in Community
and Senior Centres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464

Fan Zhang, Simone Hausknecht, Robyn Schell, and David Kaufman

The Bridge21 Model of 21st Century Learning in the Mathematics
Classroom – Teachers’ Perspectives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476

Aibhín Bray

Sharing Life Stories: Design and Evaluation of a Digital Storytelling
Workshop for Older Adults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497

Simone Hausknecht, Michelle Vanchu-Orosco, and David Kaufman

Assessing the Adoption of Virtual Learning Environments in Primary
Schools: An Activity Oriented Study of Teacher’s Acceptance . . . . . . . . . . . 513

Elena Codreanu, Christine Michel, Marc-Eric Bobillier-Chaumon,
and Olivier Vigneau

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533

Contents XVII

http://dx.doi.org/10.1007/978-3-319-63184-4_23
http://dx.doi.org/10.1007/978-3-319-63184-4_23
http://dx.doi.org/10.1007/978-3-319-63184-4_24
http://dx.doi.org/10.1007/978-3-319-63184-4_24
http://dx.doi.org/10.1007/978-3-319-63184-4_25
http://dx.doi.org/10.1007/978-3-319-63184-4_25
http://dx.doi.org/10.1007/978-3-319-63184-4_25
http://dx.doi.org/10.1007/978-3-319-63184-4_26
http://dx.doi.org/10.1007/978-3-319-63184-4_26
http://dx.doi.org/10.1007/978-3-319-63184-4_27
http://dx.doi.org/10.1007/978-3-319-63184-4_27


Invited Papers



The Complex Process of Scaling
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Abstract. The early optimism for how technology might transform teaching and
learning practices in mainstream school classrooms has long faded in many coun‐
tries around the world. Whilst early research findings suggested that this was due
to obvious barriers such as access to the technology itself, more recent attempts
to scale student-access have illuminated other factors and provided a more sound
theoretical foundation for us to understanding the processes and products of
scaling educational technology innovations. This keynote will use findings from
key projects and initiatives to highlight what is being learned – and how this might
inform future endeavours to realise a more 21st century curriculum.

1 Introduction and Overview

This paper summarises the keynote presentation given at CSEDU 2016 in Rome that
aimed to highlight the complexity of the processes of integration of educational tech‐
nology in mainstream classroom. What follows is a brief overview of the talk.

There are many interpretations of how digital technologies impact upon learners’
educational experiences in the broadest sense. I begin by drawing on the ideas of two
early visionaries, Burrhus Skinner and Seymour Papert, in order to contrast their very
different perspectives on children’s learning experiences during school education. I then
use the example of a current large-scale longitudinal research study in England to high‐
light the processes and products of scaling that is providing substantial research evidence
to enable us to characterise features of successful widespread implementations. I
conclude by highlighting the implications of these findings and suggest questions for
future research and further consideration by the educational technology design and
research communities.

2 Early Optimism – The Visionaries in Education

Technology is not a new idea in education. There have been significant attempts at
technology integration in education since the early 1900s. For example, the introduction
of paper and pencil caused much anxiety for teachers who had developed confident
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practices in their classrooms with the traditional classroom slate, based on teacher expo‐
sition and rote learning. Teachers questioned why they should opt for a new technology
that threatened aspects of their existing pedagogic approaches, such as the requirement
to mark students’ written work and hand it back to them. Worries about the spiraling
costs of widespread implementation of paper and pencils were expressed - alongside
concerns about the need for new pedagogies and classroom management techniques.
The arrival of moving film in the 1910s promised another educational revolution - with
pioneers such as Thomas Edison predicting widespread use of what we now call video
in the future. The radio broadcasts of the 1920s prompted similar predictions. In my own
primary school education in England during the 1960s we had radios on the walls of all
classrooms and it was a commonly used media as the class sat to listen to stories and
plays. Similarly for television in the 1950s and, with the arrival of computers to main‐
stream education in the 1970s, again came an early optimism and the promise of yet
another educational technology revolution.

However, there were very different views on how all of these technologies might
impact on the students’ learning experiences. I contrast the perspectives of two early
visionaries to highlight this point.

The psychologist and social philosopher B.F. Skinner, conceived an early mechan‐
ical teaching machine. In Skinner’s vision of the classroom students worked individually
and in silence as they responded to exercises that were administered and ‘assessed’ by
the learning machine. See Fig. 1.

Fig. 1. A boy working on a teaching machine (c1950).

Skinner claimed that use of the teaching machine would lead to the “formation of
correct behaviours – the student quickly learns to be right” by giving immediate feedback
to students and, by doing so, students would be “free of uncertainty or anxiety about
success or failure – his work is pleasurable” [1].

By contrast, the mathematician Seymour Papert, who was the father of construc‐
tionism, believed that computers could be an expressive medium for students’ own
mathematical ideas and creations saying “the idea is simple, let a child learn mathematics
by speaking in mathematics about things that really matter to him” [2]. With colleagues
at MIT, he developed the LOGO programming language and its most influential periph‐
eral device, the floor turtle. See Fig. 2.
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Fig. 2. Young children working with a LOGO floor turtle (c1980).

Furthermore, Papert believed that expressive mathematical media such as the LOGO
computing language provided an opportunity to affect the nature of mathematical
knowledge itself, leading to new computational approaches and insights into topics such
as recursion and fractal geometry.

If we move to the present day, the internet abounds with millions of digital exercises
in the spirit of Skinner’s vision, and, even though the nature of the interactions and the
opportunity for more nuanced and intelligent feedback are now possible, these resources
are predominantly designed to provide fast and efficient ways to assess particular educa‐
tional content that has already been taught. This prompts the question, what about the
digital design of educational content that aims to introduce students to significant
knowledge in the first place?

Within the mathematics education community, technology has been a topic of
interest since the early 1980s. The International Commission on Mathematics Instruction
(ICMI) held its very first topic study conference on The Influence of Computers and
Informatics on Mathematics and its Teaching in 1985. During this conference mathe‐
maticians and mathematics educators explored the way the computer was influencing
mathematics itself and the way in which mathematicians worked, its likely influences
on the curriculum of high-school and undergraduate students, and the way in which the
computer might be used to improve mathematics teaching and learning [3].

The topic was revisited by the community in 2008 within the 17th ICMI Study on
Mathematics Education and Technology - Rethinking the Terrain that focused on
“cultural diversity and how this diversity impinges on the use of digital technologies in
mathematics teaching and learning. Within this focus, themes such as mathematics and
mathematical practices; learning and assessing mathematics with and through digital
technologies; teachers and teaching; design of learning environments and curricula;
implementation of curricula and classroom practice; access, equity and socio-cultural
issues; and connectivity and virtual networks for learning, serve to organize the study
and bring it coherence” [4]. In the opening editorial, Hoyles and Lagrange highlight a
common concern within the mathematics education community that, despite early opti‐
mism for the potential for technology to transform school, college and university educa‐
tion, very little seemed to have changed in the intervening twenty years with respect to
students’ mathematical experiences as learners in classrooms. Mathematics education
research concerning technology use has now shifted to focus more explicitly on the role
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of the teacher within technology mediated classrooms [5, 6]. Researchers have begun
to articulate the complexity of the teacher’s role, which combines:

• Selecting appropriate technologies for teaching mathematical topics.
• Designing tasks that are mediated by chosen technologies.
• Supporting students to become familiar and confident users of the technology within

the mathematical context (the processes of instrumentation and instrumentalisation
[7]).

• Developing new pedagogies to employ productive use of the technology in whole-
class, small group and individualised teaching.

• Adapting assessment practices to take account of students’ digital work and produc‐
tions.

3 Two Important Definitions

In the examples that follow, which are taken from mathematics education, there are two
key terms that warrant deeper explanation: transformative mathematics technology and
landmark activities.

3.1 Transformative Mathematics Technology

The earlier illustrative examples from Skinner and Papert demonstrate how the under‐
lying affordances of the technological tool can shape and be shaped by the associated
epistemology (and the potential pedagogies). It is possible to take the same tool and use
it in very different ways within educational settings - the technology itself does not
necessarily define its subsequent use. Artigue, referring to secondary mathematics
teachers’ uses of computer algebra software, commented on “an explosion of techniques
which remain relatively ad hoc, and pose a didactic obstacle to the progressive building
of mathematical activity instrumented in an efficient way” [8]. Consequently, my collea‐
gues and I have defined the term transformative mathematics technology as a class of
‘computational tools through which students and teachers (re-)express their mathemat‐
ical understandings’ [9, 10]. For teachers, these new mathematical understandings
concern both the content matter and the related pedagogies. So when I begin to discuss
the scaling of technology, I am referring to the scaling of this particular class of tech‐
nologies, an example of which will be provided later.

3.2 Landmark Activities

When considering both the design and evaluation of technology enhanced learning at
scale, we use the notion of a landmark activity as one that is mediated by a disruptive
but carefully designed task that prompts a cognitive breakdown, or a “situation of non-
obviousness” [11]. These landmark activities serve two purposes:

• As focusing tasks for teachers during professional development. Teachers work
through the landmark activities for themselves before working collaboratively with
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colleagues to plan and reflect upon how they intend to support their students through
the planned moments of cognitive conflict within their particular classroom settings.
This approach offers focused support for teachers as they begin to think how they
will respond to a diversity of learner responses, supporting them to develop contin‐
gent knowledge.

• As a research methodology to support the evaluation of teachers’ classroom imple‐
mentations. i.e. during observations of the landmark activities being taught in the
classroom, judgments can be made concerning the implementation fidelity of the
intervention in relation to the design principles (For more on this theme, see [12]).

4 The Current Picture Around the World

Many countries are now grappling with issues that relate to the scaling of educational
technology in mathematics classrooms. This is partly due to the more ubiquitous nature
of technology - even in developing countries – but also due to the immense financial
and human investments that have been made to this end.

Around the world, recent research highlights some common and recurring issues
irrespective of the level of mathematics teaching. For example, it is common that
teachers’ early pedagogies with technology tend to emulate their traditional teaching
approaches. Trigueros, Lozano and Sandoval concluded from their study in Mexican
primary schools that “teachers, who have only received training on the general use of
the software, without a hint of how to introduce them into specific lessons, often develop
teaching strategies where technology is used as replacement or amplification” [13].
Many researchers also comment on the influence of teacher’s confidence to teach using
technology on their resulting practices. In New Zealand, Thomas and Palmer’s study
highlighted the “strong correlation between confidence in using technology in the math‐
ematics classroom and pedagogical technological knowledge” [14] in a secondary
school setting. Concerning teachers’ motivations to use technology in their teaching, the
research within undergraduate mathematics teaching in Canada by Buteau and Muller
concludes that “overall it seems that the great majority of tutors who integrate technology
into their mathematics teaching do so by their own volition” [15]. We know much about
the issues and barriers that mitigate against teachers’ take-up of technology in their
mathematics teaching – but far less about the conditions that might lead to successful
implementations on a regional or national scale.

In England, which provides the setting for the research that follows, the situation is:

• Most secondary mathematics students do not use transformational mathematics tech‐
nology in lessons [16].

• Most English secondary schools are very well equipped with technology with ratios
of computers to students in the region of 1:3 [17].

• Most secondary mathematics teachers have had limited training to use technology in
lessons. There are no subject-level standards for technology competency within
teacher training, nor is it mandated that technology should be used within the National
Curriculum and its associated assessments.
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5 The Cornerstone Maths Project in England

The Cornerstone Maths project built on the foundations of the SimCalc project in the
US, which had demonstrated students’ learning gains in the key mathematical topic
linear functions in a series of studies [18]. The key features of Cornerstone Maths are:

• Replacement curriculum units that use mathematical representational technologies
to enhance the teaching and learning of ‘big ideas in mathematics’ that are ‘hard to
teach’.

• Teacher professional development materials, time for professional learning alongside
school-based support.

• A phased research project that is ‘scaling up’ across the country.

5.1 Linear Functions – A Landmark Activity, ‘Shakey the Robot’

To give a sense of the particular transformative mathematical technology developed
within the Cornerstone Maths project, a landmark activity from the curriculum unit on
linear functions is described.

The curriculum unit is set within a ‘realistic’ context within which students become
developers of games for mobile phones for a fictitious IT design company in which their
role is to advise the programmers on the mathematics that will make the game characters
move in particular ways – the students use mathematics to analyse and create simulated
motion games.

The design of the (web-based) software and the related tasks for students are based
on the following principles:

• Multiple mathematical representations show a dynamic simulation with linked repre‐
sentations: animation; Cartesian graph of position-time; table of values; and mathe‐
matical function.

• Edit functionality enables the simulation to be controlled via the animation, the graph
or function.

• Representations can be shown and hidden, as required and/or necessitated.

Figure 3 shows the software for the landmark activity ‘Shakey the Robot’.
In a traditional introduction to this mathematical content students would be given

the mathematical function, y = f(x) and, by substituting values of x into the function,
generate a value of y to produce co-ordinate pairs that are then plotted on a Cartesian
graph plane. The Cornerstone Maths environment supports a more experiential approach
whereby the students observe the effect of a particular function on the position-time
relationship for the character and, by editing different features arrive at a more mean‐
ingful understanding of, in this case, linear functions. In particular, the resulting math‐
ematical knowledge includes:

• coordinating algebraic, graphical, and tabular representations;
• y = mx + c as a model of constant velocity motion – the meaning of m and c in the

motion context.
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Within the landmark activity, students are directed to edit Shakey’s graph to produce
a faster and slower animation and, in doing so, make sense of how speed, position and
time are represented in each of the graph, table and function. For teachers, the peda‐
gogical challenges arise as they develop ways to mediate the students’ learning in part‐
nership with the technology.

To date, we have worked with over 300 teachers from over 100 diverse schools in
England, involving nearly 8000 students aged 11–14 years. Teachers are reporting posi‐
tive outcomes – both in terms of their students’ mathematical learning - and their moti‐
vation and attitudes towards learning mathematics. However, how do we decide whether
or not we have ‘scaled’ our innovation?

6 Conceptualising Scaling in Education

6.1 Scaling Educational Innovations

Cordingley and Bell carried out an extensive literature review that resulted in a frame‐
work to support how ‘scaling’ might be conceptualised within the context of educational
reform - drawing heavily on the work of Coburn [19], who had conceived four interre‐
lated and overlapping dimensions:

• Depth: Going beyond surface structures and practices to alter beliefs, norms of social
interaction and pedagogical principles.

Fig. 3. Shakey the Robot.
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• Sustainability: The innovation can better respond consistently to new demands and
changing contexts - requires support mechanisms including a supportive professional
community of colleagues within a school.

• Spread: not only increasing numbers (of schools/teachers/students) but also the ways
in which reform norms and principles influence identifiable operational structures
such as policies, procedures and professional development processes and priorities.

• Ownership: This must shift from an external reform to one controlled internally.

Cordingley and Bell added fifth dimension, purpose or aim, whereby the goal of the
innovation must be understood and connected to the starting point [20]. Whilst tech‐
nology is not specifically excluded, Cordingley and Bell’s review did not focus on, nor
draw any conclusions in relation to any specific aspects of educational technological
innovations.

6.2 Scaling Technological Educational Innovations

Hung, Lim and Huang theorised about the scaling of maths and science technology-
based educational innovations in Singapore, leading to a product-process model. By
products, they refer to the deliverables (performance indicators) of successful scaling,
which are commonly defined according to strict numeric outcomes (e.g. the number of
teachers, the number of schools, the number of school clusters, etc.). They define inno‐
vation-scaling as a set of processes “not to be replicated, but instead to be re-created/re-
instantiated/re-enacted” [21]. In our Cornerstone Maths research we have applied and

Table 1. Scaling Cornerstone Maths: products and processes.

Theme Products Processes
1. Geographical reach (a) Number of schools involved (a) Development of web-based

curriculum activity system
(b) Development of teacher community

(b) Number of local hubs involved (c) Development and maintenance of
regional hub-based offer of professional
support
(d) Development of school clusters,
supported by project team leading to
development of local hubs with local
CM project lead

2. School buy-in (c) Improved student attainment (e) School-devised methods to evaluate
students’ outcomes

(d) Number of whole departments
involved

(f) Development of school-based PD
(g) Support to embed CM within local
of schemes of work

(e) Wider use of the materials (h) Teacher use of the materials beyond
their original project commitment (e.g.
with older classes or revision classes)

3. Penetration in mathematics
department

(f) Number of participating teachers in
each school

(i) Development of a lead practitioner
(who may be the subject leader)
(j) Development of peer-support for
participating teachers
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expanded Hung et al.’s construct to give the themed set of products and processes as
shown in Table 1.

Our earlier phases of work, funded by Li Ka Shing Foundation, focused on extending
the geographical reach of Cornerstone Maths, which resulted in the refinement of the
web-based curriculum activity system, support for the teacher community and the
regional/local professional support through school clusters. However, as the number of
schools has increased and our evaluation research has indicated wide variation of
outcomes related to Theme 2, the school ‘buy-in’ of the innovation, our attention has
moved to research successful features of ‘within-school’ scaling that in turn lead to
Theme 3, ‘penetration within departments’.

7 Implications for Further Research

The current phase of Nuffield Foundation-funded research is responding to the following
research questions:

• What is the impact on teachers’ mathematical knowledge for teaching of their
engagement with cycles of professional development and associated teaching of the
difficult mathematical concepts; algebraic generalisation, geometric similarity, and
linear functions?

• What mathematical knowledge for teaching and mathematical pedagogic practices
are desirable for teachers to integrate dynamic visual technologies in their teaching
of these concepts?

• What are the design features of professional development activities for lower secon‐
dary mathematics teachers that support them to use dynamic, visual technology in
ways that become embedded for both the teachers and their pupils and lead to effec‐
tive learning?

Our methodology involves design-based research cycles of co-development of web-
based resources to support ‘within school’ scaling of Cornerstone Maths working in
collaboration with project schools and teachers. We conjecture that, by articulating the
specific mathematical knowledge for teaching and associated mathematical pedagogic
practices with [Cornerstone] Maths landmark activities, we can produce research-
informed professional development resources that better meet teachers’ needs. Along‐
side this, we aim to illuminate the processes of ‘within-school’ scaling through longi‐
tudinal (3 year) case studies in a sample of project schools.

In closing, I would like to highlight for wider consideration three tensions that exist
within the educational design community.

1. Do we design technology-enhanced learning for teachers/lecturers that aim to solve
epistemological or pedagogical issues that neither recognise? OR do we work with
teachers/lecturers to design TEL that takes account of prevailing epistemologies/
pedagogies?

2. Do we design 21st century technology-enhanced learning to provide access to 21st
century curricula OR do we design 21st century technology-enhanced learning to
support 19th century curricula?
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3. Do we design technology-enhanced learning solution ‘because we can’ OR do we
design and implement technology-enhanced learning to develop 21st century skills/
knowledge/practices?

There are no simple answers to these questions, however, whatever you conclude,
without a clear understand about how any technology-enhanced learning might scale,
the efforts and resources might never realize that early optimism!
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Abstract. Quality is important in industrial production and all kinds of services.
In particular, education is one very important service for our society. Since the
Bologna process, European universities try to do their best using the resources
the society has given them to satisfy the needs of the European citizens.

Quality is very important but it has no value without a well-established system
of continuous improvement based on measurement and knowledge of our capa‐
bilities and the needs of the society. The best way to measure the results of a
service is by the way of the evaluation. Evaluation always needs to consider two
inputs: self-evaluation and external evaluation, but it is particularly interesting
when evaluation is considered for improving, not when evaluation is considered
as inspection.

During this paper, a review and comparative analysis between quality and
evaluation in industry and in universities, based on the author´s own experience,
will be done. The experience of industries and other services implemented in our
world is a source of knowledge for improvement, so the main part of this paper
will be addressed to the review of what is done in industries and how to translate
it into the European Higher Education Area. Finally, some proposals for daily
activity in university education will be presented, based on the experience of the
research group EduQTech.

Keywords: Evaluation · Accreditation · Quality evaluation

1 Introduction

Quality is a property of products and services very important in our life. It started in
production of products, initially for the automotive industry because of the large amount
of spear parts to be included in cars. Later, it was extended to other parts of the fabrication
world. Industries are interested in produce their products with quality as a commercial
way to sell more against the other companies. One of the meanings of Quality is doing
things well. Therefore, Quality is important in Engineering.

Finally, service industries were included in the Quality philosophy as banks and other
service companies are interested in using Quality as a tool for competitiveness. In
parallel, the continuous improvement philosophy was extended as a way to do things as
good as possible and better and better.

At the beginning, production companies were interested only in production and the
Quality was only for controlling that the products maintain a level of quality in the
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characteristics. All activities related with the quality were limited to inspection. No
matter the product, the aim of the system was control the quality for assuring that the
level of the product was the same nevertheless the quality were poor.

Later the companies changed to the assurance of quality in the way that they try to
maintain a minimum of quality, not only a level but also a minimum level to guaranty
this quality.

Finally, around the 90ties the evolution was for the continuous improvement.
Companies must produce products with a minimum level of quality but they need to
improve the product in a continuous way for reaching the excellence. This system is
working today and the most popular method to do that is the PDCA process or Deming
cycle (Plan, Do, Check and Act-Correct if needed) as it is shown in the Fig. 1.

Fig. 1. Typical Deming cycle.

The new version of the standard ISO 9001:2015 has updated the role of management
to the more modern thought process of leadership. This change puts new responsibilities
on the senior management, who must demonstrate commitment and take responsibility
for the effectiveness of the quality system, while enhancing customer satisfaction. The
new orientation of the standard and as well the way of doing Quality is that manage‐
ment’s role has changed from focusing on things to focusing on people, and from doing
things right to doing the right things. Also, instead of planning, doing and directing, the
role of management has moved to inspiring, influencing and motivating. This part is
very important because people must be motivated and the labor of the direction for
companies or of the university managers is to motivate people to do the right things.

Education is one service more to the Society but is one of the most important services
because the future of our Society depends on Education. Therefore, this philosophy of
Quality has been introduced as well in our universities and in Colleges. Engineering has
been related with Quality since the beginning because of the production of goods and
services and in Higher Education Institutions (HEI) related with engineering, is where
most strong the implementation of this Quality and continuous improvement philosophy
is. United Sates was the first country to introduce this Quality system in their Engineering
faculties for controlling the quality of the students [1]. Different programs were
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established and with the evolution in the time, we know very well one of the most
important accreditation system of the engineering. The Accreditation Board for Engi‐
neering and Technology (ABET) is probably the most prestigious accreditation board
of the world.

For the Society and the European countries, we must to do as best as possible with
the resources we have received. Not the excellence. Excellence is a must. A product is
manufactured in the factory and can be checked and tested relatively fast, but the product
in university education is the technological knowledge transferred to the student and the
abilities and skills obtained at the university. So, how to measure the quality? By the
evaluation, but this is not an absolute measurement but a level that must be overpassed.
Ranking is not the objective of a good quality system in higher education.

Quality in companies is measured by the method described in the standard ISO 9001
[2] or by other documents like the ones related with Total Quality Management (TQM)
[3]. In higher education, quality is measured by Criteria described in documents
belonging to institutions, for instance: Accreditation Board for Engineering and Tech‐
nology (ABET) [1] mainly in United States or European Standard Guidelines (ESG) [4]
in Europe.

Similar to the introduction of Quality (ISO 9001) in companies in the 80 –ties, that
the accreditation of the fabrication process was before the certification of the product,
now all degrees are accredited but in a short future only degrees/universities working
with continuous improvement will survive.

Engineers are working all over the world and it is important that all Engineering
Schools reach a level of quality understandable for all companies in Europe and in the
World. In Europe, all the quality system is based in the Bologna declaration [5] but the
model is quite similar to the models based in international criteria and used in different
countries in the World. The skills and competencies are oriented to the enterprise
(customer).

The objectives of the Bologna process are [5]:

• Mobility, students must be able to work in different countries
• Transparency, the knowledge reached by students must be clear to employer and to

the Society
• Employability, the knowledge must be oriented to the needs of the companies
• Competitiveness of the students, they must be able to develop their career in a

competitive world

Finally, the Bologna declaration looks for improving the quality of the European
Higher Education Area (EHEA).

The main advantages of implementing a Quality Systems in Education are that:

• There is more control and repeatability of the teaching actions
• The academic work is measurable
• It is easier to stablish an horizontal and vertical coordination
• The education is oriented to the results, not to the knowledge per se.
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2 What Is Accreditation?

Accreditation is a certification (of a school, college, diploma, or the like) as meeting all
formal official requirements of academic, curriculum, facilities, etc. So a certification
of his quality Accreditation is based on three legs: Personnel, Facilities and Procedures.

The accreditation can be granted by an independent organisation as third party, in
general, with some dependence of the Administration and following rules or interna‐
tional standards.

Evaluation is the verification process where the accreditation body confirms the
quality of the diploma by means of an internal evaluation done by the team of the diploma
and an external evaluation by an external team that study the documentation, visit the
university and the facilities where the diploma is given and interview the different actors
of the diploma: academic, other personnel and students. Finally, the team reports about
the diploma and this report is evaluated by a committee of the independent organization
that accredits or not the diploma.

In other European countries, there are agencies of accreditation like:

• ASIIN [6] in Germany.
• CTI [7] for engineering or HCERES [8] (Haute Conseil pour l´Evaluation de la

Recherche et l´Education Supérieure) in France.

Fig. 2. Spanish regional accreditation agencies [11].
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The coordination of the European accreditation of diplomas is carried out by ENQA
[9] (European Association for Quality Assurance in Higher Education). The list of
accredited or recognized agencies is controlled by EQAR [10] (European Quality Assur‐
ance Register). All the European accreditation is based in the European Standard Guide‐
lines (ESG), last edition of 2015 [4].

In Spain, there are regional agencies responsible for the accreditation of the HE
diplomas and one national agency (ANECA) [11]. Some Regional agencies are: ACPUA
(Aragón) [12], ACSUG (Galicia) [13], AQU (Cataluña) [14], Madri+D (Madrid) [15],
between others. Some agencies develop other activities moreover the accreditation
activity. In the Fig. 2, it can be seen several regional agencies. All the accreditation
activity, developed by the agencies, is coordinated by the network of regional agencies
(REACU) [16] in a similar way as in Europe there is a coordination by EQAR.

3 Accreditation Requirements

Accreditation in Spain is compulsory. All higher institution diplomas must be accredited
before the start of the teaching activity (Verifica Program: Verification at the beginning)
[17] and renewed after 4 years of activity if it is a master and 6 years if it is a degree
(Accredita Program) [18]. The accreditation is based in 7 criteria. In Spain, this process
has started in 2014 for masters and, in 2015; degrees started the process of accreditation.
As six years is a long period, there is an intermediate program to check the follow up of
the accreditation called Monitor Program [19]. This program checks in a documentary
way that the diploma is working properly in accordance with the conditions given in the
Verifica program at the beginning.

This process of accreditation needs, like a stable chair, three legs: personnel, instal‐
lations and procedures. For good procedures, the best is to have a Quality System imple‐
mented in the University or in the Faculty. More and more Spanish universities have an
Internal Quality System implemented and the same organization that checks the Quality
of the programs check the quality of the management system (Audit Program) [20] and,
as well the quality of the academic personnel (Docentia Program) [21]. In a short future,
universities with a certified Audit Program will not need to accredit all the diplomas,
only a part of them, or all of them with a reduced accreditation evaluation.

The seven criteria for the Spanish compulsory accreditation program are [18]:

• Organization & curriculum implementation. The curricula is actualized and has been
implemented in accordance with the conditions accorded at the beginning when the
implementation.

• Public information & transparency. The university has the mechanisms for commu‐
nicating effectively to all the stakeholders the characteristics and the processes to
guaranty the Quality.

• SGIC, The Institution has an Internal Quality System well established and imple‐
mented that guaranties the continuous improvement of the diploma.

• Academic staff is in accordance with the characteristics and the number of students
of the diploma.
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• Support staff, resources and services. The Institution has the support staff, resources
and services to fulfill the needs of the diploma in order to assure the skills and abilities
to be obtained by the students.

• Learning outcomes. By the time of graduation, graduates have the knowledge and
skills defined in the verification process at the beginning when they started the
diploma.

• Satisfaction and performance indicators. The results are adequate to the needs of the
Society and the satisfaction of the stakeholders is clear in all the sectors: staff, students
and employers.

A part from this compulsory accreditation, there is another volunteer accreditation,
that it is named EUR-ACE for Engineering [22] or EUR-INF for Informatics [23]. This
accreditation is based in 9 criteria, the 7 criteria for compulsory accreditation plus two
more criteria that for engineering are related with the engineering character and the
institutional support for the program.

In a similar way, in the United States there is ABET Accreditation that is volunteer
and is based in 10 criteria. For the accreditation, the diploma must be running and has
to have several promotions of graduates.

The ten criteria for the ABET volunteer accreditation program are nine general and
one particular to the family of degree accredited [1].

• Students - Student progress must be monitored to foster success in attaining student
outcomes, thereby enabling graduates to attain program educational objectives.
Students must be advised regarding curriculum and career matters.
The program must have and enforce policies for accepting both new and transfer
students, awarding appropriate academic credit for courses taken at other institutions,
and awarding appropriate academic credit for work in lieu of courses taken at the
institution.

• Program Educational Objectives - Program educational objectives (POE) are
broad statements that describe what graduates are expected to attain within a few
years of graduation. Program educational objectives are based on the needs of the
program’s constituencies.

• Student Outcomes - The program must have documented student outcomes that
prepare graduates to attain the program educational objectives. There must be a
documented and effective process for the periodic review and revision of these
student outcomes.

• Continuous Improvement - The program must regularly use appropriate, docu‐
mented processes for assessing and evaluating the extent to which the student
outcomes are being attained. The results of these evaluations must be systematically
utilized as input for the continuous improvement of the program. Other available
information may also be used to assist in the continuous improvement of the program.

• Curriculum - The curriculum must effectively develop the following subject areas
in support of student outcomes and program educational objectives
• Mathematics
• Physics
• Technical content
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• Faculty - Each faculty member teaching in the program must have expertise and
educational background consistent with the contributions to the program expected
from the faculty member. The competence of faculty members must be demonstrated
by such factors as education, professional credentials and certifications, professional
experience, ongoing professional development, contributions to the discipline,
teaching effectiveness, and communication skills.

• Facilities - Classrooms, offices, laboratories, and associated equipment must be
adequate to support attainment of the student outcomes and to provide an atmosphere
conducive to learning. Modern tools, equipment, computing resources, and labora‐
tories appropriate to the program must be available, accessible, and systematically
maintained and upgraded to enable students to attain the student outcomes and to
support program needs.

• Institutional Support - Institutional support and leadership must be adequate to
ensure the quality and continuity of the program.

Both programs ABET and European are quite similar but focus is stronger in students
and in institutional support in ABET. Institutional support is only taken into account in
volunteer EUR-ACE and EUR- INF.

ABET focus on POE´s, results and knowledge of the students several years after
finishing the diploma. In European system, only the results at the end of the studies are
considered.

EUR ACE program is more similar to ABET including more focus on institutional
support and in engineering and technology and both are volunteer.

The panel composition depends on each system. In Spain, the chair of the panel is
always academic. There are several academic members (1 or 2) depending on the number
of diplomas to evaluate and one student, plus the Secretary that represents and belongs
to the agency of accreditation. In EUR-ACE or EUR-INF there is one more member,
representing the Engineering professionals.

The panel composition in ABET is as follow: The president is a member representing
the agency and there are so many members as diplomas to evaluate. Each member eval‐
uates his diploma, but there is coordination between all the team. Members can be
academics or professionals.

Students take part in the evaluation panels (teams) for the accreditation in Europe,
but not in the ABET system

In ABET panels, the Team chair is the link with the Agency in Spain panels, the link
is the Secretary of the panel.

Team members in Spain evaluate all diplomas assigned to the panel. In ABET only
one diploma by each team member.

4 My Experience

4.1 In Accreditation

In my experience, evaluation and assessment of quality system in industry and in
university follow the same pattern. The speed and the needs in both places is different
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but, as universities are delayed with respect to the industries, looking at the experience
in industries, it can be introduced faster and better in universities.

The three main aspects to be taken into account in the accreditation of diplomas are:
The continuous improvement, stablish good procedures or documented processes and
obtain good information through surveys to students, staff and mainly employers.

Sometimes it is difficult to change some things because there is some inertia in the
staff and even in students. For instance, names of some activities, and their significance,
are difficult to modify (modify final year project to final year work) and the need to
measure the time devoted by the student to this work and how to measure the skills
obtained by the students.

Introduction of Quality concepts in Higher Education is very difficult and it takes a
lot of time and explanation to the staff [24]. Some teachers are not involved in the quality
aspects neither procedures of the Faculty. Some staff is not well used to work with skills,
abilities, and the way to measure them, so they are not happy with the system. As well,
students are not involved in the committees for improving; they are only interested in
passing the exams and not in the quality of the education that they are receiving.

Support staff is not involved in the quality system. They are reactive to change. There
is some feeling between staff that quality means bureaucracy.

Changes and modifications from one curriculum to another is very difficult and they
are limited by the Administration. In the contrary, the change from teaching to learning
has been very fast, in particular for teachers that have modified the content and adapted
it to the new situation with some facility. An important number of staff have found
interesting the changes for introduce the innovation activities in Higher Education.

Not the same for students that they continue with the former system of studying
before the exams and they do not like to work during all the academic year.

To have good quality it is important to have a good institutional support but a good
management can improve the budget and optimise it. The problem in Spanish system is
that employers are not involved in Committees in the diplomas and only a small amount
of them takes part in the definition of skills and abilities to be reached by the students.
As the ISO 9001 standard has incorporated in his last version, motivation is very impor‐
tant in the process and it must be incorporated in the management. In this way, in
universities the participation of the different stake holders is very important and for that
they need to be motivated and they need to know the importance of all of them in a good
diploma and the best results in the students and in the Society.

The activities to be done by academic staff for a good quality system are:

• Coordination with other peers to assure that no duplication is in the content of the
curricula and which activities need to do in each subject in order that at the end all
students reach the same skills and abilities.

• Take different data every day and store them in the appropriate place for a good
information for the manager of the diploma
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4.2 Our Activities

In our research group, EduQTech [25], we are working in two big areas: Software for
the management of the daily activity [26–29] and the measurement of the time of
study [30].

With the management software, we try to give the teachers tools for facilitating his
academic and management work in the quality system. For that, we have designed and
implemented several processes based on accreditation criteria and in quality standards.
This software is applicable to all kind of subjects of degrees or masters or even to all
other subjects of other kind of courses demanded by the industries. These processes are
based on quality criteria and are a very good guide for applying quality concepts in the
academic activity.

Three kinds of processes have been designed: Basic, Strategic and Support
Processes. The Table 1 shows the main groups of processes developed and implemented.

Table 1. Some processes implemented.

Basic processes Strategic processes Support processes
Planification Management Resources
Teaching Planification Documentation
Evaluation, exams Improvement Problem solving
End of the academic year … Quality
… …

With the time of study we try to measure the time that one average student devotes
to learning one subject. The main basic research has been a survey done to all the students
of the Engineering School during the three academic years from 2005 to 2008. Every
week during the two semesters a survey through internet, in a special web page, has been
launched, allowing the access only to registered students. The software had a system for
self-detection of errors like too much hours of study in a day.

The survey collects all kind of activity in the classroom and at home. A 20% of all
registered students had good and full answers during all the period surveyed.

Some general comments about the results obtained in the survey were [30]:

• The duration of the work in the laboratory is lower than expected. The students finish
before of the two hours expected.

• They use only an average of half an hour for reading the notes and theoretical infor‐
mation.

• The time for writing the intermediate reports of the laboratory work is about 1 h per
report

• The time for writing the final report is about 7.5 h

The big amount of information obtained with the survey, allowed each teacher to
analyze his subject and adjust it to a more realistic situation in accordance with the effort
done by students for learning the subject.

This work has allowed obtaining information of the time devoted by the average
student to learn a subject, but as well other information has been obtained about when
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the activities are done or the links between different activities and the influence in the
results. It has been possible to check the evolution of the effort of the students in every
subject in function of the number of the week. The correspondence of the time devoted
by the students with reports that student need to fill and present to the teacher it has been
clearly seen. The correlation between time of study and difficulty for passing an exam
has been shown too.

5 Conclusions

The application of the Quality in Higher Education follows the Industrial experience.
As products are global, engineers and degree holders must travel and work into a global
market, so their skills and abilities must be global and well known by the employers.

Universities are changing, but there are some questions that need to move faster in
the process of the introduction of a quality system:

• Introduction of Quality concepts to all levels of partners in the teaching and learning
process.

• Orientation to the needs of the Society (Companies and Industries in the case of
Engineers)

The application of the quality system in Higher Education in different countries
follows a similar process to the convergence and finally, as it has been in industry;
multilateral agreement will arrive between different countries to recognize the different
academic diplomas and skills of students.
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Abstract. Recently we observe an enormous grow of Massive Open Online
Courses (MOOCs). But it proves that the dropout rates of MOOCs are very high.
One of the main causes are missing of necessary capabilities of students, inability
of students to manage their study and a missing appropriate didactic model. In
this paper we compare the dropout rates of MOOCs, regular courses and courses
using new didactical approaches as blended learning and flip the classroom. We
introduce a new teaching learning model to explain high dropout rates of students
in distant learning courses. Finally we discuss possible ways how to teach 21st

century skills as cooperative working, learning, creativity, networking and how
to solve real life problems in a context sensitive approach. Our research findings
are based on educational experiments at Delft University of Technology (DUT).

Keywords: Dropout rates · MOOCs · Learning models · Flip the classroom ·
Didactical models · Blended learning

1 Introduction

In a complex, globalizing, unpredictable world full of networks, worldwide communi‐
cations and social media we have to train students in acquisition of typical 21st century
skills such as critical reflection, cooperating, networking, creativity, ability to handle
big data, ability to solve real life problems, ability for life-long learning. We have to
educate students which are able to face and contribute to the future world [1]. The ques‐
tion is whether and how educational innovations as “blended learning” and MOOCs
enable students to acquire such skills. It is not enough to offer courses as MOOCs but
it is also necessary to develop didactic models to challenge students to take this courses
and complete them successfully [2]. At this moment many courses are focused on indi‐
vidual learning. To enable individual learning it is necessary to design MOOCs as self-
paced courses. But we will show in this paper that this contributes to the high dropout
rate of students

The process of teaching and learning has an impact in three domains [1]:

• Qualification, this is about the role of teaching in acquisition of knowledge, abilities,
competencies, and attitudes such that after graduation students are qualified to
perform their job or play their role in society.

• Socialisation, this is the way how we teach students the social processes in a job
environments or culture and democracy in general.
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• Personal development, the impact of teaching on the process of individualisation and
subjectivity.

The question is how to realise these goals with a student population of increasing
diversity, differences in cultural background, interest, abilities, learning style, speed/
pacing. Most regular courses are focussed on realisation of the qualification goal. By
introducing MOOCs and blended learning courses the hope was that they support
socialisation and personal development. But as we will show in common used didactic
models it is assumed that students master already 21st century skills. But in most secon‐
dary schools these skills have not been trained, so they have to be learned at University.
From a recent study in the Netherlands [1], it proves that the teaching process at Univer‐
sities is still focussed on knowledge transfer and qualifications of students and not on
socialisation and personal development. The concept Bildung introduced by Humboldt
in the 19th century focussed on the development of all human abilities and not only some
cognitive abilities and knowledge acquisition is a relevant item.

To realise such educational goals there is a request of smaller learning communities
with intense interaction students and teacher. But in MOOCs the direct interaction with
a teacher is minimised and is embedded in the teaching material in a non-direct way.
We observe also a trend of creating honours programmes challenging and enabling
students to compose their individual self-paced programmes. Concepts as freedom,
responsibility, societal relevance and innovation, are very appealing to students. But we
can observe that only a minority is able to implement such programmes successfully.

Many students don’t know what they really want, are not aware of requirements of
individual studies and of the required capabilities. MOOCs have a high dropout rate
because students don’t have the required capabilities, attitudes and ability to control
their own study behaviour. Student are used to take precooked programmes and a teacher
taking the supervision on their study. Self-paced studies require a new study behaviour
which has to be learned.

In the next chapter we discuss related works. We show that researchers studied the
problem of study success and failure already for many years. In many studies,
researchers try to find the characteristics of students and teaching learning environment
to predict study success. For many years psychological assessment of students was used
to predict high dropout rate. In Sect. 3 we present the main causes of the high dropout
rates. We developed a special teaching-learning model to understand the process of
attachment of students with their study and university. At the end of the chapter we
discuss the emotional components in the teaching learning process. In Sect. 4 we discuss
the results of a psychological assessment at TUDelft. First years students were tested
using the Big Five personality test to assess if students have the abilities to learn 21st

century skills [2]. Then we will discuss the results of a huge experiment performed at
TUDelft from 1953–1957 [3]. Students were tested using personality tests, (cognitive)
ability tests, completed with interviews of student counsellors and surveys on assessment
of features in the teaching-learning environment. The goal of this experiment was to
research if psychological assessment could provide additional information next to the
results of final examination at secondary schools to predict study-success or–failure. In
2014 an experiment has been started using new teaching learning models in mathemat‐
ical courses for first years students at Delft University of Technology. Again we will
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report the study performance of students compared to traditional ways of teaching
mathematics. To summarize the goals of this paper are:

• Identification of factors/reasons explaining the high dropout rate of MOOCs.
• Comparison of factors underlying different teaching-learning models varying from

classroom teaching up to MOOCs, with respect to study-success or–failure.

Our research findings are based on results of experiments performed at Delft Univer‐
sity of Technology.

2 Literature Survey

In [4] the authors researched MOOC dropout rates from different perspectives. They
listed a number of reasons for dropout based on literature search. Next they researched
data from a specific MOOC provided by the University of Warwick. Their results indi‐
cate that many participants who may be classified as dropouts are still participating in
the course in their own preferred way, either with a slower pace or with selective
engagement.

In [5] the author explores students dropout behaviour in MOOCs. As a case study
they took a special class. He developed a survival model that allows to measure the
influence of factors extracted from that data on student dropout rate. His study shows
that specific social factors as interaction between students, emergent sub community
structure affect dropout behaviour

In [6] the author researched the underlying interaction mechanisms which govern
students’ influence on each other in Massive Open Online Courses (MOOCs. Specifi‐
cally, they outlined different ways in which students can be negatively exposed to their
peers on MOOC forums and discuss a simple formulation of learning network diffusion,
which formalizes the essence of how such an influence spreads and can potentially lead
to student attrition over time.

In [7] researchers extended traditional features for MOOC analysis with richer and
higher granularity information to make more accurate predictions of dropout and
performance. The results show that finer-grained temporal information increases the
predictive power in the early phases of the Pattern-Oriented Software Architectures
(POSA) tested on a MOOC offered in summer 2013 by Vanderbilt University.

Prediction of study success is a popular research topic over the years [8]. Wilbrink,
wrote a literature survey of assessment in historical perspective with more than 200
reviewed papers.

In [9] a theoretical longitudinal model has been introduced by Tinto, demonstrating
how different personality characteristics and characteristics of the University have their
impact on the interaction process student-University. Such a process resulted in delay,
dropout or study success. In fact Tinto describes the interaction process between three
systems, the individual student, the academic system and the social system. According
to Tinto the individual student will enter the University with a specific social back‐
ground, personality education and training. He will have a special binding with the
University and goal of the study. This binding will be expressed in motivation and
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expectations. The binding will change over time, caused by the influence of the academic
and social systems and the interaction of both and will eventually result in dropout.

A similar study has been performed in Belgium at the Universities of Ghent and
Leuven. Researcher Lacante and Janssen were involved in research on prediction of
study-success for a long time [10]. They developed special surveys to predict the
academic performance at Universities. From 1968 Janssen [11] was involved in research
on teaching and learning in higher education. In his whole research, the student with his
study and exam experience and perception of teaching behaviour is the focus of attention.
Janssen perceives studying as “deep level learning” and teaching as facilitating studying.
Together with Goethem and Lacante [11] Janssen researched study experiences of
students. They developed a questionnaire of more than 100 items and surveyed first
years students at the University of Leuven. After analyzing the responses of students
using factor analysis they discovered three underlying components intrinsically moti‐
vation, self-confidence and activity. These components are similar to the Osgood dimen‐
sions evaluation, potency and activity [12]. In 1990 we performed similar research at
Delft University of Technology.

In [13] Kalogiannakis states that effective communication between the learners and
the tutor-counsellor has been proved to significantly promote the positive emotions,
reduce the negative ones and reinforce the learners’ participation in a distance learning
program. He investigates the emotions experienced by the learners of the Hellenic Open
University (HOU) and how these emotions may vary through interaction with the tutor-
counsellor. The research findings confirms the dominant place occupied by emotions in
the learning process, a place that has been until recently entirely attributed to reason,
while highlighting the communicative and supportive role to be taken by the tutor-
counsellor in distance learning programs.

In [14–18] Rothkrantz states that in a face-to-face learning environment emotions
can be expressed by (non-)verbal behavior as way of speaking, facial expressions or
words with an emotional loading. In experiments using different ways of distant learning,
the emotional state of learners was assessed using special tools to analyse video record‐
ings captured via Skype.

The didactic Adagio of the famous Dutch mathematician and didactic specialist in
mathematics Freudenthal [19] was “You can learn mathematics only by doing and
discover mathematics in the real world”. For him was teaching mathematics an educa‐
tional task and it should be context sensitive and application oriented. Students should
be able to design mathematical models and translate real world problems formulated in
natural language in a mathematical language. It is very important to give students
opportunities to reflect on and clarify their thinking about mathematical ideas. Most of
current didactic models fits in the discovery learning tradition developed around 1960.
Piaget, Dewey, Vygotsky and Freire and many others support constructivist learning.
Up to then drill and practice was one of the favourite pedagogical principles in mathe‐
matics. Now the focus is on learning based on personal and societal experience. Our
developed didactic model FETCH 2.0 is based on similar ideas [2]. The question is of
course how to implement this didactic model in the developed MOOC. The oldest, and
still the most powerful, teaching tactic for fostering critical thinking is Socratic teaching.
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In Socratic teaching we focus on giving students questions, not answers. The next step
is that students themselves learn to generate questions around a learning text [20].

Mathematicians are trained to ask (critical) questions reading a scientific journal.
These questions are stimulated by the learning material but also by the surrounding
environment and context. Developing a critical attitude by students is not limited to
mathematics. Freudenthal writes about “Mathematics as an educational task”. Many
mathematicians use the inquiry based methods also during reading or reviewing a paper,
or documents or listening to a presentation. It proves that inquiry based method is an
efficient way to keep the reader/listener alert and is a first step to processing the presented
information.

3 Dropout

3.1 Description of Possible Reasons for Dropout

MOOCs are in principle open for everybody. No entrance exam has been required. But
some knowledge and capabilities are required to finish a MOOC successfully. This is
stressed in information about the course but some students missing the required knowl‐
edge and abilities still believe they can do it. Similar experiences we have with regular
students at DUT. No entrance exam is required to enter DUT. The first year of study
should be used for selection, orientation and adaptation. It proves that low grades for
mathematics and physics at secondary school are good predictors for dropout. Over the
years the failure rate of regular academic courses has been studied. We will report about
a study at Delft University of Technology with a psychological assessment of all
freshmen. It proves that results of students at their secondary school predict about 40%
of the study success or failure in the first year. Psychological assessments ads about 10%.

To complete a MOOC successfully a student should have a strong motivation, based
on the expected outcomes, interest in science and increase of knowledge and compe‐
tences. Next a student should be able to manage his time and plan a study. In current
MOOCs a global time schedule of video lectures, simulations, exercises and exams is
presented. To enable communication and cooperation between students all students are
part of one group taking the course together. In more individual based schedule students
will lack support of fellow students. Many students reported that they prefer to manage
their own course without cooperation. This violates of course the goal to realize 21st

century skills. Individually based studies are offered for many years by the open Univer‐
sity. But they also offer meetings for participants to create a community. Given a strong
motivation and ability to plan their study, students should be able to come to activities.
Viewing video lectures and simulations don’t require active participation of students. It
may give them the feeling that they have everything under control. They are confronted
with reality if they have to make assignments or exams. Inadequate time management,
un-ability to set themselves into action and missing of other study skills, results in many
cases to dropout.

An adapted didactic model for MOOCs is needed. Recorded web lectures of gifted
teachers or successful lectures are no guarantee of high study success of MOOCs. In
many cases the didactic model of regular courses in lecture halls is copied. A teacher
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explains the theory, gives some examples during the course and students are supposed
to study the learning material and to make exercises. But making homework is a great
problem. The gap between lectures and making exercises is (too) big and most students
are not able to manage their time and set themselves into action.

It can be observed at Delft University of Technology that a week before the exams
students start to visit libraries, study-halls etc. to start their preparation for exams.
Observing this study behaviour of fellow students triggers other students to start similar
behaviour. It is difficult to implement similar triggers in the MOOC community. But we
have to realise that used didactic models assuming regular study behaviour of students
in general don’t work for MOOCs. In regular courses students are creative in finding
alternatives, observing peers, similar models are still under development in the MOOC
community.

Personal, intensive study guidance results in better study results. A good binding
with the study and study community is an essential prerequisite for successful study.
Unfortunately the massive character of MOOCs makes individual tutoring by teachers
impossible. One of the assumptions of creating a study community via social media is
that students will support each other. But it proves from surveys at DUT that creating
study communities is far from trivial. One of the outcomes of the surveys is that many
students don’t like networking and cooperation and prefer to study in their own indi‐
vidual way. Students get stronger involvement with the study and study community.

To be a member of a learning community has a great impact on the motivation,
emotions and study results/achievement. [21]. It is important to give students the feeling
that it is exceptional to take these courses and that they should be involved in learning
communities. In case of MOOCs it cannot be expected that there is much individual
support or supervision of teachers. Fellow students can take the role of a teacher and the
community of fellow students should support and stimulate the members of the
community.

Many students following MOOCs don’t live in a student environment. Via social
media they can be involved in learning environments. Participation in such an environ‐
ment is important to develop 21st century abilities. MOOCs offer the opportunity for
internationalisation, integration of research in the learning environment. In research
based education students are involved in common research activities and in research
tutored education students perform research activities themselves.

Students following MOOCs have to take the responsibility for their own learning
process. It is definitely true that part of the students are able to manage their study. But
most students need group pressure, supervision of teachers, counsellors, fellow students
to complete a MOOC successfully. Nevertheless many educators prefer self-paced
instruction so that every student is able to define his individual study path. This enables
students to accomplish their study at their own speed. But it creates problems to give
support from the community. In the Netherlands some PhD students have to follow
MOOCs instead of common courses at some University. This is highly appreciated by
PhD students and the success rate is high. After completion of a course PhD students
are supposed to do an exam at the home University.
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3.2 Dropout Model Regular Courses

In many studies on dropout and study-delay researchers try to explain the phenomena
of dropout by a description of personal characteristics of (non-) successful students and
characteristics of educational Institutes. In 1975 Tinto [9] introduced a theoretical longi‐
tudinal model showing how personal characteristics and characteristics of educational
institutes have their impact on the interaction process students-institute. In fact he
describes the interaction process of three systems: the individual students, the academic
and social system. According to Tinto an individual student will enter the institute with
some social background, personality characteristics and secondary school education.
Based on that he builds up a binding with the Institute and goal of the study. Such a
binding is measurable by motivations and expectations. The academic and social system
and the interaction of both systems have their impact on the binding. A reduction of the
strength of the binding can result in the decision of the student to stop his study. In
Fig. 1 we present a didactic model inspired by Tinto and system theory.

Fig. 1. Didactic model teaching learning on macro-meso level, based on the interation student
with teaching learning environment.

To validate the model we developed a questionnaire composed of 130 item distrib‐
uted over the following topics:

Choice of study, motivation, study environment, education, tutoring, study problem,
study-methods, personal problem, study-skills. A second part of the questionnaire was
only for students having a significant delay after half a year of study. In 30 items (131–
161) possible reasons of delay were described and students have to indicate on a three
point scale which reasons play a significant role in their personal situation. The data of
delayed students were analyzed principal component analysis. We were able to detect
4 underlying factors and in Table 1 we describe the underlying factors: study commit‐
ment, choice of study, skills/abilities, impersonal teaching and we list the items with
corresponding factor loadings.
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Table 1. Four factors describing study delay.

Factor loading
Factor Items F1 F2 F3 F4
Commitment Insufficient preparation exams .55 .26 −.05 .05

Insufficient time spend to the study .77 −.11 .05 .15
Delay in the first weeks of study .61 .18 .12 .05
Too much time spend to social
activities

.52 .01 .03 .14

Too tired to study in the evening .52 .12 .20 −.22
Insufficient time spend to homework .76 −.08 .14 .19
Wrong study approach .57 .07 .02 .11

Study-choice Chosen study was second choice −.09 .43 .12 03
Atmosphere at Faculty .12 .80 .21 .19
Personalities of fellow students .10 .73 .02 .29

Skills/capabilities Study different from expectations .08 .19 .62 −.04
Study-delay in first weeks of study
demotivating

.25 .21 .50 −.06

Some courses to complex/difficult −.01 .06 .69 .08
Limited capabilities, Missing
background- knowledge

.03 .02 .62 .13

(in-)personal teaching Less social contacts with teachers .16 .31 −.16 .69
No time for tutoring .11 .26 .05 .62
Academic freedom .32 −.05 .13 .53
Way of teaching less appreciated .11 .08 .18 .63

3.3 Dropout Model MOOCs

In the last section we discussed a dropout model for regular courses. In this section we
discuss an additional model for MOOCs. The dropout model for regular courses was
describes the interaction process of individual students, the academic and social system.
In case of a MOOC at start we can consider the same model. But as soon a student starts
his course the interaction student, learning material is dominant. In Fig. 1 we visualize
the interaction student-learning material as a melting pot filled with boiling study-liquid.
At the bottom there is a leakage of study liquid by two pro-cesses distraction and phys‐
iological condition of the students. New input of study liquid is provided by three
components Attraction, Capability and Activity. These components correspond to the
well-known Osgood dimensions Evaluation, Potency and Activity [12]. Janssen,
Goethem and Lacante [10, 11] researched study experiences of students found similar
results. Before a student starts a study activity he first evaluates the effects of that
behavior. Next he researched if he has the required capabilities and finally he set himself
into action. We discuss the components of our interaction model in more detail:

Attraction: An important component in the interaction student learning material is
interest of students. As long as the learning material is interesting a student keeps on
board. But as soon the learning material gets boring, student lose their interest and the

32 L. Rothkrantz



dropout process has been started. In case of regular courses there is a lot of pressure of
peers, institute, teaching schemas to follow lectures the other day. New topics provide
opportunities for a new start. Usually this is missing in case of MOOCs. By the huge
amount of students individual tutoring is difficult to realize. A special didactic approach
is needed. The span of attention control is very short, only some minutes. A varied way
of presentation of learning material is needed by showing movies, video lectures, simu‐
lations and interesting applied assignments for students.

Capabilities: A student assumes at start he has sufficient capabilities to complete the
course successfully. But when he interacts with the learning material and it proves that
it is far beyond his capabilities, the dropout process has been started. In regular face to
face courses a student is usually not allowed to leave the teaching hall. In case many
students lose their interest an experienced teacher starts a summary, a clarifying example
to get students back in the teaching-learning process. In regular courses there is support
of peers during the breaks or after the lectures. In MOOCs social support of peers is
wanted but usual less developed. There is a trend to develop MOOCs as self-paced
courses for individual students. That makes these students vulnerable for negative inter‐
actions.

Activity: Attractive learning material and sufficient required capabilities are prereq‐
uisite of a positive interaction process of a student with his learning material. Next a
student is assumed to play an active role in this process. Many students read the descrip‐
tion of the offered courses, they even enroll in the courses but the next step is to start
study activity. Most MOOCs are not designed for passive students, a lot of activity is
required varying from posing and answering questions, making assignments and
involvement in project activities.

Distraction: Interest and sufficient capabilities are the positive drives of interaction
students with the learning material. But there are also two negative drives. Distraction
is the first negative drive. In case of MOOCs students usually study in a stimulus rich
environment. The computer used for taking the course offers a lot of alternatives for
distraction especially in case the MOOC material gets boring or is beyond the capabil‐
ities of students.

Physiology: A second negative drive is the physiological state of the students. If a
student gets hungry, sleepy he can start a break. A lot of discipline is needed for a restart
and to keep the length of the break under control. In case of regular courses there are
social rules, institutional rules regulating breaks.

In Fig. 2 we display the dropout process of MOOCs on a micro-level. The model
has been validated by some exit interviews of students. Drop-off students usually receive
a questionnaire to research the causality of a drop-off. But the response of such ques‐
tionnaire is usually very low. So additional research is needed.

Success of study is not only dependent of students characteristics as capabilities,
knowledge, used study methods, but is the result of a complex interaction process. This
is also the basic idea underlying our didactic model presented in this section. Most
didactic models describe the teaching-learning process over a longer period of time. But
as we pointed in MOOCs a strong focus is on the direct interaction student-learning
material. Emotions play an important role in this interaction process. In the next section
we research the impact of emotions as driving forces of the teaching-learning process.
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Fig. 2. Didactic model teaching-learning on micro level.

3.4 Emotional Aspects

It is commonly agreed that emotions have a strong impact on our behavior. Students
with well-developed abilities and trained skills show the expected behavior if they get
motivated and activated by internal or external emotional triggers. Happiness has a
positive effect on the learning behavior. Students who are able to understand the learning
material and to solve the corresponding assignments successfully get a motivational
boost. But from the other site students who are not able to master the learning material
successfully lose their self-confident and self-worth and their motivation to learn.

Distance learning is usual a lonely process. Only chatting with study-friends in the
social network can provide some support. By collaborative learning students are able to
share their responsibilities, share their planning and mutual control. In full isolation there
is a risk of upcoming negative emotion and moods. Strong negative emotions as fear
and anxiety can block the learning behaviour.

Recently we observe some attempts to design a digital tutor. But one of the require‐
ments of digital tutoring is assessment of the emotional state of the student online.
Usually assessment of emotions is done by questionnaires. But for instantaneous assess‐
ment of emotions questionnaires cannot be used. In [14, 15] Rothkrantz et al. describe
some experiments to asses emotions of students via analysis of facial expressions and
sound recordings. It is required that the teaching learning environment is equipped with
a multimodal camera. But it proves that many students don’t like supervision by a
camera. More succesfull were the experiments using Skype. In that case students were
aware of the fact that they are monitored all the time.

After Darwin, Ekman spent a lot of research on the automatic recognition of facial
expressions. He claimed that 6 emotions are universal namely happiness, sadness,
disgust, anger, fear and surprise. Many systems have been developed to recognize the
six basic emotions in speech and recordings of facial expressions. But in daily life most
emotions are not pure but blended and of varying intensity. And even the six basic
emotions can be displayed in many ways. This can also be expected in an e-learning
environment.

Russell [22] analyzed qualitative values of emotion words based on humans’ social
value and depicted them in a 2D space of pleasureness and activation. These two dimen‐
sions correspond with the dimensions attraction and action in our didactic model. The

34 L. Rothkrantz



dimension can categorize emotions in a comprehensible way; however, the approach is
not yet sufficient to differentiate between emotions, e.g. anger and fear fall close together
on the 2D map. We used the results of the experiment above and selected the stem of
140 emotion labels and words. The distance between words was based on Whissell’s
Dictionary of Affect in Language [23].

In [24] Fitrianie et al. researched the relation between text and emotions. We created
a talking face as model of a tutor. In this study we researched the relation between facial
expressions and words with an emotional meaning. By the introduction of serious
gaming in distant learning the interest for the impact of emotion on learning has been
increased (see Fig. 3).

Fig. 3. Display of emotional words on the dimensions activity and attraction.

4 Psychological Assessment

4.1 Big Five Personality Test

One of the research goals of this paper was to investigate how to teach students 21st

century skills as networking, cooperation, creativity etc. Traditionally teaching mathe‐
matics is rather individually oriented. A lecturer introduces students in lecture halls into
new topics. Students listen and make notes. Parallel to the lectures are usually lab hours
during which time students are supposed to make exercises alone or together. Especially
during the lectures students are passive consuming knowledge, instead of exploring new
topics and discovering new knowledge and even more important it is an individual
process. It takes students less energy to listen to lecturers and see how he discovers new
knowledge. But the challenge is to take students out of their comfort zone and challenge
them to actively search for knowledge and problem solving.

Changing the didactic approach may change the learning attitude of students. It can
be expected that there will be resistance leaving the comfort zone. A second question is
if students have the right personality characteristics to learn the 21st skills. If students
are not able to cooperate, socializing and networking they are not well prepared for the
future. To research that problem a group of first years students in mathematics and
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computer science were tested using the Big Five Personality test in September 2015 at
start of the academic year. Students were supposed to fill in a questionnaire of 4 × 5
questions. Then the score on 5 factors E, A, C, N, O listed below were computed.
Students with high scores on the factors A and O are supposed to be open for learning
the 21st century skills. But it proves that students score significant lower on A and higher
on O. This supports the hypothesis that students in technology or exact courses have the
tendency to work individually and are open for new knowledge. The factors underlying
the Big Five Personality test can be described as follows:

• Extroversion (E) is the personality trait of seeking fulfilment from sources outside
the self or in community. High scorers tend to be very social while low scorers prefer
to work on their projects alone.

• Agreeableness (A) reflects much individuals adjust their behavior to suit others. High
scorers are typically polite and like people. Low scorers tend to ‘tell it like it is’.

• Conscientiousness (C) is the personality trait of being honest and hardworking. High
scorers tend to follow rules and prefer clean homes. Low scorers may be messy and
cheat others.

• Neuroticism (N) is the personality trait of being emotional.
• Openness to Experience (O) is the personality trait of seeking new experience and

intellectual pursuits. High scores may day dream a lot. Low scorers may be very
down to earth.

From Table 2 it can be observed that students mathematics and computer science
have the same average score on the factor Extroversions indicating that in principle they
are open/not open for social contacts and open/not open for networking.

Table 2. Average values of the five factors of the Big Five test E, A, C, N, O for a cohort of TUD
students computer science and mathematics and a general cohort.

Number of respondents 10189 179
Extroversion 3.05 3.05
Agreeableness 3.84 3.69
Conscientiousness 3.38 3.06
Neuroticism 2.98 3.39
Openness 4.05 3.71

The students in the DUT cohort score lower on the factor Openness and less open
for new experience and intellectual pursuits. But we may conclude that students in exact/
technical sciences are in principle open for learning 21st century skills.

4.2 Psychological Assessment Procedure at TUDelft 1953–1957

For most academic studies at Universities in the Netherlands there is no entrance exam.
Only a limited studies with capacity problems have a special admission procedure.
Students with low grades at the final exam at their secondary school have a lesser chance
to pass this special entrance procedure than students with higher grades. As a
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consequence many students start a study with insufficient intellectual capabilities. The
assumption is that Universities have the opportunities to select the students for the higher
years based on their academic performance in the first year. It is a well-known saying
that students with limited intellectual capabilities can compensate this shortage by hard
working. To research the impact of personality characteristics, motivation, social envi‐
ronment on academic performance and study-success or –failure a huge assessment
procedure was performed in 1953 at Delft University of Technology. All students in the
first, second and third year got a psychological assessment. They were supposed to fill
in questionnaires corresponding with test assessing cognitive abilities and personality.
Next all students were interviewed by student counsellors.

The outcomes of all these assessments were correlated with the results of exams of
students and results of students at their secondary school. It proves that there was a
significant correlation between academic performance at the university and final results
at secondary school for the subjects mathematics and physics. Not a big surprise taking
into account that the subjects mathematics and physics play an important role in technical
studies at Delft University of Technology. From Table 2 we can see that students with
lower grades for the subjects mathematics and physics have a low study progress in the
first year and students with high grades have a high chance of study success. For the
middle group of about 50% it was difficult to predict study success or –failure. A disap‐
pointing result was the fact that the outcome of psychological assessment has a very
limited added value to the prediction of study-success or –failure. Apparently the impact
of personality, social environment were already included in the performance at secon‐
dary school.

From Tables 3 and 4 can be observed that the dropout rate in the first two years is
31%. In total the dropout rate was 43%. About half of the dropouts started another study
at TUD or at a Polytechnic School. The function of the first year was orientation and
selection. But still 10% of the students started a second year and dropout during that
year and additionally 12% of the students drop out later in the study. At this moment the
university spend a lot of time and effort to stimulate students to take their decision of
dropout as soon as possible. It is in general not possible to start the second year before
completing the first year. There are special programs and even a special MOOC enabling
student to get a better orientation of the study.

A special problem with presented tables is that some students enrolled in the study
but never show up. In the early days even no-show students could get a student loan for
the whole year. So no-show behaviour has financial consequences. A similar problem
can be observed in the cohort of MOOCs students. In the past the group of slow starters
made a successful start in the second year. The phenomena of restarting students is not
observed in the cohort of MOOCs students. One of our recommendations for MOOCs
designers is to take care of slow starters, students who need a longer adaptation time or
to apply the spiral principle of in increasing difficulties.

Students with a low respectively high average score on the subjects mathematics/
physics have a low chance/high chance to complete the study successfully. But students
with modal scores are rather unpredictable. The hope was that psychological personal
improved prediction of study-success or failure for the middle group. Unfortunately this
was not the case.
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From Table 4 can be observed that dropouts miss more than half of the exams already
in the first session. Some students with bad results in the first year give themselves a
second start but have again bad results in the next exam session. The phenomena of
restarting students is not observed at MOOCs.

Table 3. Study-progress/delay/dropouts in percentages crossed with average score mathematics/
physics grades at school, after two years of study, Cohort 1953.

Study progress ≥ 150% 0% 4% 11% 15% 7%
Study progress ≤ 150% 0% 8% 13% 4% 0%
Delayed students with Incomplete first year 2% 2% 1% 1% 0%
Dropouts during second year 2% 6% 2% 0% 0%
Dropouts during first year 2% 9% 9% 1% 0%
Average math/physics grades at school exam 5–6 6–7 7–8 8–9 9–10

Table 4. Study-progress/delay/dropouts crossed with number of passed exams in the first exam-
session.

Studyprogress ≥ 150% 0% 1% 7% 14% 16%
Studyprogress ≤ 150% 3% 8% 8% 4% 3%
Delayed students with Incomplete first year 2% 1% 1% 0% 0%
Dropouts during second year 2% 6% 1% 1% 0%
Dropouts during first year 6% 9% 5% 0% 0%
Numbers of exams passed successfully in first period 0 1 2 3 4

5 Experiments

In this section we discuss possible causalities of the high drop off rate of MOOCs. DUT
launched more than 20 MOOCs, accessible via edX platform. In this section we focus
on the MOOC Pre-Un Calculus, visited by more than 26.000 students. Via interviews
and questionnaires experiences of students and teachers were assessed and reported in
by Vos [25]. Most (early) dropouts from the course didn’t take part in the assessment
procedure, so we realize that the results are biased.

5.1 Pre-university Calculus July–September 2015

TUDelft designed a special MOOC called Pre University calculus (see Figs. 4, 5 and
6). The goal of the MOOC was to refresh mathematical knowledge of students before
they start their academic study at the University and to teach students missing topics of
the mathematics at secondary schools. The teaching material was composed of small,
10 min video fragment with a lot of simulations, video lectures, gaming etc. The focus
was on applications of mathematics.
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Fig. 4. Screenshot of the Pre-Un. Calculus MOOC (source DUT).

Fig. 5. Topics of the Pre-Un. Calculus MOOC (source DUT).

Students were stimulated to cooperate by interacting via special blogs. Students were
supposed to define questions stimulated by the lectures and the learning material. Fellow
students in the network are invited to answer the questions and commenting solutions
in the course forum. This is common practice in mathematics learning.

In 2015 more than 26.000 students worldwide followed the course and via data
analytics the performance of students was analysed. We will report some main findings
from participating students, first students from TUD and after that students from all over
the world. Aspirant students from TUD were stimulated to take part in the special
MOOC. Usually lectures were offered during the summer holidays after the school exam
and just before the start of the academic year. The MOOC was supposed to attract more
students because there was no need to come to the University and also no need for
teachers to lecture to lecture during the summer holidays.
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In total 794 TUD students enrolled in the course, 420 (53%) of them attempted an
exercise and 40 (5%) attempted all exercises. Only 46 students passed the final exam
successfully. From the interviews it proves that most students had the feeling that they
master the topics already. Just before the start of the academic year, other activities got
a higher priority as finding housing in Delft, increasing the income by performing a job
or just taking holidays after passing the school exam successfully. Students didn’t feel
the need to participate in the MOOC.

From Table 4 it can be observed or computed that there is no significant difference
in mathematics grades between students that enrolled and students that did not enrol.

In total 27.186 students enrolled in the course, 4.150 students attempted to make an
exercise and only 273 attempted all exercises.

All students were requested to fill out some questionnaires. We report the results
from students who showed some activity in the course. About 59% of the students took
part in the course from begin to the end, 18% browsed through the topics and videos and
4% mainly watched the videos, 7% mainly did the exercises.

Students on average stated they rarely participated in study groups, connected to
other students, posted a comment or a question, or looked at the forum. They also rated
their perceived support from either other students or staff rather low.

However, they reported that feelings of loneliness or missing interaction negatively
affected them in the course. Neither did they feel that lack of feedback negatively affected
them. Rather, they rated the feedback as good. It seems, students in general neither
expect nor need a lot of interaction with either students or staff. We stress that this only
holds for students taking part in the course. From students who didn’t take part or dropout
in an early stage we have no information.

5.2 Experiment Mathematics at TUD During 2015

It was decided that teaching mathematics at TUDelft will change dramatically from 2015
on. The dropout rate had to be reduced. There should be more focus on applications of
mathematics, self-discovery, teaching 21st century skills such as networking, coopera‐
tion via social media etc. In a first experiment 370 students studying Civil Engineering
got mathematical courses new style. First the didactical principle “flip the class room”
was applied. For many years students got their lectures mathematics in big lecture halls
followed by making exercises in small classrooms. Now the order has been changed.
Students are supposed to study video lectures and make exercises before they meet the
teachers and fellow students in small classrooms to discuss problems and outcomes of
the exercises. In the video lectures there was a focus on applications of mathematics,
self-discovery activities of students. They are stimulated to cooperate in study groups.
The MOOC Pre-Un Calculus was integrated in video lectures. Many new videos were
added especially on simulation and applications of mathematics.

From [25] we take some of the results from surveys and interviews. It proves that
on average only 20% of the students viewed the video lectures before the classroom
meeting. So the assumption that students activate the right pre-knowledge was not
correct. That poses a didactical problem for the teacher. Repeating or summarising the
homework is boring for students making their homework and will not stimulate viewing
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video lectures in the future. One of the critical comments of students was that the video
lectures are interesting but are not direct integrated with the learning material/book.
Viewing the video lectures maybe will result in a better understanding of mathematics
in general but it is not necessary to pass the exam successfully. One of the goals of the
new mathematics teaching was to focus on real applications. Then the applications
should be part of the exam and not additional. In the compulsory homework assignments
it is possible to make links with some topics discussed in the video lectures (Table 5).

At start about 80% of the students visited the classroom meeting and at the end it
was about 65%. The classroom meetings were highly appreciated. Especially the
moments the teacher was lecturing or explaining difficult topics. It proves that teachers
were better in raising questions or pointing to typical problems. Individual or group wise
making assignments during the classroom lectures was highly appreciated. Because
there was a meeting place for the students in the classroom there was no need to cooperate
via social media. Teachers were asked if and how many times during a lecture they
provide opportunities for students to discuss topics or cooperate. In Table 6 we summa‐
rize the results.

Table 6. Overview of opportunities teachers offered for discussion or cooperation.

Opportunities for discussion or cooperation Never 1 time 2–3 times 4 or more times
11% 22% 34% 33%

Teachers like to teach and play a central role during the lessons. Many students come
to the lessons and expect that the teacher lectures. Parallel to the classroom meetings
there was a digital Lab room (My.MathLab). Students were supposed to make assign‐
ments and got feedback in an automated way. It proves that many students joined their
effort and meet each other to make assignments

An interesting option for students was to provide feedback during the lectures using
their smart phones or laptop. One of the start-up companies from DUT, FeedBackFruits
developed a tool for mobile devices which enables students to ask questions during a
lecture. The questions are visualised on a display in front of the teacher. It proves that
students consider the tool as an interesting option. But defining questions takes some
time and usual the lecture is going on. It is up to the teacher if he introduces breaks to
allow and discuss questions. Some questions can be used by the teacher to summarize
a topic. If there are many questions about the same topic the teacher has the option to
explain the topic in an different way or to come up with some examples. To support the
didactical approach “flip the classroom”, the start-up company FeedBackFruits was
requested to generate a plugin to make the “questioning tool” available via edX, one of
the MOOCs consortia. A layer of new functionalities was developed over the edX

Table 5. Distribution of students who enrolled and didn’t enrol in the MOOC.

Grade math at school exam
5 6 7 8 9 10

# of students that did not enroll 101 764 1017 703 332 52
Number of students that enrolled 32 173 200 166 63 10
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platform. This enables students to make specific notes online and make digital notes out
of it. The plug-in also allows users to add new content to the course and share a message
information board way questions of the students can be considered as an online feedback
system for the teacher.

6 Recent Developments

In many surveys it has been shown that students spend less time than expected to their
study. Students in social sciences spend about 24 h weekly to their study and students
in exact studies about 32 h. This is significant less than the expected 40 h pro week. It
also proves that over the year the time spend to the study is not equally distributed. When
exams are approaching there is an increase in time spend to the study. Students spend a
significant amount of study time in social activities, jobs and doing nothing. The Ministry
of Education in cooperation with the Universities were brainstorming for many years
about measures to increase the flow rate of students. Everybody agrees that the freedom
of students to spend their time in an individual way should be limited. This conflicts
ideas of self-management of students and personal development. The focus should be
on development of cognitive skills and improvement of results of exams.

Recent years Universities in the Netherlands took the following measures to improve
the flow rate of students

• Study advice at the end of the first year. All students get an advice at the end of the
first year of study. In case of a negative advice students have to stop their study but
may switch to another study or university. We observe that students having a huge
study delay after half a year of study and expect a negative advice at the end of the
first year stop their study and switch before the end of the academic year

• Hard cut at the end of the bachelor (Since 2012). Student have to finish their bachelor
program before they can start their master program. In the past it could happen that
students finish their master program but still miss some courses from the bachelor
program. Students who are forced to stop focus on the remaining bachelor courses,
take a part time job or even stop the study. But in general more students do their best
to finish their Bachelor in time or after 4 years of study.

• Performance agreements Universities and Ministry of Education. In 2012 Universi‐
ties promised to increase the quality of the teachers, to increase the number of
teaching hours and to reduce the dropout rate of students. From the financial budget
7% will be re-distributed depending of the outcomes of the educational improve‐
ments.

Interesting to note that the flow rate of female students is much higher compared to
male students (see Figs. 6 and 7).

Recent years Universities took some measures to increase the quality and motivation
of starting students. Delft University of Technology offers online courses (premaster
calculus) in the summer holidays before the start of the study. The idea is to refresh and
improve the knowledge of mathematics taught at secondary school.
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TUD offers also online courses for starting students in their study of preference.
Interesting topics from the study are lectured by the best teachers. The idea is that
students reconsider their choice of their study, get more familiar with the study and are
able to see if they have the right ability and motivation to complete the chosen study
successfully.

Fig. 6. Percentage of students completing an academic study successfully in the Netherlands
(data from CBS).

Fig. 7. Percentage of male and female students completing an academic study in the Netherlands
(data CBS).

7 Conclusions

The main goals of this paper was to study the high drop off of MOOCs, to find possible
causes and to develop new didactical models. Secondly we want to invest in how far if
it is possible to teach students 21st century skills. We used the data from two experiments
at Delft University of Technology. The current version of the paper is an extended
version of the paper [25].
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In the first experiment, Delft University of Technology designed a special MOOC
called Pre University Calculus. The goal of the MOOC was to refresh mathematical
knowledge of students before they start their academic study and to teach students
missing topics of the mathematics taught at secondary schools. The teaching material
was composed of small, 10 min video fragment with a lot of simulations, video lectures,
gaming etc. The focus was on applications of mathematics. Students were stimulated to
cooperate by interacting via special blogs. In 2015 more than 26.000 worldwide followed
the course and via data analytics the performance of students was analysed. Only a
minority of 5% of the students completed the course successfully. These students stated
in surveys and interviews that they prefer to work individually and not in groups or in
a digital community. Unfortunately the early dropouts were not surveyed. From the
questionnaires and interviews we found many reasons for dropout behaviour. From the
available data can be concluded that there were only a few network activities and coop‐
eration between students via social media. Teaching students 21st century skills will not
take place automatically by using MOOCs but special didactic models are needed.

Secondly it was decided that teaching mathematics at Delft University of Technology
will change dramatically from 2015 on. There should be more focus on applications of
mathematics, self-discovery, teaching 21st century skills such as networking, coopera‐
tion via social media etc. In a first experiment students studying Civil Engineering got
mathematical courses new style. First the didactical principle flip the class room was
applied. For many years students got their math lectures in big lecture rooms followed
by making exercises in small classrooms. Now the order has been changed. Students are
supposed to study video lectures and make exercises before they meet the teachers and
fellow students in small classrooms to discuss problems and outcomes of the exercises.
In the video lectures there was a focus on applications of mathematics, self-discovery
activities of students. They are stimulated to cooperate in study groups. It proves that
less than 20% prepared the lessons by viewing the video lectures in advance. Most
students reported that lack of time and motivation was the main reason. And they expect
that the teacher will summarise the main topics in the lessons so that they are able to
follow the lessons. Following the lessons is important for the students because they
expect the teacher will provide essential information needed to pass the exam success‐
fully. Students cooperated via the digital Lab making homework together. In the lessons
there was less cooperation also because the teachers didn’t provide the opportunity.
During the lessons and video lectures students were able to give comment or asking
questions. This provides essential feedback for the teacher and information for the eval‐
uation of the course. Again we to conclude that blended courses don’t guarantee that
students learn 21st century skills.

Students mathematics and computer science got a psychological assessment using
the Big Five personality test. From the results it proves that students have the abilities
to learn the 21st century skills but this will not happen automatically. A special didactic
model is needed. We developed a special didactic model based on the model of Tinto
and system theory. This models holds for regular classroom lectures and distant learning
and is able to explain dropout behavior on global level of teaching and learning. We also
developed a didactic model for short time process of teaching and learning. Emotions
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play an important role in this model. In recent years researchers stress the important role
of emotions in the teaching learning process and dropout behavior.

We also described some measurements of Universities in the Netherlands restricting
the study freedom of students. It proved that many students are not able to manage their
study time and external pressure is needed to increase the study flow.

A comparison was made between a huge assessment study at Delft University of
Technology during 1953–1957 and recent experiments at Delft University of Tech‐
nology. It proves that over the years 40% of the students dropout. We reported many
causes based on surveying and interviewing students.

As a final conclusion we state that also regular courses have high dropout rates
varying around 40%. MOOCs show even higher dropout rates and we conclude from
the outcomes of surveys and interviews that lack of cooperation in networking, lack of
social control of peer students inability to manage the study and decreasing or lacking
motivation were the main causes of high dropout rates.

Acknowledgements. We thank Ingrid Vos providing me with the results of evaluation of the
experiments at TUDelft. We thanks the colleagues of the FETCH project for their valuable help.
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Abstract. Intelligent Tutoring Systems often profit of intelligent com-
ponents, which allow to personalize the proposed contents’ character-
istics and sequence. Adaptive sequencing, in particular, requires either
a detrimental data collection for users or extensive domain information
provided by experts of the educational area. In this paper we propose
an efficient domain independent method to model student progress that
can be later used to sequence tasks in large commercial systems. The
developed method is based on the integration of domain independent
Matrix Factorization Performance Prediction with Kalman Filters state
modeling abilities. Our solution not only reduces the prediction error, but
also possesses a more computationally efficient model update. Finally, we
give hints about a potential interpretability of student’s state computed
by Matrix Factorization, that, because of its implicit modeling, did not
allow human experts, to monitor user’s knowledge acquisition.

Keywords: Progress modeling · Kalman filerts · Matrix factorization ·
Performance prediction · Sequencing

1 Introduction

Intelligent Tutoring Systems often profit of intelligent components, which allow
to personalize the proposed contents’ characteristics and sequence. Adaptive
sequencing, in particular, requires either a detrimental data collection for users
or extensive domain information provided by experts of the educational area. In
this paper we propose an efficient domain independent method to model student
progress that can be later used to sequence tasks in large commercial systems.
In this paper we want to extend domain independent performance prediction to
progress modeling. In order to keep track of the learning progress of a student
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it is not sufficient to estimate current/next state of the user, the students’ state
has also to evolve in a meaningful, plausible and therefore interpretable way over
time. In this scenario three problems arise:

1. Domain information, like tagging involved skills in tasks, necessitates experts
and thus is a time-consuming, costly, and, subjective. For large commercial
ITS it is even unfeasible.

2. Progress modeling requires to be able to interpret the model, i.e. to be able
to associate the value of the model parameters with a specific user state.

3. The continuously changing student’s state and the necessity of new data
requires online updating algorithms, that refine their prediction after each
interaction.

Problem (1) involves domain dependent performance prediction algorithms:
Bayesian Knowledge Tracing (BKT) [2] and Performance Factors Analysis (PFA)
[14]. Therefore, [26] proposed Matrix Factorization (MF) as domain agnostic
alternative. As such, MF does not require skills’ tagging [18] and can be easily
integrated in larger systems [22]. By using domain independent performance
prediction and a score-based policy inspired by Vygotsky’s concept of Zone
of Proximal Development [29], the so-called Vygotsky Policy Sequencer (VPS)
sequenced tasks with similar results with state of the art rule based sequencers
without using rich experts’ knowledge [20]. [10] stresses the fact that intelligent
components’ too high requirements often prevent them to be used in commercial
environments. Therefore, domain independence and lightweight integrability are
desirable properties as large ITS often do not possess the skills involved in the
tasks and cannot invest large efforts either in tagging all their contents or in
changing their systems’structure.

If MF algorithms represent a good solution to Problem (1), they unfortu-
nately suffer from Problem (2) since the parameters of the model cannot be
used to interpret the state of the user and its progress over time. Finally, Prob-
lem (3) arise for MF applications in ITS. Item Recommendation is affected by
time differently than task recommendation, since voting movies in different per-
muted orders will not affect the user’s ratings unless a long time passes between
ratings. For this reason it is possible to model user evolution and item charac-
teristics in aggregated time slices, where more subsequent ratings are considered
as generated from the same static model. In ITS, instead, the students learn
something according to their learning rate after each exercise. If exercises are
shown in order or in reverse order of difficulty not only scores will change, but
also in the acquired knowledge will be different. Therefore the usage of an online
updating model is mandatory for an accurate prediction. Best way to do so,
would be to refine the prediction after each action to allow in the future also
hints and feedback recommendation.

We present in this paper how we developed domain independent progress
modeling by integrating the MF algorithms with Kalman Filters, one of the
most famous state modeling techniques of control theory. This is achieved by
exploiting equations of a student simulator, which mimics the learning process
of a student.
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As a result, the model: has reduced computational requirements, remains
domain independent, has a reduced prediction error, is less sensitive to the lack
of user data, and is made interpretable. In this paper, we first present related
works about students’ performance prediction (Sect. 2). Then, in Sect. 3 the algo-
rithms of MF and its online update are explained. After a brief introduction of
Kalman Filters in Sect. 4, we combine the latter with MF and the equations
of a student simulator to obtain a student progress modeler. Finally, in the
Experiment Section (Sect. 5), we analyze the novel algorithm under different
perspectives, which involves prediction error and progress modeling.

2 State of the Art

MF has many applications like, for instance, dimensionality reduction, clustering
and also classification [1], but its most famous application is for Recommender
Systems [8], where the algorithm recommends items to a user by predicting the
ratings (s)he would give to them. Recently the algorithm was extended to time
modeling. In papers predicting movie ratings or doing item recommendations,
such as [9,32] the time is modeled with time slices, so that the user’s model needs
to be updated at each time slice. Because of that, no forecasting can be done
for time slices after the current and last one, for which data are available. More
similar to our approach is the online method proposed in [16,27] that we explain
in detail in Sect. 3.2. There, for each new sample available the model of the user
is accordingly updated. Unfortunately, the algorithm requires for each update
the entire student’s history. Therefore, computational requirements for systems
that work in real time performances, such as ITS, becomes too restrictive. As
reported by [18] 6 s were required for an update, whereas real time performances
should stay under the 0.1 s threshold [11].

As we explained in the introduction, when the aforementioned algorithms
are applied in a new domain other problems arise. The first time that MF was
applied to ITS, [24–26] associated users with students, items with tasks, and
ratings to the probability of a correct answer at first attempt. Alternatively,
as in [17] and [28], ratings could be associated to the percentage of correctly
answered questions. Also other Machine Learning techniques have been used to
model the students’ state. Bayesian Knowledge Tracing (BKT) is built on a given
prior knowledge of the students and a data set of binary students’ performances.
It is assumed that there is a hidden state representing the knowledge of a student
and an observed state given by the recorded performances. The model learned
is composed by slip, guess, learning and not learning probability, which are then
used to compute the predicted performances [2]. In the BKT extensions difficulty,
multiple skill levels and personalization are taken into account separately [3,12,
13,30], whereas in our framework those aspects are considered at the same time.
MF most famous advantage in comparison to BKT is the reduced authoring
effort, since experts are not requested to insert the required skills to solve a task
or use a hint. However, MF computed parameters cannot be associated to the
student’s knowledge as BKT modeled skills [13].
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In this paper we want to develop a progress modeling algorithm based on MF
online-updating performance prediction that can work with fast performances
to schedule the recommendation of tasks, hints and feedbacks. Usual approaches
for sequencing are Reinforcement Learning techniques, which are applicable in
ITS with strong restrictions [19], since the collection of an exploratory corpus
implies frustrating users with either too easy and too difficult tasks or random
hints and feedbacks. Therefore, we started from the implementation of [18],
where MF was used successfully combined with a simple policy to schedule tasks
with particular attention to the computational requirements defined in [22]. An
additional reason for choosing [18] is the possible extension to multi-modal data
analysis as presented in [4–6], or hint sequencing as suggested by [19].

3 Online Matrix Factorization

We define our problem as a tuple (S,C, ŷ, τ) where, given a set S of students,
si ∈ {1, . . . S} is the i–th student modeled as a vector ϕt ∈ S := R

K , where K
is the number of skills involved and S is the student’s space. C is a set of tasks,
where cj ∈ {1, . . . C} is the j–th task, defined with a vector ψj ∈ C := R

K

representing the K skills required to solve a task defined in the tasks’ space C.
In this context we want to find a suitable prediction function able to compute
the predicted performance ŷ(ϕi, ψj) of a student si on a task cj considering all
his past interactions. In order to do so we need also to find τ : S × C → S a
function defining the follow-up state ϕt+1 of a student si after interacting with
task cj . We explain hereafter how this is done with pure MF techniques.

3.1 Static Matrix Factorization

Generally, in Recommender Systems MF predicts which are the future user rat-
ings on a specific item based on its previous ratings and the previous ratings
of other users [8]. The concept has been extended to student performance pre-
diction, where a student’s next performance, or score is predicted. The matrix
Y ∈ R

ns×nc can be seen as a table of nc total tasks and ns students used to train
the system, where for some tasks and students performance measures are given.
MF decomposes the matrix Y in two other ones Ψ ∈ R

nc×K and Φ ∈ R
ns×K ,

so that Y ≈ Ŷ = ΨΦT . Ψ and Φ are matrices of latent features, where each
task cj , and each student si, is represented, i.e. modeled, with a vector of K
latent features (ψ and ϕ respectively). Although these latent features cannot
be mapped to an exact meaning as done in BKT technology, in [26] those val-
ues were associated with the skills involved in the tasks and the skills of the
students. The latent features learned with stochastic gradient descent from the
given performances allow computing the missing elements of Y for each student
i in each task j of a dataset D (Fig. 1) without manually tagging the skills of
the domain. For this reason this approach has been called domain independent
in [20]. The optimization function of MF is represented by:

min
ψj ,ϕi

∑

i,j∈D

(yij − ŷij)
2 + λ(‖Ψ‖2 + ‖Φ‖2) (1)
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Fig. 1. Table of scores given for each student on tasks (or interacting with generic
tasks) (left), completed table by the MF algorithm with predicted scores (right).

where one wants to minimize the regularized Root Mean Squared Error (RMSE)
on the set of known scores. The prediction function is represented by:

ŷij =
K∑

k=0

ϕikψjk, (2)

3.2 Online Update

One of the criticized problems of MF is that it does not deal with time, i.e. the
latent features are constant after the first training. In order to keep the model
up to date, [18] implemented, in a large commercial ITS, the online update pro-
posed in [16]. The update, that we will call hereafter UpMF, consists in solving
again the minimization problem of Eq. (1) optimizing only ϕ with stochastic

Algorithm 1. UpMF Rendle et al. (2008), where β is the learning rate, λ is the

regularization parameter, Ψ are the tasks’ latent features, iterMax is the number

of algorithm’s iterations, Historyi are all the tasks IDs j the student i interacted

with with performance y.

Input: Historyi, λ,Ψ , β, K, iterMax

Output: ϕt

1 ϕt ∼ N(0, σ2)
2 iterMax= Historyi.length ∗ iterMax;
3 for iter = 1 to iterMax do
4 Select j randomly from Historyi;

5 err = y −
(∑K

k=0 ϕikψjk

)
;

6 for k = 1 to K do
7

∂err
∂ϕik

+ = β (err ∗ ψjk − λϕik);

8 update ϕik;

9 end

10 end
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gradient descent algorithm. This means the student’s model is learned at each
interaction from scratch. [18] coherently with [16] noticed that after approx-
imately 20 interactions the model update’s error for UpMF was degenerating.
[18] overcame the problem by retraining the model each night, assuming students
would see approximately 10 tasks per day. This was of course imposing strong
requirements on the machine where the application ran since the training is more
demanding computationally in comparison to the prediction phase. According
to the pseudo-code Algorithm 1 reported, there are two main limitations of this
algorithm. The first one is the dependency between the history length and the
number of algorithm’s iterations required to converge to a solution. The more
student’s interactions are available, the more iterations are needed by UpMF to
converge (see Algorithm 1). As a consequence the time required to update the
model increases over time. To keep the update time constant one should select
meaningful samples out of the given history. Unfortunately, we are not aware of
previous work analyzing this aspect in detail. The second issue is related to the
invariance to the samples sequence, i.e. when a sample is selected out of the ones
available old and new ones are considered equally. This means that the sequence
has no influence in the model computation.

4 Kalman State Estimation for MF (KSEMF)

In this Section we present a novel update method that overcomes the main issues
of the current state of the art. Kalman Filters are one of the most used state
estimation algorithms in operations research [7] and therefore constitute a valid
approach to our progress modeling problem.

4.1 Kalman Filter Theory

Before explaining the Kalman’s equations into detail, we briefly introduce the
Kalman approach in modeling state evolution. As shown in Fig. 2 the Kalman
algorithm can be described as a two-steps cycle, where the alternating phases
are called “predict phase” and “correct phase”. During the predict phase the
state and error estimation are projected, i.e. one tries to predict what influence
a certain input would have on the state’s evolution. The input can be seen as the
set of actions that could be performed. With a more actual state estimate we can
try to predict the next observed measurement, where the measurement is what
we can observe from the surrounding environment. When a new measurement
is finally observed, the algorithm uses the information to correct its estimates.
At this point, the cycle starts from the beginning. In order to implement the
cycle equations, it is required to identify in the problem under analysis the
state, input and observable measurement of the system as shown in Fig. 2 with
the step “[A] System information”. How this was done for student progress
modeling is one of the key contributions of this paper. It is important to note
also how the sequentiality both of state evolution and measurements plays a
major role. Moreover, the Kalman Filter cycle is often referred to as recursive
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Fig. 2. Kalman cycle.

as to reconstruct the entire state evolution it does not require the load of the
entire student’s history but uses only the last estimate in an iterative fashion,
so that the update time is constant.

The state x at time t is modeled as a linear combination of the state at time
t − 1 and a control input u at time t − 1 with additive Gaussian noise w (Eq.
(3)), where A and B are matrices of coefficients multiplying the state and control
variables respectively (Fig. 2[B]).

xt+1 = Axt + But + wt (3)

In Eq. 4 the measurements of the environment are predicted adding the current
state estimation multiplied by a coefficient matrix H to Gaussian noise v.

yt+1 = Hxt + vt (4)

Kalman Filters predict the current state x̂−
t and the error covariance matrix P−

t

by means of Eq. (5) (Fig. 2[B]), where Q is the state noise covariance matrix
derived from the Gaussian noise variance w of the state variables.

x̂−
t+1 = Ax̂t + But

P−
t+1 = APtA

T + Q (5)

Then, with a new measurement yt (Fig. 2[D]), state estimation x̂t and error
covariance matrix Pt are corrected with Eqs. 6 (Fig. 2[E]), where Kt is the
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so-called Kalman Gain and R the measurement noise covariance matrix derived
from the variance of the measurement noise vt.

Kt = P−
t+1H

T
(
HP−

t+1H
T + R

)−1

x̂t+1 = x̂−
t+1 + Kt

(
yt − Hx̂−

t+1

)

Pk = (I − KtH) P−
t (6)

R, Q and P0 are all diagonal matrices whose values are treated as hyperparame-
ters, e.g. Q = diag(0.01) means that all Q values on the diagonal are assigned
to 0.01. We want to use this approach to model the evolution over time of the
MF’s latent features and consequently show the students’ progress over time.

4.2 Kalman State Estimation for Matrix Factorization (KSEMF)

In this Section we present our novel method for progress modeling: the Kalman
State Estimation for Matrix Factorization (KSEMF). In order to integrate the
Kalman Filter and MF we first need to identify the state and the control of the
system. As aforementioned, at each time step ϕt of student si, i.e. the student’s
MF latent features, needs to be updated to ϕt+1 with a function τ . Under this
interpretation, ϕt

i should be the evolving state. The control over the system
are the tasks’ latent features ψj presented to the student, whereas the score
yt represents the measurement and its prediction ŷt at time t (Eq. (7)). Since
this algorithm is modeling the state and the interaction with the environment
explicitly, a working Kalman Filter does not only show that the approach is valid
for performance prediction, but also that (1) the students’ latent features can
be interpreted as the students’ state and that (2) the tasks’ latent features can
be interpreted as the tasks’ characteristics.

⎡

⎢⎣
ϕ1

...
ϕk

⎤

⎥⎦

t+1

= A

⎡

⎢⎣
ϕ1

...
ϕk

⎤

⎥⎦

t

+ B

⎡

⎢⎣
ψ1

...
ψk

⎤

⎥⎦

t

+ wt

ŷt+1 = H

⎡

⎢⎣
ϕ1

...
ϕk

⎤

⎥⎦

t

+ vt (7)

In order to integrate the prediction function of MF (Eq. (2)) we formalized the
relationship between state ϕt

i and predicted measurement ŷt as in (8), having
then H = ψT .

ŷt =

⎡

⎢⎣
ψ1

...
ψk

⎤

⎥⎦

T

t−1

⎡

⎢⎣
ϕ1

...
ϕk

⎤

⎥⎦

t−1

+ vt−1 (8)

Still missing is Eq. (3), i.e. the function τ mapping the state ϕi
t with the state

at time t + 1.
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4.3 Skill Deficiency Aware KSEMF(KSEMF SD)

In order to make KSEMF aware of the student’s skills deficiency, we will model
the update function τ , which represents the learning from one task interaction,
in a specific way. We started from the simulated student developed in [20] that
was able to simulate a learning process with continuous knowledge and score
representation and tasks with multiple difficulty levels. Nevertheless, we do not
exclude the possibility to use also other equations to model the relationship
between ϕt and ϕt+1. The simulator models a learning process defined by the
Zone of Proximal Development (ZPD) [29], i.e. a student can learn from a task
only if it is of the correct difficulty level. This is defined in the simulated envi-
ronment as the difference αi,j between the skills of the student ϕt

i and those
required to solve the task ψj . As a consequence αi,j represents the skill defi-
ciency of the student.

ỹ(ϕi, ψj) = max(1 − ||αi,j ||
||ϕi|| , 0)

τ(ϕi, ψj)k =ỹ(ϕik, ψjk)α
i,j
k

αi,j
k = max(ψjk − ϕik, 0) (9)

In Eq. (9) ỹ represents the simulated score of the student and the skills are
positively definite. Therefore ϕik > ϕi2k means student i is more knowledgeable
than student i2 and ψjk > ψj2k means task j is more difficult than task j2.
Finally ψjk < ϕik means a task j is too easy for student i and (s)he cannot learn
from it [20]. To develop the Skill Deficiency aware Kalman State Estimation for
Matrix Factorization (KSEMF SD) we interpreted the simulator modeled skills
ψjk and ϕik, for all i, j, and k as the from MF computed latent features. We
then reformulated the equations modeling the process, Eq. (9), to fit Eq. (3) and
work also with negative latent features. Therefore, we slightly modified Eq. (9)
to Eq. (10). These changes allowed also negative latent features, but kept the
ZPD properties of the simulator, i.e. a student cannot learn from too easy tasks
and learns from a task proportionally to his knowledge and the skills required
to solve the task. The equations were changed as shown in Eq. 10.

ỹ(ϕi, ψj) = max(1 − ||αi,j ||
||ϕi|| , 0)

τ(ϕi, ψj)k = ỹ(ϕik, ψjk)γδ(αi,j
k > 0)ψjk

αi,j
k = ψjk max(1 − ϕik/ψjk, 0), (10)

where γ is a weight and δ is a Kronecker δ that is equal to 1 when its condition
αi,j
k > 0 is verified and 0 elsewhere. αi,j

k > 0 for max(ψjk − ϕik, 0) when ψk > 0
and for min(ψjk − ϕik, 0) for ψk < 0. Under the interpretation ϕi,k = 0 means
student i does not possess skill k and |ϕi,k| > 0 now means having some ability
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in skill k. The mathematical properties of the equations did not change much
from the previous version and are:

1. The simulated performance ỹ of a student on a task decreases proportionally
to his skill deficiencies w.r.t. the required skills.

2. The student will improve all the required skills of a task proportionally to
his simulated performance ỹ, his learning rate γ up to the skill level a task
requires.

3. As a consequence it is not possible to learn from a content more than γ times
the required skills.

4. A further property of this model is that tasks requiring twice the skills level
a student has, i.e. ‖ψj‖ ≥ 2 ‖ϕi‖, are beyond the reach of a student.

Given Eq. (10) we obtained ϕ
(t)
ik = ϕ

(t−1)
ik +(ỹ(ϕik, ψjk)γδ(|ϕik| < |ψjk|))ψjk, i.e.

A = diag(1)

and
B = diag(ỹ(ϕik, ψjk)δ(|ϕik| < |ψjk|)γ). (11)

5 Experiment Section

In this Section we analyze different aspects of the algorithm. First, we describe
the dataset used for the experiments; then, we analyze the hyperparameters’
selection and the model initialization. Afterwards, we discuss the ability of the
algorithm to model the student progress. This is done from different perspectives,
which involve the personalization of the state and the update rate. sensitiveness
of the algorithm to the lack of data.

5.1 Dataset Characteristics

To test the presented algorithm and model the progress of the students we use
the dataset collected with an ITS with 20 topics about maths for children aged
from 6 to 14, who can practice with over 2000 tasks at school or at home.

An example of questions proposed to the students can be found in Fig. 3.
From these questions proposed in sets, that we call interactions or tasks, we do
not know which ones precisely were answered correctly since the ITS aggregates
the information in a single score. For these multiple-skills interactions we do
not possess the skills involved, therefore, in this context, we cannot use classic
BKT and PFA approaches. The score, as in [20], is represented in a continuous
interval which goes from 0 to 1. The topics and new skills to be acquired are
introduced following the curriculum of the country. The tasks are presented
with a rule-based sequencer, which increases the difficulty of the tasks once the
student completed and passed all the tasks of the difficulty level. If the tasks
are not passed the student gets a regression exercise or can try again to solve
the task. Of the large dataset of the commercial ITS we selected two subsets
described in Table 1 in order to minimize the noise due to the lack of data and
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monitor the progress of the error and latent features over time. Consequently,
we selected only the students i with at least Ni > 10 interactions, where one
interaction correspond to a student solving a set of 10 questions aggregated
in a single score. The available students are then divided in two groups. The
group of those with 10 < Ni < 100 is used to initialize the latent features of all
algorithms (DTrain, Table 1), whereas the others with Ni > 100 are used to test
online updates UpMF and KSEMF SD (DTest Table 1).

Fig. 3. Two questions of the commercial ITS.

5.2 Hyperparameters’ Selection

All the model hyperparameters of MF, UpMF and KSEMF SD were selected
with a full Grid Search, i.e. the influence on the model error of different combi-
nations of hyperparameters is analyzed in a brute force manner. First MF ones
were evaluated considering the RSME obtained with a further split of DTrain.
66% of DTrain was used to train the MF model and its 34% was used to test the
model with the different hyperparameters. UpMF and KSEMF SD best hyper-
parameters are then selected in the ranges presented in Table 2 according to the
performances in DTest in particular we used the value Total RMSE computed
as in Algorithm 2 to evaluate the performances of the algorithm.

Algorithm 2. Experiments’ Framework.

Input: DTrain, DTest, Q, R, P0

1 Use DTrain and Eq. (1) to obtain Φ(t=0) and Ψ ;
2 for each si cj interactions in Dtest N do
3 A = diag(1), H = ψj

T ;
4 Compute B using Eq. (11);
5 ŷ=Predict, Eq. (5);
6 Correct, Eq. (6);
7 Err+ = (y − ŷ)2;

8 end

9 Total RMSE=
√

Err/N ;
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Table 1. Dataset Statistics.

DTrain DTest

Number of Tasks 2035 2035

Number of Students 24288 713

Total Student-Task Interactions, N 751109 102038

UpMF and MF hyperparameters are λ, β, iterMax and K. In addition to these,
KSEMF SD possesses four more hyperparameters: Q, R, γ, and P0. The empir-
ical approach is to model Q, R, and P0 as diagonal matrices and test their diag-
onal values with a logarithmic scale. The selected hyperparameters are reported
in Table 2.

Table 2. Hyperarameters’ ranges tested and selected values for UpMF and
KSEMF SD.

Parameters Range Step UpMF KSEMF SD

Learning rate β 0.01–0.1 0.01 0.01 0.01

Latent features K 2–120 20 102 62

Regularization λ 0.01–0.1 0.01

0.001–0.01 0.001 0.01 0.01

Number of iterations IterMax 10–200 10 100 25

State noise cov. Q 0.00001–1 Logarithmic - 0.00001

Error noise cov. P0 0.00001–1 Logarithmic - 1

Measurement noise cov. R 0.00001–1 Logarithmic - 0.001

Weight γ 0.00001–1 Logarithmic - 0.001

In the future more efficient approaches to hyperparameters’ selection could
be used as the ones suggested by [23,31].

5.3 State Variables Initialization

The next question to answer was how to initialize the latent features of UpMF
and KSEMF SD. Since both algorithms are fully personalized they both suf-
fers from the so called cold-start problem, which occurs when no information is
available about the students or the tasks. Therefore, a random initialization of
the latent features would lead to very bad performances [28]. Usual approach
to solve the problem is to train a model with the classic MF algorithm and use
the computed tasks’ latent features to initialize KSEMF SD and UpMF. These
are then kept constant while applying Algorithm2 or Algorithm 1. Since DTrain

and DTest have no overlapping students, the DTest students’ cold-start prob-
lem is solved by including in DTrain data of their first interactions with the
ITS, so that their latent features can be learned in a full training. The sam-
ples necessary to avoid the cold start problem, both for students and tasks, are
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generally 0. This amount was empirically defined by [15]. Since these 10 inter-
actions are not always available, we show also results when just one interaction
is included in DTrain. The by MF computed students’ and tasks’ latent features
are then used to initialize respectively Φ(t=0) and Ψ of UpMF and KSEMF SD.
The MF results shown in all the subsequent figures are the ones of the MF used
to initialize KSEMF SD, so that it is possible to see the lift obtained by the
KSEMF SD update.

In Fig. 4 we can see how the Total RMSE, computed as in Algorithm2,
evolves over time. Models marked with the “Cold” label are initialized with
only 1 sample whereas the others are initialized with 10. MF Cold behaved like
a random predictor with an error around 0.5 and is not shown in Fig. 4. As it is
possible to see, the 10 samples substantially improved the error. Nevertheless,
we believe this is still not an optimal initialization for KSEMF SD, since for the
first interactions KSEMF SD is outperformed by UpMF and MF with 10 samples
initialization. KSEMF SD, initialized with 10 samples, has a similar behavior as
MF because it inherits the error of MF tasks’ latent features whereas KSEMF SD
error amelioration is due to the better students’ latent features modeling.

If these 10 interactions are not available, KSEMF SD Cold converges faster
to smaller errors than UpMF Cold. In [28] it was discussed how the cold start
problem limits the usage of MF in small ITS or for short experiments with new
students. Therefore, a faster converging error is an appealing property, that could
further reduce the requirements of MF.

Despite a better performance in the first interactions UpMF error increases
over time. The problem was reported also by [18], who, to avoid this issue,
retrained the model each night. This is however a quite demanding computa-
tional requirement and, as we will see in Sect. 5.5, can affect the progress model-
ing approach we want to use. Moreover, UpMF requires the entire history of one
student as input parameter for Algorithm1 that in case of DB implementation
will not only slow down the performances but also increase the complexity of
the system. KSEMF SD does not require demanding DB accesses to extract the
entire student’s history since it uses only information of the current time step
to predict the next one.

Finally, in this experiment we also provide the first proof that KSEMF SD is
able to predict the student performances, meaning that it is possible to interpret
the student’s latent features as their state.

5.4 RMSE Evaluation

In this Section we evaluate the overall algorithm performances by computing the
Total RMSE, as in Algorithm 2. For MF, UpMF and KSEMF SD we analyze
the sensitiveness to the number of latent features. Moreover, we repeated the
experiment five times to be able to exclude the variance influence due to the
random initialization of the MF. As shown in Fig. 5 the algorithm is able to
outperform our reference baselines in all tried latent features configurations.
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Fig. 4. DTest Total RMSE behavior over time: Models marked with “Cold” label
are initialized with only 1 interaction in DTrain whereas the others with 10.

5.5 Modeling Student Progress

In order to use the developed algorithm to model student progress, it is impor-
tant to be able to use the performance predictor as model for the user state and
take decisions accordingly. One of the claimed disadvantages of MF approaches
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Fig. 5. RMSE sensitiveness analysis to latent features.
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Fig. 6. Actual score (left), KSEMF SD predicted score (center), UpMF predicted score
(left).

in comparison to BKT and PFA is that the amount of knowledge of the stu-
dent cannot be extracted directly from the latent features computed by the
algorithms. For this reason [20] proposed a sequencer which uses only the infor-
mation coming from the predicted score. In Fig. 7 it is shown (a) how the latent
features evolve according to KSEMF SD algorithm in a scenario with 62 latent
features and (b) how the latent features evolve according to UpMF algorithm
in a scenario with 102 latent features. Figure 7(f) shows the actual score of the
student (blue) and the predicted performance of the student by KSEMF SD
(green) and MF (red). This figure can be enlarged in Fig. 6. There, one can see
how the actual score curve cannot be used to interpret the student progress.
This can be more easily understood if one considers that the 200 interactions
involve a period of one year, where the student could have increased its knowl-
edge in each of the 22 topics of several difficulty levels. Since both UpMF and
KSEMF SD mimic the actual score behavior, the same interpretability problem
occurs. However, the predicting ability of KSEMF SD let us suppose that the
latent feature have indeed a state meaning for the algorithm and consequently an
evolution according to the student’s performance should be monitored. There-
fore, to monitor a meaningful trend, we aggregated the features computing the
norm 1 normalized for the number of latent features as in Eq. (12) and depicted
the results in Fig. 7(c) for KSEMF SD and (d) for UpMF.

kn =
1
K

K∑

k=0

|ϕk| (12)
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Fig. 7. x-Axis: Number of tasks seen by the student or interactions. y-Axis: (a) state
evolution according to KSEMF SD with K = 62. (b) state evolution according to UpMF
with K = 102. (c) and (d): knowledge evolution for KSEMF SD and UpMF computed
as in Eq. (12). (e) Total RMSE of KSEMF SD (blue), MF (green) and UpMF (black).
(f) Actual performance of the student (blue), predicted performance by KSEMF SD
(green), MF (red). (Color figure online)

Under the interpretation that ϕi,k = 0 means student i does not possess skill
k, whereas |ϕi,k| > 0 means having some ability in skill k, variable kn could
be understood as the personalized knowledge evolution or the learning curve of
the user. Although UpMF latent features are learned from scratch after each
interaction one can notice in the figures an evolution trend, which is as plau-
sible as the one of KSEMF SD. This also confirms that the latent features in
MF approaches represents the state of the user and their value could be used
to retrieve the students knowledge amount. We believe this works because the
tasks’ latent feature are kept constant. Therefore, in order to keep track of the
current state of the students one cannot do a full retrain of the UpMF model,
as done by [18], since this would reset the values of the tasks’ latent features,
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that allow reconstructing at each interaction the state of the student by means
of the student’s history.

5.6 Personalization

One important aspect of progress modeling is personalization. MF creates an
individualized model as well for tasks as for students. In order to do so also
for KSEMF SD, each student has his/her own KSEMF SD equations updat-
ing according to his/her modeled state and performances. Since the simulator
equations are based on the state variable, in this context, also the B matrix is
personalized and change at each interaction. Therefore, the update equations of
KSEMF SD model personalization in two different ways. The B matrix repre-
sents the influence of the student on the update, i.e. what is his/her learning
rate and its skills’ deficiency. The control u, i.e. the tasks’ latent features ψ,
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Fig. 8. x-Axis: Number of tasks seen by the student or interactions. y-Axis: (a)
and (d): KSEMF SD state evolution of two different students, K=62. (b) and (e):
kn of KSEMF SD latent features computed as in Eq. 12. (c) and (f): Total RMSE of
KSEMF SD (blue), MF (green) and UpMF (black) of two different students.
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represents the influence of the task on the knowledge acquisition of the student.
Hereafter, we will see how the state as well as the update evolve over time in a
personalized way.

Personalized State Evolution. See Fig. 8(b) and (d) to see the personalized
latent features’ trends of KSEMF SD. In Fig. 5(c) and (f) and in Fig. 7(e) we can
see the Total RMSEs of the models for three specific students. These are overall
coherent with the results presented in Fig. 4. This information could be used in
several ways, e.g. by later establishing the mapping between the computed kn
trend and the actual knowledge acquisition of the users, we could design novel
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Fig. 9. x-Axis: Number of tasks seen by the student or interactions. y-Axis: (a) how
the state evolves according to KSEMF SD with K = 62. (b) shows how the state evolves
according to UpMF algorithm with K = 102. (c) and (d) show the knowledge evolution,
computed as in Eq. (12). (e) RMSE of KSEMF SD (blue), RMSE of MF (green) and
UpMF (black). (f) Actual Performance of the student (blue), predicted performance
of the student by the KSEMF SD (green), predicted performance by MF (red) and ỹ
(turquoise). (Color figure online)
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policies for sequencing tasks, feedbacks and hints. In addition, the relationship
between kn and the model error should be further analyzed. This will allow also
to monitor the performances of the performance predictor over time.

Personalized Update Evolution. In this Section we discuss the plausibility
of the personalized update trend derived through Eqs. (10). For simplicity we
considered ỹ, which represents the update of the state, since it is later multiplied
with constant γ to obtain B (See Eq. 3). In Fig. 9(f) we show, for a student, how
ỹ evolves over time. An almost constant update is plausible, since it mimics the
learning rate of the student, which is related to his/her learning ability. However,
its adaptive computation through the state is of advantage, since it allows the
model to faster adjust to the students’ states changes. In Fig. 10 we see that
the average update for all students evolves over time converging only in the
last interactions to a constant value. This is explicable with the previously seen
behavior of KSEMF SD in the first interactions (see Fig. 4) and should be seen
as another indicator that the initialization of the algorithm is not optimal.

Although we were not interested in keeping the simulation properties of the
simulator from which we derived our equations, we briefly discuss why ŷ is
smaller than the actual performance. Since the variables of ϕ and ψ are not
clipped between 0 and 1 as in [20]

∥∥∥αi,j
k

∥∥∥ is consequently bigger on average
and ỹ smaller than the actual performance. In conclusion, given the ameliorated
results of KSEMF SD over UpMF, reported in both Figs. 4 and 5, we overall
showed that the designed equations for KSEMF SD are suitable to update the
students’ latent features.
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6 Conclusions

In this paper we presented KSEMF SD a novel method for student progress
modeling based on online updating MF performance prediction and skills’ defi-
ciency aware Kalman Filters. Progress modeling is proposed, as amelioration of
domain independent performance prediction, it allows showing the evolution of
the students over time in a plausible way. We showed that it is possible to give
a specific interpretation to latent features which represents the state of the stu-
dent and the characteristics of a task. In future work, the relationship between
the computed kn could be mapped with the real knowledge evolution with the
final goal to deliver an effortless analysis tool to teachers and developers. In
order to do so, an idea could be to apply the same approach to the contents’
latent features associating the normed sum of the latent features with the esti-
mated difficulty level of a task. With a laboratory experiment it would be easier
to map the from the algorithms retrieved curve to the available tasks’ domain
information, rather than trying to map predicted and real students’ knowledge.

KSEMF SD also showed appealing properties in comparison to other poten-
tial domain independent progress modeler. First, the algorithm requires less
resources as the entire student’s history is not necessary to compute the updated
latent features. Then, the algorithm is still domain independent because the
tagged skills of the tasks are not used to deliver a score prediction. Finally,
KSEMF SD reduced the prediction error and is less sensitive to the lack of data.
In future work we believe to further be able to reduce the error by developing a
better initialization of the students’ latent features. In conclusion, in this paper
we showed that Recommender Systems and Kalman Filters can be successfully
combined. We are then looking forward in testing such approach with other user
modeling applications.
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Abstract. The global aim of this research is to identify, map, and form a
taxonomy of the ways, the elements, and the factors that affect learner engagement
with virtual worlds when Hybrid Virtual Learning models are used. Thereafter,
the more specific objective of the research is to provide clear guidance to educa‐
tors who are already utilising or are planning to embed this learning model in their
educational agenda. For the examination of this topic, a quanti-qualitative
research approach is used, as this allows to investigate the subject both from the
students’ and the instructional designer’s point of view. The sample of this study
consists of both undergraduate and postgraduate university students. Participants
are requested to fill in two different questionnaires, one before using the virtual
world and one after completing their assignment. That way it is possible not only
to fully mirror their thoughts, preconceptions, and opinions towards the use of
virtual worlds in Higher Education, but also the impact that the instructional
designer’s choices have on enhancing the opportunities for interactions. In addi‐
tion, a focus group is being observed – both in the physical classroom and in the
virtual world – during the course of the assignment. The focus of this experiment
was on the impact that the orientation/induction process has on learner engage‐
ment. The findings suggest that students’ interactions with the content of the
virtual world, and the in-class student-to-student interactions, have stronger
impact on student engagement. This is because students’ simultaneous co-exis‐
tence in both environments eliminated the drawbacks of each educational
approach, and broadened the network of interactions.

Keywords: Virtual world · Virtual learning · Interactions · OpenSimulator ·
Orientation · Induction · Engagement

1 Introduction

Computer supported education can be classified in four different ways (see Table 1).
Virtual reality and virtual worlds, which were first introduced to the public in the 1980s
and have continued to develop ever since, are cornerstones of ‘learning in technology’ [26].

In the literature [19], virtual worlds are defined as 2D or 3D computer generated
environments that either depict parts of the physical world or imaginary sceneries. In
these worlds, users are able to perform a wide range of interactions with the content of
the world and other users [17], such as: (i) object creation [14], (ii) object manipulation
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[3], (iii) terrain editing [1], (iv) navigation around the world [20], (v) synchronous or
asynchronous communication, either orally or via chat, and vi) use of avatar gestures
and other forms of in-world visual interactions [5].

Table 1. The framework of Schrader [26].

Relations of technology with education
Learning about technology Learning with technology
Technology as a topic Technology as a tool
Learning from Technology Learning in technology
Technology as a delivery mechanism Technology as the context

These kinds of interactions are performed through the use of avatars [21], that is
users’ artificial figures [13]. Virtual worlds provide not only the necessary context for
all the aforementioned interactions, but they are also increasingly providing more
complex interactions. Both these facts have led educators to use them extensively, taking
into account all their educational potentials [26]. Content creation activities, exploratory,
problem-based, collaborative, blended, and synchronous or asynchronous distance
learning are only some of the in-world educational paradigms that have been extensively
used and studied from many different perspectives [17, 30].

Despite some differentiations in recent researchers’ foci [25, 30], all of them have
acknowledged Vygotsky’s Social Constructivist Learning Theory [31] to have great
practical application on learning within virtual worlds. According to the Social
Constructivist Learning Theory [31], students construct their cognitive structures
through interactions and engagement with any kind of activity that motivates them to
learn. Thus, interacting within virtual worlds can be very beneficial for learners [14].
Jones [22] underlines that it is the learners’ ability to affect, alter, and enhance –
according to their needs – the content of the virtual world in which they learn, that
enables them to construct their cognitive schemes and engage with the phenomena they
study. Consequently, learning becomes more self-directed and student-centered [2],
whilst the educator gets the role of the designer, instructor, and supporter of activities
that aim to engage students in learning [2].

The historic context of these studies derives from the plethora of research activities
into Second Life since 2003 – including research at the University of Bedfordshire such
as Shukla and Conrad [28], or Christopoulos and Conrad [9] – and subsequent research
on OpenSim in view of the similarities and differences identified [9]. It is fully acknowl‐
edged that other interfaces such as textual virtual environments exist; however, they do
not fall within the focus of this study.

Several frameworks have been developed to aid educators define and conceptualise
their new role and the potential utilisation of virtual worlds in educational contexts [18].
Most of them focus on the interactivity of the worlds or the interactions that can be
developed in order to cover students’ learning needs. Camilleri et al. [4] studied in-world
interactions in detail aiming to explain how students learn in-world, yet disregarded the
perspective of learning in the physical classroom, focusing on the viewpoint of distance-
learning.
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Furthermore, de Freitas et al. [15], investigating the use of virtual worlds for distance
learning, suggested a four-dimensional framework for the evaluation of students’
learning experiences. Those dimensions (see Table 2) are the learner’s dimension, the
pedagogic dimension, the representational dimension, and the contextual dimension.
Even though in-world interactions were part of their study, the focus was not exclusively
on that aspect, since they aimed to give a more holistic view of the affordances of distance
education in virtual worlds.

Table 2. The framework of de Freitas et al. [15].

Four-dimensional framework
Learner specifics Pedagogy
Profile Associative
Role Cognitive
Competencies Social/Situative
Representation Context
Fidelity Environment
Interactivity Access to learning
Immersion Supporting resources

At this point, a question arose regarding the way in-world interactions are being
developed, in cases where learners are simultaneously co-present in the physical class‐
room and in the virtual world.

Another interesting point of de Freitas et al. framework [15] is that it takes into
consideration a ‘learner’s dimension’. Thus, the answer that will be provided through
this study will supplement the aforementioned framework. It will also analyse how
engagement occurs as a synergy or component between the learner’s personal choices
and preconceptions, on the one hand, and the instructional designer’s plans, on the other.

Childs [7], who investigated the skills students acquire when they start using virtual
worlds, formed a taxonomy of interactions related to the use of virtual words (see
Table 3). He divided interactions into four categories: interacting with the world, inter‐
acting with others, interacting with the avatar, and, finally, finding and searching.

Table 3. Child’s [8] taxonomy of interactions.

Interacting with the world Interacting with others
Motion
Manoeuvring
Way-finding
Changing camera positions
Mouselook (first-person)

Using local (public) chat
Using private chat
Using the minimap to find people and move to them

Interacting with the avatar Finding & searching
Changing avatar appearance
Creating folders to save appearances
Animating the avatar

Creating a landmark
Finding a landmark in the inventory
Teleporting to a new location and back again
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Chafer and Childs [6] identified the elements that affect a world’s interactivity, that
is manipulability, reciprocation, and responsiveness. Addressing the same topic from a
different angle, Steuer [29] noted three alternative factors when examining interactivity:
speed, range, and mapping of interactions. These two different frameworks can be
helpful tools for educators who need to measure how interactive their existing virtual
environments are. One of the few researchers looking at the educational use of virtual
worlds both from the inside and from the outside, both in-world and in-class, is that of
Levesque and Lelievre [23]. Specifically, they presented the outcome of their experiment
on applying a hybrid approach, where students were simultaneously present in-class and
in-world. They pointed out that students’ virtual and physical co-location led to the
development of a complex network of interactions both in-world and in-class; both
among students, and between students and the virtual environment. Although Levesque
and Lelievre [23] studied interactions quite extensively, they did not identify how inter‐
actions are linked to engagement. This is another issue that this study aims to investigate.

However, this taxonomy did not include the interactions between students and the
content of the virtual world, nor the building and scripting skills students usually need
to acquire, since this subject was out of the scope of Child’s [7] study. This issue is
intended to be covered in this study.

De Freitas et al. [16] underline the need for further investigation of the potential and
the affordances of hybrid spaces with simultaneous student physical and virtual pres‐
ence. In addition, Elliott et al. [18] point out a lack of a detailed taxonomy of all the
interactions related to the use of virtual worlds in an educational context.

To sum up, this study aims to fill the gaps highlighted in the literature, and provide
educators, who aim to include the use of virtual worlds in their educational agenda, with
instructions on how to design and develop engaging and interactive learning activities.
Even though learner’s choices and preconceptions regarding the use of virtual worlds
have been extensively investigated in the literature, the impact of the synergy between
the learner’s personal choices and the instructional designer’s plans is blurred. Further‐
more, the existing literature is mostly focusing on the in-world interactions aiming to
create effective e-learning models. However, it lacks detailed frameworks that explore
the relationship between the interactions in hybrid-learning models and learner engage‐
ment with the learning material, on the one hand, and the educational activities, on the
other.

2 Materials and Methods

Primarily two research methods were used, observations and surveys. This was thought
to be the most appropriate way to examine the subject under investigation, since it would
give a more thorough view of the phenomena, aid validity and diversity, and allow for
the triangulation of the primary data. In other words, observations would allow to record
students’ actions and behaviour both in the physical classroom and in the virtual world,
whilst surveys would provide the opportunity to record students’ preferences.
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2.1 Observation

Research through observation may have several strengths [11]. Three were the main
aspects that indicated observation as the most suitable method for this study. Firstly, as
described in Cohen, Manion, and Morrison [11] that led to the emergence of unique
primary data, the most essential advantage of observation is considered to be the princi‐
ples of ‘immediate awareness’ and ‘direct cognition’ — i.e. the opportunity given to a
researcher to have a ‘direct look’ at the actions that take place without having to rely on
second-hand accounts. Secondly, observation is a very flexible form of data collection
that allows researchers to alter their focus, depending on the observed actions and behav‐
iours. Finally, the method of observation allows the researcher to gather any necessary
data, while the participants unimpededly follow their own agenda and priorities.

Nevertheless, when conducting observation research, there are unavoidably – as with
most methods – certain disadvantages in the data collection process [24, 32]. Even
though a great effort was made to eliminate them as much as possible, they cannot be
disregarded. The main challenge, when collecting primary data through observation, is
the ‘selective attention of the observer’. When two or more observers are observing the
same sample, different outcomes are likely to be reached, due to the very unique way
the human brain perceives what one sees, feels, and hears. To eliminate the negative
impact of this issue, it was attempted to explicitly log students’ actions the way they
were taking place in real time.

In addition, the ‘reactivity’ of the sample can also run the risk of bias. According to
Shaughnessy et al. [27], human behaviour may alter when someone is being observed.
In terms of the observations in question, students may feel stressed or anxious during
the observation and this can affect their overall behaviour, e.g. working harder, or
performing worse, or even behaving in ways that they feel will have a positive impact
on the researcher’s work. This is why the lab observer maintained an overall low profile,
roaming almost silently around the lab, while keeping a ‘safe distance’ from the students
so as to not make his presence distracting for them.

Finally, observations are recording only what happens in a given period of time or
what can be seen in a given interface. This is eventually the ‘problem of inference’ and
the suggested solution is the triangulation of the primary data. This was, eventually, the
main reason why surveys were also used in conjunction with the observations in this
study [12].

2.2 Experiment Structure and Sample

This research was conducted in a university-based environment with a cohort of post‐
graduate students who volunteered to be part of this study during their weekly practical
session (see Table 4). A university-hosted virtual world, based on the OpenSimulator
architecture, was used to allow students to explore and familiarise themselves with the
Linden Scripting Language — an event-driven programming paradigm — and also with
3D modelling concepts.
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Table 4. Sample’s identity.

Observation week 1 2 3 4 5 6
Male 10 8 9 5 8 6
Female 7 7 7 6 5 4

The aforementioned cohort of students utilised the virtual world as an innovative
tool to deal with, in the context of working and collaborating in groups with task division,
similar to circumstances taking place in companies. Each group had to choose an
emerging technology subject, research that subject, create a virtual showcase for its
promotion, and document all the aspects of their work. For more information about the
assignment setup the reader is directed to Christopoulos, Conrad, and Shukla [11]
(Table 5).

Table 5. Students’ prior experience with virtual worlds like Second Life/OpenSimulator.

None 7
Up to a week 5
Up to a month 2
More than six months but less than a year 1
More than one year 2

2.3 Experiment’s Overview and Setup

Many new users are either simply unable to acquire the navigation and operation mech‐
anisms of virtual worlds, or refuse to do so because they consider this practice as a waste
of time and effortt with no practical value [7]. When a virtual world is to be used for
educational purposes, it is essential that time be devoted to the students’ familiarisation
with the world. This is necessary in order to enable them to form their avatar – and, by
extension, their virtual identity – and also learn to interact fundamentally with the virtual
environment, as reported by Childs [7] and De Freitas et al. [15]. Additionally, De Freitas
et al. [15] note that the realisation of these procedures, which on the whole they call
‘orientation’, requires that specific actions be undertaken under the supervision and
assistance of the educator in charge.

Therefore, in this experiment the focus was on the impact that the orientation (induc‐
tion) process has on learners’ actions, interactions, and engagement with the virtual
world and the learning material (Fig. 1).

While designing the experiment, various setups were considered in order to examine
the effectiveness of the virtual world, in general, and of the orientation process, in
particular, on learner engagement. The initial idea was to have a cross-over design, in
which half of the students would have access to the virtual world first, and the other half
would not; it should be noted that the roles would have been switched in a predefined
period of time. In the meantime, there would theoretically be the possibility to observe
students’ performance, and notice the difference between their performance and the
learning outcomes. Nevertheless, as the use of the virtual world was an integral compo‐
nent of students’ assignment – not to mention that the assignment brief had specific
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deadlines and time plan for all the tasks – giving ‘early access’ to some students could
have been considered as an advantage over to others, and, therefore, this idea had to be
disregarded. It is worth mentioning that even though having different control groups
(e.g. a cohort of students that would go through the orientation process, whereas the
second group would not) would be desirable, it was not feasible to establish this, due to
students’ perceiving they might be disadvantaged as to their learning experience.

3 Results

A semi-structured observational checklist [11] was used for the collection of primary
data. This checklist included: sixteen (16) focus points regarding the interactions taking
place in the physical classroom when a virtual world is used; seventeen (17) focus points
regarding the interactions taking place in-world, not only among students but between
the students and the virtual world as well; and, finally, six (6) focus points regarding
students’ willingness to remain in the virtual world, and, by extension, in the physical
classroom.

The focus points of the checklist were carefully chosen to cover all the potential
interactions that students could have both with the content of the virtual world and with
each other. Tables 6 and 7 illustrate the rationale based on which the observation check‐
list was developed, and the spectrum of interactions were mapped.

Fig. 1. Avatars’ appearance editing room.
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Any remarkable detail of each observation was noted in the open-ended part of the
checklist. Observations were taking place on a weekly basis and lasted six (6) weeks.
Students were simultaneously co-present both in the physical (university) classroom and
in the virtual world, whilst each practical session was lasting for 2 h (12 h in total). In
order to observe all the participants for an equal amount of time, students’ actions were
observed in rotation for approximately 30 s until the completion of the practical session.

Table 6. Student interactions with others.

In-world In-class
Student-to-
student/teacher
interactions

Student chats with his/her classmate
about the project or the virtual world

Student talks to classmate about the
project or the virtual world

Student chats with student about
something irrelevant to the project or
the virtual world

Student talks to classmate about
something irrelevant to the project or
the virtual world

Student uses in chat phrases/words
revealing enjoyment (e.g. ‘that’s
funny’, ‘cool’, etc.)

Student talks to tutor/demonstrator
about the project or the virtual world

Student uses in chat words/phrases
revealing exclamation (e.g. ‘that’s
fantastic’)

Student talks to tutor/demonstrator
about something irrelevant to the
project or the virtual world

Student uses in chat words/phrases
often used is social networks (e.g.
‘lol’)

Student makes positive comments
about the technology of the virtual
world

Student refers to avatar in the first
person/identifies with avatar (avatar
as ‘I’)

Student makes negative comment
about the technology of the virtual
world

Student refers to avatar in the second
person/addresses avatar directly
(avatar as ‘you’)

Student makes a positive comment
about the emotional experience of the
virtual world

Student refers to avatar in the third
person (avatar as ‘him or her’)

Student makes a negative comment
about the emotional experience of the
virtual world

Student refers to avatar as object
(avatar as ‘it’)

Student refers to avatar in the first
person/identifies with avatar (avatar
as ‘I’)

Student makes a negative comment
about the technology of the virtual
world

Student refers to avatar in the second
person/addresses avatar directly
(avatar as ‘you’)

Student makes a negative comment
about the emotional experience of the
virtual world

Student refers to avatar in the third
person (avatar as ‘him’ or ‘her’)

Student uses emoticons Student refers to avatar as an object
(avatar as ‘it’)
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Table 7. Student interactions with the worlds.

In-world In-class
student-to-world
interactions

Student works on his/her project
(building/scripting)

Student seems focused on his/her
project

Student performs actions irrelevant
to the project (e.g. dancing, flying,
visiting places, etc.)

Student seems to enjoy the project

Student modifies his/her avatar’s
appearance

Student seems ‘absent-minded’

Student uses avatar gestures Student seems displeased using the
virtual world

Student explores his/her classmates’
virtual artifacts

Student ‘logs-in’ before the
beginning of the practical session

Student uses his/her own virtual
creations

Student ‘logs-in’ at the beginning of
the practical session

Student uses the in-world tools Student ‘logs-in’ later than the
beginning of the practical session
Student ‘logs-out’ before the end of
the practical session
Student ‘logs-out’ right after the end
of the practical session
Student stays in-world after the end
of the practical session

3.1 Actions and Interactions in the Physical Classroom

The focus points for the first fundamental category are grouped in three sub-categories
(see Sects. 3.1.1–3.1.3).

3.1.1 Students’ in-Class Talking and Making Comments About
the Virtual World

While being in-class, students were often observed talking and making comments about
the virtual world. This activity can be summarised as follows:

• They were considerably talkative in-class during the practical sessions.
• They were mostly discussing with their classmates about matters related to the virtual

world and their project.
• Their discussions with the teaching team regarded mostly the virtual world and the

assignment.
• Students’ discussions were not always relevant but also irrelevant to the project or

the virtual world.
• Students’ comments about the technology and the emotional experience of the virtual

world were usually positive (Table 8).
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Observation Week 1. During the first minutes of the session, students’ communication
was taking place mainly in-class. Students were discussing about the orientation building
(which was where they were first logged-in and the first part of the content they came
in contact with), the avatars, the instructions they were given, and their in-world task.
As soon as they started the modifications of their avatars’ appearance, several comments
about that were heard in the classroom. At a point when a student used gestures imitating
punching, two students expressed their idea of embedding a health system in-world in
order to create a game where they would beat their project manager, obviously referring
to an avatar fighting in a joking manner. Approaching the end of the session, several
students opted to fly around the world. That was when they pointed out that the virtual
world was empty and that they would have preferred it if there had been some former
students’ artefacts or showcases available for them to see. Other students preferred to
stay in the orientation building until the end of the session, having their avatars sit on
the couches and chairs available. They were calling their classmates to join them saying
‘come sit with us’, ‘would you like some coffee? We have coffee here’, ‘I’d prefer some
tea, please’. In a sense, that was a role-play game taking place partially in-world and
partially in-class. Finally, close to the end of the session five students noted that the
virtual world seemed empty and that they would have preferred it if there had been
former students’ artefacts available for them to explore.

In general, students were enjoying their time in-world and they were making positive
comments about their experience. Their communication in-class was very extensive,
sharing ideas about anything related with the virtual world, from the look of the avatars
to the content of the virtual world, which (the latter) was limited.

Observation Week 2. Students’ communication took place mainly in the physical
classroom. The session started with students discussing about their project and the setup
of the virtual showcase, and until the end of the session almost all conversations were
focused on that topic. Students were expressing their thoughts and their plans regarding
their in-world development to the demonstrator, asking for their feedback and advice,
and also clarifying questions. An interesting point is that, even though each group
worked with task division, several students that were not responsible for the in-world
development were willing to work on it, and, thus, they asked for the demonstrator’s
permission to do so. That was encouraged by the teaching team, but what was pointed
out was that the developers of the team had the responsibility for the final outcome.
Generally, students seemed very keen to collaborate and help each other, either that was
a teammate or any other classmate. Finally, students asked for further information, tuto‐
rials, guides, and relevant online sources to broaden their knowledge about the virtual
world.

Observation Week 3. During this practical session, all the team members that had the
role of developing the virtual showcase decided to sit next to each other, separated from
the rest of their team members that were working on a different aspect of the assignment.
Those (latter) students were exchanging ideas about their projects and helping each other
in a form of spontaneous peer-tutoring process. They were very frequently asking for
the demonstrator’s help and guidance on how to proceed with their task, as well as
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feedback about their ideas and progress until that point. A student, after having explored
the virtual world, asked the reason why it was rather empty, while other students also
seemed a bit disappointed by the fact that the content of the world was limited. At some
point around the middle of the session, a student was persuaded by his teammates to
enter the virtual world for the first time, after being told that it was an action worthy to
take, since he would fully understand the affordances of the virtual world, he would be
more productive and more able to have spot-on ideas, and, in any case, he would enjoy
the process (Fig. 2).

Observation Week 4. The practical session started with students discussing about the
progress of their work and their future plans. Several questions were addressed to the
demonstrator regarding the same issues. A group of students asked for permission to
build their virtual objects on a third-party program, and import them into the virtual
world when they would be ready. They claimed that their experience on building using
the virtual world tools was minimal, and that this would obstruct them from having the
desired results. However, they were experienced users of the aforementioned third-party
software, and, thus, they were given the permission. Other students expressed some
queries concerning the basic in-world object creation mechanisms. They were referred
to the posters placed in the sandbox, and then they were encouraged to come back for
further questions, if necessary. Students continued discussing and brainstorming ideas
about the setup of their showcases until the end of the session.

An interesting observation was that of a student saying that she did not like flying
with her avatar, when her classmate asked her the reason why she opted to walk instead
of flying around.

Observation Week 5. Initially, the students that were responsible for the in-world
development presented to their teammates the artefacts that had been created in the
intermediate period since the previous week’s session. Afterwards, the teams’ conver‐
sations were focused on the in-world development and the refinement of the existing

Fig. 2. Meeting room with information about the communication.
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artefacts that needed to be done until the end of the course of the sessions. Members of
two teams complained to the demonstrator that their ideas were stolen by other teams
that had created showcases closely resembling theirs. From that point on, those students
started discussing ways to conceal their showcases and the artefacts placed in them from
the rest of the teams, asking for the demonstrator’s assistance on that, too. Other teams
asked for the demonstrator’s help on scripting, claiming that it was difficult for them to
understand the logic behind the programming language of the virtual world.

Observation Week 6. Students were talking most of the time about scripting and the
potential ways of making their showcases more interactive. They took the orientation
building as an exemplar of the way their showcases should be in terms of interactivity,
and they claimed that a showcase without interactivity would be incomplete and not
interesting. The conversations with the demonstrator concerned the same topic and
several queries regarding it were formed. Students were discussing more about poseballs
and the ways these can animate the bodies of the avatars.

3.1.2 Students’ Attitude Towards the Use of the Virtual World
Students’ attitude towards the use of the virtual world includes four (4) focus points.
Their frequencies are illustrated in Table 9, whilst the findings can be summarised as
follows:

• Most of the time students were working focused on their projects.
• More often than not they seemed to enjoy the use of the virtual world.
• Rarely did students seem absent-minded.
• A few times students seemed displeased using the virtual world, mostly when they

were struggling with its technology and tools.

Table 9. Students’ attitude towards the use of the virtual world.

Week Student seems
focused on
his/her project

Student seems to
enjoy the project

Student seems
‘absent-minded’

Student seems
displeased using the
virtual world

Sum

1 17 29 0 29 75
2 147 68 0 17 232
3 113 49 9 3 174
4 154 57 0 27 238
5 126 39 0 41 206
6 136 57 0 19 212
Sum 693 299 9 136 1137

Observation Week 1. All students seemed focused on their task which, in that specific
session, was to familiarise themselves with the virtual world, its tools, and its navigation
system, while the whole process took place in a pleasant atmosphere. Apart from some
moments when students seemed confused about what to do and how to use the tools of
the world, students seemed to enjoy the use of the virtual world. Very often they were
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observed laughing with the unexpected results of their actions, or the look of other
avatars, or the gestures used by some students, or the comments they were making in-
class about anything taking place in-world, or jokes shared with IMs.

Nevertheless, some students seemed disappointed when they realised that even
though there was much free space on the virtual land, they were restricted to create their
showcases inside specific buildings that were designed with a plan of being formed as
an expo. In any case, that was part of the instructional design, and students, according
to their assignment brief, had to adjust their work to anything they would find in-world
as a workspace area.

Observation Week 2. All students were working focused on their projects most of the
time. They seemed to enjoy the process and the fact that they were given the opportunity
to be creative and productive. In the few cases when students were not working on their
project they were still active in-world, creating objects not related to their showcase, or
using the existing in-world objects. But even in those cases when students were taking
breaks from their work, they were enjoying and familiarising themselves with the
features of the virtual world.

Observation Week 3. All students were observed working focused on their projects
throughout the whole duration of the practical session. They enjoyed the use of the virtual
world, and, even in cases when they were facing difficulties, they seemed intrigued to
look for further information on the use of the virtual world and its tools. At some point
close to the end of the session, one student seemed absent-minded and completely
detached from what was going on in the virtual world and the physical classroom
(Figs. 3 and 4).

Fig. 3. Student project A. Fig. 4. Student project B.

Observation Week 4. Students were working focused on their projects for as long as
the practical session lasted. A group of students seemed to have difficulties in using the
virtual world, but as soon as these difficulties were overcome, they seemed pleased with
the progress and the results of their work.
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Observation Week 5. All teams seemed to be working focused on their projects. The
members of the teams who had made a satisfying for them progress on their project
seemed to enjoy the use of the virtual world and the results of their work. On the other
hand, other teams seemed to be struggling to understand the world’s mechanism; that
deprived them from the enjoyment of achieving good results and from using the tools
of the virtual world in a creative way.

Observation Week 6. Students seemed to work very focused on their projects. Their
enthusiasm was obvious when they could see their showcases taking their final form.
They were also enjoying seeing the functionality of their scripts.

3.1.3 Student Identity and Avatar Identity
The way students referred to their avatars while being in the physical classroom included
four (4) focus points and their frequencies are illustrated in Table 10. Generally, the
findings can be summarised as follows:

• References to the avatars were few during the first 4 sessions.
• No reference to avatars was made during the last two sessions.
• Students referred to their avatars mostly in the first person.
• Students referred to their avatars in the second and third person very few times.
• No student referred to their avatar as an object.

Table 10. Student identity and avatar identity.

Week Student refers to
avatar in the first
person/identifies
with avatar (avatar
as ‘Ι’)

Student refers to
avatar in the second
person/addresses
avatar directly
(avatar as ‘you’)

Student refers to
avatar in the
third person
(avatar as ‘him’
or ‘her’)

Student refers to
avatar as an object
(avatar as ‘it’)

Sum

1 9 0 4 0 13
2 6 3 0 0 9
3 4 2 2 0 8
4 2 0 0 0 2
5–6 0 0 0 0 0
Sum 21 5 6 0 32

Observation Week 1. Students spent a considerable amount of time editing and re-
editing their avatars’ appearance, and comments about the look of the avatars were heard
during that time. Since many students were trying to give their avatars their own physical
look, they kept asking ‘do I look like him/her?’ or ‘does he look like me?’. Other students
were trying to make their avatars have the ‘ideal’ for them look, and they kept asking
for their classmates’ feedback (‘Do I look nice?’, ‘She is pretty, isn’t she?’). A student
was very disappointed with his avatar’s look, complaining that it looked too female no
matter what he did. Eventually, one of his classmates helped him make the necessary
modifications. Many comments were also heard about a naked avatar with all its features
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stretched to the limits (too short, too fat, too big nose etc.), such as ‘oh, this is ugly’,
‘who is that ugly thing?’, ‘shame on you! Go get dressed’. Another student that had
removed all the avatar’s clothes by mistake shouted in the classroom ‘Help me! I don’t
have any clothes on. I can’t find them’. Another student, in a role-play mood, pretended
to be Adam and he was calling for Eve. Generally, students either identified with their
avatars, or they were referring to them as a third person.

Observation Week 2. Students referred to their avatars in very few cases. There was
a case of one student that was entering the virtual world for the first time; his teammates
helped him modify his avatar’s appearance, while their discussions were focused around
this topic for a few minutes (~10). Students were referring to their avatars either in the
first person (e.g. ‘look at me’, ‘do you like my t-shirt?’) or in the third (e.g. ‘He looks
strong’). Moreover, a student, disapproving of her classmate’s avatar appearance, which
she thought to be too revealing for a university student, said ‘shame on you’ to her and
that led the latter to change the clothes of her avatar.

Observation Week 3. A few comments about an avatar were heard in-class when the
firstly-introduced-to-the-virtual world student was modifying his avatar’s appearance.
Students were referring to the ‘newbie’ avatar in the third person (e.g. ‘you can change
his clothes’, ‘he is a bit short’, ‘he looks like a woman, how can I make him more
masculine?’). They referred to their own avatars in the third person too, though these
references were very limited.

Observation Week 4. The only reference made to an avatar was that of a student who
asked her classmate ‘why don’t you fly instead of walking?’ to get as answer ‘I can’t. I
find flying difficult’. However, one might say that this was not a direct reference to the
avatar, but to the student herself.

Observation Weeks 5–6. None of the students was observed making reference to
avatars at any time of this observation.

3.2 Actions and Interactions in the Virtual World

The aforementioned focus points for the second fundamental category concerning
students’ actions and interactions in the virtual world are grouped in four sub-categories
(see Sects. 3.2.1–3.2.4).
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3.2.1 Students’ in-World Talking and Making Comments About
the Virtual World

Students’ communication in the virtual world includes seven (7) focus points and their
frequencies are illustrated in Table 11. The term ‘chat’ mentioned below refers exclu‐
sively to typewritten communication. Summarising the observation findings it can be
noted that:

• Students used the chat tool only during the first and the second practical sessions.
• Their typewritten communication mostly concerned the virtual world and the utilisa‐

tion of its tools.
• Students’ comments in chat about the virtual world and their in-world experience

were mostly positive.

Observation Week 1. A few minutes after the students’ first log in, one of them spon‐
taneously encouraged the rest to use the chat tool saying ‘hi, can someone talk to me?’,
and the rest instantly responded with greetings, such as ‘greetings’, ‘hi’, ‘hello’, ‘hi guys’
etc. Later, when most of the students were editing their avatars’ appearance, one of the
students, who apparently had not noticed that there were posters giving him all the
information needed, used the chat to ask his classmates ‘how to change my style?’.
However, he got no reply, since the student sitting next to him showed him the way.
Apart from that, students used the chat in several cases to comment about the actions or
the appearance of the avatars, using phrases revealing enjoyment, such as ‘haha that’s
hilarious’, or exclamation, such as ‘wow great’, and even to exchange ideas and thoughts
with the students located in the next classroom. The most extensive use of the chat took
place when a student, who had prior experience in this virtual world, used several
gestures, and students, who were located in different rooms, were praising his actions
asking how these gestures could be used. Finally, the most interesting case was that of
two students who, despite the fact that they were seated next to each other, they opted
to use IMs in their mother-tongue to communicate with each other. Even though the
content of their conversation is unknown, both of them were laughing and they seemed
to be enjoying their in-world communication.

Observation Week 2. Some students greeted each other when they first logged in.
Later on, the use of the chat was limited. It took place especially when students made
their first building attempts in their showcase area, and other students, physically located
in different rooms, were asking each other information about building, in general, or
about the showcases, in particular.

Observations Weeks 3–6. No use of the chat tool was observed.
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3.2.2 Student Identity and Avatar Identity
With regard to student engagement and avatar identity as expressed by students in-world,
their actions were observed based on five (5) focus points, the frequencies of which are
illustrated in Table 12. The findings can be generally summarised as follows:

• Students modified their avatars’ appearance extensively during the first practical
session and less in the second and third.

• Some students spent time between sessions to modify their avatar appearance.
• No avatar modifications were observed during the last three sessions.
• Avatar references in chat were very rare.

Table 12. In-world nonverbal communication.

Week Student
modifies
avatar
appearance

Student refers to
avatar in the first
person/identifies
with avatar

Student refers to
avatar in the
second person/
addresses avatar
directly

Student
refers to
avatar in the
third person

Student
refers to
avatar as an
object

Sum

1 98 1 1 0 0 100
2 16 0 0 0 0 16
3 12 0 0 0 0 12
4–6 0 0 0 0 0 0
Sum 126 1 1 0 0 128

Observation Week 1. The avatar modifications were very extensive during the first
observation. Some of the students with prior experience started editing their avatars’
appearance with ease, immediately after their log-in. The rest of the students followed
their lead, and in several minutes the avatar modifications were massive. Some students
were paying attention to every detail of their avatars’ appearance, trying to make them
look like their physical self, whilst others used their imagination to form their virtual
selves. One of the students opted to form a completely white avatar, pretending to be a
ghost. Another student that had prior experience in the use of this virtual world created
an avatar with all its features stretched to the limits (i.e. too short, too fat, too long hair,
too big eyes, too big feet, etc.). There was also another who created a short, fat, female,
naked avatar. It should be noted that both of them were using their avatars to tease their
classmates. Later on, one of the students removed all the avatar’s clothes by mistake
and that made him feel shocked and embarrassed, while two of his friends did the same
thing wishing to tease him. Then, another student who saw that incident removed all the
avatar’s clothes, and put a palm tree texture on his avatar pretending to be Adam looking
for Eve. Finally, despite the fact that all students were aware of the existence of ready-
to-use outfits in the ‘edit your appearance’ section of the orientation building, only one
of the students used one of those outfits, whilst the rest preferred to create their own.

Initially, most of the students were modifying their avatars’ appearance in front of
the corresponding poster in the orientation area. Later on, when they became familiar
with the mechanism, they did so anywhere and anytime. Interestingly, some students
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preferred to change the outfit of their avatars behind a folding screen to give a more real-
life feeling to the process. Another student had his avatar sitting on a chair in the ‘edit
your appearance’ section, pretending to be judging his friend’s appearance and helping
him pick the best outfit.

Aside from the above, very interesting was the case of a student who had formed her
avatar based on her physical look. However, she then preferred to use the default look
again, since ‘the default one is way better, because it does not wear glasses’ unlike
herself, or an imitation of herself.

As regards students’ in-world references to their avatars, they were very few. A
student, who had not noticed the related posters in the orientation building, asked through
chat ‘how can I change my look?’ and his friend gave him instructions on how to do
that.

Observation Week 2. One student, who was entering the virtual world for the first
time, was observed modifying his avatar’s appearance for approximately 10 min, after
having read the corresponding posters in-world, and after following his teammates’
example and guidelines. Interestingly, another student opted to change her avatar’s
appearance after her friend had disapproved of it.

Observation Week 3. Solely the newly introduced to the virtual world student spent
approximately 15 min to change his avatar appearance, trying to imitate his physical
look.

Observation Weeks 4–6. No avatar modification or reference to the avatars through
the chat tool was observed.

3.2.3 In-World Nonverbal Communication
One of the alternative ways of communication that virtual worlds offer is nonverbal
communication, through avatar gestures and emoticons. Table 13 presents their frequen‐
cies and the observations can be summarised as follows:

• Students used random avatar gestures only during the first practical session.
• Emoticons were never observed being used.

Table 13. In-world nonverbal communication.

Week Student uses avatar gestures Student uses emoticons Sum
1 34 0 34
2–6 0 0 0
Sum 34 0 34

Observation Week 1. A student with prior experience in this virtual world was the
first who used gestures, mainly to present to his classmates one more feature of the virtual
world which he deemed to be enjoyable. Initially, he used some of the built-in gestures
of the virtual world (waving, jumping on a jumping ball, bodybuilder posing, punching),
but later on he created his own ‘dance’ combining the aforementioned gestures. He even
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used the punching gestures to ‘punch’ the demonstrator’s avatar and that made everyone
in the room laugh. Several students tried to imitate him and started experimenting with
the available gestures, whilst others used the poseballs available in the orientation
building in order to animate their avatars.

Observation Weeks 2–6. No student was observed using avatar gestures or emoticons.

3.2.4 Interactions with the World
Even though the main reason for using a virtual world was for teaching and learning
purposes, the fact that students’ attention can be distracted by other stimuli could not be
disregarded. Therefore, this category consisted of four (4) focus points, including the
various types of interactions that students had while being in the virtual world; the
frequencies of which are illustrated in Table 14. These findings can be summarised as
follows:

• Students spent most of their time in-world building and scripting.
• Most of student-to-world interactions were relevant to their project.
• Students often visited their classmates’ workspaces to observe their work.
• Students were using their own virtual creations very often, mostly to check the func‐

tionality of their scripts.

Table 14. Interactions with the world.

Week Student works
on project

Student performs
actions irrelevant to
the project

Student explores
classmates’ virtual
artefacts

Student uses
own virtual
creations

Sum

1 0 107 21 66 194
2 35 82 17 57 191
3 76 46 13 73 208
4 107 19 8 61 195
5 126 4 3 86 219
6 73 0 7 39 119

Sum 417 258 69 382 1126

Observation Week 1. From the very first minute of students’ presence in-world, they
used the orientation building to the maximum extent, exploiting all the artefacts available
in it. Initially, they read the posters and followed the given instructions in order to
familiarise themselves with the mechanisms of the virtual world. As soon as students
had completed, or paused for a while, the avatar modification process, almost all of them
used (at least once) one of the objects existing in the orientation building. Students were
usually using more than 2 or 3 objects for multiple times, since they were experimenting
with the mechanisms of the world, trying to understand them. In addition, students used
the given poseballs to sit on chairs and armchairs, but later on they tried to sit on any
available object, ending up sitting on the tables, on the walls, on the lights, etc.
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Subsequently, most of the students sporadically moved to the sandbox, where posters
containing information about building were available. The sandbox fully served its goal,
since students were reading the posters and experimenting with building in it, creating
from very simple primitives to very complex ones, even combining some of them to
create an artefact. Some students, though a minority, started building objects without
visiting the sandbox first where the corresponding posters were placed. Most of them
visited that spot later on and read the information about building. Very few students
never visited the sandbox, whilst even those with prior experience in such environments
read all the posters, even at a glance, mostly motivated by their curiosity. By the end of
the session, all students had created at least one object in the virtual world, either in the
sandbox or elsewhere, either big (someone created a house) or small, either complex or
simple. Moreover, several students flew around the world in order to explore it, and
visited the workspaces where they would build their showcases in the following sessions.
Interestingly, about 10 min before the end of the session, all the avatars of a group were
sitting at a meeting table inside the virtual world, while their physical selves were
simultaneously sitting in similar positions in-class in order to (orally) discuss about their
project.

At this point, though not directly related to the actual interactions students had with
the world, it should also be noted that the majority of students sent friend requests to
their friends and even to their other classmates, and then used the ‘offer teleport’ and
‘teleport to friend’ functions.

Observation Week 2. The student that was entering the virtual world for the first time
went through the whole orientation process guided by his classmates, read all the avail‐
able posters, and used the majority of the existing objects, while familiarising himself
with the mechanisms of the virtual world. The rest of the students were reading the
posters regarding building, and were trying to create some objects inside the sandbox.
The objects students were creating were mostly not related to their project, though some
students were observed creating objects that would serve the needs of their showcase.
Other students were observed having their avatars sitting on chairs or armchairs or at
the meeting table inside the orientation building, while they were having their meeting
in the physical classroom. By the end of the practical session, all the teams had started
modifying their workspaces according to their needs, and they had created some objects
with only very basic modifications. Interestingly, one of the groups had already started
working on their project since the previous week, and, thus, their work progress was one
step further than the rest of the groups by the time this observation took place. However,
they made no further building during this session.

Observation Week 3. Several students opted to spend some time in the orientation area
again, using the virtual objects available there. One student went through the whole orien‐
tation process for about 30 min in order to familiarise himself with the virtual world, since
that was the first time he was using it. As soon as he felt satisfied with his orientation, he
had his avatar sitting on a chair in the orientation building, and then went on working on
another task completely detached from the virtual world. Other students stayed in the
orientation building for several minutes trying to make copies of the available objects, but
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got disappointed when they realised that all the objects were locked – since content crea‐
tion was the main task students had to perform in-world. Others were searching the web
for further information regarding building and scripting. From that point on, students
started their actual in-world development, working either in the sandbox – in order to keep
their showcase clean and tidy – or in their workspaces – in order to have immediate
awareness of the progression of their work and the look of their showcases. Students were
working with such dedication taking care of every detail, that they even created labels
outside their showcases with the logos of their teams. A worthwhile observation is that
during this session students’ need for more content became clear. Some of them explored
the virtual world once again and even tried to fly across the sea looking for unexplored
lands with more content.

Observation Week 4. The teams’ in-world progress since the previous week was
obvious, as students had created new objects in their showcases. Their in-world inter‐
actions with the virtual world during the practical session were mostly limited to building
and scripting, according to the needs of their showcases. Sometimes they were observed
being in the sandbox looking over the posters for information on building. Some avatars
were observed being in-world without performing any actions, while students were
working in the physical classroom.

Observation Week 5. Students seemed to have created the greatest part of their in-
world infrastructure, having created more artefacts with more attention to detail and
fitting the purposes of their projects, since the previous week. They continued working
on their showcases during this practical session, refining their existing artefacts and
implementing their teammates’ ideas. They were also using their virtual objects, in order
to check the functionality of the scripts they had written, and correcting their mistakes,
in order to give the desired functionality to their objects. However, they seemed to focus
more on the object creation rather than on the script writing, as they seemed to be more
interested in giving their showcase the desired look, rather than making interactive the
objects they had created. Moreover, the students were also visiting other teams’ show‐
cases to view their classmates’ artefacts and get ideas about their further progress. That
was when some students felt uncomfortable with their classmates’ observing their work;
thus, they decided to conceal their showcases with additional walls, and then continued
working isolated.

Observation Week 6. Very few students were working in-world. Their focus was on
scripting, since they had completed most of the building they had planned to do, and
they were aiming to make their objects more interactive at this point. They used scripts
on some objects and even created poseballs, which they placed on chairs, armchairs,
sofas, etc. As soon as they had created their scripts, they started using them to test their
functionality.
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3.3 Students’ Willingness to Remain in-World

The final sub-category, consisting of five (5) focus points, concerns students’ willingness
to use the virtual world for additional time, while being physically located in the physical
classroom. Table 15 illustrates their frequencies.

As a general note it can be said that:

• Students usually entered the virtual world at the beginning of the practical session.
• Students usually exited the virtual world right after the end of the practical session.
• In few cases student remained in-world after the end of the session.

Observation Week 1. Apart from 9 students, who were all members of the same group
and did not log in at all during the whole practical session, all the rest of the students
actively used the virtual world for at least as long as the practical session lasted. One
student was observed online 10 min prior to the beginning of the session, whilst 5
students stayed in-world for approximately 15 min after the end of it.

Observation Week 2. At least one member of one of the groups seemed to have logged
in since the previous week, as modifications had been made in their workspace. Even
though none of the students was observed logging in earlier than the beginning of the
practical session and most of them logged out as soon as the session ended, 4 students
opted to stay in-world for approximately 15 more minutes to finalise their work in
progress.

Observation Week 3. At least one member of each group seemed to have logged in
since the previous week, as modifications had been made in all workspaces. During this
practical session, mainly the developers of each team were online, whilst there were
several other avatars online that remained non-active throughout the whole session. All
students logged out as soon as the practical session was over.

Observation Week 4. At least one member of each group seemed to have logged in
since the previous week, as modifications had been made in all workspaces. Three
students remained in-world for 10 min after the end of the practical session in order to
complete the task in progress.

Observation Week 5. At least one member of each group seemed to have logged in
since the previous week, as modifications had been made in all workspaces. All students
that logged in did so at the beginning of the session and logged out as soon as the practical
session was over.

Observation Week 6. At least one member of each group seemed to have logged in
since the previous week, as modifications had been made in all workspaces. All students
that logged in did so at the beginning of the session. A few students stayed in-world for
20 more minutes than expected in order to finalise their work, given that this was the
last practical session of the course and some final help from the demonstrator was still
offered.
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4 Discussion

The impact that the orientation process had on learners’ engagement – while using a
hybrid virtual learning approach – was clearly positive, as it also enhanced the opportu‐
nities for interaction between the students and the virtual world. Those who went through
the orientation process were keener to interact both with their fellow students and with the
virtual world. The same students used the in-world tools more intensively. They also
found the whole process more enjoyable, constructive, and rewarding. Likewise, students
that followed the instructions regarding the avatar modification process – though with
some exceptions – were usually having considerably more intense modifications on their
avatars compared to others. On the other hand, those students that disregarded partially
or even completely the existence of the orientation area, were almost constantly strug‐
gling to deal with the virtual world, and, by extension, with their assignment (even though
this can be attributed to the lack of information regarding the programming process).

Nevertheless, the references made to avatars were overall limited, most likely
because of the fact that they did not consider them as a special feature of the virtual
world, but rather as a tool to work on their project. The opportunity given to students to
simultaneously be co-present both in the virtual world and in the physical classroom,
resulted in a limited use of the chat tool or of any other nonverbal communication method
in the virtual world, since this need was primarily covered in the physical classroom.
Furthermore, most of the students were working on their task without being distracted
or struggling, due to the fact that they had all the necessary knowledge base to deal with
the tools of the virtual world, and, by extension, with their project. Finally, students’
willingness to stay in the virtual world and the physical classroom for extra time, for the
whole course of the practical session or even longer than expected, is also an important
indication that confirms their engagement with the virtual world and their project.

Considering the above, there is a clear indication that the orientation process can play
a crucial role in learner engagement, something that is also reinforced by the findings
attained from the students who decided not to go through this process. These finding are
also confirmed by the Virtual Games industry, which introduced the idea of the orienta‐
tion process long time ago aiming to ‘teach’ gamers (learner level) how to use certain
controls or functions of the game in order to increase the levels of engagement.

Aside from this, considering the clear increase of interactions between the students
and the virtual world, it can be hypothesised that an – at least basic – understanding of
the 3D tools is required on any commercial attempt as part of the digital learning process.
Thus, the following suggestions are given to stakeholders who have different interests
in and responsibilities towards the use of virtual worlds:

Instructional designers should always ensure that a proper induction process will
be provided to learners in order to help them understand quickly and deeply the mech‐
anisms of the virtual world, as this is the key to increase the chances of having successful
learning activities and the desired outcomes.

Educators should provide learners with enough time to undertake the orientation
process for a proper induction and familiarisation with the virtual world and its tools.
Students should be encouraged to use and engage with this process, as this will help
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them achieve better results – in terms of their assignment – and also work within the
virtual world effortlessly.

Future researchers should focus on designing different setups of induction
processes that will fit the personalities of different learners (in terms of their learning
style) and their perspectives, as well as the levels of education considering that this
experiment was conducted with university-level students.

As seen from all the theoretical background reviewed and presented above, inter‐
acting within the physical classroom does have advantages but certain disadvantages
that cannot be disregarded, as well. The same applies when students interact in the virtual
world and use its tools. However, when these two educational approaches are combined
and students simultaneously co-exist in both environments, the drawbacks of each are
eliminated. This is exactly where the most significant contribution of this research lies;
students’ network of interactions is broadened and educationally enriched when working
within both the physical and the virtual world.

5 Conclusions

The orientation process helped most of the students to have a smooth induction to the
virtual world and its tools, and also enhanced the opportunities for interaction. Thus,
students should be given enough time to orient themselves into the virtual world, famil‐
iarise with its tools, and explore its potentials. Nevertheless, the learners’ choices might
be opposed to the instructional designer’s, and, therefore, clear instructions and infor‐
mation should be given to learners. In addition, educators should encourage their
students to use the in-world infrastructure. As regards the hybrid virtual learning
approach, the findings suggest that the co-presence in both environments definitely
contributed to the enhancement of the engagement with the virtual world and the educa‐
tional material.
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Abstract. Although there are various personalised and adaptive eLearning
systems developed, a culture factor has been not sufficiently considered in adap‐
tive and personalised learning environments. This paper presents a personalised
and adaptive system based on individual differences in cultural backgrounds
(individualism and collectivism). A culturally adaptive teamwork system called
IdeasRoom is used to implement cultural additions. The IdeasRoom system has
adaptations to its interface to include two different versions of design: individu‐
alist version (IND) and collectivist version (COL). The paper summarises an
initial evaluation of the proposed system. This evaluation of the proposed Ideas‐
Room system relates to the responses of the participants of the study that involved
52 postgraduate students, so that the version that was not personalised to partic‐
ipants’ cultural backgrounds is compared with the version that was personalised
to participants’ cultural backgrounds in terms of their perceptions of usability
their preferences of design. The findings show that the participants had percep‐
tions of usability that are shown to be at a higher level when teamwork learning
systems are personalised to participants’ cultural backgrounds, which suggests
that these results based on identifying users’ cultural backgrounds are of signifi‐
cant importance. Also, this evaluation concludes that participants’ preferences
for experiencing a system are matched to their cultural inclinations.

Keywords: Culture · Group work · Teamwork · Higher education · Design · HCI ·
CSCW · Personalisation · Adaptation

1 Introduction

Societies worldwide are rapidly becoming culturally diverse, and specifically in Western
Europe. Universities are increasingly embracing multiculturalism, which is demon‐
strated by diversity in cultural traditions and religion [43]. The increasingly multicultural
profile of students entering higher education leads to the requirement for designers of
online course materials to recognise the role of culture within higher education. Educa‐
tors use group work activities more within coursework, which is in line with current
thinking that teamwork is an essential skill for students to understand [11]. One of the
main challenges faced by educators within higher education and designers in the field
of computer support cooperative work (CSCW) is working within multicultural teams.
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The ‘one size fits all’ approach in current user interfaces is a critical limitation in team‐
work technology, since it ignores cultural differences in design. In addition, cross-
cultural cognition is shown to be complex, but the content of some teaching and learning
technologies appear to be insensitive to this critically important issue. Although tech‐
nology sometimes offers localised versions of content, such localisations tend to be
related solely to date/time formats and language adaptions. This research challenges this
view and suggests that user interfaces should adapt their presentation to a user’s culture
cognitive factor, which can best accommodate their personal preferences.

This research proposes a novel approach in the design adaptive system that supports
teamwork in higher education. The adaptation is based on differences between indi‐
vidualists’ and collectivists’ perceptions, beliefs and preferences through group work.
The paper is structured as follows. Section 2 discusses the scope of culture in this
research. Adaptive eLearning and related works are discussed in Sect. 3. Section 4
discusses teamwork in education. Section 5 examines a set of culture-related design
strategies called R.I.N.G that are proposed and used as adaptive rules for the proposed
system. Section 6 evaluates how a culturally adaptive teamwork system called Ideas‐
Room is used to implement cultural additions (individualism and collectivism). Ideas‐
Room is a novel teamwork tool, which has the facility to adapt its interface to the users’
cultural cognitive style. The IdeasRoom system has adaptations to its interface to include
two different versions of design: individualist version (IND) or collectivist version
(COL) based upon users’ culture cognitive type (individualism or collectivism). In
Sect. 7, the evaluation of the usability and preference of the design are discussed, and
Sect. 8 offers conclusions for this research study.

2 Cultural Dimensions

In this study there is a focus on two common societal dimensions of culture: individu‐
alism and collectivism, and are defined as follows:

• Societies described as individualist tend to be mainly associated with their close
families and often live independently, so that they are expected to look after them‐
selves; therefore, there are loose ties between individuals. People living in individu‐
alist societies tend to be motivated by loss of self-respect and guilt, and are often
perceived to be goal-oriented and self-motivated, so that group interests are less
important than individual interests [19, 21]. People living in individualist societies
tend to demonstrate a personal identity rather than an identity of specific groups, so
that they often seek benefit from their duties and activities, and have a more consistent
behaviour and attitude approach to life than those from collectivist societies [45].

• These findings are contrasted with societies described as collectivist, where people
tend to form groups that are cohesive and strong throughout life, so that the welfare
of individuals becomes the concern of the group associated with them, and anxiety
can result when individuals are separated from their group. Unquestioning loyalty is
shown to individuals in collectivist societies, as the groups they are associated with,
and often known as ‘in-groups’, give them protection when needed. Generally, people
in collectivist societies attempt to maintain tradition, adopt virtues and skills that are
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needed to demonstrate that they are good members of their group, and attempt to
maintain social harmony, so individual interests are less important than group inter‐
ests. Therefore, people living in collectivist societies tend to be motivated by loss of
face and shame [19, 21]. The identities of individuals in collectivist societies are
usually associated strongly with the values of their group, so that they generally
support what is acceptable in their group [45].

The main focus of individualism and collectivism is how individuals are integrated
within groups. Therefore, this research focuses on peer group interaction with individ‐
uals from different cultures, within a group-learning environment. Although this cate‐
gorisation of societies is widely supported in the literature review, the definition of
cultural identity involves greater complexity than factors discussed above, as individuals
in all societies are likely to demonstrate various cultural identities at different times and
in different circumstances. This study presents only one perspective on how to examine
culture and there are others that could be drawn upon. However, to form a concept of
different groups in terms of their behaviour patterns and general belief, the individu‐
alism-collectivism dimension proposed in previous research studies provides a very
useful and important initial categorisation on which to ground future work.

Many sociologists, such as Hofstede and Triandis, have worked on classifying indi‐
vidualism and collectivism at two levels - namely, the nationality and individual level.
Hofstede’s research applies the classification of individualism and collectivism to the
nationality level, while Triandis’ research applies it at the individual level. Hofstede’s
work has often been criticised, because of his classification that reduces culture to
nationality. It also ignores the on going changes that a person or a group who share
cultural values undergo [29]. This research relies on the individual level of classification
of individualism and collectivism.

3 Adaptive eLearning

Advanced technology enables software designers to ensure that learning tasks and mate‐
rials are appropriate and relevant to the characteristics of individual users, instead of
providing all users with the same content of materials and tasks. Therefore, software
designers need to understand the preferences, requirements and needs of individual
learners better, so that they can adapt learning tasks and materials, and learning expe‐
riences become more dynamic and effective, rather than providing learning tasks and
materials without recognising that learners are different [7]. This insufficient recognition
that eLearning strategies need to be personalised to individual learners exposes signif‐
icant problems and limitations for many platforms of learning described as
eLearning [18].

The on-going process of learning for individuals needs consideration of their pref‐
erences and needs, because the process of learning is adaptive and personal [5]. Effective
learning could be prevented for some learners if software designers fail to understand
factors that could influence their specific requirements, such as personal interests,
learning styles, skills, prior knowledge and previous experience. This suggests that
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information is processed and learned in ways that are different for each individual,
because individuals are different [23].

Therefore, learning programs need to ensure that presentation styles, sequences of
resources and content selection are personalised and adapted based on data available
from the profile of the learner, so that different techniques are used to enable the software
system to adapt these appropriately for individual users. This approach should ensure
that requirements, interests, needs and preferences of individual users are recognised to
design a learning experience that is personalised for users.

Various systems have been developed to design eLearning systems that are adaptive,
such as Internet-based educational fields, adaptive hypermedia educational fields and
intelligent tutoring systems (ITS) [32]. These adaptive strategies are often developed to
combine learner knowledge and learning style in eLearning systems, but can also only
focus on one of these factors [1, 13, 18]. Limited studies consider culture factors in
adaptation techniques [22, 35, 42], but none focus on the context of teamwork learning
activities.

4 Teamwork in Education

According to Smith and Bath [40], the most effective approach to ensure students acquire
knowledge and enhance their communication skills at educational institutions is team‐
work, as this provides significant advantages to supervisors and teachers to reduce the
quantity of their marking, give students opportunities to work collaboratively, enhance
the challenge and complexity of tasks given to students to improve their experience of
working, and to engage students more effectively [17]. When compared with face-to-
face collaboration for group work projects, the performance of students collaborating
online can be significantly better, because the interactions with other members of the
group are more meaningful and frequent for students collaborating online, when
compared with students involved in learning activities on a face-to-face basis [48].
Online learning tasks for teamwork is perceived more negatively by Smith et al. [41],
who report that resolving logistical problems is easier for students seated physically
together in one room, when compared to students learning in online classes. Personal
factors can influence the perceptions of teamwork by students, so that how they perform
within group activities is affected by these perceptions.

Perceptions of group work by students might also be affected by their communication
and personality traits [31], but this is challenged by findings from other research, which
suggests that the previous experience of students working in groups could change their
perceptions of teamwork through online channels. In a study by Powell, Piccoli and Ives
[34], the findings report that when students had wider experience of working with other
students online and were involved in more online courses, their perceptions of teamwork
through online channels were increased positively. This was related to the students
spending more time online, and using this time to adapt to (and benefit from) the tech‐
nology and online teamwork activities.

Research studies evaluating behaviour and teamwork preferences for employees and
students suggest that the cultural dimensions of individualism and collectivism
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developed by Hofstede are an important factor in terms of profiling such groups and a
useful way of assessing group behaviours [4]. When students work collaboratively in
groups, their working processes are likely to be different, due to differing approaches
that are likely to be taken by students from primarily individualist versus primarily
collectivist cultures [15].

5 A Set of Culture-Related Design Strategies

To design group-based technologies that are meaningful and effective for their target
audiences, designers should reference – or at least allow for – the audiences’ cultures in
their approaches. This section summarises the findings of the interviews carried out with
lecturers and university students who have experienced group work, to establish how
students incorporate culture as a factor from their current practice [38]. This section also
presents a set of culturally relevant group-based technology design strategies based on
insights from the interviews, as well as findings from cross-cultural psychology literature
on behavioural tendencies of individualists and collectivists. These strategies have
resulted from our work in a previous study [38]. A set of four main culturally relevant
design strategies is presented and each strategy involves two sub strategies. One is aimed
at use in tools developed for collectivist users and the other is aimed at use in tools for
individualist users. Each strategy is presented with the following information: Descrip‐
tion, which attempts to explain the strategy presented, Antecedents, which highlight
the factors based on the review of the literature that lead to the strategy, Real World
Parallels, which demonstrate the strategy in real world situations, and The Two Sub-
Strategies produced from each main strategy. The two sub strategies are presented with
a description and target audience, which suggests whether the audience would likely to
be collectivist or individualist. This way of describing the strategies is intended to help
designers include appropriate strategies in systems that are relevant for target audiences
where cultural backgrounds could be a significant factor. It is anticipated that designers
could find the discussions, descriptions and antecedents helpful in understanding the
strategies, why they were developed and how they could be applied.

5.1 Strategy 1: In-Group Relationships

Description: The difference between collectivist users and individualist users forms
the basis of this overall strategy to define relationships between members of a group.

Antecedents: In studies of education theory, findings suggest that individuals from
individualist cultures often display less cooperative behaviour in groups than those from
collectivist cultures, which supports the views discussed above [10]. Collectivists often
highly value group solidarity and interpersonal harmony, prefer cooperation to compe‐
tition, value group success rather than individual success, and tend to avoid individual
recognition. This contrasts with individualists who often demonstrate additional effort
to attain individual goals, and are generally motivated by individual recognition and
competition [10, 26, 44].
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Real World Parallels: The study investigated communication in the USA (individualist
culture) and in Syria (collectivist culture), and reported that Syrian respondents preferred
strategies that were ritualistic, indirect and cooperative, but American respondents
preferred strategies that were hostile, direct and competitive [30].

The Sub-Strategies: This strategy contributes to the competitive strategy and the
harmony strategy.

• The Competitive Strategy: A sense of competition between members of a group
could be promoted with the competitive strategy. Target audience: Individuals in
individualist cultures.

• The Harmony Strategy: When the level of cooperation between group members is
increased, a sense of harmony relationship is promoted by the harmony strategy.
Target audience: Individuals in collectivist cultures.

5.2 Strategy 2: Identity

Description: The differences between collectivist users and individualist users in the
views about the self are described by the strategy.

Antecedents: How individual people understand themselves in relating to other people
explains the concept of the self, and Erez and Earley [12] suggest that people represent
their social roles, social identity and personality as the self. People in individualist
cultures often perceive themselves as separate from the social context, and independ‐
ently follow their own projects and interests. People in collectivist cultures often
perceive themselves as connected to social contexts with relationships with other people
that are interdependent [28]. Therefore, people living in individualist cultures often
perceive themselves as unique [39, 44], but people living in collectivist cultures tend to
feel they fit into or belong to society, and do not feel isolated [44, 46].

Real World Parallels: An example of parents in an individualist culture, such as the
USA, would encourage their children when reluctant to eat the meal prepared for them
by telling them that children in other countries have very little food, and that they should
be pleased that they are fortunate. An example of parents in a collectivist culture, such
as Japan, would encourage their children when reluctant to eat the meal prepared for
them by telling them that the farmer that had grown the rice had wasted his time, so he
would feel bad if the children did not eat the rice, so they are encouraged to think more
about the producer of the food rather than themselves. The example of the Japanese
family suggests the importance of interdependence with others and fitting in and being
concerned about others. The example of the USA family suggests the importance of
promoting the self, noticing the differences with others and focusing on the self [28].

The Sub-Strategies: This strategy contributes to Individual-identity strategy and
Group-identity strategy.
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• Individual-identity Strategy: This strategy aims to promote uniqueness, independ‐
ence, and an independent view of self in cooperation. Target audience: Individuals
in individualist cultures.

• Group-identity Strategy: This strategy aims to promote belonging, fitting in and an
interdependent view of self in cooperation. Target audience: Individuals in collec‐
tivist cultures.

5.3 Strategy 3: Assessment Norm

Description: The differences between collectivist users and individualist users form
the basis for the strategy in terms of the perceptions of compensation or rewards for an
individual within a group.

Antecedents: The review of literature into reward allocation preferences indicates cross
cultural differences, so that individuals from an individualist culture tend to prefer equity
based allocation of rewards, but individuals from a collectivist culture tend to prefer
equality based allocation of rewards [14, 46]. Therefore, values of collectivist cultures
emphasise affiliation and cooperation, but values of individualist cultures emphasise
achievement and competition, so that individualist values are more compatible with
equity norms and identify individual performance for career progression and reward
systems, as well as pay for performance systems [16].

Real World Parallels: In a study that compared distribution of rewards in a group and
decision rules, Japanese respondents described as collectivist and Australian respond‐
ents described as individualist, were involved in a game of decisions for classroom
administration. Australian respondents had a tendency to follow self-interest rules in
this game, and Japanese respondents had a tendency to follow equal-say rules [27].

The Sub-Strategies: This strategy contributes to Equity strategy and Equality strategy:

• The Equity Strategy: The equity strategy proposes that persons who allocate rewards
or compensation within a group distribute them in proportion to each member’s
contributions. Target audience: Individuals in individualist cultures.

• The Equality Strategy: The equality strategy proposes that persons who allocate
rewards or compensation within a group distribute them for a group of users for the
actions of an individual user. Target audience: Individuals in collectivist cultures.

5.4 Strategy 4: Superordinate Goals

Description: The differences between collectivist users and individualist users in goals,
interests and motivations described by the strategy.

Antecedents: In societies defined as having an individualist culture, group interests are
less important than individual interests, so that individuals in this type of culture are
often motivated by potential loss of self-respect and feelings of personal guilt, so that
they tend to be goal orientated and self-motivated. This contrasts with societies defined
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as having a collectivist culture, as individuals tend to maintain traditions by being good
members of groups by adapting their virtues and skills, and in a collectivist culture
typical motivators are loss of face and shame [20, 33, 44, 46]. Individuals often empha‐
sise personal autonomy, freedom of choice and personal responsibility as values of
personal independence in individualist cultures, and often show a preference for the
independence of groups and self-directed behaviour, as these individuals attempt to
maintain personal opinions and attitudes that are distinctive [39, 44]. In contrast, a sense
of working within a group, interdependence and duty to a group are attitudes represented
in a collectivist culture, as values in these societies stress that personal goals in groups
are less important than maintaining the goals of the group. Therefore, individuals living
in a collectivist society are interdependent with their in-group, and there is a collective
responsibility for accountability and sharing responsibility [44, 46].

Real World Parallels: In Japan, managers of organisations often use participative
programmes, employee suggestions and team decision-making or delegate responsibil‐
ities to team members and practice team working as a business strategy. Therefore,
Japanese managers tend to adopt restrictive methods by expecting employees to obey
and honour all management decisions, but also adopt relaxed methods by looking for
consensus when issues arise, even minor issues, and ask for suggestions and ideas from
employees [36]. Japanese organisations often introduce activities, such as team names,
team banners, team dormitories and collective meals, to enhance productivity, as these
types of activities help to integrate workers within their team and encourage effective
teams. This contrasts with patterns of group working in Western countries, such as the
USA, the UK, Sweden, Canada and Australia, where work teams are often self-
managing, semi-autonomous or autonomous, so that team working operates as a form
of self-management, and is widely applied in these countries [36]. According to Hofstede
[20], there is a perception that in the USA and the UK, higher quality decisions are made
by individuals, when compared to decisions made by groups.

The Sub-Strategies: This strategy contributes independence goal strategy and inter‐
dependence goal strategy.

• The Independence Goal Strategy: This strategy aims to promote self-goal, self-
interest, personal responsibility and a sense of independence in cooperation. Target
audience: Individuals in individualist cultures.

• The Interdependence Goal Strategy: This strategy aims to promote group-goal,
group-interest, collective responsibility and a sense of interdependence in coopera‐
tion. Target audience: Individuals in collectivist cultures.
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6 IdeasRoom: An Adaptive Teamwork System

Ideas can be generated when students are involved in brainstorming groups, so that the
Internet tool called IdeasRoom is adopted in this study within the format of a forum for
discussions, and is described as an experimental tool to promote this learning styles
electronically. This teamwork brainstorming tool has the following components:

• Leader boards,
• Themes for interfaces,
• Blue, bronze, silver and gold colours to represent levels of membership
• Lists of ideas,
• Ideas to be added, and
• Sub-ideas to be added.

However, this tool also enables the use of versions that can be designed differently,
and the COL version was designed to meet the preferences of collectivists, and the IND
version was designed to meet the preferences of individualists. The next section provides
more details and explanations, and discusses how R.I.N.G. strategies or group-based
technology design strategies that are relevant in terms of cultural backgrounds inform
both of these versions.

6.1 IND Interface

The RING sub-strategies of competition, individual identity, equity and independent
goals are adopted in this version. Personal welcome messages, individuals’ points are
displayed, membership levels are highlighted, pictures and names of users are shown
and themes represent these members, which are intended to enhance perceptions of
uniqueness, independence and self views that are independent for the individual identity
sub-strategy. Self achievement recognition and comparisons based on peer-to-peer
perceptions involve points for completing activities defined as personal rewards, and
levels of participation compared with other group members from personal feedback
shown by gold, silver, bronze and blue colours that represent levels of membership for
virtual personal achievement represented in two forms. Rewards for users are deter‐
mined by participation in terms of quantity and quality with points that are awarded, and
participation of users is represented by personal themes and personal membership levels,
so that a member’s theme is personalised by self-earned points, and shows that the equity
norm has two forms. Finally, changing independent and personal goals are reflected by
leader board changes and personal theme changes, and levels of personal membership
are related to changing levels of participation of users that defines the independent goals
sub-strategy.

6.2 COL Interface

The strategies of harmony, group identity, equality and interdependent goals form the
collectivist culture R.I.N.G. sub-strategies for the COL interface. The group has a
welcome message to promote the identity of the group, total points are shown for
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individual members and each group, membership levels for groups are shown, pictures
and names of groups are shown, and group themes collect information from the group,
so that belonging together, fitting in and views that are interdependent promote the group
identity sub-strategy. Perceptions of belonging and interdependence group themes are
related to different colours, such as gold, silver, bronze and blue as strategies for moti‐
vation. When groups compete, first ranking could be achieved simultaneously by all
groups involved, and between-group competition is represented on the leader board, and
in-group cooperation encourages the harmony sub-strategy [8]. To enable group
comparisons, feedback about participation levels is shown when group membership
levels move from one level to a different level that are represented by different colours
of gold, silver, bronze and blue. Group members are awarded collective points for
collective participation, so that feedback on group participation is shown by group
themes and group membership levels, so the equality norm has two forms, as group
reward points are awarded based on the quantity and quality of all members, which
defines collective participation. Collective goals are achieved based on group positions
on the leader board, and group themes and group membership levels are changed when
group participation is increased by the interdependence goal sub-strategy

7 Evaluation

A factorial design experiment was conducted in a computer lab to evaluate the effec‐
tiveness of culturally adapted approaches and the design proposed in this research. In
previous studies of human computer interactions, field scientist researchers and psychol‐
ogist researchers often adopt factorial design in their methodologies, as these lower the
likelihood of confounding variables and errors in experiments, and this indicates if vari‐
ables are associated [25]. Researchers often apply factorial design when a variable that
is dependent and single is studied to gain better understanding if this is affected by other
independent variables. Therefore, investigations have 4 conditions when experiments
have a 2 × 2 design, so that when testing how many conditions exist, this is associated
with how many factors exist. Therefore, factorial design experiment was adopted for
the evaluation stage of this study due to its suitability to analyse learners’ preferences
for design, learners’ usability perceptions in terms of the collectivist design version or
the individualist design version, and how respondents with collectivist cultural types
and individualist cultural types interacted with the system. To encourage students to
participate in this study, the researcher explained that each participant would receive a
£10 Amazon voucher for participation. In total, 52 students agreed to participate in the
study.
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7.1 Hypotheses

Two hypotheses are formulated in this evaluation as follows:

Hypothesis 1: Personalised teamwork system based on user culture background (indi‐
vidualism - collectivism) yields significantly higher levels of perceived usability than a
non-personalised system.

Hypothesis 2: One particular type of teamwork system design (IND version or COL
version) is significantly preferred by students with a particular culture cognitive style
(individualist or collectivist).

7.2 Measures

The Scenario Questionnaire of Cultural Orientations developed by Chirkov et al. [9] is
used in this study to identify users’ cultural cognitive style, which validates the findings
of this current research, as this questionnaire is based on previous empirical and theo‐
retical research studies and adopts parameters for the questionnaire that are not selected
arbitrarily, and offers significant advantages for this study. Kitayama [24] argues that
bias should be reduced in research that has cross-cultural associations, as the scenario
format is identified, and is a valid approach to reduce or remove potential bias. The
domain for this questionnaire is specifically set within an academic institution, where
assessment procedures need to recognise the context of cultural backgrounds for
students, and avoids the adoption of a questionnaire with a general domain. In addition,
more precise predictions can be made of social life and behaviours of individuals in
academic institutions when the boundaries of individuals are set specifically, so that
domain specificity is another advantage. This questionnaire attempts to accurately
describe situations with 4 options and 12 scenarios, and collectivism and individualism
as distinct cultural backgrounds that are represented by two options. A Likert scale
provides measurement from 1 or strongly disagree to 5 or strongly agree to highlight
agreement levels, and teamwork learning activities enable universities to adapt and
modify each scenario according to its specific context.

Brooke [6] developed the system usability scale (SUS) questionnaire that offers 5
Likert scale responses from strongly agree to strongly disagree for 10 questions, which
is adopted in this current study to measure perceived levels of usability, and Tullis and
Stetson [47] explain that this system usability test is used widely, is reliable and is quick
to complete for business organisations and educational institutions.

The preference of design is measured by a questionnaire developed for this purpose.
The questionnaire aimed to collect data about users’ preferences for the design, and
specifically which version of the IdeasRoom System is preferred, and the overall design
of the system. The questionnaire includes 8 questions and the main question intended
to answer hypothesis 2 asks users which interface they preferred more in brainstorming
task 1 or brainstorming task 2 and why.
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7.3 Procedure

Students who agreed to participate were asked to provide basic information to identify
them for this study, such as student name, student ID and email address. Participants
were informed that this information would be kept for the duration of the study and then
would be destroyed or replaced with a coded system. The researcher would maintain a
link that identifies students to the coded information, but this link would be kept secure
and available only to the researcher. The researcher commenced the study process by
thanking the respondents for their participation in this research study, and then explained
the purposes and aims of the study. Participants were asked to complete a psychometric
test (Scenario Questionnaire of Cultural Orientations) to identify the users’ cultural
cognitive styles. The researcher classified users into a particular culture cognitive style
cluster (individualists or collectivists) using the cluster algorithm as described in a
previous study [37].

Participants’ registration with IdeasRoom system is completed by the researcher
before the sessions. Five brainstorming sessions were conducted and each session
involved 12 or 16 participants for up to two hours. Participants were asked to interact
with the IdeasRoom system to perform brainstorming task 1 for two topics using a given
username and password. The system divided participants into groups of four, and all
four were asked to work together during the system as one group. Each session involved
half the participants interacting with a mismatched condition and the other half interacted
with a matched condition. Mismatch condition refers to users that interacted with a non-
personalised interface version; for example, individualist users interacted with the COL
version and collectivist users interacted with the IND version. Match condition refers
to users that interacted with a personalised interface version; for example, individualist
users interacted with the IND version and collectivist users interacted with the COL
version.

Participants’ allocation into groups was random and with consideration of the
balance between the number of individualist and collectivist users in each group. After
completing brainstorming task 1, each participant was given 10 min to complete an
online survey, which included usability scale questions (SUS).

After the usability scale was completed that involved all participants with both
versions of the IdeasRoom system (IND version and COL version), participants were
asked to perform brainstorming task 2 for new two topics. In brainstorming task 2, the
user condition was changed, so that those who had experienced a mismatched condition
in brainstorming task 1 were then exposed to a matched condition, and those who had
experienced a matched condition in brainstorming task 1 were then exposed to a
mismatched condition. Brainstorming task 2 was adopted to highlight users’ preferences
for a specific version, as well as to give them exposure to the other version they had
previously experienced. After completing brainstorming task 2, each participant was
given 10 min to complete an online survey, which included preference of the design
questions.

Evaluation of Adaptive Teamwork System 111



7.4 Results

The experiment was conducted with 52 participants. The participants were postgraduate
students in a computer science department. In terms of cultural background types, 25
participants were classified as individualist users and 27 participants were classified as
collectivist users. During task 1 brainstorming, 25 participants interacted with the IND
version, 12 were individualist users (matched) and 13 were collectivist users
(mismatched). Also, 27 participants interacted with the COL version, and 13 were indi‐
vidualist users (mismatched) and 14 were collectivist users (matched) shown in the table
below. In total, 26 participants interacted with the matched version and 26 participants
interacted with the mismatched version (Table 1).

Table 1. Users allocation in brainstorming Task 1.

User type/Version IND version COL version
Individualist users 12 (matched) 13 (mismatched)
Collectivist users 13 (mismatched) 14 (matched)

Usability
The perception of usability for IdeasRoom system was examined. The perception of
usability for the IND version (Mean = 73.20, SD = 6.02) and the COL version (Mean =
73.15, SD = 7.06). A t-test was conducted for independent samples to define the differ‐
ences of mean on users’ perceptions of usability after interacting with the IND and the COL
versions IdeasRoom system. The results show that there is no significant difference for
perceived usability between the IND and COL versions. This means both versions are
similar and in general, the scores for perceived usability for both versions are reasonable,
because the mean is more than 70 [3], which suggests that participants found both versions
easy to use and indicates overall satisfaction.

Hypothesis 1 relates to level of perceived usability between personalised and non-
personalised approaches and this is examined by comparing matched and mismatched

Personalised
(Matched)

Non-
personalised

(Mismatched)
Mean 75.3846 70.9615
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Fig. 1. Means of usability for matched and mismatched conditions.
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conditions. Learning is improved when systems are perceived to be clearly usable, so that
learners are motivated, engaged and satisfied with their interactions [2, 49]. To examine
Hypothesis 1, a t-test was conducted for independent samples to define the differences of
mean on users’ perceptions of usability after interacting with the matched and mismatched
versions of the teamwork system. The analysis showed that interactions with the person‐
alised teamwork system approach were more efficient (M = 75.3846, SD = 6.73396) than
the non-personalised teamwork system approach (M = 70.9615, SD = 5.57122). The
Levene’s test of homogeneity of variance (P = .931) showed equality of variances. There
was a statistical significance of these results (MD = 4.42308, t(50) = 2.581, P = .013).
The means of average perception scores for each condition is shown in the figure below
(Fig. 1).

A two-way ANOVA was performed to investigate the main effects of interaction
between types of users (individualists and collectivist) and the IdeasRoom versions (IND
and COL) on users’ perceptions of usability. The analysis showed that there was a
significant interaction effect between user type (individualist vs. collectivist) and the
IdeasRoom version (IND version vs. COL version) on users’ perceptions of usability
(F(1, 48) = 6.742, P = .012).

The figure shown below (Fig. 2) represents a pairwise comparison between user
types (individualist and collectivist) and system versions (IND and COL). The results
show that individualist participants perceived usability better with the IND version
(personalised condition) with a mean of 76.46 scores in comparison with collectivist
participants having a mean of 70.19 scores. Likewise, collectivist users perceived
usability better with the COL version (personalised condition) with a mean of 74.46
scores in comparison with individualist having a mean of 71.73 scores. Therefore, when
compared with the scores for the non-personalised system of teamwork, there is
perceived usability at a higher level for usage of the personalised system of teamwork,
which recognises cultural backgrounds of users defined as individualists or collectivists,
and confirms this hypothesis.

IND
Version

COL
Version

Individualists 76.4583 71.7308
Collectivists 70.1923 74.4643
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Fig. 2. Means of usability per culture type group and system version.
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Design Preference
In order to examine Hypothesis 2, a chi-square test was carried out. The Independent
Variable (IV) was assumed to be the user’s preference selected and the Dependent Vari‐
able (DV) was the user’s culture type. Since the DV was measured on a Likert-based
scale of frequency, an ordinal scale (ranking the preference), and non-parametric test
were chosen. The results show that there is a statistically significant difference in the
frequency of preference between individualist and collectivist users (χ(1) = 22.194,
p = 0.000).

The figure shown below (Fig. 3) represents a bar chart of the medians of the two
versions of the system preference frequency (IND version vs. COL version) between
the two types of users (individualist users and collectivist users). This indicates that 80%
of individualist participants preferred the IND version (personalised condition)
compared to 20% of individualist participants who preferred the COL version (non-
personalised condition). Likewise, around 85% of collectivist participants preferred the
COL version (personalised condition) compared to 15% of collectivist participants who
preferred the IND version (non-personalised condition).

IND Version COL Version
Individualist Users 20 5
Collectivist  Users 4 23
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Fig. 3. Preference frequency of the two versions of the system (IND version and COL version)
between two user types (individualist users and collectivist users).

Only 10% of the participants in this experiment provide qualitative data about reasons
for preferring a specific version of the design. The qualitative data shows that individu‐
alist participants express some reasons for preferring the IND version, such as individ‐
ually rewarding and personal achievements, while collectivist participants prefer the
COL version for various reasons, such as group competition and sense of interdepend‐
ency. Hypothesis 2 is also confirmed, and it can be concluded that participants’ prefer‐
ences for experiencing a system is matched to their cultural inclinations.
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8 Conclusion

The design and evaluation of cultural adaptive eLearning system based upon individual
differences in cultural cognitive backgrounds (individualism and collectivism) was
summarised in this paper. This paper introduces cultural adaptive system called Ideas‐
Room. The IdeasRoom system has adaptations to its interface to include two different
versions of design: individualist version (IND) and collectivist version (COL). The
design of both versions was informed by R.I.N.G. design strategies which identified
from the cross-cultural psychology literature relating to the bipolar dimension of indi‐
vidualism–collectivism, and through insights from interviews designed to explore
cultural factors within academic teamwork in our previous studies [38].

This research study has investigated how students’ cultural backgrounds, such as
those identified as collectivists and those identified as individualists, have different
perceptions and behaviours in teamwork learning activities in educational institutions,
and that these individual differences need to be addressed when designing online
learning activities that are adaptive and personalised. This study also explains that
cultural adaptions can be implemented when adopting the IdeasRoom system for
students’ teamwork activities, as the design for this study included a COL version for
collectivist users and an IND version for individualist users. The system proposed by
this study presents an initial evaluation of the findings of the 52 participants who were
postgraduate students to compare perceived usability of the non-personalised version
and the personalised version. The findings of this study are significant, as perceived
usability was higher when users experienced a learning system that had a better match
to their cultural backgrounds. Therefore, this study argues that students could participate
more and learn more if their learning interactions match their cultural backgrounds
better, which could also motivate them better, engage them better and satisfy them better.

This investigation was based on a short-term study with a relatively small number
of participants. A long-term evaluation with more participants is desirable in future
research studies into this subject, which could investigate the effectiveness of the adap‐
tive design based on cultural diversity with various aspects of teamwork activities, such
as students’ perceptions of free-riding behaviour and perceptions of fairness. Also, a
qualitative evaluation could be conducted to evaluate the R.I.N.G. design strategies, and
how participants respond to IdeasRoom features that represent the R.I.N.G. design
strategies.
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Abstract. Providing online course materials on the course website has
become standard practice in most institutions. These materials are
intended to support students’ study after class and especially revision
before an examination. Most students download and print out these
online materials uploaded by teacher, which reduces the advantages of
being online. Besides which, students sometimes suffer from the stress of
revising a large amount of material. Maximising the potential of these
online materials as an alternative method of revision is a challenge in
the area of technology enhanced learning. To address this issue and
overcome the challenge, we have developed the self-revision electronic
course materials framework (SRECMATs) that features direct access
to specific materials through keyword browsing and keyword searching,
allowing users to gain a quick overview of extracted keywords along with
easy access to related materials. This feature restructures the uploaded
materials and delivers intelligent online materials for students. The first
prototype was developed and launched for a Design of Information Struc-
tures module in the Department of Computer Science at the University of
Warwick. This paper evaluates the proposed framework in order to assess
student satisfaction, understand students’ perceptions of using the sys-
tem prototype, and understand whether or not the developed features
are appropriate for practical use.

Keywords: Online materials management · Online materials design ·
Course management system · Student revision

1 Introduction

Revision is one of important learning processes in a university where students
study again the work that they have done, in order to prepare for an exam [15].
At this stage, it has become standard in all universities to provide online course
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materials for students. One of the main purposes of providing these materials on a
course website is to allow students access at any time and place for their revision.
Our earlier survey results [4] suggest that students sometimes suffer from a large
amount of learning materials to review in a short period of time as well as poor
learning resources uploaded by teachers. Moreover, Nicol [6] found that many
students cannot develop effective searches for online library resources and require
support from library professionals. These issues indicate that the current online
materials can be a cause of inefficient revision, which creates greater cognitive
load for students as well as being time-consuming. Forsyth [7] argues that many
institutions have not considered their presentation of online materials carefully
due to a lack of institutional commitment to effective online delivery. In addition,
designing an intelligent system to deliver online course materials requires not
only knowledge about the content of materials but also programming and design
skills. Fortunately, content management systems (CMS) exist which are tools
that allow teachers to manage content on the website and upload materials
without any programming knowledge. At present, almost every university has
started to embed this system on the university website to provide simplicity and
flexibility for teachers who lack website development skills. The current CMS
platforms, however, only support teachers to create and upload online materials,
which do not benefit students much.

We therefore endeavoured to support students by maximising the potential
of online learning materials while still considering how to reduce teachers’ work-
loads when developing and designing the system. The current study has not,
however, revealed an effective way of designing appropriate features to deliver
course materials for students’ revision. This has left us a number of challenges
to investigate potential features of online tools that students need for exploring
online materials during the revision period. In order to identify these potential
features, we designed a software framework called “SRECMATs”. It was designed
based on our literature review and results from a previous survey [4]. The basic
concept of the software framework is to integrate all learning materials and pro-
vide a simple navigation system as an alternative revision method for students.
Students are given the opportunity to browse, search, and navigate across inte-
grated online learning materials in one place and in a much richer way. We also
aimed to validate the proposed framework by developing and launching a system
prototype in a first-year undergraduate course. The background study describing
the design of the SRECMATs framework is provided in the next section followed
by discussion of components of the SRECMATs framework, an evaluation of the
framework, and a conclusion.

2 Background Study

To deliver appropriate online course materials that can support students during
their revision, we need to understand other issues which relate to students’ revi-
sion. In this section, we present a background study of related works which have
influenced the design of a software framework through three research questions.
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Firstly, how do students normally use online materials for revision? Secondly,
what are the issues affecting current traditional course websites? Finally, how
can cognitive theory support students’ revision?

2.1 How Do Students Normally Use Online Materials for Revision?

In formal education, many studies have focused heavily on teaching and learning
approaches such as lecture-based learning, discovery learning, hands-on learn-
ing, seminars and debates. However, only a few of them have considered how
students learn during revision periods. Woloshyn [3] states that revision is a
process that depends on what students have done previously. Many universities
suggest best practice as regards to revision on their course website obtained from
discussions with students who come for consultation. Results from analysing the
UK university course websites [17–22] reveal that the common approaches for
revision are:

– to make notes only on important points;
– to take time to memorise materials;
– to practise with past exam papers.

Although many universities provide general guidelines for students to per-
form effective revision, there are only a few pieces of research which have studied
the behaviour of students during their revision. This could imply that research in
this area is not yet mature. Entwistle [1] has studied the revision process and revi-
sion strategies and has captured the pattern of student revision by conducting
interviews with 13 students and collecting written responses from 11 students.
His results show that students perform the following tasks during revision:

– learning from original notes;
– memorising parts of the notes;
– copying notes to maintain concentration;
– summarising and condensing notes.

Later Entwistle [2] followed his previous study [1] by conducting interviews
with the 28 students. The results from this second study suggested two other
processes before revision: commenting on the understanding they achieved, and
reviewing notes. The results of these two experiments correspond with a major-
ity of university guidelines which suggest students engage in reflective thinking
about their previous knowledge, organising notes, reviewing lecture notes, sum-
marising and producing new notes, then memorising them. Sajjacholapunt and
Joy [4] further explored a common pattern of students in using learning materi-
als during revision periods through a questionnaire survey to extend the earlier
study by Entwistle [2]. The results were used to design a conceptual framework
to describe revision as shown in Fig. 1. The framework suggests that students
typically start their revision with lecture slides to gain an overview, then move
to past exam papers for practice or further reading of their lecture notes to gain
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Fig. 1. Framework for a common process of using e-learning resources for revision [4].

more detailed information. If they do not understand the materials, they would
search for more information online or ask their classmates. The research also
revealed a potential issue for improved online course materials to address, which
is that the majority of students are worried about the large quantity of learn-
ing materials to be revised. Students also mentioned that they need a tool that
allows them to easily organise and navigate through the course materials. These
results motivated us to devote further study about how to design an appropriate
tool to support students.
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2.2 What Are the Issues of Current Traditional Course Websites?

Due to the advancement of technology, most universities have provided online
course websites for students. The major reasons are to provide learning materials
to enable students to collaborate, and to facilitate communication with teachers.
At present, a content management system (CMS) is used as a tool to support
university staff, especially academics, in order to build and manage their course
websites through Graphic User Interfaces (GUI). Teachers can therefore focus
on content and information while remaining ignorant of programming or web
design. However, the current CMSs only provide basic features such as content
management, online discussion boards, and grade reports. In the case of learning
materials, current CMS tools only allow teachers to upload information on the
course websites. Although students can access materials at any time from any-
where, it is still not always convenient to perform revision online. Most students
still print online materials and review them on paper. Thus the challenge is to
improve online materials by enhancing course website features to better support
students’ online revision activity.

2.3 How Can Cognitive Load Theory Support Students’ Revision?

Cognitive theory is an important theory related to the learning process including
revision. It is about how students perceive, think, learn, understand, and know
something [8]. These learning activities are relevant to the amount of informa-
tion being used in the working memory which is known as cognitive load [14].
De Jong [12] states that the working memory can be overwhelmed if learning
activities need too much capacity. The cognitive load, however, can have both
positive and negative effects on learning. It can be classified into three types [12]
that are: intrinsic cognitive load – refers to a difficulty and complexity of the
learning material itself which is hard to change, such as content of the learn-
ing materials, extraneous cognitive load – refers to an unnecessary workload for
learning such as searching of relevant information from learning materials con-
tained in many different pages, and germane cognitive load – refers to a process
or workload that benefits learning, such as the process of organising learning
materials before revision. Since the intrinsic cognitive load is immutable, this
project focuses only on reducing the extraneous cognitive load of students using
online materials and leaving the germane cognitive load for students. In order
to reduce extraneous cognitive load, different types of cognitive tools have been
studied. Orey [9] classified cognitive tools aiming at supporting cognitive load
from students into four categories: knowledge organisation, information presen-
tation, information seeking, and knowledge integration. The definitions of each
category are listed below.

– Knowledge Organisation: supporting a student in simply organising infor-
mation they have, in order to understand a conceptual relationship between
these pieces of information. An example of these kinds of tool is mind-
mapping.
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– Information Presentation: supporting a student to represent and view
data from different aspects. These types of tools are visualisation tools such
as the Google chart application.

– Information Seeking: supporting a student to search for specific informa-
tion. This type of tool consists of recommendation systems or search engines.

– Knowledge Integration: supporting a student to collect and connect new
knowledge to existing ones. This type of tool includes referencing tools.

These types of cognitive tools have been considered for use as a guideline to
identify potential issues to improve the revision process in our previous work [5].
Our previous research also found that students have more issues regarding the
readability and navigability of online materials which increase their cognitive
load. Since most university course websites only consider uploading static mate-
rials to students, we thus endeavour to reduce their cognitive load by enabling
better navigation features to support their revision. This would aim at reducing
their cognitive load and leaving them to concentrate more on other learning skills.
The next section will discuss the proposed functionality through the SRECMATs
framework.

3 SRECMATs Framework

SRECMATs is a framework for a web-based tool that automatically restructures
online course materials which are uploaded by the teacher by integrating and
linking all materials based on keywords. The SRECMATs framework is composed
of front-end services and back-end services as illustrated in Fig. 2. Details of each
are discussed below.

Fig. 2. The software framework for designing interactive self-revision course materials
(SRECMATs).
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3.1 Front-End Services

The front-end services contain components pertaining to the functionality of the
system. The components of the front-end services can be divided into two types
based on the user that are features for teachers and for students. For teachers,
SRECMATs only provides basic components similar to CMS features which
teachers can fill online with the course information and upload online materials
as normal without worrying about coding. The system will automatically process
these materials and publish them to students.

For students, SRECMATs provide four main features to support students’
revision on the course website: direct access by using keyword browsing; direct
access by using keyword searching; gaining a quick overview using keywords; easy
access to the related materials. These features are mainly designed to support
information seeking and information presentation tasks. Details of each feature
are discussed in the following subsections.

Fig. 3. Direct access by using keyword browsing.

Direct Access is a feature that allows students to have quick access to a
particular page of a set of learning materials. This feature is introduced to reduce
the cognitive load of the information-seeking process when students want to read
about particular topics. SRECMATs provides two kinds of direct access features:
keyword browsing and keyword searching. Keyword browsing is a tool that shows
important keywords contained in learning materials (e.g., topic, technical terms)
for students to easily find and directly navigate to a particular page as presented
in Fig. 3. Keyword searching is different from keyword browsing by allowing
students to type in a set of keywords (similar to Google search) into a search
bar for accessing particular learning materials that correspond to keywords as
presented in Fig. 4.
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Fig. 4. Direct access by using keyword searching.

Gaining a Quick Overview is a feature that allows students to quickly get
a rough idea of what a document is about. This feature is mainly introduced
to reduce the cognitive load of information presentation by providing a set of
keywords that are relevant to the documents as shown in Fig. 5. SRECMATs

Fig. 5. Quick overview through a set of keywords.



126 P. Sajjacholapunt and M. Joy

automatically extracts a list of keywords from a document ranked based on fre-
quency. This feature also facilitates scanning and skimming, which are important
for speed-reading [10].

Easy Access to Related Materials is a feature that allows students to sim-
ply switch and quickly navigate through different kinds of materials through
the navigation bar on the top-right corner as shown in Fig. 6. SRECMATs also
provides a recommendation feature, which allows students to revise relevant
materials quickly to gain more insight information or to practice more on a
particular topic. The recommendation feature is implemented based on Natural
Language Processing techniques. As with direct access features, these features
aim to support students’ in seeking information.

Fig. 6. Accessing to related materials through recommendation feature.

3.2 Back-End Services

The back-end services contain components that are used to run the front-end ser-
vices. The HTML language, CSS bootstrap framework, and pdfViewer libraries
are used to construct the front-end user interface. Direct access by keyword
searching is handled by a relational database. Other features (direct access by
keyword browsing, gaining a quick overview, and easy access to related materials)
are constructed and processed by Natural Language Processing (NLP) tools [11].
The reason for using NLP techniques is because the majority of materials pro-
vided on the course website are in PDF format which can be simply processed
as plaintext. The NLP techniques are used for automatically extracting tech-
nical terms and for calculating similarity between materials. The summaries of
techniques that have been used in SRECMATs [5] are discussed below.
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Table 1. Common pre-processing tasks [5].

Converted document to plain text

Sentence segmentation

Tokenisation

Part-of-speech tagging

Stemming and lemmatisation

Stop-words filtering

Candidate Term Extraction is a process for extracting candidate technical
terms and topic sentences from online materials. Results of this process are: used
in three purposed features that are keyword browsing where key sentences of each
lecture slide and each past exam paper are extracted and used for browsing; gain-
ing quick overview where candidate terms are used for scanning and skimming
of information; and accessing related materials where candidate terms are used
for calculating similarity among documents in the corpus. The candidate term
extraction process is composed of two sub-processes: data pre-processing and
keyword selection.

– Data Pre-processing: This stage prepares all materials to meet the require-
ments of the system. Details of the methods used in this research are presented
in Table 1. Our framework focuses on processing actual learning materials
(e.g., PDF format) that are commonly provided by the university, and are
difficult to reuse. Therefore, we firstly convert these PDF learning materi-
als to plain text by using iText1, a Free Java-PDF library. We next use the
open-source JATEtoolkit2 to process documents based on NLP methods that
are: sentence segmentation – breaking sentences of a paragraph in a docu-
ment; tokenisation – breaking up sentences into units (words or phrase) for
processing in term extraction methods; part-of-speech tagging – assigning a
part-of-speech to tokenised words such as noun, verb, adjective; stemming and
lemmatisation – normalising words (to a normal form); and stop-words filter-
ing – eliminating non-relevant candidate terms based on a list of pre-defined
words.

– Keyword Selection: After data pre-processing, we have a set of candidate
terms which will be filtered to use in the system depending on requirements
of the front-ended features. For direct access, the selected terms for lecture
slides are all the topic sentences in each slide, whilst the selected terms for
past exam papers are all candidate terms appeared in the index at the back
of the textbook. For gaining quick overview, we just use all terms appearing
in the index at the back of the textbook. For accessing related materials, we
use candidate terms after pre-processing for calculating similarity.

1 http://itextpdf.com.
2 https://code.google.com/p/jatetoolkit/.

http://itextpdf.com
https://code.google.com/p/jatetoolkit/
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Similarity Table Calculation. For easy access to the materials features, espe-
cially the material recommendation one, calculating the degree of similarity
between online materials is another challenge. Having obtained a set of keywords
in each item, we next have to use these terms as a key feature to identify the
degree of similarity between online learning materials. When students focus on a
learning material, other related materials ranked by similarity score are provided
for them. The degree of similarity between two learning materials, Sim(A,B), is
calculated through a cosine similarity formula as follows:

Sim(A,B) =
−→
A · −→

B

|−→A ||−→B |

=
∑n

i=1 wA(i) × wB(i)
√∑n

i=1 w
2
A(i) ×

√∑n
i=1 w

2
B(i)

,

(1)

where wU(i) denotes a weight of term i in learning materials U and
−→
U is a weight

of term vector (wU(1), wU(2), ...., wU(n)).
The weight of each term in learning materials is defined based on a term

weighting scheme which refers to a score of how important each term is in a
document. In this first prototype, only a classical term weighting TF-IDF is
considered to be used as a weight of term wU(i). This is to validate whether
or not the classical term weighting provided sufficient accuracy results for the
recommendation system. Details of the term weighting techniques that we used
are summarised as follows.

– Term Frequency (TF) is a measure of the frequency of a candidate term
that appears in the target document. For the candidate term i in learning
material U , the normalised term frequency TF(i, U) was derived from a frac-
tion of the raw frequency, freq(i, U), and the maximum of raw frequency of
term l, which was computed over all terms in the learning material U as
maxl freq(l, A) [13].

TF(i, U) =
freq(i, U)

maxl freq(l, U)
. (2)

– Inverse Document Frequency (IDF) is a measure of the importance of
the term provided, in terms of whether the term is common (and appears
in most documents), or is rare (and appears only in a few documents) as
proposed by [13]. Let N be the total number of learning materials and ni

be the number of learning materials that a candidate term i appears. The
inverse document frequency of term i, IDF(i) is computed by [13]:

IDF(i) = log
N

ni
. (3)

The weight of term i in learning material U is thus the product of (2) and (3).
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wU(i) = TF-IDF(i, U) = TF(i, U) × IDF(i). (4)

4 SRECMATs Evaluation

To evaluate the SRECMATs framework, we designed and launched a system
prototype in 2015 with the first year undergraduate course ‘Design of Information
Structures’ delivered by the Department of Computer Science at the University
of Warwick. The system was introduced to students a month before their final
examination as an alternative to existing course materials for revision but not
as a replacement for the traditional course website. This study finished one day
after the examination. During the use of the tool students were still able to use
the traditional course website as usual. Moreover, students retained the right to
decide whether to use it or not without any effects on their results. The aim of
this evaluation is to understand general perceptions as well as their satisfaction
pertaining to the use of the SRECMATs framework. In addition, we evaluated
the usability of four main features or components provided in the SRECMATs,
asking whether they are useful and beneficial to students.

4.1 Methodology

To evaluate how appropriate the provided features were in term of usefulness
and benefit for students’ revision, results from a usability evaluation seemed
insufficient on their own. In this study we therefore decided to evaluate the
SRECMATs framework based on three aspects, in order to ensure reliability
and confirm the findings and results that are listed below.

– Students Behaviour: to obtain Students’ Behaviour, the students’ use of
the log file was observed and analysed. SRECMATs recorded students’ activ-
ities during their use of the system such as login information, navigated links,
and accessed objects. We analysed this information and discovered patterns
of using SRECMATs, such as how often students used the system, and how
they actually accessed online materials.

– General Perceptions: to obtain general perceptions about the usefulness
of SRECMATs, feedback regarding how satisfied students were with SREC-
MATs was collected by using a star rating method. After they had used
SRECMATs a few times, the system automatically redirected them to a feed-
back survey page. The system also asked students to provide comments and
suggestions to identify their perceptions of using this tool.

– Usability Evaluation: to evaluate usability of the system, students’ feed-
back pertaining to a usability of the system were collected by using a ques-
tionnaire survey method. The questionnaire was designed based on a standard
5Es usability scheme to measure how easy to learn, effective, efficient, error
tolerant, and engaging the system was.
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4.2 Result and Discussion

Results are discussed in three sections based on the evaluation methods that
are student behaviour, general perceptions, and a usability evaluation. Details
of each set of results are discussed below.

Student Behaviour. In this study, we intend to observe three major activ-
ities of students using the SRECMATs system: the number of students using
a tool; the time that students spent using the system; the pattern of students’
navigation. The results of these observations are discussed below.

Number of Students using Tools: can indicate how interested they are in the
system as well as being used as evidence to ensure that there was a sufficient
number of students willing to use the SRECMATs tool for evaluating the usabil-
ity. Inadequate use of tools results in difficulty claiming the benefits of tool use.
There were 132 students registered on the course, and having introduced the
system, 73 students registered to use the system, which is 53% of the popula-
tion. However, the actual number of students using the system was 63, which is
47% of the population. Figure 7 presents a line chart showing the number of stu-
dents who accessed the traditional course website (dotted line) compared with
the SRECMATs system (solid line).

Fig. 7. Number of accessing traditional course website (red) and SRECMATs system
(blue). (Color figure online)

The trend of student access to both websites is similar in that the number
of accesses increased steadily from the start until it reached a peak one day
before the examination. This suggests that the majority of students were likely
to review material just a few days prior to the examination and only a few of
them accessed online materials much earlier. In addition, the number of students
who used and accessed the SRECMATs system indicates that some of them were
genuinely interested in the system and were willing to use it continuously during
their revision. This led us to perform a usability evaluation of the system.
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Time That Students Spent: can indicate how interested students are in the sys-
tem as well as their engagement behaviour. We recorded time that students
spent on it between login and logout as shown in Fig. 8. We classified length
of time into three groups: 0–10 mins, 11–60 mins, and more than 60 mins. The
majority of students spent only 10–30 mins on the system. This may imply that
students use SRECMATs for a short time as a reference tool just to recall their
knowledge.

Fig. 8. Time duration students spent on the SRECMATs system.

Pattern of Students Navigation: is about what kind of materials they visited
the most as well as in what order. The SRECMATs log file also records type
of materials that students navigated to. The timestamps were recorded showing
how they visited and left the material. From these data, we analysed and classi-
fied patterns of students’ use of learning materials into four main types as shown
in Table 2. These types of revision strategy are used in Fig. 9 and illustrate the
numbers of students using different patterns on SRECMATs.

Considering results in Fig. 9 by ignoring Type IV, where students do not
intend to use the system, it can be seen that most students used SRECMATs as
a tool for referencing (Type II) by reviewing past exams and lecture slides for a
short period of time. The most common navigation patterns that students do on
SRECMATs are Type II and Type III where they start their revision with a past
exam paper before navigating to the lecture slides. This result contradicts the
previous survey in [4] where students tended to start their revision with lecture
slides before past exam papers. However, this may result from students starting
their revision on printed lecture slides before practising on the past exam paper
materials.

Moreover, we also recorded how often students use our features to understand
their preference by counting the number accessing per click. The results are
presented in Fig. 10. The results, however, do not consider the quick overview
feature through keywords because it does not have a physical action by students
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Table 2. Description of each type of revision strategy presented in Fig. 9.

Type I: (1) Start revision on (all) lecture slides
(2) Go through past exam papers
(3) Go back to specific lecture slides

Type II: (1) Start with past exam papers
(2) Go to related specific lecture slides
(Quick look for reference)

Type III: (1) Start with past exam papers
(2) Go to a set of related lecture slides
(Spend time reading)

Type IV: (1) Students who do not intend to use the system but only login and
navigate through few functions which do not show any revision
patterns

Fig. 9. Number of students performing revision strategies on the SRECMATs system.

Fig. 10. Number of uses of navigation functions in the SRECMATs system.
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which we can capture. It is clear that most of students access the related material
feature (browsing recommendation), with 550 clicks, than the other two features
(direct access through searching and browsing). This high number using the
feature could be regarded two ways: either that students may literally prefer to
use these features or, alternatively, that these features may provide inaccurate
results and students thus need to use it many times to find what they are looking
for. Therefore, we later performed usability evaluations on these features.

General Perceptions. We measured general perceptions by asking students
to rate and comment on our system. The five star rating method was used where
1 star means a user is very dissatisfied and 5 stars means they are extremely
satisfied with the system. Table 3 presents the rating scores from 30 students who
rated the system. The other 43 students did not respond to the rating exercise.

Results from Table 3 show that a majority of students (mode) who rated the
system, gave the SRECMATs system 4 stars which means that most of them
were satisfied with the system. 6 students gave the system the full score of 5 stars
which indicated that the system was extremely useful for them. However, there
was another group of 6 students who responded with 3 stars, indicating that
they felt neutral about the system. The average rating score (mean) computed
from data presented in Table 3 is 4. The average score of 4 also indicates that
students are likely to felt satisfied with the tool.

Table 3. Average rating of the SRECMATs system.

Rating Score Number of students
not response 43

0

0

6

18

6

After giving a star rating, six students were willing to contribute their opin-
ion. The comments of each student are presented below.

Student 1: “It’s nice that all the resources are gathered in one place, but
this thing is a bit broken. When I’m looking at past papers or lecture slides,
and I try to go into past exam papers or slides using the blue buttons on
the top right, it never works on the first try. When it works after a couple of
clicks, it goes to the right page but shows my name wrongly, and then again
for some reason I have to try a couple of times before I get to the lecture/past
paper I need.”
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Student 2: “A quick and easy way to look for the information you want in
the lecture slides and the exam papers.”
Student 3: “A search bar.”
Student 4: “Useful for CS126, would be more interested if there were other
options available too (CS136, CS137, CS140, etc.). A great idea!”
Student 5: “It’s helpful to have everything in one place.”
Student 6: “Clean design but the fact that the ‘back’ button (specifically in
the Chrome browser) does not have any use may confuse people due to the
fact that it’s conventional that if you want to go back to the previous page,
you want to use the back button. Otherwise, it’s a good app!”

Apart from Student 3, the other 5 students seem to have had a good experi-
ence with the SRECMATs system. However, the comments from Student 1 and
Student 6 indicated bugs found in the system. This is an issue of usability, which
we will discuss more in the next section.

Usability Evaluation. After students finished the examination, they were
asked to complete a questionnaire survey constituting a usability evaluation
of four frontend services discussed in Sect. 3.1. The questionnaire was designed
based on the “Five Es” usability scheme [16], which is composed of the following.

– Easy to Learn: a component to measure on how easy to use the features
are.

– Effective: a component to measure how effective the features are in terms
of completeness and accuracy.

– Efficient: a component to measure how efficient the features are in terms of
reducing time spent on the task.

Table 4. Usability survey based on five Es scheme.

Five E's Question? Browsing Searching Recommending Keywords 
Tagging

Easy to 
Learn

I can start using this 
function  without any 
tutorial.

4.42 4.42 4 4.14

Effective 

This function allows 
me to navigate 
through e-materials 
easily and precisely.

3.85 3.71 3.14 3.57

Efficient

This function 
reduces time I 
spend on browsing 
e-materials.

3.57 3.85 3.28 3.28

Error 
Tolerant

I found that this 
function disturbs my 
ability to navigate 
through e-materials

1.85 1.71 2.14 2

Engaging
I prefer to have this 
function on the 
course website.

4 4 3.28 3.28
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Fig. 11. Five Es evaluation scheme to evaluate usability.

– Error Tolerance: a component to measure how well error tolerance of the
features deals with bugs or errors.

– Engaging: a component to measure how much a student likes engaging with
these features.

Likert scales from 1–5 were used for measuring levels of the Five Es in each
question (1 totally disagree, 5 totally agree). The results in Table 4 illustrate
the average scores of 5Es usability evaluation of the four features provided in
SRECMATs. Data from Table 4 are also converted into a radar chart as presented
in Fig. 11, which allows us to simply see the strengths and weaknesses of each
feature.

Easy to Learn: the average scores of how easy to learn are higher than 4.0 for all
features, and especially for browsing and searching features, which suggests that
all these features are easy to use without extra tutorial support being required.

Effective: the average effective scores for browsing, searching, and keyword tag-
ging are all above 3.5 which suggests that students are satisfied with the accu-
racy and completeness of these features. However, the effective score of the rec-
ommending system is 3.14, which is the lowest score, and suggests a need for
improvement in the accuracy of this feature.
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Efficient: the trend of the average efficiency score is similar to the effective
score where browsing, searching, and keyword tagging are more efficient than
the recommending system. This suggests that the recommending system still
lacks the capability to reduce students’ time spent on navigation through related
materials.

Error Tolerance: this score measures how well the features prevent errors in
students’ navigation. By errors we mean that the features can lead a student to
a undesired direction or actual unexpected error, which can disturb navigation
ability of students. The result showed that all features have average error toler-
ance scores below 2.5, which indicate that most students were not disturbed by
errors in navigation through these features.

Engaging: the average engagement score of 4.0 (Agree) for keyword browsing
and searching shows that students are willing to use these features and prefer
to have them on the course website. In addition, the keyword tagging and rec-
ommending systems have engagement scores of 3.28 which are a little above the
boundary, implying that these features still need to improve in many ways to
attract students.

5 Conclusion

This paper presents the SRECMATs software framework as shown in Fig. 1 for
utilisation and delivery of online course materials. While teachers upload mate-
rials as normal using content management systems, SRECMATs would auto-
matically create indexes, links, and navigation paths between materials. We aim
to reduce the cognitive load of students by supporting a low level of cognitive
skills. Students can then focus more on the content of revision. To ensure that
the SRECMATs framework has the potential to be applied in practice, we per-
formed three studies of students’ behaviour, general perceptions, and a usability
evaluation.

Results of the student behaviour study show that a significant number of stu-
dents registered to use the SRECMATs system. The log file activity also illus-
trates that they used it continuously during their revision. In addition, there
was a group of students who spent more than an hour revising online. These
results suggest that students were satisfied with the tool. The log file also reveals
students’ patterns in using learning resources, where a majority of them used
SRECMATs as a reference tool to review their knowledge by starting their revi-
sion with past exam papers then going on to lecture slides but only spending
a few minutes on each of the materials. Very few of them closely read all the
materials page by page.

The results relating to general perceptions confirms that students are satisfied
with the system from average score of star rating of 4.0. We also received positive
comments from five students (out of six). However, two students mentioned issues
regarding bugs and errors found on the system which need to be addressed.
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The usability evaluation at the end showed that all the features are easy to
learn without any extra tutorials. It also suggested that most students prefer to
have direct access by using keyword browsing and keyword searching features on
the course website. However, the 5Es score of easy access to related materials and
gaining quick overview features are just above the borderline 3.0 score (except
the error tolerance). This indicates that these features still require improvement
particularly in term of effectiveness as regard to accuracy of results. Finally,
positive results in regard to students’ behaviour and their general perception
are in conformity with results from a usability evaluation where SRECMATs
framework was evaluated as useful for some groups of students and thus having
potential for practical evaluation.

Although the aim of this research was achieved, there were some unavoidable
limitations. The major limitation is, because of the time limit, the system eval-
uation was conducted only on one class of students. Moreover, results from the
general perception and usability evaluations form a self-report study which may
contain several potential sources of bias, such as selective memory and telescop-
ing. Therefore, to confirm and generalise the survey results for a larger group,
more experiments should be conducted.
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Università degli Studi di Milano, Via Comelico, 39, 20135 Milano, Italy

luca.ludovico@unimi.it
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Abstract. Content and Language Integrated Learning (CLIL) is an
immersive pedagogical approach where the learners’ foreign language
represents the medium of classroom instruction. In this paper we will dis-
cuss its applicability to primary school, addressing children aged between
6 and 7. Such an approach, relatively novel due to the young age of
students, requires ad hoc pedagogical methods, learning resources and
multimedia interactive interfaces in order to foster bilingualism and –
potentially – even multilingualism. This work will cover all the aspects
involved, starting from an overview of the state of the art, defining the
research questions, describing the design and implementation of suitable
Web solutions, showing a pilot experimentation, and finally discussing
the obtained results.

1 Introduction

An emerging trend in pedagogy is to propose rich educational environments
based on integrated approaches, including traditional lessons, manipulative
tasks, multimedia, out-of-school activities, and so on. The goal is to enhance that
educational cross-component able to influence key aspects of children’s growth
such as expressiveness, autonomy and sociality, in accordance with the funda-
mental concepts of pedagogical activism [1].

In this sense, technology can profitably support pedagogy. Ad-hoc methodolo-
gies, techniques and devices can be designed to make children learn how to interact,
listen, watch, discriminate, transpose concepts, and develop their cognitive and
social skills in meaningful learning contexts. Curricular contents and multimedia
can be coupled to create multi-layer learning environments aiming at the integra-
tion of skills and abilities. As stated in [2], multimedia should not be seen as a mere
collection of sound, images, video and animations; rather, it is a vital, dynamic
field offering new challenges, interesting problems, exciting results, and imagina-
tive applications. The educational impact of multimedia – already addressed by
a huge number of theoretical analyses, scientific works and projects – requires an
explicit design effort geared to kids [3].
c© Springer International Publishing AG 2017
G. Costagliola et al. (Eds.): CSEDU 2016, CCIS 739, pp. 139–158, 2017.
DOI: 10.1007/978-3-319-63184-4 8
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Integration among heterogeneous skills is also the basis of Content and Lan-
guage Integrated Learning (CLIL), a methodology adopted in teaching situations
where a foreign language is used as a medium for teaching non-language content
[4]. CLIL encourages a cross fusion of didactic subjects – currently considered
as a relevant educational trend [5] – by approaching content through the target
language. In this sense, CLIL acts as a bridge able to connect multiple learning
aspects into a coherent whole where interdisciplinary elements prevail [6].

The goal of this work is to discuss a novel approach to CLIL which takes
into account and joins commonly-accepted pedagogical theories, current trends
in education, multimedia, computing devices, and information systems, in order
to make CLIL profitably applicable to primary school students.1

2 A Short Overview of CLIL

The label “CLIL” stands for classrooms where a foreign language is used as a
medium of instruction in content subjects [8]. This initiative was launched in
1994 in conjunction with the European Commission, since multilingualism was
– and it is still – considered at the heart of European identity, and languages are
seen as a fundamental cultural aspect of European citizenship [9]. The idea was
originated by a discussion among experts, above all in Finland and the Nether-
lands, on how to bring the language-learning excellence typical of a restricted
number of institutes into mainstream government-funded schools and colleges.

CLIL aims to develop both lower and higher order thinking skills in children,
according to Bloom’s taxonomy of cognitive objectives [10]. CLIL strategies are
mainly focused on the latter abilities – namely those skills involving analysis,
evaluation and synthesis, i.e. creation of new knowledge – even if higher order
thinking skills are dependent on an earlier acquisition of lower ones. Conse-
quently, such a methodological approach is more cognitively engaging for both
students and teachers. On one side, this aspect may increase the demands and
difficulty of CLIL, but on the other side it leads to a higher engagement and
motivation too [11].

Another point to underline is the difference between Basic Interpersonal
Communicative Skills (BICS) and Cognitive Academic Language Proficiency
(CALP). BICS refers to conversational fluency in a language, whereas CALP
refers to student’s ability to understand and express, in both oral and written
modes, concepts and ideas that are relevant to success in school [12]. In CLIL,
teachers have to address CALP rather than BICS, whereas students have to
know both content-specific vocabulary for the topic they are learning (e.g., tech-
nical terms), and a suitable language to carry out activities during the lesson
(e.g., sentence starters).

One of the key aspects in CLIL is the identification of the input [13]. A foreign
language should provide learners with a substantial amount of comprehensible
input. From this point of view, content is conveyed by the teacher as a way of

1 This paper in an extension of a work presented at the CSEDU 2016 conference. For
further details, please refer to [7].
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facilitating understanding, and the input is represented by the language to which
learners are exposed [14].2

All constructivist comprehension theories underline the importance of the
input in the construction process. However, the input as such is not important for
successful processing, rather for the significance it has for the learner. Cognitive
psychologists argue that comprehenders can only process input successfully if
they can relate it to what is already part of their own body of knowledge. Social
constructivists carry their argument even further: in their opinion, only input
in which comprehenders can get engaged – or involved in – can be processed
and will finally lead to a construction which they can make use of [15]. These
considerations are behind the design of the Web frameworks described below.

In order to provide an effective input, educators need to know what CLIL
exactly is, mastering both the methodology and a specific language for contents.
Consequently, ad-hoc professional training is required for teachers. Among a
number of initiatives, it is worth citing CLIL4U 3 and the British Council’s
CLIL project.4

3 State of the Art

Two key aspects of this proposal are: i) CLIL in primary school education, and
ii) the use of multimedia technology as a means to convey content in a foreign
language.

In most educational systems which encourage an early study of a foreign
language, curricular approaches are rather similar, usually consisting of general
lessons that include foreign culture, art and craft activities. A great importance
is given to the development of phonemic awareness and vocabulary, and these
goals are traditionally achieved through reading and writing assignments.

In the educational systems open to CLIL experimentation, this methodology
is usually applied to secondary (see e.g. [16–18]) or tertiary education (see e.g.
[19–21]).

Conversely, the application of CLIL to very young students attending primary
school is a quite novel idea. In this sense, it is worth citing a pilot project in
Spanish curricular infant education described in [22]. An interesting study about
CLIL across multiple educational stages, ranging from primary to tertiary level,
is provided in [23]. Another relevant initiative aiming to examine the effects of
foreign language exposure vs. specific language exposure was carried out in an
institute offering preschool, primary and secondary schooling [24].

Some researches go even further, exploring the methodologies and tools to
teach a foreign language to preschool children. For example, [25] addresses

2 In the following, we will extend the concept of input to other aspects of our proposal,
such as multimedia and digital skills.

3 http://languages.dk/clil4u/index.html.
4 http://www.britishcouncil.org/europe/our-work-in-europe/content-and-language-

integrated-learning-clil.

http://languages.dk/clil4u/index.html
http://www.britishcouncil.org/europe/our-work-in-europe/content-and-language-integrated-learning-clil
http://www.britishcouncil.org/europe/our-work-in-europe/content-and-language-integrated-learning-clil
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preschool teachers and administrators, suggesting how to develop effective pro-
grams to create the linguistic background for early second-language exposure.
Learning in an early stage of life is facilitated, so the acquisition of a foreign lan-
guage can be easily integrated into the exploration of basic curricular topics such
as numbers, colors, animals, etc. [26]. It is also possible to use unconventional
teaching strategies such as nursery rhymes [27].

Didactic experiences expressively designed for children attending the first
years of primary school can encompass engaging classroom tasks, motivating
games and other activities aiming to improve their listening and speaking skills.
The development of reading and writing abilities will occur later, but it will be
possible to encourage such skills through a suitable evolution of the CLIL envi-
ronment, thus creating a continuous educational path. In all the mentioned activ-
ities, CLIL is considered effective not only to teach curricular contents together
with a foreign language, but also to foster cognitive development, communication
abilities and cultural awareness, as stated in [28,29].

4 Research Questions

This work raises research problems that are rooted into different fields, in par-
ticular pedagogy, multimedia and information technology. Consequently, the
research questions we want to answer are complex, heterogeneous and trans-
disciplinary.

We do not aim to prove the pros neither discuss the cons presented by CLIL;
in this sense, the state of the art reported in Sect. 3 should provide some interest-
ing food for thought. Rather, our proposal makes an assumption: the possibility
to effectively employ CLIL in primary school education, as demonstrated by
some pilot studies cited above. Starting from this ground truth, our research
moves along 3 dimensions: (i) the educational dimension, (ii) the technological
dimension, and (iii) the teaching environment setting.

As it regards the educational dimension, [Q1] how can we rethink traditional
teaching tools in order to encourage CLIL-based learning? [Q2] Can multimedia
and transmediality be integrated in order to enhance the CLIL experience?

Concerning technological aspects, [Q3] to what extent can the use of tech-
nological devices encourage the adoption of CLIL in primary school? And [Q4]
how does a combined use of CLIL and multimedia technologies improve students’
skills in the administered school subjects, foreign language, and digital compe-
tences? Please note that [Q4] actually refers to this dimension as far as the focus
is on technology; but if the aim is to “demix” the integration of school subjects,
foreign language and multimedia technologies in order to test the acquisition of
skills in each single area, this research question will better fit the educational
dimension.

Moreover, we want to discover if the current proposal could/should affect the
teaching environment, including the way lessons are organized and conducted,
and the relationship between school and the outer world. For instance, [Q5] what
is the impact of the proposed CLIL enhancement on teaching activities? In other
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words, are teachers ready and trained to accept this innovation? Are classroom
settings fit for this goal, and – if not – can they be easily rearranged? Is the
available equipment fit for our goals? Besides, we want to test if the integrated
vision typical of CLIL can help bridge different learning environments: [Q6] may
this proposal encourage the integration of classroom lessons and out-of-school
activities?

Finally, more general research questions may arise. For example, [Q7] to what
extent can a playful environment foster creativity, collaboration and the aptitude
to a learn-it-yourself approach? [Q8] Can we generalize the proposed strategies
in order to address students of other years?

In the following we will try to answer all these questions in order to validate
our proposal, from both a theoretical and an experimental point of view. In
particular, Sect. 6 will present the results of a pilot study conducted in an Italian
primary school.

In general terms, there are two types of data that can shape research ques-
tions: quantitative and qualitative data. While the former type of data focuses
on the numerical measurement and analysis between variables, the latter exam-
ines the social processes that give rise to the relationships, interactions, and
constraints of the inquiry. In this work, quantitative data will be retrieved from
both measurable aspects of classroom situations and the analysis of assessment
tests administered to young students after CLIL lessons, whereas qualitative
data will be mainly inferred from an interview to the teacher who adopted the
proposed methodology during the pilot study.

5 A Web-Based CLIL Environment

As stated in [30], CLIL exists in different guises on a continuum where content-
based education is at the softer end, and bilingual education is at the harder one.
As a consequence, we can recognize Hard (Strong) CLIL, where teaching and
learning are primarily content-driven, and Soft (Weak) CLIL, which is mainly
language-driven. The version of CLIL we are going to adopt stands in the middle,
consequently it is sometimes called Mid (Comfortable) CLIL: learning occurs as
a combination of both language and content, and its aims can be considered
dual-focused. Mid-CLIL requirements imply a mixed use of graphical and audio-
visual elements (i.e. multimedia in its multiple forms), necessarily predominant
due to the young age of students. A key role is played by audio, that mainly
allows listening activities in the native as well in the foreign language. Moreover,
audio can be used to introduce additional sounds that can reinforce learning, as
in the examples below.

Computer-based solutions and technological devices can respond to the men-
tioned needs, since they provide those audio-visual aids required to involve young
learners and to overcome the typical problems caused by an unknown language
in young students. In addition to traditional tools already in use at schools
(blackboards, textbooks, etc.), technological equipment such as computers and
interactive boards can foster the acquisition of linguistic competence in an enter-
taining and motivating way.
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Narrowing the field to the Web, the new possibilities offered by HTML5 –
and specifically by its built-in support of audio and video – allow the creation
of playful environments oriented to CLIL in primary school. JavaScript, another
W3C-compliant standard, can add the interactivity required to enrich the inter-
face from both a graphical and a functional point of view.

A Web application, compared to “traditional” software, presents a number
of advantages, such as: multi-platform portability, compatibility with a wide
range of devices,5 out-of-school availability, and so on. Besides, the adoption of
purely client-side technologies potentially allows teachers to distribute materials
through physical media (CD-ROMs, USB pens, etc.), and users to work off-line,
namely with no network connection.

In order to test the efficacy of our approach, we have designed, implemented
and tested a basic Web environment dealing with typical primary-school sub-
jects, like farm animals and musical instruments. The idea was to equip teachers
with a flexible tool, easily adaptable to students’ age, skill levels and didactic
goals. A single class is composed by many children, each one presenting a differ-
ent way to learn. In accordance with the theory of multiple intelligences [31], we
aimed to provide multiple inputs, multiple interaction modes and multiple ways
to employ the same Web environment, so that the resulting learning experience
can be really “student-tailored”.

Consequently, we embedded different kinds of content into each learning
resource: multiple graphical representations, pronunciation of terms in the native
and foreign language(s),6 other contextualized audio content (animal sounds,
music excerpts, etc.) and a text transcription of foreign words.

The resulting interface, shown in Fig. 1, lets teachers choose among scenarios
that present a gradually increasing number of learning resources as well as a
gradually increasing graphical complexity. At the moment of writing, two sample
lessons – dealing with farm animals and musical instruments respectively – are
available at http://clil.lim.di.unimi.it.

6 Pilot Experimentation

An early experimentation of the framework described in Sect. 5 took place at
the Istituto comprensivo Mahatma Gandhi located in Trezzano Rosa, Italy. Two
first-year classes of the primary school, made of 13 (Class A) and 15 (Class B)
students, were involved in the experimentation.

Two CLIL sessions were organized during the hours of Music and Sciences,
dealing with musical instruments and farm animals respectively. Lessons were
administered to students approximatively of the same age, between 6 and 7. For
practical and organizational reasons – the pilot study was conducted at the end

5 A W3C-compliant application can be virtually run on desktop computers, tablets,
interactive whiteboards, smartphones, and – in general – any network-connected
device equipped with an HTML5 browser.

6 Please note that a strict interpretation of CLIL would forbid the use of students’
mother tongue during lessons.

http://clil.lim.di.unimi.it
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of the school year – Class A participated in both sessions, whereas Class B was
administered only the lesson about farm animals.

CLIL sessions were coordinated by a non-linguistic subjects’ teacher, having
expertise on the topics to treat, a basic ability to speak a foreign language, and
knowledge about students’ vocabulary.

Each CLIL session consisted of two parts: acquisition and assessment. During
the former phase, taking approximatively 40 min, students were free to indepen-
dently explore the Web interface, working alone or in small groups, possibly
under the supervision of the teacher. By using the term acquisition, we want
to stress that students are not only learning lexicon and notions on school sub-
jects, but they are developing a number of higher-order skills, as detailed below.
After the first phase, described in Sect. 6.1, students were required to undergo an
anonymous assessment test that lasted about 40 min. The goals were manifold:
the teacher had to check the actual learning of school subjects and foreign lex-
icon; the CLIL expert had to test the achievement of high order thinking skills
and the development of further abilities (e.g., digital competences, scaffolding,
peer collaboration, etc.); and the authors of the research wanted a measurable
feedback about the effectiveness of their methodology. The results of the assess-
ment phase have been reported in Sect. 6.2.

Fig. 1. A web framework for CLIL written in HTML5 and JavaScript.
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6.1 The Acquisition Phase

The first phase was conducted by following a strict interpretation of CLIL: the
teacher spoke exclusively the foreign language – in this case English – adopt-
ing necessarily a simplified lexicon and grammar. Since children could remain
surprised or even confused because of the foreign language, the educator char-
acterized the context by placing an English pennant on the teaching desk.

Due to the constraints imposed by classroom equipment, the teacher decided
to concentrate the activity of each class on a single device. When in front of the
computer, students had to work alone or in small groups, exploring different sce-
narios and finding their own way to learn (see Fig. 2). This strategy was adopted
since one of the current trends of pedagogy is to turn students into the pro-
tagonists of their educational process within a self-regulated learning approach
[32]. In the meanwhile, idle children were invited by the supervising teacher to
observe the interface and to participate by repeating the words chosen by their
classmates. The teacher acted as a coach by coordinating students activities,
providing inputs and encouraging cooperation.

While students were engaged with learning and the teacher was supervising
them, an expert with a pedagogical background conducted the observation phase.
As a first result, this lesson model proved to be effective in encouraging interac-
tion among classmates, thus reaching the goals of peer seeking, peer reviewing
and cooperative learning. Due to the limited linguistic knowledge of young stu-
dents, interaction necessarily occurred in their native language. Figure 3 shows
a moment of dialog among classmates. Simultaneously, another type of relation-
ship emerged in the class: the presence of the teacher was not seen by students
as a constraint but rather as a guide, in the context of a supervised didactic
activity.

Besides, the observation revealed some unforeseen ways to use the interface,
originally designed for personal fruition in a self-regulated context. This experi-
ence showed a number of collaborative applications: for example, the possibility
to launch a game where a child choose an animal sound, and classmates have to
say the corresponding foreign word. This kind of activities created an atmosphere
of playful involvement, motivation, and peer-to-peer incitement.

One aspect that could negatively affect the experiment was the need to pro-
vide young students with technology skills, for instance to explain in a foreign
language how to navigate the Web interface. However, being digital natives, stu-
dents showed a good mastery of technological tools, and the interfaced proved
to be intuitive enough.

6.2 The Assessment Phase

In order to verify the effectiveness of our proposal, at the end of the CLIL-based
acquisition phase we planned to administer a test in a paper-delivered format to
children. The test was anonymous, in order to reduce stress conditions and let
the learning outcomes emerge.
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Fig. 2. Students exploring different scenarios.

Fig. 3. Cooperation and dialog among students in front of the interface.
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The skills to investigate were primarily related to listening comprehension,
since reading and writing abilities should be developed later. Consequently the
document contained a very limited amount of text, it required no written answer,
and contents were mainly graphical. However, pictures were significantly different
from the representations shown to students in learning scenarios. In fact, the goal
of the CLIL experience was not to teach the relationship occurring between a
given graphical representation and its phonetic counterpart, but rather the one
occurring between a concept – which can be graphically represented in different
forms – and the corresponding foreign word.

The assessment was conceived to check the acquisition of different skills and
test multiple intelligences. It consisted of three sections – Listen & Choose, Listen
& Color, and Listen & Draw respectively – and the task to carry out in each
section was orally explained by the teacher in simple words.

During the Listen & Choose assignment, the teacher indicated a given subject
(i.e. an animal or a musical instrument) to be recognized among three alterna-
tives. An example of sentence was: “Number 1: choose the pig”. Students had
to go to subsection 1, select one of the pictures – in this case the choice was
among a bear, a pig and an elephant – and mark the right answer. This activity
included a total of four multiple-choice questions. As shown in Fig. 4, answers
could contain also animals not present in the scenarios, and – in any case –
the graphical representation of the known animals was different from the ones
previously presented to children. In this way, we tested not only the acquisition
of specific lexicon, but also the development of understanding and abstracting
abilities.

Concerning students’ performances, children demonstrated a very good level
of listening comprehension and lexicon acquisition. As it regards the recognition
of animals, in Class A the wrong answers were 3 out of 52, with an error rate less
than 6%, and in Class B they were 6 out of 60, with an error rate of 10%. The
recognition of musical instruments was proposed only to Class A; this task was
carried out with only 1 error, which means an error rate of 2% approximatively.

Fig. 4. An excerpt from the Listen & Choose assignment.

During the Listen & Color assignment, the teacher indicated through a sim-
plified language which subject (i.e. which animal or musical instrument) had
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to be colored with a specific crayon. An example of sentence was: “Take your
blue pencil and color the rooster”. Figure 5 shows the coloring page for the test
on farm animals. The associations were: blue rooster, green cow, yellow pig,
brown horse, white goat, and red sheep for animals; orange violin, pink trom-
bone, black flute, blue xylophone, green oboe, and yellow double bass for musical
instruments.

One of the potential problems with this task was the discrepancy between
the color a subject usually presents in the real world and the one requested by
the teacher. Another obstacle was the need to recall prior knowledge, such as the
name of colors in English. Reasoning skills were also stimulated by the request
to use the color white, which did not correspond to any crayon. These aspects
were intentionally introduced in order to foster students’ higher-order thinking
skills and cross-subject integration.

Fig. 5. The picture to fill during the Listen & Color assignment.

Students’ performances on animals were impressive: both in Class A and
B the assignment was completed without any error. The case of musical instru-
ments was more difficult, nevertheless the error rate remained below 8% (6 errors
out of 78 responses).

Finally, during the Listen & Draw assignment, the teacher suggested which
subjects (i.e. which animals or musical instruments) had to be drawn on paper.
An example of sentence was: “Number 1: draw a dog”. Please note that the
sentence challenged students not only through the use of a contextual lexicon
in a foreign language, that is a basic requirement of CLIL, but also through the
prior knowledge of numbers and the need for a personal reworking of graphic
content, thus bridging different school subjects and competences. The sequence
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of animals was: 1. dog, 2. pig, 3. sheep, 4. rooster, and 5. horse; the sequence of
musical instruments was: 1. piano, 2. trumpet, 3. guitar, 4. flute, and 5. drum.

Fig. 6. The pictures of guitars and trumpets produced during the Listen & Draw
assignment. Below the final picture, it is often visible an earlier draft.

All students from Class A and Class B completed the task. The outcomes
of this section, partially shown in Fig. 6, were interesting from different per-
spectives: they pointed out not only which words were harder to understand,
but also which subjects were more difficult to represent. Needless to say, these
results cannot be evaluated ignoring the prior domain knowledge (e.g., the avail-
ability of a given musical instrument at home), the drawing skills and the level
of creativity of each student.

In order to improve listening comprehension, during the assessment phase
some reinforcement techniques were adopted by the teacher. First, the instruc-
tions to follow – provided using a simplified language – were uttered clearly and
repeated several times. Besides, when previous knowledge had to be recalled,
the teacher employed additional tools: for example, the number of the current
exercise was pronounced and simultaneously written on the blackboard. Finally,
ad-hoc body language and explanatory gestures proved to be particularly effec-
tive, for instance to mimic the movements of instrument players.

6.3 Interview with the Teacher

The interview with the teacher who conducted the classroom experimentation
allowed us to catch those qualitative aspects of student-teacher interaction which
could not have been inferred from the test.

In addition to confirming a number of issues that had emerged from the
observation, such as the good level of involvement and interaction, she reported
some sentences uttered by students that unveiled interesting aspects.
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First, in reference to the use of the Web platform, a girl asked in Ital-
ian: «Teacher, can I do it at home, too?», thus revealing the will to spontaneously
bridge school education and home activities.

Another interesting aspect noticed by the teacher during her coaching activity
is a mixed use of the native and foreign language in children’s interactions.
For example, she heard the sentence: «Guarda, ecco il dog !», a mixed-language
expression which can be translated as: «Look, here is the dog!».

One last point that is worth remarking is the aptitude shown by some stu-
dents to anglicize unknown terms by an autonomous mental process of rule
inference. For example, the Italian word “nero” – corresponding to the English
word “black”, unknown to students – was transformed into “ner”, thus creat-
ing the same relationship that exists between “violino” and “violin”. Despite
this naive approach generally produces incorrect results, this case demonstrates
CLIL’s potential to stimulate higher order thinking skills.

7 Towards a Multi-layer Pedagogical Approach

With respect to the approach described in Sect. 5, a more advanced goal is to
realize a multi-layer pedagogical environment based on the role of multimedia
not only as a privileged means to convey content, but also as a way to create a
complex network of correlated and synchronized information. Foreign language,
multimedia and technologies are the entities to be integrated in order to foster a
stratification of skills, in accordance with the theory of “four Cs” [33]: Commu-
nication (i.e. improving overall target language competence), Content (i.e. learn-
ing the knowledge and skills of the subject), Culture (i.e. building inter-cultural
knowledge and understanding), and Cognition (i.e. developing thinking skills).

We can define this new proposal as “multi-layered” because it embraces dif-
ferent media types and media instances – each one with its own features, gran-
ularity and level of abstraction – and keeps them together in an interconnected
information network. This approach was already present in the Web environment
described in Sect. 5, but we would like to extend it by establishing a dense net-
work of interconnections among the various facets of learning resources, including
synchronization among timed materials.

A multi-layer structuring of information can be conferred to a Web environ-
ment through a suitable representation format. To this end, we are exploring the
possibilities offered by IEEE 1599, an international standard promulgated by the
Institute of Electrical and Electronics Engineers (IEEE). Originally conceived for
music information, IEEE 1599 adopts XML (eXtensible Markup Language) in
order to describe a music piece in all its aspects, ranging from notation to audio,
aiming to potentially provide the most comprehensive description [34].

The design of a CLIL framework based on IEEE 1599 calls for a paradigm
shift, but such a framework supports important improvements with respect to
the proposal in Sect. 5, such as the possibility to include multiple timed con-
tents and to experience them in a synchronized environment. While the previ-
ous interface required specific user actions to trigger events, now it is possible to
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use a tale, a rhyme or a song to drive their occurrences. Besides, thanks to the
characteristics of IEEE 1599 originally designed for music, the user is allowed
to switch current materials in real time: graphic backgrounds can be changed
to increase or decrease the difficulty level without pausing the narration, the
sequence of events can be altered by choosing a different kind of timed content,
multiple audio tracks can be employed to illustrate different pronunciations, the
language itself can be switched in the context of a multilingual lesson, etc.

An IEEE 1599 example of CLIL lessons has been uploaded to the “Music
Box” section of the EMIPIU framework,7 a repository of music pieces encoded
in IEEE 1599 format. The comparison between a standard music case and CLIL
learning material is illustrated in Fig. 7.

Fig. 7. A Web interface for advanced music fruition and its CLIL reinterpretation.

7 http://emipiu.di.unimi.it.

http://emipiu.di.unimi.it
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Another field to explore is the integrated use of CLIL and music, which could
be easily implemented in IEEE 1599 without any paradigm shift. Pedagogical
research states that songs and rhymes can be used to teach new words, increase
vocabulary, introduce a specific lexicon, and improve pronunciation [35]. More-
over, songs are memorable for a long time: a recent study confirmed the long-held
belief that singing in a foreign tongue can facilitate language learning [36]. Music
quite naturally provides opportunities to practice patterns, math concepts, and
symbolic thinking skills, all in the context of a joyful noise, which makes it
attractive and engaging even for very young children. There are multiple and
heterogeneous ways to participate in music activities, and such experiences can
be easily adapted for a range of developmental levels and skills depending on
the learner’s age [37].

Recalling the concept of input introduced in Sect. 2, music-based lessons offer
three distinct sources of language input [38]:

1. the language used to manage classroom activities and to set up music expe-
riences;

2. the process itself that leads to a performance;
3. the actual words and phonological features of songs, rhymes, musical stories,

etc. (performed by the audience or already available as media content).

Some pilot studies about the integration of music in CLIL experiences have
been already published – see e.g. [39] – but mainly as an alternative to traditional
music lessons and addressing secondary-school students. As it regards future
work, one of our research goals will be to transform CLIL into CLMIL – a new
acronym standing for content, language and music integrated learning – and to
test the efficacy of this approach in primary school.

8 Answers to Research Questions

The results achieved through a careful design, a suitable implementation and
the experimentation of the aforementioned prototypes let us answer the research
questions listed in Sect. 4.

[Q1] How can we rethink traditional teaching tools in order to encourage CLIL-
based learning?
[A1] We designed and implemented two Web frameworks suitable for use by
primary-school children both in classroom and out of school, in a supervised as
well as in a self-regulated context. These tools are not intended to completely
replace traditional teaching methodologies, but to improve their efficacy thanks
to computer technologies, multimedia and interactivity.

[Q2] Can multimedia and transmediality be integrated in order to enhance the
CLIL experience?
[A2] CLIL-based strategies encourage the use of additional content and rein-
forcement elements coming from different fields. Also in a traditional setting,
the teacher is suggested to go beyond a standard lesson administrated in a
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foreign language. Consequently, we integrated digital pictures and sounds in a
framework that could recall real-life scenes, like a window open on a courtyard
full of animals or a theater box in front of the orchestra. A number of scenarios
have been provided, in order to challenge self-regulated children without causing
frustration if the scenario was too demanding. As a result, the level of interac-
tivity and engagement was undoubtedly higher with respect to a standard CLIL
lesson.

[Q3] To what extent can the use of technological devices encourage the adoption
of CLIL in primary school?
[A3] Thanks to their young age, digital natives showed great familiarity with
technology. During the experimentation, there was no need to explain how to
use Web interfaces, since children were perfectly able to navigate them and
enjoy learning resources. Far from representing a limit or a constraint, the use
of technological devices emphasized the playful aspects of CLIL learning.

[Q4] How does a combined use of CLIL and multimedia technologies improve
students’ skills in the administered school subjects, foreign language, and digital
competences?
[A4] The encouraging outcomes of tests demonstrated the acquisition of the
school subject under discussion as well as the related foreign lexicon. In other
words, the basic goals of any CLIL experience were completely achieved. More-
over, computer-based activities improved the familiarity of students with tech-
nological tools, and less-skilled children were helped and encouraged by their
classmates in the context of a joyful peer-to-peer cooperation.

[Q5] What is the impact of the proposed CLIL enhancement on teaching activ-
ities? Are teachers ready and trained to accept this innovation? Are classroom
settings fit for this goal, and – if not – can they be easily rearranged? Is the
available equipment fit for our goals?
[A5] Thanks to the specific training and open-mindedness of the teaching
staff in the school where the experimentation was conducted, the experience
was really positive. Nevertheless, answering these questions in general terms
is hard: CLIL requires domain knowledge and specific training for educators,
and learning resources should be the result of a collaborative work involving
domain experts, linguistic subjects’ teachers, pedagogues and computer devel-
opers. These aspects may clearly have an impact on the ordinary activities of
a school and require the integration of missing competences or – at least –
cooperation with other institutions. It is worth recalling that the pilot study
described above was made possible by the agreement among a primary school,
a university department of education and a computer science department. As
it regards classroom equipment, the described Web frameworks are not too
demanding: they require a personal computer, possibly attached to a video pro-
jector or an interactive board, and – despite the use of Web technologies – no
network connection.

[Q6] May this proposal encourage the integration of classroom lessons and out-
of-school activities?
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[A6] This question can be answered from two perspectives. Concerning a teacher-
driven pedagogical design that fosters cross-subject learning and encourages
continuity with external activities (e.g., school trips, visits to museums, exhi-
bitions, etc.), our approach can be easily extended by integrating the proposed
interfaces with additional multimedia content, links, and suggestions for manip-
ulative activities. A close collaboration among education experts and developers
can help generate strongly-related learning resources both in the real world and
in the digital domain. In a nutshell, this is what happened for the preparation of
the assessment test. From the point of view of students, who in this context are
considered as the protagonists of their own learning process, the described expe-
rience stimulated interest towards curricular and related non-curricular activities
also outside the school environment.

[Q7] To what extent can a playful environment foster creativity, collaboration
and the aptitude to a learn-it-yourself approach?
[A7] The pilot experimentation revealed that young students – supervised by a
coaching teacher but free to express themselves in the context of self-regulated
learning – showed great interest in the proposed educational activities, thanks
to the multimedia and interactivity features offered by the framework. They
demonstrated a natural aptitude towards collaboration, including group activi-
ties, peer-to-peer review of user actions, and encouragement. When working with
classmates, children could experience the so-called cooperative learning. New the-
ories of social constructivism and constructivism network argue that knowledge
is acquired in a context, and – in this sense – cooperative learning encourages the
development of communication skills and positive interdependence [40]. In par-
ticular, audience support was a key aspect of social interactions: “idle” children
played indeed an important role in sustaining interest and passion during lessons.
Support from the audience further convinced current users that what they were
doing was interesting, and they somehow felt proud of themselves since they
were the center of attention. Finally, as it regards creativity, students were stim-
ulated in different ways, ranging from the availability of a number of scenarios
to explore during the acquisition phase – each one presenting its own graphical
aspect and a specific difficulty level – to the tasks assigned during the assessment
phase. Self-regulation, cross-subject integration and out-of-school activities are
issues where creativity can emerge.

[Q8] Can we generalize the proposed strategies in order to address students of
other years?
[A8] The main obstacle we faced from a pedagogical point of view was to let very
young students approach a CLIL lesson, namely a learning session completely
administered in a foreign language. Since CLIL is studied and usually applied to
higher school levels, extending our approach to older students has no contraindi-
cations, but rather opens up new possibilities. Examples are the integration
of text contents and the consequent study of phoneme-grapheme mapping, the
gradual introduction of an increasingly complex grammar and lexicon, the possi-
bility to address multilingualism, and a better integration with other curricular
subjects.



156 L.A. Ludovico and C. Zambelli

9 Conclusion

In this work we described an educational proposal for primary school based on
the integration of three domains: computer technologies, multimedia, and foreign
language. Since our approach makes them tightly interconnected each other, it
can be difficult to establish the exact role played by each aspect: any of them
could be seen as the input, the means or the educational goal of the initiative.
This is perfectly consistent with the declared aims of CLIL methodologies, where
the focus is on integration. The development of Web interfaces based on CLIL
pedagogical indications proved to be an accessible, highly-customizable, open
and free approach to apply CLIL strategies to primary school education.
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Abstract. Uncertainties exist in intelligent tutoring. The partially
observable Markov decision process (POMDP) model may provide use-
ful tools for handling uncertainties. The model may enable an intelli-
gent tutoring system (ITS) to choose optimal actions when uncertainties
occur. A major difficulty in applying the POMDP model to intelligent
tutoring is its computational complexity. Typically, when a technique of
policy trees is used, in making a decision the number of policy trees to
evaluate is exponential, and the cost of evaluating a tree is also expo-
nential. To overcome the difficulty, we develop a new technique of policy
trees, based on the features of tutoring processes. The technique can
minimize the number of policy trees to evaluate in making a decision,
and minimize the costs of evaluating individual trees.

Keywords: Intelligent tutoring system · Partially observable markov
decision process · Policy tree · Computing cost

1 Introduction

An intelligent tutoring system (ITS) performs one-to-one, interactive teaching.
It has the abilities of knowledge tracing and adaptive instruction. During a
tutoring process, an ITS traces and stores the student’s knowledge states, and
chooses optimal tutoring actions accordingly. In recent years, ITSs have been
developed as teaching aids in many fields including mathematics [1,19], physics
[15], chemistry [11], computer programming [1], medical science [19], military
training [7], and web-based adult education [5,10]. Students can use ITSs for
learning concepts [8,12], or problem-solving skills [14], or both [19].

Information about student knowledge states plays an important role in adap-
tive tutoring. Unfortunately, in a practical tutoring process, student states may
be uncertain to the teacher. Quite often, the teacher does not know exactly what
the student’s states are, and what the most beneficial tutoring actions should be
[19]. For building an adaptive tutoring system, the partially observable Markov
decision process (POMDP) model may provide useful tools to deal with uncer-
tainties. It enables a system to take optimal actions even when information of
states is uncertain and/or incomplete.

In a POMDP, finding the optimal solutions (or actions) is the task of POMDP
solving. A practical technique for POMDP solving is to use policy trees. In a
c© Springer International Publishing AG 2017
G. Costagliola et al. (Eds.): CSEDU 2016, CCIS 739, pp. 159–178, 2017.
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policy tree, nodes are actions and edges are observations by the agent. The
children of a node (action) are possible actions in the next step depending on
what the agent observes. The technique involves evaluating alternative trees,
choosing the optimal one, and taking its action(s). The technique of policy trees
is still very expensive, although it is better than many others. In making a
decision, the number of trees to evaluate is typically exponential [3]. The cost
for evaluating a tree is exponential as well [12]. The computational complexity
discourages application of a policy tree technique to practical tutoring processes.

To overcome the difficulty of computational complexity, we develop a novel
technique of policy trees, aiming at minimizing the number of trees to evaluate in
making a decision, and the costs for evaluating individual trees. This technique is
based on the information of pedagogical orders of the contents in the instructional
subject. In this paper,we first provide the backgroundknowledge of aPOMDPnec-
essary to understand our technique, review the related work of using the POMDP
model for building ITSs, with emphasis on POMDP solving, then we present our
technique of policy trees, and finally we discuss some experimental results.

2 Partially Observable Markov Decision Process

2.1 POMDP and Belief Calculation

The major components of a POMDP are S, A, T , ρ, O, and Z, where S is a
set of states, A is a set of actions, T is a set of state transition probabilities,
ρ is a reward function, O is a set of observations, and Z is set of observation
probabilities. At a point of time, the decision agent is in state s ∈ S, it takes
action a ∈ A, then enters state s′ ∈ S, observes o ∈ O, and receives award
r = ρ(s, a, s′). The probability of transition from s to s′ after a is P (s′|s, a) ∈ T .
The probability of observing o in s′ after a is P (o|a, s′) ∈ Z.

A POMDP is an extension of a Markov decision process (MDP), for modeling
a decision process in which states are not completely observable. In a POMDP,
the agent infers state information from its actions and observations, and makes
decisions based on the inferred information. O and Z are the extended compo-
nents for dealing with uncertainties in observing states.

A POMDP has another new component: belief for representing the inferred
information about states. In some literature, it is called belief state. A belief is
defined as probability distributions over states

b = [b(s1), b(s2), ..., b(sQ)] (1)

where si ∈ S (1 ≤ i ≤ Q) is the ith state in S, Q is the number of states in S,
b(si) is the probability that the agent is in si, and

∑Q
i=1 b(si) = 1. During the

decision process, the agent cannot directly observe the state at every time step,
the information available is the beliefs.

The agent uses policy π to choose an action based on its belief:

a = π(b) (2)

where b is the belief. When π is optimal, it returns the optimal action for b.
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After the agent takes action a and enters s′, it has a new belief b′. The new
belief is a function of b, a, o, and s′. Since a belief is a vector (see Eq. (1)), the
agent updates its belief by calculating the individual elements. The following is
the formula for calculating element b′(s′) in b′:

b′(s′) =
∑

s∈S

b(s)P (s′|s, a)P (o|a, s′)/P (o|a) (3)

where P (o|a) is the total probability for the agent to observe o after taking a. It
is calculated as

P (o|a) =
∑

s∈S

b(s)
∑

s′∈S

P (s′|s, a)P (o|a, s′). (4)

P (o|a) is used in Eq. (3) as a normalization factor so that the elements in b′ sum
to one.

2.2 Technique of Policy Trees

In a POMDP, finding the optimal policy is called solving the POMDP. For most
applications, solving a POMDP is intractable [2,9]. A practical approach for
POMDP-solving is using policy trees. Figure 1 illustrates a policy tree, in which
ar ∈ A is the root action, o1, o2, ..., oK are all the possible observations, and a
is an action in A.

o1 o2 oK

a aa ...

a a ...

o1 o2

a

oK
......

... ... ...

ar

Fig. 1. A policy tree.

In a policy tree, edges are labelled with observations, and nodes are labelled
with actions. At an internal node, for each observation in O, there is an edge to
a node at a lower level. A node at the lower level is labelled with an action in
A. Based on a policy tree, the root determines the first action to take (the root
action). Assume that the observation is o after action a. The next action to take
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is the one connected to a by the edge labelled with o. A path in a policy tree is
a sequence of “action, observation, action, observation, ..., action”.

In a finite horizon POMDP of length H, a policy can be a tree of height H.
The number of nodes in a policy tree of height H is

H−1∑

t=0

|O|t =
|O|H − 1
|O| − 1

(5)

where |O| is the size of O. At each node, the number of possible actions is |A|.
Therefore, the total number of all possible H-horizon policy trees is

|A|
|O|H−1
|O|−1 . (6)

2.3 Making Decisions with Policy Trees

In an approach of policy trees, each tree is associated with a value function,
which returns the long term rewards by taking the tree. Making a decision is to
find the policy tree that has the highest value, that is, the optimal tree. Let τ
be a policy tree and s be a state. The value function of s given τ is

V τ (s) = R(s, a) + γ
∑

s′∈S

P (s′|s, a)
∑

o∈O

P (o|a, s′)V τ(o)(s′) (7)

where a is the root action of τ , γ is a discounting factor, o is the observation
after the agent takes a, τ(o) is the subtree in τ which is connected to the node
of a by the edge of o, and R(s, a) is the expected immediate reward after a is
taken in s, calculated as

R(s, a) =
∑

s′∈S

P (s′|s, a)R(s, a, s′) (8)

where R(s, a, s′) is the expected immediate reward after the agent takes a in s
and enters s′. The second term on the right hand side of Eq. (7) is the discounted
expected value of future states.

From Eqs. (1) and (7), we have the value function of τ at b:

V τ (b) =
∑

s∈S

b(s)V τ (s). (9)

When the value functions are optimal, we have π(b) returning the optimal policy
tree τ̂ at b:

π(b) = τ̂ = arg maxτ∈T V τ (b), (10)

where T is the set of policy trees to evaluate in making the decision.
From Eqs. (7) and (10), we can see that making a decision requires evalu-

ating all the policy trees in T . As discussed, |T | is exponential in |O|, and the
number of nodes in a tree is exponential in the tree height (see Eqs. (5) and
(6)). In evaluating a tree, the total cost is proportional to the number of nodes.
The intractability has been an obstacle to applying the policy tree approach to
practical problems.
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3 Related Work

The work of applying the POMDP model to computer supported education
started in as early as 1990s [4]. In the early years’ work, POMDPs were used to
model internal mental states of individuals, and to find the best ways to teach
concepts. Typically, the states of a student had a boolean attribute for each of
the concepts, the actions available to the teacher were various types of teaching
techniques, and the observations were the results of tests given periodically. The
goal could be to teach as many of the concepts in a finite amount of time, or to
minimize the time required to learn all the concepts.

The recent work related with applying POMDPs to intelligent tutoring
included [6,7,12,13,17,18]. The work was commonly characterized by using
POMDPs to optimize and customize teaching, but varied in the definitions of
states, actions, and observations, and in the strategies of POMDP-solving. In the
following, we review some representative work in more details, with emphasis on
POMDP-solving.

In the work reported in [12], the researchers created a system for teach-
ing concepts. They developed a technique of faster teaching by POMDP plan-
ning. The technique was for computing approximate POMDP policies, which
selected actions to minimize the expected time for the learner to understand
concepts. The researchers framed the problem of optimally selecting teaching
actions by using a decision-theoretic approach, and formulated teaching as a
POMDP planning problem. In the POMDP, states represented the learners’
knowledge, transitions modeled how teaching actions stochastically changed the
learners’ knowledge, and observations indicated the probability that a learner
would give a particular response to a tutorial action. Three learner models were
considered in defining the state space: memoryless model, discrete model with
memory, and continuous model.

For solving the POMDP, the researchers developed an online method of for-
ward trees, which were variations of policy trees. A forward tree was constructed
by interleaving branching on actions and observations. For the current belief, a
forward tree was constructed to estimate the value of each pedagogical action,
and the best action was chosen. The learner’s response, plus the action chosen,
was used to update the belief. And then a new forward search tree was con-
structed for selecting a new action for the updated belief. The cost of searching
the full tree is exponential in the task horizon, and requires an O(|S|2) operations
at each node. To reduce the number of nodes to search through, the researchers
restricted the tree by sampling only a few actions. Additionally, they limited the
horizon to control the depth of the tree.

The work described in [7] was aimed at making POMDP solvers feasible
for real-world problems. The researchers created a data structure to describe
the current mental status of a particular student. The status was made up of
knowledge states and cognitive states. The knowledge states were defined in
terms of gaps, which were misconceptions regarding the concepts in the instruc-
tional domain. Observations were indicators that particular gaps were present
or absent. The intelligent tutor took actions to discover and remove all gaps.
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The cognitive states tracked boredom, confusion, frustration, etc. The intelli-
gent tutor accounted for a learner’s cognitive state so as to remove gaps more
effectively.

To facilitate POMDP solving, the researchers developed two scalable rep-
resentations of POMDP states and observations: state queue and observation
chain. They introduced parameter djk for describing the difficulty of tutoring
concept j before concept k. By reordering the gaps to minimize the values in d,
a strict total ordering over the knowledge states, or priority, could be created.
A state queue only maintained a belief about the presence or absence of one
gap, the one with the highest priority. The state queues allowed a POMDP to
temporarily ignore less-relevant states. The state space in a POMDP using a
state queue was linear, not exponential.

The existing techniques for improving POMDP solving have made good
progress towards building practical POMDP based ITSs. However they had lim-
itations. For example, as the authors of [12] concluded, computational challenges
still existed in their technique of forward trees, despite sampling only a fraction
of possible actions and using very short horizons. Also, how to sample the pos-
sible actions and how to shorten the horizon could be challenging problems. As
the authors of [7] indicated, the methods of state queue and observation chain
might cause information loss, which might in turn degrade system performance
in choosing optimal actions.

4 An Intelligent Tutoring System on POMDP

4.1 An Overview

We have developed an experimental system as a test bed for our techniques,
including the technique of policy trees. The system is for teaching concepts.
Working with different data sets, it teaches different subjects. The ITS tutors a
student at a time, in a turn-by-turn interactive way. In a tutoring process, the
student asks questions about concepts, and the system chooses optimal tutoring
actions based on its information about the student’s knowledge states. Figure 2
illustrates some example questions and answers when the system teaches basic
knowledge of software.

In a subject of science or mathematics, many concepts have prerequisites. To
understand a concept well, a student must first study all its prerequisites. When
the student asks about a concept, the system should determine whether it needs
to teach a prerequisite for the student to make up some required knowledge,
and, if so, which to teach. At a tutoring step, the optimal action is to teach
the concept that the student requires to make up, and that the student can
understand without making up any other concepts. In Fig. 2, m3 is an optimal
action.

4.2 Casting the ITS Structure onto a POMDP

The major components of the ITS include a domain model, a student model, and
a tutoring model. The domain model contains the domain knowledge to teach.
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Fig. 2. System and student actions in tutoring. m - machine (system), h - human
(student).

The student model represents the student’s current states. The tutoring agent
updates the student model while the tutoring progresses. The tutoring model
contains the tutoring strategies.

We cast the student model onto the POMDP states, and represent the tutor-
ing model as the POMDP policy. Currently, the student model contains infor-
mation about knowledge states only. At any point in a tutoring process, the
agent is in a POMDP state, which represents the student’s current knowledge
state. Since the state is not directly observable, the agent infers the information
from its immediate action and observation, and represents the information as
the current belief. Based on the belief, the agent uses the policy to choose the
optimal action to teach the student. In the following subsections, we discuss the
definitions of states, actions, and observations in the POMDP.

4.3 Defining States

We define the states in terms of the concepts in the instructional subject. In
software basics, the concepts are data, program, algorithm, and many others.
We use a boolean variable to represent each concept. This is a commonly used
method for defining states [4]. In our scheme, variable Ci represents concept Ci.
Ci may take two values

√
Ci and ¬Ci.

√
Ci indicates that the student understands

concept Ci, while ¬Ci indicates that the student does not.
A conjunctive formula of such values may represent information about a

student knowledge state. For example, (
√

C1 ∧ √
C2 ∧ ¬C3) represents that the
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student understands C1 and C2, but not C3. When there are N concepts in
a subject, we can use formulas of N variables to represent student knowledge
states regarding the subject. For simplicity, we omit the ∧ operator, and thus
have formulas of the form:

(C1C2C3...CN ) (11)

where Ci may take
√

Ci or ¬Ci (1 ≤ i ≤ N). We call a formula of (11) a state
formula. It is a representation of which concepts the student understands and
which concepts the students does not.

In the POMDP, each state in S is associated with a state formula. When
the agent is in a state, from the formula of the state, it has the information
of the student’s current knowledge state. If the agent chooses tutoring actions
according to the student’s mastery of the concepts, the states have the Markov
property. Making a decision depends only upon the current state, not on other
states or the sequence of actions and observations that preceded it.

4.4 Actions and Observations

In a tutoring process, asking and answering questions are the primary actions
of the student and system. Other actions are those for greeting, confirmation,
acceptance, etc.

In an ITS for teaching concepts, student actions are mainly asking questions
about concepts. Asking “what is a query language?” is such an action. We assume
that a student action concerns only one concept. In this paper, we denote a
student action of asking about concept C by (?C), and use (Θ) to denote an
acceptance action, like “I see”, “Yes”, “please continue”, or “I am done”, which
indicates that the student is satisfied with a system answer.

The system actions are mainly answering questions about concepts, like “A
query language is a high-level language for querying”. We use (!C) to denote a
system action of teaching C, and use (Φ) to denote a system action that does
not teach a concept, for example a greeting.

In building the ITS, we cast system actions and student actions onto POMDP
actions and observations respectively. A tutoring process can thus be an inter-
leaved sequence of actions and observations. A system action may change the
student’s knowledge state, that is, causes a state transition. The student action
(question) in the new state is seen by the agent as an observation, which may
provide information about the new state. The agent can infer information of the
new state from its previous belief, its immediate action, and the student’s new
question.

5 An Overview of the New Technique

As discussed before, in a finite horizon POMDP of length H, the number of
nodes in a policy tree is typically exponential in H, and the number of policy
trees is also exponential. The goal of our research is to minimize the number
of trees to evaluate when the agent makes a decision, and minimize the costs
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for evaluating individual trees. Our technique is based on the information of
prerequisite relationships in the instructional subject.

In most science or mathematics subjects, there are pedagogical orders for
teaching/learning contents. The relationships of content prerequisites are peda-
gogical orders. Formally, if to well understand concept Cj , a student must first
understand concept Ci, we call Ci a prerequisite of Cj . For example, in soft-
ware basics, instruction is a prerequisite of machine language, and in calculus,
function is a prerequisite of derivative. A concept may have zero, one or more
prerequisites, and a concept may be a prerequisite of zero, one or more other
concepts. In this paper, when Ci is a prerequisite of Cj , we call Cj a successor
of Ci.

In our research, we examined real tutoring processes between human students
and teachers, in the subjects of high school pre-calculus mathematics and uni-
versity computer literacy. We observed that the concepts asked by a student in
successive questions usually had prerequisite/successor relationships with each
other. Quite often, right after asking about a concept, a student might ask about
a prerequisite of the concept. This happened when the teacher’s answer made
the student to realize that he/she needed to make up some knowledge. We also
observed, a teacher often voluntarily taught a prerequisite that he/she considered
necessary for the student to make up. Sometimes, we noticed after a teacher’s
answer about a concept, a student might ask about a successor of the concept
originally asked. This usually happened when the student had been satisfied with
the answer and wanted to learn more.

In short, in a “window” in the tutoring process, the student might just ask
about a subset of related concepts, and in answering the questions the teacher
might just need to teach concepts in the same subset. Recall we cast system
and student actions onto POMDP actions and observations, and build policy
trees out of the actions and observations, each of which concerns a concept. Our
investigation suggested that we could develop a technique to reduce computing
costs for making decisions, by grouping concepts, and building policy trees within
concept groups.

In our technique, we partition the solution space based on concept grouping.
When a tutoring session starts, the agent goes to the related subspace, and works
there until the session terminates. We define a tutoring session as a sequence of
interleaved student and system actions, which starts with a student action asking
about a concept, ends with a student question accepting the system’s answer,
and may have in-between student/system actions concerning prerequisites of
the concept asked in the first question. In Fig. 2, the sequence of questions and
answers between h1 and h7 is a tutoring session, and h8 starts a new session.
If, before a session terminates, the student asks a question concerning a concept
that has no prerequisite relationships with the concepts in the current session,
the agent considers that a new session starts.

In the following, we present our technique of policy trees, which partitions
the solution space into subspaces. First, we discuss concept grouping, on which
the technique is based.
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6 Grouping the Concepts

We group concepts in the instructional subject according to prerequisite rela-
tionships between the concepts. In a grouping result, each concept and all of its
prerequisites are in the same group, or in a very small number of groups.

In the first step of grouping, we represent prerequisite relationships in a
directed acyclic graph (DAG) and perform topological sorting on the DAG.
Figure 3 illustrates a DAG representing the direct prerequisite relationships
between a subset of the concepts in software basics. When a concept is included
in the description of another, we consider it a direct prerequisite of the latter.
The DAG was automatically generated by a procedure that can identify direct
prerequisites for each concept in the concept descriptions. This set of concepts
and their descriptions (or explanations) are in the appendix. (Note that the
descriptions may not be complete and accurate. They are used in examples for
discussing our technique only.)

bit byte data

binary digit
high level
language

assembly
language

machine
language

instruction program application
program

word

language
programming

file

query
language

Fig. 3. The DAG representing direct prerequisite relationships in a subset of the con-
cepts in software basics.

A result of topological sorting is an ordered sequence of the concepts in the
DAG, in which the prerequisites of a concept are all on the left hand side of it.
The following is a sorting result from the DAG in Fig. 3: (0) binary digit, (1)
instruction, (2) bit, (3) programming language, (4) byte, (5) machine language, (6)
program, (7) application program, (8) assembly language, (9) data, (10) word, (11)
file, (12) high level language, (13) query language. The numbers in the parentheses
are indices of the concepts in the sorted sequence. They will be used as indices
in matrices as well.
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In the second step, we create two matrices. The first one is the adjacency
matrix of the DAG, denoted by M , in which Mij = 1 if the ith concept is a
direct prerequisite of the jth concept. The second matrix is M ′, in which M ′

ij = 1
if the ith concept is a direct or indirect prerequisite of the jth concept. M ′ is
calculated by applying a transitivity rule to M . In the matrices, the concepts are
indexed according to the topological sorting result. Figure 4 illustrates matrices
M and M ′ for the DAG in Fig. 3. Both M and M ′ are important information
sources for constructing policy trees.

In the third step, we group concepts. Based on the grouping, we partition the
state space into subspaces, which the partitioning of solution space is consistent
with. In M ′, if the 1 s in a column are a subset of the 1 s in another column, the
former is called a contained column. We eliminate the contained columns because
the prerequisite relationships in the columns are contained in other columns. The
matrix resulted from eliminating contained columns is M ′′. The left matrix in
Fig. 5 is the M ′′ out of the M ′ in Fig. 4, with the eliminated columns replaced
with “−”s.

Then, we merge the remaining columns in M ′′ into concept groups. The
merging method is: If no less than a given percentage of the 1 s in column i

0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 1 1 1 1 1
0 0 0 1 0 1 1 0 1 0 1 0 0 0 0 1 0 1 0 1 1 1 1 0 1 0 1 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 1 0 0
0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 1 0 1 1 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Fig. 4. Left: the adjacency matrix M of the DAG in Fig. 3; Right: the matrix M ′

including all direct and indirect prerequisites.

-
- - - - - - - 0 - - 1 1 - 1 - - - - - - - - - - - 1 - 1

- - - - - - 1 - - 1 0 - 1 - - - - - - - - - - - 1 - 1
- - - - - - - 0 - - 1 1 - 0 - - - - - - - - - - - 1 - 0
- - - - - - - 1 - - 0 0 - 1 - - - - - - - - - - - 0 - 1
- - - - - - - 0 - - 1 1 - 0 - - - - - - - - - - - 1 - 0
- - - - - - - 0 - - 0 0 - 1 - - - - - - - - - - - 0 - 1
- - - - - - - 1 - - 0 0 - 0 - - - - - - - - - - - 0 - 1
- - - - - - - 1 - - 0 0 - 0 - - - - - - - - - - - 0 - 1
- - - - - - - 0 - - 0 0 - 1 - - - - - - - - - - - 0 - 1
- - - - - - - 0 - - 1 1 - 0 - - - - - - - - - - - 1 - 0
- - - - - - - 0 - - 1 0 - 0 - - - - - - - - - - - 1 - 0
- - - - - - - 0 - - 0 1 - 0 - - - - - - - - - - - 1 - 0
- - - - - - - 0 - - 0 0 - 1 - - - - - - - - - - - 0 - 1
- - - - - - - 0 - - 0 0 - 1 - - - - - - - - - - - 0 - 1

Fig. 5. Left: M ′′ in which the contained columns have been eliminated; Right: The
result of merging columns.
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match the 1 s in column j, merge column i into column j. The matrix on the
right hand side in Fig. 5 shows the result of merging the columns in M ′′. The two
columns represent two concept groups, with a 1 being a concept. We can see in
the grouping result, each concept and its direct and indirect prerequisites are in
the same group. As another method for reducing computing costs, we partition
the POMDP state space into subspaces [16]. The method is based on concept
grouping. We present the whole process of concept grouping here to show that
the partitioning of solution space is on the same basis as the partitioning of state
space, although the final result of concept grouping is not directly used in policy
tree construction.

7 The New Technique of Policy Trees

7.1 Policy Trees and Tree Sets

In a previous section, we defined a tutoring session, which starts with a student
question about a concept, possibly followed by questions and answers concerning
prerequisites of the concept. Based on the definition, we categorize questions into
original questions and current questions. An original question is the one that
starts a tutoring session, and a current question is the one that the agent answers
in the current step. In the tutoring session in Fig. 2, “What is a database?” is the
original question, and “what is a high-level question?” is the current question
at t10.

The concept in the original question is the one that the student originally
wants to learn. The student asks a current question usually for understanding
the original question. Sometimes, a current question is made by the agent when
it realizes that the student needs to make up some knowledge. At the beginning
of a session, the original question is also the current question.

In our discussion, we denote the original and current questions by (?Co) and
(?Cc) respectively, and assume Cc ∈ (℘Co ∪ {Co}), where ℘Co is the set of all
the direct and indirect prerequisites of Co.

For every possible pair of (?Co) and (?Cc), we construct a set of policy trees.
We denote the set by T Co

Cc . When the original question is (?Co) and current
question is (?Cc), to answer (?Cc) the agent evaluates all, and only, the policy
trees in T Co

Cc , selects the optimal tree, and takes the root action of it. The agent
evaluates a policy tree to estimate the expected return that results from taking
the root action in the current step. (See Eqs. (7), (8) and (9).)

In the set T Co

Cc , there is one or more policy trees for each C ∈ (℘Cc ∪ {Cc}).
In a policy tree for C in T Co

Cc , the root action is (!C), and every leaf is an action
for terminating the tutoring session. The terminating action is connected by an
edge of (Θ) to an action of (!Co). The connected (!Co) and (Θ) represent that
the student accepts the answer to the original question, and thus the tutoring
session could be terminated. Figure 6 illustrates a policy tree for PL, when the
original and current questions are (?ML) and (?PL) respectively, where ML
stands for machine language and PL for programming language. In this tree, a
thick horizontal line denotes a terminating action.
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Fig. 6. A policy tree for PL when the original question is (?ML). (ML – machine
language, PL – programming language, BD – binary digit, and IN – instruction.)

In a policy tree, every path from the root to a leaf is a process of tutoring.
It starts with the agent’s answer to the current question, and ends with the
student’s acceptance of the answer to the original question. A policy tree includes
all such paths.

7.2 Atomic Trees

We construct a policy tree by integrating atomic trees. In this subsection, we
discuss how to create atomic trees, and in the next subsection, how to integrate
atomic trees into policy trees. In constructing a policy tree, we take into consid-
eration the predictable student actions and the corresponding system actions in
a tutoring session. As stated, we observed that student questions in a tutoring
session concern concepts having prerequisite/successor relationships. Thus in a
tutoring session, we can predict possible student questions.

For each concept in the instructional subject, we create an atomic tree. In
the atomic tree of concept C, the root is action (!C) for teaching C, and there is
one or more edges for connecting the root to its children. The edges are labelled
with the predictable student actions after the agent takes the root action. After
(!C), the predictable student actions include an acceptance action, and questions
about the prerequisites of C. We thus label the edges with the predictable student
actions (treated as observations).

Assume C has J direct and indirect prerequisites, and L direct successors
(J ≥ 0, L ≥ 0, J and L are not equal to 0 at the same time). In the atomic tree
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of C, the root has J +1 edges connecting it to as many as J +1 children. The last
edge is labelled with (Θ). When L > 0, the edge connects the root to a subtree
in which the root action teaches one of the direct successors of C. When L = 0,
the (Θ) edge connects the root to an action for terminating the tutoring session.
When J > 0, the first J edges are for connecting the root to subtrees in which
the root actions teach the J prerequisites respectively. The ith edge is labelled
with (?Ci), where Ci is the ith prerequisite of C (1 ≤ i ≤ J). The edge is for
connecting to a subtree, in which the root is (!Ci), When J = 0, the atomic tree
has only one edge labelled with (Θ). When creating atomic trees, we use matrix
M ′ to find direct and indirect prerequisites for each concept, and use M to find
direct successors. The matrices are calculated when we group the concepts.

Figure 7 illustrates the atomic trees of ML (machine language, top), PL (pro-
gramming language, bottom left), BD (binary digit, bottom middle), and IN
(instruction, bottom right), based on the DAG in Fig. 3. In an atomic tree, a
triangle labelled with a concept name is a dummy subtree, and “Suc” stands for
a successor. A dummy subtree labelled with C is not a part of the atomic tree
but will be substituted with the atomic tree of C or with a system action for
terminating the session, when the atomic tree is integrated into a policy tree.
The substitution will be discussed later.

The semantics of the atomic tree of C is: After the agent teaches C, if the
student asks a question about Ci, which is a prerequisite of C, the agent teaches
Ci (1 ≤ i ≤ J), but if the student accepts (!C), the agent teaches a successor of
C, or terminates the session (if C does not have a successor).

(!ML)

BD PL SucIN

(Θ)(?BD)(?IN) (?PL)

IN

(?IN) (Θ)

Suc

(!PL) (!BD)

Suc

(Θ)

(!IN)

(Θ)

Suc

Fig. 7. Atomic trees of ML, PL, BD, and IN.
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7.3 Policy Tree Construction

Now we informally discuss the algorithm for constructing a policy tree. We still
denote the original and current questions by (?Co) and (?Cc) respectively. We
assume Cc is in (℘Co ∪{Co}), otherwise, we consider (?Cc) starts a new tutoring
session. For each pair of (?Co) and (?Cc), we create policy tree set T Co

Cc . For
example, for the original and current question pair (?ML) and (?PL), we create
tree set T ML

PL . When the original question is (?ML), to choose the optimal action
to answer (?PL), the agent evaluates all, and only the trees in T ML

PL .
When we create T Co

Cc , for each C ∈ (℘Cc ∪ {Cc}), we construct one or more
policy trees. We construct a policy tree for C in T Co

Cc by expanding the atomic
tree of C: Substituting the dummy subtrees with atomic trees, then expanding
the atomic trees, and so on, until all the leaf nodes become terminating actions.
Let C have L′ direct successors in (℘Co ∪ {Co}). (To find the direct successors
for C, we use the adjacency matrix M .) When L′ = 0 or L′ = 1, we start
with one tree, in which the dummy subtree labelled with Suc is substituted with
the terminating action (L′ = 0), or the atomic tree of the only direct successor
(L′ = 1). When L′ > 1, we start with L′ trees, in each of which the dummy
subtree labelled with Suc is substituted with the atomic tree of one of the direct
successors in (℘Co ∪ {Co}). In all the cases, a dummy subtree for a prerequisite
in (℘Cc ∪ {Cc}) is substituted with the atomic tree of the prerequisite.

For example, in expanding the atomic tree of PL with ML being the Co, we
substitute the dummy subtree of IN with the atomic tree of IN, and substitute
the dummy subtree of Suc with the atomic tree of ML, which is the only direct
successor of PL in (℘ML ∪ {ML}). Then we expand the atomic trees of IN and
ML, and so on.

When expanding an atomic tree, we may need to go up to a successor, then
the successor’s successor, ... In our technique, we stop at Co. That is, we do
not go up to the successor of Co. Continue the above example of expanding the
atomic of PL. When we expanding the atomic tree of ML, we do not go up to a
successor of ML because ML is the Co.

In expanding an atomic tree, we have two rules for adding a terminating
action and for eliminating an edge:

– If the root of the atomic tree is (!Co), i.e. to answer the original question, sub-
stitute the dummy subtree connected by the edge of (Θ) with a terminating
action.

– If the question associated with an edge has been answered in the path from
the root of the policy tree, eliminate the edge without substituting the dummy
subtree it connects to.

The question (?C) associated with an edge has been answered, if in the path
from the root to the edge, there is a node of (!C) or (!C ′) immediately followed
by an edge of (Θ), where C ′ is a direct or indirect successor of C.

As another example of policy tree constructed by using the above procedure,
Fig. 8 illustrates the policy tree for ML when the original question is (?ML),
which is in T ML

ML .
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Fig. 8. A policy tree for ML when the original question is (?ML).

7.4 Choosing an Optimal Action with the Trees

All the sets of policy trees are pre-constructed and stored in a tree database.
When the agent needs the optimal action to answer a question, it retrieves the
database, gets the tree set for the original and current questions, and evaluate
the trees in the set to find the optimal. In general, when the original question
is (?Co) and the agent needs to answer the current question (?Cc), it evaluates
all the policy trees in T Co

Cc based on its current belief, and finds the tree that
has the highest value (optimal tree). When choosing the optimal policy tree by
using Eq. (10), we substitute T with T Co

Cc .
A policy tree is not a tutoring plan that the agent will follow in the future.

It is the strategy for the current step. After choosing the optimal tree, the agent
takes the root action. Then it has a new current question, or terminates the
session, depending on the student action (observation):

– If the student action is (?C), the agent considers (?C) as the new current
question;

– If the student action is (Θ), and the (Θ) connects to (!C) in the tree, the
agent considers (?C) as the new current question;
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– If the student action is (Θ), and the (Θ) edge connects to a terminating action
in the tree, the agent terminates the tutoring session.

To answer the new current question which is determined by using the above
rules, the agent chooses an action in the same way, i.e. by evaluating a set of
policy trees, and so on. Continue the example in which (?ML) and (?PL) are the
original and current questions. If the policy tree in Fig. 6 is the optimal, the agent
takes its root action (!PL). After (!PL), if the student action is (Θ), the agent
follows the edge of (Θ) in the tree, and has (!ML) as the new current question.
It evaluates the trees in T ML

ML , and continues until it takes a terminating action.
If after (!PL) the student action is (?IN), the agent considers (?IN) as the new
current question. It evaluates the trees in T ML

IN , and continues until it takes a
terminating action.

8 Experiments and Analysis

We conducted the experiments by using the experimental ITS described before,
which teaches concepts in software basics. Currently, keyboard and screen are
used for system input and output. It interactively teaches a student at a time,
answering the student’s questions about the concepts. When the student asks a
question about a concept that has prerequisites, the system chooses an optimal
strategy to teach. A POMDP is the engine to make decisions based on informa-
tion (belief) about the student’s current knowledge states.

We use “rejection rate” to evaluate how the students satisfy the system’s
answers. After the system teaches a concept, if the student asks a question
about a prerequisite of the concept, or says something like “I already know this
concept”, we consider that the student rejects the system action, and thus the
action is not optimal. For a student, the rejection rate is defined as the ratio
of the number of system actions rejected by the student to the total number of
system actions for teaching him/her.

Encouraging results have been achieved. Compared with directly teaching the
concept asked by the student, or randomly choosing a prerequisite to start with,
the teaching based on students’ knowledge states has achieved better result. The
rejection rates have dropped significantly. We do not discuss the performance in
adaptive teaching here, for this paper mainly addresses the problem of solution
space.

The data set used to generate the following results includes about 90 concepts
in software basics. The concepts have zero to five direct prerequisites. Based
on the prerequisite/successor relationships, we partition the state space into
six sub-spaces [16]. Also based on the prerequisite/successor relationships, the
policy tree construction algorithm created six groups of tree sets. Table 1 lists
the numbers of concepts, numbers of tree sets, numbers of policy trees, and
maximum tree heights in the sub-spaces. The construction of policy trees does
not rely on the result of state space partitioning. Since both space partitioning
and tree construction are based on concept prerequisite/successor relationships,
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Table 1. Numbers of concepts, tree sets, trees, and tree heights in sub-spaces.

Sub-space # of concepts # of tree sets # of trees Max height

1 21 231 1,771 30

2 23 276 2,300 18

3 20 210 1,540 26

4 27 378 3,654 35

5 25 325 2,925 32

6 26 378 3,744 37

the concepts in a policy tree are in the same subspace. Thus we consider that
the solution space is split into the same number of subspaces.

In the experiments, the average number of policy trees (τs) in a tree set (T ) is
less than ten. The average height of the policy trees is less than 20. The maximum
number of edges at a node is the number of concepts in a subspace plus one (the
acceptance action). The actual numbers of edges at nodes are much smaller
than the numbers of concepts in subspaces. Many edges have been eliminated
in policy tree construction (as described in the subsection of tree construction).
In a decision step, the number of policy trees to evaluate, the heights of the
trees, and the numbers of edges at nodes depend on the concept in the current
question. For a concept near the lower end (having less prerequisites) the three
numbers are small. For a concept near the higher end (having more prerequisites)
the three numbers are big. For the higher end concepts, there is room for further
improvement. We include this in our future work.

When making a decision, the agent evaluates a small number of trees. The
average is less than 10 in the experiments. This does not create major efficiency
problems for a modern computer. When the experimental ITS runs on a desktop
computer with an Intel Core i5 3.2 GHz 64 bit processor and 16GB RAM, the
response time for answering a question is less than 300 milliseconds. This includes
the time for calculating a new belief, choosing a policy tree, and accessing the
database of domain model. For a tutoring system, such response time could be
considered acceptable.

9 Conclusion

Our policy tree technique can minimize the number of policy trees to evaluate
in choosing an action. When looking for a strategy to answer a question, the
agent needs to evaluate a set of pre-constructed policy trees, determined by the
original and current questions. The set includes only the policy trees for the
concepts in the current question and some of its prerequisites and successors.
They are the concepts that the student may want to learn after asking the
original question. The set does not include the policy trees that are unrelated to
the tutoring session. In addition, since the policy trees to be evaluated include
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related concepts only, and unnecessary edges are pruned when the trees are
constructed, the costs for evaluating individual trees can be minimized. The
results in our initial experiments have showed that the technique is effective in
addressing the problem of exponential solution space.

The technique is based on the nature of education processes, and thus espe-
cially suitable for building systems for education. The technique can be applied to
any tutoring tasks in which the subjects have pedagogical orders in the contents.
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Appendix I: Sample Concepts and Descriptions

– A binary digit is 0 or 1.
– A bit is the smallest unit of information on a computer. It can hold one of

the two values of binary digits.
– A byte consists of eight consecutive bits.
– Data represents information, stored on a computer as sequences of bytes.
– A word is a fixed-sized piece of data handled as a unit by the instruction set

or the hardware of the processor.
– A file is a collection of data. It has a name.
– An instruction is a coded command to the computer to perform a specified

function.
– A programming language is an artificial language designed to communi-

cate instructions to a computer.
– A machine language is a programming language, in which each instruction

is represented as binary digits.
– An assembly language has the same structure and set of instructions as a

machine language, with the instructions represented by names.
– A high-level language is a programming language independent of any par-

ticular type of computer, and is closer to human languages than assembly
languages.

– A query language is a high-level language for querying.
– A program is a sequence of instructions written in a programming language,

for performing a specified task with a computer.
– An application program is a program developed for performing a specific

task directly for the user.
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Abstract. This developmental research study aimed to design, implement and
evaluate an online educational game to improve the quality of life for seniors aged
55 years and older. The game Live Well, Live Healthy! (cvje2.savie.ca) is a Bingo
game in which the learning content in the study is integrated into the mechanism
of the game. A “pre-test/post-test” single group methodology measured the
impact of the game on three dimensions of quality of life: psychological, physical,
and social. A total of 56 seniors played for a week in multiplayer mode involving
real-time interaction with at least two other participants. The results indicated that
the educational game improved the seniors’ perception of a majority of the vari‐
ables concerning the three dimensions: physical (fatigue, sleep, eating habits);
social well-being (building ties, social connectedness, friendships) and psycho‐
logical well-being (depression, difficulty doing activities, mood and feeling of
being loved). Some variables (sadness, isolation, proximity to family and physical
habits) generated a weak perception of positive benefits for these seniors.

Keywords: Online games · Seniors · Benefits · Quality of life

1 Introduction

1.1 Background

The aging population represents a serious challenge for healthcare systems and social
insurance in the 21st century. Aging seniors are facing the decline of their physical and
cognitive abilities, loss of long-term companions and social support, changes in their
familial or professional environment, changing lifestyles, and the increased likelihood
of developing chronic and disabling diseases. But what are we doing to improve the
quality of life for seniors? Can online educational games help them age better?
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1.2 Purpose of the Study

Our study aims to measure the benefits of an online educational game designed for
seniors concerning their quality of life.

1.3 Research Questions

The study investigated the following research questions:

• What is the impact of the educational game on the perception of the seniors’ physical
condition?

• What is the impact of the educational game on the perception of the seniors’ psycho‐
logical state?

• What is the impact of the educational game on the perception of the seniors’ social
environment?

2 Literature Review

An investigation by CEFRIO in Quebec indicated that over a third of seniors aged 55
and over use the Internet to play digital games either alone or in groups [1]. Given this
interest, we wondered whether the use of online educational games could be beneficial
for improving seniors’ quality of life.

Quality of life is a global concept describing the daily life of people, taking into
account their emotional and social functions as well as purely physical conditions. Even
though there does not seem to be a consensus on its definition [2], the most widely used
definition comes from the World Health Organization [3], which defines Quality of Life
as ‘‘…individuals’ perception of their position in life in the context of the culture and
the value systems in which they live and in relation to their goals, expectations, standards
and concerns. It is a broad ranging concept affected in a complex way by the person’s
physical health, psychological state, level of independence, social relationships,
personal beliefs and their relationship to salient features of their environment.’’(p. 1).

This concept takes into account four dimensions: physical (autonomy and physical
abilities), psychological (isolation, depression, emotion), relational (family, social,
professional), and symptomatic (impact of a disease and its treatment). Surveys [4, 5]
have revealed that a majority of seniors consider psychological well-being, involvement
in social activities, and physical health as conditions for successfully aging. Finally,
Turcotte and Schellenberg [6, p. 51] observe that “active participation in society can
also be compromised if a person has difficulty hearing, seeing, walking, climbing stairs,
bending, learning or doing similar activities. All these difficulties, if cumulative, can
greatly impair the quality of life of a person of any age.”

Digital games are becoming increasingly popular with seniors [7, 8]. According to
the World Health Organization [9], digital games can influence both seniors’ health,
viewed through a broad, biopsychosocial perspective, and their ability to perform activ‐
ities in their current environment.
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What does the literature say concerning the impact of digital games as it pertains to
the physical, psychological and social aspects of seniors’ quality of life? Some studies
on the impacts of digital games on an active lifestyle (i.e., the ability to maintain physical
and functional independence) have shown beneficial effects on the quality of life of
seniors [10–12]. Other research has examined the contribution of games using the
Nintendo Wii game console to seniors’ performance of physical and functional tasks,
with mixed results: some studies [13–15, 31] concluded that improvements were appa‐
rent; however, others [16, 17] found no improvements.

Social interaction and social support are frequently identified as key aspects of
seniors’ quality of life [18–21]. Seniors are already active users of interactive technol‐
ogies, and they are able to use digital games and to easily learn to do so [22]. Studies
are showing increasingly that digital games are a means of social interaction that may
improve the quality of life of seniors [1, 23–30]. Whitcomb [32] found that games
develop social relationships and a sense of well-being among seniors while providing
an enjoyable way to spend time. Astell [33] suggested that digital games and interactive
technologies (Skype, Facebook, etc.) offer social connections, especially for elderly
people suffering from dementia.

Regarding physiological aspects, Allaire et al. [34] found a significant difference
between gaming (moderate and occasional) and non-gaming seniors, concerning socio-
affective dimensions such as mood and depression. In addition, Wollersheim et al. [35]
reported that digital games break down isolation as well as decrease feelings of loneli‐
ness.

Despite these findings, few studies have addressed the psychological aspects of
quality of life.

It is difficult to draw conclusions from current empirical studies because there is little
overlap in these studies. This is due to several factors:

• the variation in participants’ demographic data; for example, the number (1–1000
respondents), age (45 to 87), educational level (secondary to university);

• the ratio of men to women (more women than men participate in most studies);
• the diversity of research methodologies;
• the use of various measuring instruments (few studies use the same instruments);
• the choice of digital games, which are not always developed for seniors.

What happens if we experiment on an educational game with learning content
dealing with nutrition and prevention, in addition to the three quality of life dimensions:
physical (physical activity benefits in the development of autonomy and physical abil‐
ities), psychological (actions to take to reduce anxiety, depression, emotions) and rela‐
tional (the contribution of the social environment - family, social, professional - for the
well-being of seniors)? Can such a game change the perceptions of seniors towards the
benefits that educational games can bring by educating them about the actions they can
take to improve their quality of life?
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3 Game Description

The game used in this experiment is based on the game Bingo, which was the game most
frequently mentioned as played by participants in a recent survey of 932 Canadian
seniors [36]. Figure 1 shows the Live Well, Live Healthy! game interface, which is
divided into three parts: (a) the Bingo card, rules and tutorial; (b) information on the
game’s progress: the type of game, randomly drawn ball, and the Bingo button for ending
the game; and (c) information related to the players’ actions: players’ names and scores,
as well as the microphone and chat control buttons.

Fig. 1. Live well, live healthy!

The Live Well, Live Healthy! game was developed using a generic shell for educa‐
tional games (http://cvje2concepteur.savie.ca). The game’s educational objectives are
the following: to increase knowledge about nutrition and physical activities, to decrease
risk situations (or to improve prevention situations) and to identify the importance of
social interactions with friends and family members.

The game offers a mechanism to display a question every time the number of a
randomly drawn ball is on one or more of the players’ cards. If the player answers the
question correctly, a token appears in the box and the player earns points (20 points for
an easy question, 30 points for an average question and 50 points for a difficult question).
If the player does not answer the question correctly, the token will not appear in the box
and the player loses half the points allocated to the question. The 92 questions included
in the game are distributed as follows: physical state (31 questions about nutrition, 24
about physical activities), psychological aspect (18 questions) and the social environ‐
ment (19 questions).

The Live Well, Live Healthy! game provides feedback to support the learning of its
preset content. Immediate feedback, related to each learning task, allows players to
identify successful activities and those they have failed.

The game incorporates mechanisms (Fig. 2) that: (1) highlight the results of each
learning activity (success or failure) through visual or audible feedback (A) such as a
smiling face or a sad one and positive or negative tone (i.e a signal that indicates whether
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the action in the game has been made correctly or not by the player) and (2) the correct
and incorrect answers through textual (B),visual or audible (C) feedback on the content
of the learning activity or provide additional information to sustain interest in the case
of positive responses; and (3) allow players to see what they have learned by providing
an overview of the results of the game’s learning activities, together with teaching
materials to review subject matter that has not been learned.

Fig. 2. Question card.

For more details about this digital game and a good preview, see [37]. This game
(http://cvje2.savie.ca) promotes active living and healthy eating habits among seniors
while giving them opportunities to interact with others as it illustrates these themes with
good quality images and animations.

4 Methodology

Opting for a single group pre- and post-test protocol, our study measured the physical,
psychological and social dimensions of quality of life. Remembering that quality of life
is a subjective concept and the apprehension of the construct itself is complex, the
definition of quality of life adopted in the study specified the items that the study retained
to measure the impact of the game.

Likert scales were used to obtain the construct of quality of life (Table 1). To facilitate
data collection, we opted for a self-administered questionnaire, making it preferable to
limit the number of questions and minimize the time needed to fill out the questionnaire.
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Table 1. Quality of life dimensions.

Quality of life dimensions Items measured
Physical state Sleep

Tiredness
Eating habits
Physical activity habits

Psychological aspect Depression
Isolation
Feeling loved
Mood
Sadness
Ease in doing activities

Social environment Strengthening ties
Social connectedness
Friendship
Interactions with family
Interactions with friends

4.1 Handing Out the Pre/ Post Questionnaires

A 15-item questionnaire was used for data collection. The questions were formed as a
Likert scale with five levels (5 = strongly agree, 4 = agree, 3 = neutral, 2 = disagree
and 1 = strongly disagree). The questions were designed to determine the perceptions
of the participants towards the benefits of playing online concerning physical, social and
psychological well-being. The reliability of the instrument was determined using the
Cronbach’s alpha index of internal consistency (α = 0.87). Its validity was established
by calculating the Pearson correlation coefficient between items belonging to the same
dimension. The four items in the “Physical state” dimension showed significant corre‐
lations among themselves, as did the five items comprising the “Social environment”
dimension. Significant correlations between the six items belonging to the “Psycholog‐
ical aspect” dimension amounted to 66%.

The pretest was completed prior to the seniors’ participation in the Live Well, Live
Healthy! game. Seniors were invited to play at least four games over a period of one
month. Following their participation, they then completed the post-test.

4.2 Sample

It is very difficult to find objective definitions of the terms “senior” or “elderly”. “The
new definitions proposed by experts are not yet getting consensual approval” [6, p.8].
For our study, we selected two sample criteria: a minimum age of 55 and that of being
retired.

Turcotte and Schellenberg [6] identified two types of seniors: those who are currently
65, the threshold that delineates the elderly according to Statistics Canada, and those
who are considered the next generation of seniors, adults aged between 55 and 64.
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Beaudoin et al. [1] also chose the age of 55 and over to designate seniors. Given this
trend, we chose to form two age groups: 55 to 64 and 64 years and older.

On the retirement aspect, Turcotte and Schellenberg [6] found that people aged 56
and over who are retired have more time to devote to their home computer. In a recent
study in Australia by Brand et al. [38], nearly one player in five was likely to be aged
51 and over. They found that the reasons and motivations why players choose to play
vary by age group, suggesting that stages of life play an important role in the act of
playing games. Following these authors’ suggestions, we focused on retired people, who
were more available and interested in participating in the experiment.

Recruiting our sample of seniors aged 55 and over was carried out through elderly
associations and retirement homes. The experiments were done on site during social
activities organized by the associations or in the residences’ living room. Computer
equipment was made available to the participants. The project was approved by the
ethics committee at each of the authors’ universities. All participants signed a consent
form and were able at any time to interrupt their participation without any prejudice. A
list of available human resources in their region was provided to them if needed.

4.3 Analysis

The analysis comprised the calculation of frequencies and percentages for each question.
The Fisher’s exact test was used to determine the significance of the differences between
the responses of the pretest and post-test. Since the variables were not normally distrib‐
uted, the use of parametric tests such as the paired samples t-test was discarded.

5 Results

Of the 67 participants of the study, 56 (83%) completed the pre- and post-test question‐
naires in their entirety, providing all the required information. Table 2 shows the analysis
of the 56 respondents.

Table 2. Sample characteristics (sex, age group and level of online gaming skills (n = 56)*.

Age group Level of online gaming skills Men Women TOTAL
55–64 Beginner 4 10 14

Intermediary 2 4 6
Subtotal 6 14 20

65 and over Beginner 8 18 26
Intermediary 1 9 10
Subtotal 9 27 36

TOTAL 15 41 56

The sample included 41 women and 15 men. 20 participants (36%) are aged 64 or
under and 36 subjects (64%) are 65 or older. 40 players have stated they are “beginners”
in relation to their level of online gaming skills, while 16 participants were considered
“intermediate” (Initially we presented three skill levels. Two respondents were
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“experts.” Given the low numbers, we decided to integrate them with the intermediate
players). Note that the initial trial period was one month and that seniors were invited
to play at least one game per week for a minimum of four games with two other partic‐
ipants. However, the technological constraints of the locations for the experiment (little
or no computer equipment or connectivity) reduced the experimental period to one week.
All seniors played at least one game, 79% of them played two games and 21% of seniors
played four games.

In the following subsections we present the perceptions of participants (n = 56)
regarding the effects of playing online on their quality of life. These effects are grouped
according to the previously described dimensions: physical state, psychological aspects
and social environment. Table 3 shows the results related to these three dimensions.

Table 3. Results in connection with the three dimensions regarding quality of life (n = 56).

Item Mean
Physical state Pre Post p
Fatigue 2.95 3.57 0.069
Sleep 3.44 3.80 0.031
Eating Habits 4.05 4.20 0.083
Physical Activity Habits 2.18 2.53 0.462
Social Environment
Strengthening Ties 2.90 3.79 0.001
Social Connectedness 3.32 3.44 0.056
Friendship 3.03 3.79 0.003
Interactions with family 3.72 3.95 0.621
Interactions with Friends 3.69 4.13 0.064
Psychological Aspects
Depression 3.76 4.21 0.022
Ease of Doing Activities 3.55 4.00 0.156
Mood 3.84 4.33 0.011
Isolation 3.79 4.15 0.158
Sadness 3.86 4.23 0.167
Feeling Loved 4.24 4.37 0.016

5.1 Perceptions About the Effects of Playing Online on Psychological Well-Being

Regarding the effects of the game on the players’ physical state, the results show an
increase in the means of the four items on this dimension, resulting in an improvement
in participants’ perceptions towards physical well-being.

Fatigue. The average of the pre-test (2.95) showed a more neutral perception of the
effects that playing online has on fatigue while the post-test average increased by 0.62
to place it in the favourable range (strongly agree or agree). The percentage of partici‐
pants who thought that playing online does not tire them after a few hours of playing
went from 43% in the pretest to 63% in the post-test. These differences are significant
(Fisher’s exact test, p = 0.069).

186 L. Sauvé et al.



Sleep. The general assessment of the impact of online games on sleep also improved.
Generally, participants believe that online play does not affect their sleep. Although the
pretest average (3.44) showed an already favourable position on this, it strengthened
and increased by 0.36 in the post-test. This difference is significant (Fisher’s exact test,
p = 0.031).

Eating Habits. Both before and after playing online, the widespread opinion was that
this activity does not encourage participants to skip meals. This perception was strength‐
ened in participants (average rose from 4.05 to 4.20). The proportion of participants who
were of the opinion that online gaming had no effect on feeding habits has gone from
84% in the pretest to 93% in the post-test. These differences are significant (Fisher’s
exact test, p = 0.083).

Physical Activity Habits. The perception of a positive effect from the game on phys‐
ical activity was rather low. Before playing, only 12% of participants were of the opinion
that online gaming encourages them to be more active. Although this proportion
increased to 27% in the post-test, the average remains in the negative range (2.18 in the
pre-test and 2.53 in the post-test). The result of Fisher’s exact test shows that these
differences are not significant (p = 0.462).

5.2 Perceptions About the Effects of Playing Online on Social Well-Being

In regard to the effects of gaming on the social environment of the participants, the
responses show an improvement in perception in this regard. Indeed, there was an
increase in the averages of the five items included in this dimension.

Strengthening Ties. With 36% in the pre-test to 75% in the post-test, the rate of partic‐
ipants who agreed with the idea that the game allows them to strengthen their ties
increased significantly (p = 0.001). The average had an increase of 0.89. In other words,
the perception of the game as a means of strengthening social ties has changed favourably.

Perception of Social Connectedness. Online gaming promotes a social connected‐
ness with others. The pretest average (3.32) and post-test (3.44) support this assertion.
The proportion of participants in agreement was 52% before playing and 66% thereafter.
These differences are significant (Fisher’s exact test, p = 0.056).

Friendship. In connection with the two preceding items, the rate of participants who
were of the opinion that online play allows them to have friends has increased signifi‐
cantly (from 40% in the pretest to 73% in the post-test). The average increased by 0.76
and answers converged more around the average. These differences are significant
(Fisher’s exact test, p = 0.003).

Interactions with Family. The perception towards interactions with family remains
in the positive range. The average pretest was 3.72 and had an increase of 0.23. However,
the Fisher exact test does not conclude that these differences are significant (p = 0.621).
If NSP is considered (42 in the pretest and 29 in the post-test), the significance improves,
but remains slightly nonsignificant (p = 0.139 > 0.100).

Interactions with Friends. In the same vein, the results suggest that there has been a
consolidation of the perception of interactions with friends. In the pretest, 74% of partic‐
ipants found this perception favourable. The percentage increased to 88% in the post-
test. These differences are significant (Fisher’s exact test, p = 0.064).
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5.3 Perceptions About the Effects of Playing Online on Psychological Well-Being

Regarding the effects of the game on psychological well-being, although three of the six
items that make up this dimension do not show significant differences, we see significant
increases in the averages.

Depression. According to participants’ responses before they used the game, 74%
of participants indicated they did not feel depressed in the current week. In contrast, 17%
said they felt depressed. These proportions changed significantly after using the game.
The percentage of participants who expressed not being depressed increased to 88%
while only one participant responded unfavourably. These differences are significant
(Fisher’s exact test, p = 0.022).

Ease of Doing Activities. The day after the experiment, participants did not think that
their daily activities required an effort, and this was found both in the pre-test (average
of 3.55) and in the post-test (4.00). Although there was an increase of 0.45 in the average,
the Fisher exact test does not confirm significant differences (p = 0.15683). Yet it should
be noted that the NSP increased from 7 in the pretest to 15 in the post-test, which had
an impact on the significance of the differences (If NSP is included, the Fisher exact test
p = 0.069 is less than 0.100, then the differences may be considered significant).

Mood. The responses suggest that the game had a positive effect on the moods of
participants. The rate of participants who expressed feeling in a good mood had a
significant increase (0.012). It rose from 77% to 88%. These differences are significant
(Fisher’s exact test, p = 0.012).

Isolation. The percentage of participants who indicated they do not feel alone rose
from 74% in the pretest to 90% in the post-test. In the same vein, the average was 3.79
and increased to 4.15. Nevertheless, these differences cannot be considered significant
(p = 0.158 > 0.100).

Sadness. Similar to the previous item, the percentage of participants who said they
did not feel sadness has gone from 81% in the pretest to 88% in the post-test. Similarly,
the average was 3.86 and went up to 4.23 for an increase 0.37. However, the Fisher exact
test showed no significant difference (p = 0.167.).

Feeling Loved. Participants in the study felt loved. The answers show that this
perception was positive both before and after the use of the game. This is confirmed by
the averages of the pretest (4.24) and the post-test (4.37) and by the participant’s rate of
agreement (95% in the pretest and 90% in the post-test). These differences are significant
(Fisher’s exact test, p = 0.016).

6 Discussion

We recall that the content of the Live Well, Live Healthy! game addresses three dimen‐
sions of the quality of life (physical state, psychological aspect, and social environment)
in the form of closed questions.

Overall, the results showed significant differences in a majority of the variables that
were analyzed. Playing the Live Well, Live Healthy! game online resulted in the partic‐
ipants’ improved perception of their quality of life along these dimensions. Our hypoth‐
esis that digital games improve seniors’ quality of life was therefore confirmed regarding
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its physical, social and psychological aspects. Digital game development aimed at
seniors is promising. However, certain items seem questionable. What about the non-
significant variables?

Our respondents reported that the playing online gave them no incentive to be more
active. It is true that most online games, whether for individual or group play, are not
combined with physical devices such as Nintendo Wii and Microsoft Kinect Xbox 360
which, according to Daniel [17] and Singh et al. [15], promote improvement in physical
conditioning. Game interactions in Live Well, Live Healthy! are done using a touch-
screen or mouse. The game content covers how to adopt good physical habits. It seems
that this way of educating seniors, that is, by offering models of good physical habits
without putting them into action from within the game, maintains their perceptions that
online games do not encourage them to be more active.

As for their psychological state, playing online for a limited period does not seem
to change the perception of seniors who feel isolated and sad. It is interesting to note
that participants who reported feeling in a better mood after playing an educational game,
which Rosenberg et al. [39] linked to enjoyment in playing the game, should have
normally felt less sad as well, but this was not the case. We would hypothesize that the
source of their sadness is more due to their social isolation caused by lack of contact
with friends and/or family [35] and that their gameplay did not change this situation
during the period of our intervention.

Despite the interaction of respondents with others who were not family members
during the game, it seems that those who had this perception before the game did not
change it as a result of their participation in the Live Well, Live Healthy! game. These
results lead us to question the time allowed to seniors for playing. Given technological
constraints (participants had little or no computer equipment nor sufficient connectivity
at their disposal, particularly in their seniors residences), we limited the playing time to
one week in order to move the equipment to the different locations. This may explain the
results that were obtained. Most studies done with seniors that have obtained positive
results on the cognitive, social, psychological or physical level [40] experimented on the
games for a period of at least three weeks. Only the study done by Seçer and Satyen [41]
obtained no significant difference when they experimented on their game over a period
of two to three weeks.

In terms of the social environment, playing online maintained their perception towards
the proximity of family but nothing more. However, during the testing of the game, few
seniors played with their families; they mostly experimented with friends and people
around them at the residence. Can the context of the experiment explain the participants’
unchanging perception of this aspect? This is a question for further research.

7 Conclusions

The results of our study indicate that educational games among seniors can lead to an
improved perception of their quality of life that encompasses the following aspects:
physical state (fatigue, sleep, eating habits); social well-being (strengthening ties, social
connectedness, friendship and interaction with friends) and psychological well-being
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(depression, ease of doing activities, mood and feeling loved). As for sadness, isolation,
interactions with family and physical habits, the perception of a positive effect remains
weak among seniors.

While showing very positive results regarding the three dimensions of the study,
several limitations have nuanced our findings: the small number of respondents (n =
56), the experimental time (one week), the limited number of games in which respond‐
ents participated (between one and four games). Similarly, the use of a board game
designed with learning objectives and offered online limits the generalizability of our
results for the same type of games.

Further studies should be made to overcome these limitations and consider the impact
of online educational games on seniors.
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Abstract. Computing has recently been introduced as a core subject
in British schools, meaning that children need to learn computer pro-
gramming. Teachers have to be prepared to deliver the new curriculum
and children need the correct environment and support to succeed. This
paper discusses TuringLab, a challenge-based learning system for the
Python programming language and proposes Skramble, an embeddable
Python programming environment for use within existing learning sys-
tems. TuringLab has been used to teach children how to programme at a
number of volunteer-led coding clubs. Children engaged well with the sys-
tem, and the volunteers, who acted as teachers in these sessions, found
it an extremely valuable educational tool. Skramble is an open source
environment and is designed to abstract functionality such as code exe-
cution, error handling, syntax analysis, code testing, output capture and
package management: allowing this feature-rich environment to be easily
integrated into existing learning systems.

Keywords: Computer programming · Information technology · Open
source · Online learning · Python programming

1 Introduction

Technology is transforming the world in which we live and children of the future
need to be provided with the knowledge and skills to keep up with this change.
The ability to understand the underlying functionality of technology has become
a required skill of the modern world [1]. This growing importance of computing
knowledge is reflected in the British Curriculum, as computing has recently
been introduced as a core subject in both primary and secondary education [2].
Children from the age of 5 need to learn to programme [3] and beyond the age
of 11, children are required to learn a syntax-based programming language [4].

Teachers have to deliver the new computing curriculum, which is a daunting
prospect as many teachers do not have a formal background in computer sci-
ence. Students must be taught both the fundamentals of computer science and
computer programming: the practical element of computing [5]. A recent study
found that although teachers are very enthused by the new curriculum, many
do not feel confident in teaching it [6].
c© Springer International Publishing AG 2017
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To support teachers in delivering the new computing curriculum, there are a
number of resources available for teaching the fundamental concepts of comput-
ing [7]. In addition the Computing at School (CAS) group provides support for
the delivery of computer science content in the classroom through a community
of educators who share resources and best practices [8].

Many websites are available to help children learn to programme; they are
well-developed, interactive and initially engaging. The tutorials provided on such
sites incrementally build skills to develop programming concepts [9]. Fully online
courses have been found to achieve positive results [10], however they are limited
in how effectively they maintain the engagement of children, as is shown by high
attrition rates [11].

Current systems seldom offer collaboration or interaction, with the result
that each child operates as a discrete unit. Furthermore, their highly structured
tutorials provide very little ability for teachers to influence the content which
the children consume. As a result, current tools are not always applicable to
a classroom environment and cannot be used for bespoke or cross-curricular
projects.

Although the current offerings for learning to programme do not always fit
into the classroom, many teachers are making use of Virtual Learning Environ-
ments (VLEs) to assist teaching and curriculum delivery [12]. These tools allow
teachers to manage a virtual classroom, provide many collaborative features and
have been well received by students, teachers and parents. External tools which
provide assessment or rich media can be incorporated through the Learning Tool
Interoperability (LTI) standard [13].

The learning environment provided by existing VLEs give classrooms the
intersection between the interactivity of online courses and the adaptability
and engagement of physical teaching. VLEs already reduce the work required
for teachers to set and assess work, which makes them an attractive proposi-
tion for teachers. However, they currently do not provide the tools necessary to
help teachers in delivering the practical elements of the new computing curricu-
lum (teaching programming) while maintaining teacher involvement and control.
There is a need for a programming environment that could be integrated into
existing learning systems and could be used alongside ordinary teaching.

This paper outlines TuringLab, a system for learning Python programming
and proposes Skramble, an adaptable and embeddable Python programming
environment. TuringLab was used at a number of volunteer-led programming
sessions, children not only returned week on week to the session, but they also
continued to use the system outside of structured sessions. Iterative feedback
from the children testing and using this software has enabled the current version
to be fine-tuned to the needs of real classroom situations. Where the limita-
tions of TuringLab lie in its inability to integrate with existing learning systems,
Skramble provides an advanced programming environment which can be inte-
grated with existing systems. Skramble abstracts complex functionality such as
syntax analysis, code execution, error handling, and output capture for any host
system to easily make use of.
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2 Background

The merits of Skramble are dependent on how well it can integrate with current
learning systems and teaching practices. To devise an adaptive programming
environment which has the features to create an educational learning environ-
ment, a number of learning theories from existing literature are discussed first
(Sect. 2.1) after which existing systems which are used to teach children to pro-
gramme are reviewed (Sect. 2.2).

2.1 Existing Literature

The Skramble editor is a tool designed for use when teaching computing to
students. Literature on learning theory and learning to programme was reviewed
to consider how children could learn computing most effectively using Skramble.
In this section, existing literature relevant to Skramble is discussed.

Learning Theory. The three most common learning theories (behaviourism,
cognitivism and constructivism) can be used as a basis for understanding the
practices that are applicable to e-learning. The implications of these theories on
e-learning is reported from a number of sources in [14]. The findings from each
of the common learning theories is presented throughout this section.

From a behaviourist approach the material to be learnt needs to be carefully
broken down. Additionally, learners need to be told the outcomes of learning
and assessed to check that they have met their required outcomes [15].

Formative assessment which is outlined in [16], as a means of tailoring learn-
ing activities based on the completion of previous outcomes of learning, allows
learning to be tailored to students based on their individual progress and dif-
ficulties. Strategies to facilitate assessment for learning are outlined in [17–19]
and include providing explicit learning objectives to pupils, making use of peer
assessment and providing immediate feedback to pupils.

The cognitive school of learning suggests that learning material should be
received in the form of sensations before perception and processing. The location
and display of information is key to the learning outcomes while the difficulty of
the material should match the cognitive ability of the learner [20].

Maintaining the difficulty of the material at the correct cognitive level for
a learner is referred to as the zone of proximal development, where children
are identified as needing the correct scaffolding through challenge completion
[21,22]. This is further developed in [23,24] where the two zones of proximal
development are outlined: the cognitive and motivation zones, which suggests
the need for children’s motivation to be maintained. A student’s motivation is
broken down into attention, relevance, confidence and satisfaction [25].

Constructivists see learners as active agents in the discovery of knowledge
where learners should be in control of their learning. Instructors have to provide
good interactive instructions and learning needs to be meaningful and illustrative
for the learners [14].
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Active learning is identified in [26] as a type of learning where the student is
the agent of discovery which corresponds closely to the constructivist school of
learning. Strategies and environments which most befit active learning are out-
lined in [27,28]; all advocate authentic, meaningful, collaborative and achievable
tasks which call upon higher order cognition, cross-curricular knowledge and a
focus on the task at hand as opposed to assessment.

The role of technology in learning is discussed in [29–31], where the authors
describe how technology has immense capacity to create quality learners who are
well placed to solve real-world problems and in doing so develop deeper knowl-
edge. This is achieved through the interactive and resourceful use of technology
and by seeking out knowledge relating to the problem at hand. The flexibility of
remote learning in higher education was found to benefit students as it created
a better learning philosophy [32–34].

Learning to Programme. Learning to programme is a complicated task which
requires the learner to configure a programming environment, comprehend the
syntax and additionally consider how to approach the problem at hand.

Learning to programme can be made more accessible through the use of a
visual programming language. Scratch is a popular block-based programming
environment [35]. Students using Scratch have showed sustained engagement
with programming and independently discovered programming concepts [36,37].

The successes of the Scratch system could be due to motivation, simplifica-
tion and support, which are identified in [38] as key to making programming
more accessible. These findings relate closely to the cognitive school of learning
where students are identified as needing to remain within the zone of proximal
development.

Learning to programme is considered from different psychological perspec-
tives in [39,40] who concur that successful learning is the result of feedback from
practicing in an environment which assists in the identification and recovery
from errors.

From a behaviourist approach, programming can also be simplified by
tutorial-style interactions that allow students to learn to programme syntax
languages. This can help students who are not familiar with the syntax of a
language, however it can be found to provide too much assistance to students
completing problems [41].

Learning to programme is considered from a constructivist approach in [42]
where constructive and collaborative learning were seen to increase attainment.
The findings in [43] support this and outline a number of practical approaches to
achieving constructivist learning. A guide in [44] outlines advice for programming
in schools and suggests that much learning of programming happens through
guided exploration.

Summary. The existing literature on learning theory and learning to pro-
gramme provide many requirements for the ideal learning system when
learning to programme, many of these requirements were integrated within
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TuringLab. Skramble however needs to provide the optimal programming envi-
ronment within any learning system, in this section the features which Skramble
must expose to a host learning system are discussed.

The behaviourist school of learning defines that the hosting system needs to
clearly define learning outcomes and assess their completion of these learning
outcomes. This means that Skramble must allow test cases to be defined by the
hosting system so that the correctness of the task can be easily verified to affirm
that students have completed their learning outcomes.

To correspond with recommendations from the cognitivist perspectives, the
hosting system needs to again display learning outcomes but additionally suggest
challenge difficulty. To enable the challenge difficulty to be inferred over time
Skramble needs to provide feedback to the hosting system as to how challenging
users found the task at hand. Having clearly defined difficulty allows students to
select challenges of appropriate difficulty and for which they have already been
introduced to the concepts.

A key requirement identified both from cognitive learning theory and prag-
matic experience of learning to programme is the need to make programming
accessible. With reference to syntax programming, this outlines the need to assist
students in recovering from errors. Additionally, this indicates that challenges
need to create meaningful outputs. Therefore Skramble needs to provide error
support and graphical output.

From the perspective of the constructivist theory of learning the requirement
to create an active learning environment is presented. This means that Skramble
should be able to provide reference materials which are relevant to the task at
hand, to allow this the hosting system must be able to define which technologies
or external packages are needed to solve the problem so that Skramble can
provide the relevant documentation.

The requirements identified from the existing literature define some of the
overall specifications of Skramble. These requirements along with the aim of
Skramble to be integrated into an existing learning system and used alongside
ordinary teaching provide the basis for reviewing and understand existing sys-
tems.

2.2 Existing Systems

In this section, existing systems are critically assessed to determine how best
to achieve the requirements identified for Skramble in Sect. 2.1. The systems
considered generally provide online environments where users can write and run
code within their browser, however they are often stand-alone environments
which do not interface with existing learning systems.

Figure 1 shows a broad overview of the existing systems. The dashed circles
depict the four major functionalities identified in the existing systems. These
systems are arranged in a Venn diagram to display each system’s relation to a
functionality. The labels applied to the functionalities are explained below.



198 H. Miskin and A. Gopalan

Programming 
Environment

Learning 
Environment

Challenges
Pedagogy 
Dashboard

CoderByte

TAO Testing Project Euler

Codewars

CodeSkulptor

CodeAcademy

Thimble

Grok Learning

Cloud9

KhanAcademy

Expercise
Codio

Trinket

HackerRank

CodeKingdoms

CodePad

TestDome

ShowMyHomework

Blackboard

Moodle

EasyRead

Fig. 1. Venn diagram showing related existing systems.

Learning environment relates to any system which includes teaching mate-
rial, be that predefined or teacher-created. These systems in general have a large
amount of content and are intended for learners to remain within the infrastruc-
ture for learning, exercises and testing. Given the aim of Skramble to integrate
with existing learning systems it is essential to review them.

Programming environment encompasses systems which have the facility
to write and run code. Most systems with this feature also have the ability to
test code against predefined or user-specified test cases. Systems with advanced
programming environments are important to review in order to consider how to
create meaningful and complex challenges while still supporting the students.

Pedagogy dashboard defines any system which has a dashboard through
which teachers can view metrics on their pupils. These metrics relate to how
a user is interacting with programming tasks and what learning progressions
are being made through these interactions. To allow teachers to formatively
assess their students, a feature-rich pedagogy dashboard is important. Allowing
teachers to differentiate students means they can be kept at the correct cognitive
level.

Configurable challenges specifies systems which give users the ability
to add customised problem definitions. Problem definitions contain a rich text
description of the problem and, more often than not, testing criteria to define
when a problem is complete. Reviewing approaches to defining and assessing
challenges means that Skramble can make use of elegant challenge specifications
which are not too time-consuming for teachers to create.

The aim of Skramble is to create a programming environment which can be
used with existing learning systems. The interface through which Skramble is
integrated in existing learning systems will have to allow teachers to configure
programming tasks or challenges and make it possible for the programming
environment to provide feedback on how well the given programming task has
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been completed. The shaded circles indicate systems which are of interest to
the development of Skramble. These systems include Trinket, Thimble, Grok
Learning and Codio. A brief analysis of the beneficial features of each of these
systems is outlined below.

Trinket1 is an embeddable code editor and programming environment which
allows students to programme using either Python or web technologies. Trinket
can be integrated with any website through an iframe, making it incredibly
versatile, however it does not provide any feedback on a student’s completion of
a given task. Trinket executes all code on the browser, making it responsive and
able to provide graphical output from executing code.

Thimble2 is an open source platform for students to create and share
projects using web technologies. Thimble uses the Bramble3 editor which pro-
vides a very advanced editing environment for website creation. Thimble is a
self-standing website and is designed as a playground with no specific tasks,
which makes it very similar to the Scratch system.

Grok Learning4 is a stand-alone web-based learning platform for Python
programming. It includes courses and assignments with assessed programming
tasks and a dashboard is available for teachers to monitor student progress. The
code is executed on a server using websockets, therefore there is no graphical
output, however the full Python programming language can be used.

Codio5 is a web-based integrated development environment for students
to learn and practice programming. Students can enroll in courses tailored to
teach different programming languages. Teachers can create custom program-
ming environments and challenges. Student progress and engagement can be
analysed through a teacher dashboard. Codio has limited ability to be embed-
ded in existing learning systems, however the adaptability of the programming
environment and inclusion of a teacher dashboard make this a very versatile
stand-alone system.

Summary. Existing systems were reviewed to understand how other systems
have implemented requirements for a programming environment. In general the
existing systems provide advanced programming environments which are engag-
ing for children to use, however they either provide their own learning system
complete with feedback on student progress or the feedback (if at all) they pro-
vide is not appropriate. Skramble must provide an equally advanced program-
ming environment which allows students to discover computing concepts through
challenge and exploration. However, Skramble must also allow integration with
existing learning systems, thus making it easy for teachers to adopt it in their
current classroom practices.

1 https://trinket.io/.
2 https://thimble.mozilla.org/.
3 http://blog.humphd.org/thimble-and-bramble/.
4 https://groklearning.com.
5 https://codio.com/.

https://trinket.io/
https://thimble.mozilla.org/
http://blog.humphd.org/thimble-and-bramble/
https://groklearning.com
https://codio.com/
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3 Design

This section details the design process which TuringLab, the case study system
went through to fulfil requirements and features identified in Sect. 2. A partici-
patory design process was used during development.

The design process began with requirement gathering from children at
volunteer-run programming clubs before development was commenced and this
feedback continued throughout the software development life-cycle.

The current design of the TuringLab system is the result of a number of
iterations using the lessons from previous stages of the design process to improve
the system and features. Feedback collected from children during the design
process was in the form of open ended questions to achieve the greatest insight
into how children used the software.

1. Functional Mockup
A functional mockup was created as early as possible. This allowed children
to access a number of programming challenges and view the solutions. This
functionality was provided on a single page, with the specification of the
challenge included in the comments section of the code. Children got confused
by the cluttered interface and did not naturally read the comments contained
within the code to understand what was required in the challenge.

2. Alpha Design
The alpha design split the selection of challenges and completion of challenges
onto separate pages and displayed the challenge specification separately to the
code. This version allowed children to write code on their browser and run
or test the code on the server. The system was not suitably responsive for
children who often ran the challenges many times during completion; both
the lack of graphical output and inclusion of code testing made the children
lose engagement very quickly. The benefits of testing from an educator’s per-
spective did not outweigh the lack of engagement from children.

3. Beta Design
The beta design moved code execution from the server to the client. This
meant the system was far more responsive for the users and outputs to running
code could be displayed graphically. In previous trials only a selection of
children used the system and they quickly lost engagement. In this version all
the children learning Python used the system and maintained engagement and
enjoyed the outputs they produced. The graphical outputs seemed to assist
children in gaining familiarity with the concepts of iteration and selection.
Running code on the client meant challenges were of reduced complexity and
were not tested; however, this was worthwhile to maintain child engagement.

4. Current Design
The current design takes much the same form as the beta design; however,
provides an interface for teachers to overview the progress which children were
making when completing challenges. This means that teachers can see errors
and solutions in real time. The volunteers assisting with the coding sessions
found these features very beneficial in order to provide the proper scaffolding;
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however, the greatest benefit was to encourage discussion following a session.
Children were asked to run their favorite solutions and then took it in turns
to explain how they had achieved the output which was displayed on the large
screen.

Every stage of the design process which the TuringLab system went through
informed the implementation of the features within the system. Many proposed
features for Skramble were added as a result of feedback from students using
the TuringLab system. By approaching the design of Skramble from the point
of view of its application and benefit to a learning system, has helped formalise
feature requirements by what is needed from the perspective of an end user.

Figure 2 shows the current student interface looks in the TuringLab system
and how the different screens are linked to one another. This interface is com-
prised of three main screens: selecting a group, selecting a challenge within a
group and completing a challenge. When completing a challenge, children are
able to access a help page, run the challenge code and access different versions
of the code. Important features to note for Skramble is the ability to access help
relating to the challenge at hand.

Show Group

View
Challenge

Show Help

Show
Versions

Run
Code

Fig. 2. Student interface user interaction flow.

Fig. 3. Student running code screen.
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Figure 3 shows the screen when a child has run a challenge. The interface
contained within the central section of the screen (including the code editor,
graphical output and terminal) shown is similar to what will be provided by
Skramble. The code editor is to the left and provides full syntax highlighting.
The output of the code is on the right and provides a graphical output in the
form of the Python Turtle6 graphics and a terminal output which displays print
messages and allows children to provide standard input.

4 Implementation

This section outlines the proposed implementation of Skramble. The require-
ments for Skramble were heavily informed from the implementation of the Tur-
ingLab system which was completed incrementally alongside the design process.
This allowed the TuringLab system to transform quickly based on the require-
ments identified at different stages of the design process without having to modify
the interface through which the programming environment is integrated within
the system. The design process from Sect. 3 serves as further requirements gath-
ering and design specification for Skramble.

Skramble is heavily based on Bramble7, an editor adapted by Mozilla from
Brackets8, an open source editor created by Adobe. To allow Python code to
be executed, Scramble makes use of the Skulpt9 library which is a JavaScript
library used to compile Python code to JavaScipt; thus allowing Python code to
be executed on the client side.

The overall architecture of Skramble can be seen in Fig. 4. This diagram
shows the central core of Skramble and the different interfaces which are available
to a learning system when interacting with Skramble. As with the Bramble

Skramble

Plugins

File System

Test Code

Run Code

Define Builtins Test Results

Code Output

Code Analysis

Skulpt + Bramble

Package Manager Syntax AnalysisCode Tester

Define Packages

Learner Analysis

Fig. 4. System architecture.

6 https://docs.python.org/3.4/library/turtle.html.
7 https://github.com/mozilla/brackets.
8 https://github.com/adobe/brackets.
9 http://www.skulpt.org/.

https://docs.python.org/3.4/library/turtle.html
https://github.com/mozilla/brackets
https://github.com/adobe/brackets
http://www.skulpt.org/


Skramble: An Embeddable Python Programming Environment 203

editor, Skramble is designed to be hosted within an environment through use
of an iframe. To allow communication between the host environment and the
editor, post messages are used to communicate with the iframe.

The Bramble editor is integrated with a host environment in a very similar
way, however, Skramble adds further functionality to that interface making it
suitable for both running and testing Python code. Additionally the interface
through which plugins are integrated with Bramble provide the perfect abil-
ity to create isolated additions to the code editor which can perform advanced
functionality or analysis of the code.

Any learning system which hosts Skramble is provided with full control of
the file system. This means that Skramble does not store any data on users or
programming tasks, therefore, there is no requirement for a separate database or
storage system. Though this leaves complexity to the learning system it ensures
a very clean interface with the code editor.

The learning system which hosts Skramble is able to configure which package
dependencies are required or define Python built-in functions using either Python
or JavaScript. The built-in functions provided to Skramble are available globally
when executing the Python code and these could overwrite existing Python
functionality or provide an interface to external APIs.

There are a number of interfaces through which Skramble can be requested
to perform an action. Code can be run using Skramble and when the code has
finished executing both the graphical output and terminal output are returned
to the learning system. Code can be tested using Skramble based on test cases
defined in the file system when tests are completed test results are returned to
the learning system, as appropriate.

Through use of a syntax analysis plugin Skramble can provide static code
analysis on the code base contained within the editor. This static analysis is used
internally within Skramble to advise the user when there is an error with their
code. Additionally, the results of this analysis are sent to the learning system
which hosts Skramble through emitting an event. The Bramble editor provides an
event emitter interface which informs the hosting environment when code has
been changed or ran. Skramble provides the same events alongside additional
events for when code has finished running, errors have occurred or code analysis
has been completed.

Whenever the host system modifies packages or built-in functions using the
Skramble interfaces the file system is updated to reflect these changes. As a
result the programming environment is persisted entirely through the file sys-
tem. This is a very important system design decision as it allows the code in
any Skramble editor to be shared with any system using the Skramble editor.
Therefore teachers using different learning systems to deliver content are easily
able to share resources with other teachers.

Potential mechanisms to integrate the Skramble editor with learning systems
are shown in Fig. 5. Skramble can be directly embedded within a host learning
system, embedded using the LTI 2.0 standard using a wrapper or embedded
using an iframe wrapper.
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Skramble Skramble Skramble

Bespoke Learning System

Generic WebpageLTI Compliant Learning System

iFrame WrapperLTI Wrapper

Fig. 5. System integration.

In the first example, the Skramble environment is being used in a bespoke
learning system where the host manages the data which Skramble uses. The host
learning system can interact with any of the interfaces provided by Skramble
giving precise control of the embedded editor.

In the second example the Skramble environment is being integrated through
the LTI 2.0 standard. Here the LTI wrapper system otherwise known as the
tool provider manages the Skramble editor data, interacts with the Skramble
interfaces and also provides authorisation. When the tool is launched by the LTI
compliant learning system it provides user details so as the tool provider can
expose the correct editor environment.

The final example is in many ways similar to the LTI integration, the wrapper
system manages interaction with Skramble and provide user authorisation. In
this example however the learning system or generic website cannot provide
details of the student using the system therefore a user would have to login to
the wrapper system to access, edit and run their stored code.

5 Evaluation

TuringLab was used to assess the required features and potential integration for
Skramble. This approach was taken to ensure that development of Skramble is
effective and to the most part the features are known a priori. In this section,
TuringLab is evaluated to reflect on the beneficial pedagogical features of the
Python programming environment. This analysis is discussed in relation to the
future development of Skramble.
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TuringLab was designed from a user centered approach; children attended
volunteer-led programming clubs and made use of the system to learn Python. At
a number of the programing clubs, children also learnt Scratch10. When learning
Scratch, an interface was provided to give the children well-scaffolded projects
to work on, which recorded their progress in a similar way to the TuringLab
system.

From discussions with children during the process of developing TuringLab,
it was clear that having a graphical output for their programmes in the form
of Python Turtle graphics was very important. This meant children could easily
detect errors in their solution through visual comparison and the output to their
code was something that they could be proud of. Furthermore, the visual output
allowed non technical volunteers to both reason about issues in a child’s code
and see merit in complex creations. This observation supports the requirement
identified in Sect. 2 to have meaningful output from code execution.

Feedback on the TuringLab system was collected over the course of 8 pro-
gramming clubs. These programming clubs were funded by the Department of
Computing at Imperial College London and therefore were free to attend and did
not require attendees to bring any computer equipment. The first 3 sessions were
Python only mixed sessions which had a largely male demographic, the following
5 sessions allowed children to select between Scratch and Python programming
but was for girls only.

Over the 5 sessions a total of 122 responses were collected from attendees.
Given that a number of individuals were repeat attendees this equated to 70
unique respondents completing feedback on the programming clubs; 21 of these
unique respondents reviewed the Scratch system and 49 reviewed the Python
system.

Fig. 6. Comparison of programming language choice for attendees of different ages.

10 https://scratch.mit.edu/.

https://scratch.mit.edu/
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Fig. 7. Comparison of agreement with statement ‘I found this session fun’.

Figure 6 shows the number of children learning Python using TuringLab and
the number of children learning Scratch. It can be seen that generally older chil-
dren chose to learn Python whereas younger children favoured Scratch. However,
children of all ages learnt both Python and Scratch suggesting both languages
are appealing to children between the ages of 7 to 13.

Throughout the project a focus of the system has been to create an environ-
ment which children enjoy using and which maintains their engagement. To find
out the level of enjoyment and therefore potential long term engagement, children
were questioned on how enjoyable the session was. Figure 7 shows that children
found the session slightly more enjoyable when using Scratch than Python but
overall enjoyed learning both.

In Fig. 7, it can be seen that the programing clubs facilitate a high level
of engagement from children; however, as the children were not found to enjoy
using the Python system as much as the Scratch system it shows that there
are potential areas of improvement. The issues with TuringLab may be due to
not having the correct amount of scaffolding to support children through the
challenges or that younger children find syntax programming more challenging
than block programming. This presents a potential plugin for Skramble, which
could be realised through a block-based editor for the Python Turtle library,
similar to the Trinket block code editor11.

Figure 8 shows the extent to which children agree that the error messages
were easy to understand. From this figure it can be seen that there are a number
of respondents that did not find the error messages easy to understand. This
presents the need for Skramble to provide more readable error messages. This
improvement would not necessarily reduce the error rate but it would allow
children to recover from errors more easily through having the correct scaffolding
available. Reducing the need to seek help from a teacher is vital to encourage

11 https://trinket.io/blocks.

https://trinket.io/blocks
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Fig. 8. Children agreement with statement ‘Error messages were easy to understand’.

an active learning environment, where children can work at their own pace on
challenges of their choice.

Figure 9 shows the number of children using the system who clicked on an
error message for more information. Clicking on the error message provides fur-
ther syntax analysis of the error message, while currently syntax analysis only
checks correct parenthesis matching. The large number of children that clicked
on error messages shows the importance of providing further assistance to the
children to recover from errors within Skramble. Furthermore, this shows the
importance of allowing plugins to be added to the Skramble editor, which can
easily provide further functionality, be that created by senior teachers, academics
or other children.

Fig. 9. Pie chart showing the proportion of children who clicked on error messages.
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Fig. 10. Comparison of agreement with statement ‘I am proud of what I have created’.

It can be seen in Fig. 10 that in general children are equally proud of what
they have created in both Scratch and Python. This result is surprising, since
children are able to create games and animation using Scratch whereas with
Python they create far less appealing projects (in the time available during the
programming clubs), but which are also more challenging. This result suggests
that children are proud of completing challenging projects which feel more dif-
ficult or meaningful.

Figure 11 depicts the proportion of respondents who made use of the help
button within the TuringLab system. The help button brings up resources related
to the current challenge. Given that a third of children used the help button it
suggests that the system nurtures an active learning environment for some of
the children. This feedback does not, however suggest if the help resources were
useful in resolving the issues faced. Given the number of children using the help
feature and the desired adaptability of the Skramble editor, this affirms the need
to have reference material available from within the programming environment
which does not need to be added by the teacher.

Figure 12 shows a spiral created by a child during one of the sessions. The
child was very proud of the work completed which could be seen from the passion
with which they explained the spiral at the end of the class. The teacher display
mode facilitates children discussing their favorite creations during the session.
This requirement for teachers and children to be able to showcase work is a
feature that needs to be present in Skramble.

Figure 13 shows the open ended responses when children who programmed
using Python were are asked ‘What do you like best about coding?’. There are a
number of statements related to the end product, including one response which
states ‘YOU CAN DO ANYTHING’. This is a key point about providing a child
friendly Python programing environment, in that children are supported but
not limited in what they can create. This also shows the need to allow external
built-in functionality to be defined, which will mean that there truly is no limit
to the possible output from the children.
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Fig. 11. Pie chart showing the proportion of children who made use of the help inter-
face.

Fig. 12. Example of children work created on TuringLab.

Fig. 13. Word cloud of student responses to question ‘What do you like best about
coding?’.
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6 Conclusions

This paper outlined TuringLab, a system for learning Python programming and
proposed Skramble, an adaptable and embeddable Python programming envi-
ronment.

TuringLab was used to assist teachers as part of their standard teaching in
delivering the practical elements of the computing curriculum through the setting
and assessing of programming exercises. TuringLab was designed as a pedagog-
ical system for children to complete programming exercises in a challenge-based
programming environment which provides support and assistance during their
completion of challenges.

Overall the feedback for TuringLab was positive. It is clear from the sessions
(and the ensuing feedback) that children enjoyed using TuringLab and a number
of children have returned both to TuringLab outside of the programming sessions
and to the sessions the following weeks. Given that the children are proud of their
final results it is clear that the system is providing children with interesting and
hard challenges. This is likely to have been afforded by the ability of TuringLab
to display a graphical output from the code execution.

TuringLab showcases the need for a Python programming environment which
can be used in learning systems. TuringLab is a system which children have
engaged with and enjoyed using over the course of a number of programming
clubs. There are however, a number of enhancements to the Python programming
environment which will be provided by Skramble and these advancements are
detailed in Sect. 7. These extensions will allow TuringLab to provide greater
assistance to children when they are seen to struggle and hence facilitate more
complex challenges.

Skramble is based on existing open source projects and provides a feature-rich
programming environment that abstracts functionality such as syntax analysis,
code execution, error handling, and output capture. The features identified for
inclusion within the Skramble programming environment are those which have
been seen to provide the greatest educational benefit to users of the TuringLab
system. The system architectural decisions made in the conceptualisation of
Skramble were made with a mind for usability, adaptability and expansivity.

The Skramble editor can be used and integrated into many learning envi-
ronments (through the use of the Learning Tool Interoperability standard or
through the use of an iframe wrapper), while allowing for resources to be shared
across these environments. This gives great power to educators by allowing them
to not only create resources but also to share them. By building upon an open
source editor which has a standardised interface for plugins, we open up the
potential for Skramble to be extended by allowing for the addition of many
beneficial packages, as necessary.

7 Future Work

In this Section the road-map for improving Python code execution using Skulpt
and the development of Skramble is discussed. Having completed and evaluated
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TuringLab, there are a number of improvements to be made particularly in how
the Skulpt library is used to execute Python code and these improvements will
be integrated during the development of Skramble.

First and foremost, Skramble must develop on the Bramble editor to include
the ability to execute Python code. This fundamental requirement means that
the Skulpt library is integrated into Bramble to give both terminal interaction
and show graphical output from executing code. Following this, external inter-
faces will be added to Skramble to allow its basic integration with a learning
system. This will bring Skramble to the level that the TuringLab Python pro-
gramming environment currently resides.

Following basic integration with a learning system the Skulpt library will be
modified to allow more than a single source file to be included in the project.
This functionality is built into the Bramble editor, however this will need to
be integrated with the Skulpt library. Allowing multiple files will mean the pro-
gramming environment can provide advanced helper functions without confusing
or distracting children.

Having extended Skramble to allow for more than a single source file, the
next step is to extend it further in order for it to provide more advanced error
messages than those shown from the Skulpt library. These improvements will
mainly be to reduce the occurrence of ‘Bad Input’ as an error message as this is
not understandable (or useful) to novice programmers. Once the error messages
have been improved, a basic plugin will be created to provide the syntax analysis
which is found in TuringLab. The purpose of this plugin is to give the foundations
to more advanced syntax analysis plugins without the need to modify the entire
Skramble source code.

The next stage of the Skramble development timeline is to allow Skulpt to
import external libraries for use by children, but these have to be individually
configured for use with Skulpt. This is the approach taken by the Trinket12

team to allow components of numpy13 and matplotlib14 to be accessible through
Skulpt. This is the approach that will be taken to allow external packages using
Skramble.

Finally, when Skramble provides the proposed Python programming envi-
ronment, its features will need to be tested and iterated upon. To give students
the ability to use and interact with Skramble, the open source project Thimble
(See footnote 2) will be modified to use Skramble as opposed to Bramble. This
provides a quick approach to creating a system which children can interact with.

References

1. Stergioulas, L.K., Drenoyianni, H.: Pursuing Digital Literacy in Compulsory Edu-
cation. New Literacies and Digital Epistemologies, vol. 43. Peter Lang Publishing
Inc., New York (2011)

12 https://trinket.io/python.
13 http://www.numpy.org/.
14 http://matplotlib.org/.

https://trinket.io/python
http://www.numpy.org/
http://matplotlib.org/


212 H. Miskin and A. Gopalan

2. Gove, M.: Michael Gove speaks about computing and education technology
(2014). https://www.gov.uk/government/speeches/michael-gove-speaks-about-
computing-and-education-technology. Accessed 27 Aug 2015

3. Cellan-Jones, R.: A computing revolution in schools, September 2014. http://www.
bbc.co.uk/news/technology-29010511. Accessed 4 Jun 2015

4. Department for Education. National curriculum in England: computing
programmes of study, September 2013. https://www.gov.uk/government/
publications/national-curriculum-in-england-computing-programmes-of-study.
Accessed 4 Jun 2015

5. Jones, S.P.: Code to joy. Times Educ. Suppl. (2015)
6. Computing at School. Computing Teachers Call For More Train-

ing Amidst Concerns Pupils Know More Than Them, January 2015.
http://www.computingatschool.org.uk/index.php?id=current-news&
post=quickstart-launch-2. Accessed 4 Jun 2015

7. OurICT. Ten Resources for Teaching Computer Science (2015). http://www.ourict.
co.uk/teaching-computer-science/. Accessed 22 Aug 2015
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Abstract. E-Learning platforms comparison helps users select the most
suitable platform according to their individual pedagogical needs and
objectives. However, from decision support perspective, selecting the
optimal platform in terms of tools and services that meet user’s require-
ments still remain difficult to achieve. Thus, we investigate in this paper
an e-Learning evaluation method based on a symbolic approach using
preference operators and Qualitative Weight and Sum method (QWS) [1]
providing a total order among the considered e-Learning systems. How-
ever, even the totality ensured by the preference operators we developed,
they are still not sufficient from decision making perspective, since they
can return a ranking in which several alternatives are all equally and
indistinguishably (un)satisfactory. Therefore, we combine our symbolic
approach with a flexible ranking method based on linguistic quantifiers
and fuzzy quantified propositions along with two new parameters for
quality assessment refinement, called least satisfactory proportion and
greatest satisfactory proportion, denoted by lsp and gsp respectively,
to be able to discriminate among alternatives evaluated as equal. The
hybrid method obtained can significantly refine the ranking providing
users with valuable information to help them make decisions.

1 Introduction and Motivation

The past decade has seen many changes in educational and industrial train-
ing methods along with the increasing of the number of users having diverse
needs and objectives, and the large adoption of communication and information
technologies. Thus, a large number of free and commercial e-Learning systems
have been developed in different areas such as education [2], language learning
[3], business training [4,5], medicine [6,7] and public administrations [8], etc.
which provide on/off-line and remote training making user training more flex-
ible and easier. The multitude of e-learning platforms developed for a single
domain (such as in language learning, for instance, we can distinguish tens of
e-Learning applications and on-line platforms like babel, busuu, duolingo, ef, tell
me more, Pimsleur, etc.) makes it difficult to objectively select the more suitable
one according to one’s pedagogical needs and objectives.

The choice of a suitable system based on criteria describing the considered
e-Learning platforms is of great help for users. Standards and norms such as
c© Springer International Publishing AG 2017
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SCORM1, QTI2, IMS3, etc. define e-Learning quality properties, such as adapt-
ability, sustainability, interoperability and reusability. We refer the reader to [9]
for an e-Learning platform evaluation based on the SCORM specification. In
addition, many other evaluation approaches have been proposed such as [10],
in which the framework considers two models: one addresses the different ways
to produce learning processes in an e-Learning system, which has been reused
in [11], and the other characterizes the different evaluation criteria of learning
models as introduced in [12].

Qualitative methods have also been considered for e-Learning systems eval-
uation. The most commonly used approach is Qualitative Weight and Sum,
denoted by QWS [1]. It relies on a list of weighted criteria [13,14] for the evalua-
tion of e-Learning systems. In practice, it is based on qualitative weight symbols
expressing six levels of importance, namely: E for essential, ∗ for extremely valu-
able, # for very valuable, + for valuable, | for marginally valuable, and 0 for not
valuable. Hence, e-Learning system performance is measured by symbolic weights
attached to some criteria [13], such that low-weighted criteria cannot overpower
high-weighted ones. For instance, if a criterion weighted #, the platform can
only be judged # or lesser (+, | or 0) but not ∗ or higher. To obtain a global
evaluation for a platform, QWS approach aggregates the symbols attached to
criteria through a simple counting, which is finally used to rank the considered
e-Learning systems. Because of the naive aggregation function used by the app-
roach, the result may be counterintuitive and not clear to explain and justify.
For example, let us suppose three e-Learning systems, denoted by e1, e2, e3
respectively, for which the aggregation function delivers the results as summa-
rized in Table 1. It is easy to conclude that e1 is better than e2, since e1 is better
than e2 on symbol ∗ and both tied the score for the other symbols. But, it is
not that easy to say whether e1 is better than e3 or not, because even though
e1 performs well on symbol ∗, e3 is much more better than e1 on symbols #
and +. Therefore, further analysis has to be conducted to conclude. As some
e-Learning systems are not comparable, then the approach delivers a pre-order
over the evaluated platforms.

Table 1. Example of e-Learning system aggregation results.

E ∗ # + | 0

e1 - 3 4 - 2 -

e2 - 2 4 - 2 -

e3 - 2 8 1 2 -

To deal with this issue, one can consider the Analytic Hierarchy Process
(AHP) method [14]. AHP is used to deal with complex decision-making
1 SCORM: Sharable Content Object Reference Model, http://scorm.com.
2 QTI: Question and Test Interoperability, http://www.imsglobal.org.
3 IMS: Instructional Management Systems, http://www.imsglobal.org.

http://scorm.com
http://www.imsglobal.org
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processes. It translates the symbols defined in QWS into values as detailed in
Table 2, borrowed from [1]. Thus, AHP captures both subjective and objective
values, checks their consistency and reduces bias decision making in evaluat-
ing e-Learning systems [15]. The criteria are gathered up by category and sub-
category. Results of feature category or subcategory evaluation computed by the
weighted calculation functions are percentages of the form of a real number as
described in [14]. For example, let us say that the percentage returned for the
feature Chat is 14%; then, according to Table 2, the judgment of this result is
between “marginally valuable” and “valuable”, but which the user should con-
sider. The percentages returned can be difficult to interpret for the comparison
of e-Learning platforms when several attributes have to be dealt with.

Table 2. QWS symbols translated into AHP weights.

QWS Weight in AHP

Essential E 5

Extremely valuable ∗ 4

Very valuable # 3

Valuable + 2

Marginally valuable | 1

Not valuable 0 0

These above methods return results which can be less expressive and non-
intuitive enough from a user standpoint for system quality assessment and rank-
ing. Therefore, we investigate in this paper methods for e-Learning systems
assessment and ranking combining QWS values, symbolic preference relations
and comparison operators, which have been proved to be total orders allowing to
rank a set of e-Learning platforms from the most to the least optimal, helping the
end user to make a decision. Notwithstanding, the practical application of app-
roach we proposed revealed a limitation from decision making standpoint, in the
sense that a large set of alternatives can be evaluated as equally (un)satisfactory
owing to its purely qualitative nature. A need for an hybrid approach mixing
both qualitative and quantitative behaviors is then underlined and a flexible
solution is also developed based on fuzzy set theory [16] as a first attempt to
provide a possible feasible solution.

Indeed, fuzzy sets approach is considered here as a formal theoretical basis
since fuzzy sets are simultaneously quantitative and qualitative, and provide a
general model for user preference expression and interpretation based on fuzzy
predicates such as high, expensive, young, etc. Particular kind of fuzzy condi-
tions, called quantified propositions, involving linguistic quantifiers have also
been defined. A quantified proposition is based on a linguistic quantifier, which
expresses a compromise between the universal quantifier (∀) and the existen-
tial quantifier (∃). A linguistic quantifier refers to expressions such as most,
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almost all, around 4, etc. For instance, the sentence “find colleges that have
most of their alumni are professionally successful” involves a quantified proposi-
tion defined by the linguistic quantifier most of, and expresses both quantity and
quality in terms of what extent the expression is evaluated as true. The closer
to 1 the evaluation is, the better. We consider the criteria describing e-Learning
platforms as a fuzzy set of important criteria (from the user perspective) then
we compute for each platform the truth value of the following fuzzy quantified
proposition: “almost all the criteria are important”. This truth value expresses
a quantitative evaluation of the alternatives in the sense that it corresponds to
the extend platform’s criteria are evaluated as important by the user. After that,
we define two new parameters to assess the quality of the subsets of criteria sat-
isfying the truth value of the quantified proposition. They are denoted lsp and
gsp and stand for the least satisfactory proportion and the greatest satisfactory
proportion respectively. These parameters are used to break ties among equally
evaluated alternatives (based on the truth value of the considered fuzzy quanti-
fied proposition) from qualitative point of view. The hybrid approach obtained
shows a significant refinement of the final ranking which can greatly help users
make decision for e-Learning platform selection.

It is note worthy that this paper is an extended version of our previous
research paper [17].

The remainder of the paper is structured as follows. Section 2 details our
symbolic-based approach for e-Learning systems evaluation. Section 3 presents
an illustrative example of our approach to evaluate and to rank a set of open-
source e-Learning systems. In Sect. 4, a reminder of linguistic quantifiers and
the interpretation of fuzzy quantified propositions for preference expression and
modeling are introduced. Section 5 details the application of the fuzzy quantifica-
tion based approach to our application context (ranking e-Learning platforms),
while introducing the new parameters for ranking refinement. Finally, Sect. 6
concludes the paper and introduces some future work.

2 Hybrid E-Learning System Evaluation Approach

In this section, we detail our approach for e-Learning platform evaluation and
ranking relying on symbols borrowed from QWS method and qualitative prefer-
ence relation and comparison operators. In Subsect. 2.1, we introduce our evalua-
tion approach and in Subsect. 2.2, we show the use of our approach for e-learning
platform ranking.

2.1 Symbolic Approach for E-Learning Platforms Evaluation

We define the evaluation symbols as follows.

Definition 1 (Evaluation Symbols). The evaluation symbols as defined in
QWS approach are: E = essential, * = extremely valuable, # = very valuable,
+ = valuable, | = marginally valuable and 0 = not valuable. We denote by
S = {E, ∗,#,+, |, 0} an ordered set of evaluation symbols.
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We define a preference relations more preferred than or equal to, denoted by �,
and less preferred than or equal to, denoted by �, over the evaluation symbol
set S as follows.

Definition 2 (Preference Relations � and �). Let S = {E, ∗,#,+, |, 0} be
an ordered set of evaluation symbols such that: posS(E) = 1, posS(∗) = 2,
posS(#) = 3, posS(+) = 4, posS(|) = 5, posS(0) = 6, where posS(�) stands for
the position of symbol � in set S.
We define the preference relation more preferred than or equal to, denoted by
�, over S as:

∀(a, b) ∈ S2 : a � b iff posS(a) ≤ posS(b) (1)
The preference relation less preferred than or equal to, denoted �, is defined as:

∀(a, b) ∈ S2 : a � b iff posS(a) ≥ posS(b) (2)

We can easily prove both preference relations � and � are total orders.

Property 1 (Total Order Properties). The preference relations � and � are total
orders.

Proof. The proof of property 1 is detailed in Appendix A.

Based on the above defined preference relations, we define two comparison
operators named prefMin and prefMax, so that it will be possible to compare
systems on each criterion describing them. These operators will serve as means
to aggregate the evaluations obtained for system criteria.

Definition 3 (prefMax and prefMin Comparison Operators). prefMax and
prefMin operators are defined by formulas (3) and (4) respectively.

The function prefMax is defined by the following formula (3).

S × S → S

(a, b) �→ max(a, b) =

{
a if (a � b)
b otherwise.

(3)

The function prefMin is defined by the following formula (4).

S × S → S

(a, b) �→ min(a, b) =

{
a if (a � b)
b otherwise.

(4)

When we apply the comparison operators prefMax and prefMin over our
symbolic set S, we obtain Table 3.

Property 2 (prefMax properties). prefMax is associative, commutative, idem-
potent, it has E as absorbent element and 0 as neutral element.

Proof. Proofs of prefMax properties are detailed in Appendix A.

Property 3 (prefMin properties). prefMin is associative, commutative, idem-
potent, it has 0 as absorbent element and E as neutral element.

Proof. Proofs of prefMin properties are detailed in Appendix A.
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Table 3. The operators prefMax and prefMin table.

2.2 Using Our Comparison Operators to Rank E-Learning Systems

The evaluation of e-Learning platforms is based on categories, each of which
defines some criteria as defined in [18], for example the category Communica-
tion tools, and their criterion such as Chat. Categories and their criteria are
summarized in Table 4. The five categories considered in platform evaluation
are:

– Communication tools
– Software and installation
– Administrative tools and security
– Hardware presentation tools
– Management features

To evaluate each category, we use the comparison operators prefMax and
prefMin. But to evaluate a considered e-Learning system, we need the evalua-
tion of the five categories. For that purpose, we define two aggregation operators,
called prefMinMax and prefMaxMin, which are based on our comparison
operators.

Definition 4 (prefMinMax). Let A be a matrix of n lines and m columns of
evaluation symbols of S. We define the minimum guaranteed satisfaction value
as follows.

We denote a matrix from A as:

A = (aij) 1≤i≤m
1≤j≤n

and aij ∈ S

We define prefMinMax of A as:

Sm×n → S
A �→ prefMinMax(A) =

prefMin1≤i≤m(prefMax1≤j≤n(aij)) (5)
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Definition 5 (prefMaxMin). We define the maximum possible satisfaction
value of Sm×n as prefMaxMin:

Sm×n → S
A �→ prefMaxMin(A) =

prefMax1≤i≤m(prefMin1≤j≤n(aij)) (6)

The prefMinMax operator computes the least optimistic value amongst the
criteria, whereas prefMaxMin operator computes the greatest pessimistic value
amongst the criteria.

3 Illustrative Example

We apply our e-Learning systems evaluation approach to a set of nine open-
source e-Learning platforms below, and which have been tested and compared
[19–22].

1. Claroline: version 1.9.2, http://www.claroline.net
2. Dokeos: version 2.1.1, http://www.dokeos.com/fr
3. eFront: version 3.6.11, http://www.efrontlearning.net
4. ILIAS: version 4.1.3, http://www.ilias.de
5. Open ELMS: version 7, http://www.openelms.org
6. Ganesha: version 4.5, http://www.ganesha.fr
7. Olat: version 7.2.1, http://www.olat.org
8. AnaXagora: version 3.5, http://www.anaxagora.tudor.lu
9. Sakai: version 10.4, https://sakaiproject.org

Each criterion takes a symbolic value from the set S based on users opinions
community. To obtain the evaluation of each criterion, we have carried out sur-
veys in our university involving under-graduated students (small group of 10 stu-
dents), who have tested each e-learning platform during a training session (2 h).

Table 4. Overview of the hierarchy categories and their criteria.

http://www.claroline.net
http://www.dokeos.com/fr
http://www.efrontlearning.net
http://www.ilias.de
http://www.openelms.org
http://www.ganesha.fr
http://www.olat.org
http://www.anaxagora.tudor.lu
https://sakaiproject.org
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We are aware that the process is subjective and a different panel of students or
users can express different opinions about the e-Learning platforms. We recall
that this data collection aims at illustrating the use of our approach. The values
obtained for each criterion in its category are summarized in Table 7. The appli-
cation of our approach on the set of considered systems is performed as follows.

Table 5. prefMin and prefMax results for Communication Tools category.

1. for each category in Table 4 we compute values of prefMin and prefMax
for all functionalities based on Definition 3. In Table 5, we display the results
obtained by applying our approach on the category “Communication Tools”
for our considered set of e-learning platforms.

2. for each category in Table 7 we compute values of prefMaxMin and
prefMinMax. Results of both operators are displayed in Table 6.

According to Table 6,

– we obtain the following ranking if we consider prefMaxMin operator:
(Claroline � Dokeos � eFront � Ganesha � Sakai) 

(Ilias � Open ELMS � Olat � AnaXagora)
such that Claroline, Dokeos, eFront, Ganesha, Sakai equally ranked at the
top and outperform Ilias, Open ELMS, Olat, AnaXagora systems, which are
ranked at the second position.

– we obtain the following ranking if we consider prefMinMax operator:
Sakai  (Claroline � Dokeos � Olat)  (eFront � ILIAS � Open ELMS �
Ganesha � AnaXagora)
such that Sakai is the best e-learning system and ranked at the top; then
Claroline, Dokeos and Olat are equally ranked at the second position, and
also better ranked that eFront, ILIAS, Open ELMS, Ganesha and AnaXagora
systems, ranked at the third position.
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Table 6. Results of prefMaxMin and prefMinMax computation over the considered
set of e-Learning platforms.

Furthermore, users can make a choice based on either prefMaxMin or
prefMinMax operators or can combine the results returned by both operators.
For instance, in our illustrative example, Claroline, Dokeos, eFront, Ganesha
and Sakai are equally optimal platforms according to prefMaxMin operator,
whereas Sakai is the optimal one according to prefMinMax operator. If we
consider both operators, we notice that Sakai performs better since it is ranked
at the top according to both operators.

For decision making support point a view, it would be interesting to have
the possibility to distinguish between the similar or equally ranked options
(e-learning systems in our case). The symbolic preference relations used in our
case divide a set of items into classes of equivalent items (having the same rank-
ing position). But, what if we combine to the approach a flexible quantitative
dimension which refines the ranking in each class of equivalence and permits
distinguishing among systems belonging to the same class.

We explore in what follows the opportunity to make use of a fuzzy approach
for e-Learning platform ranking. Fuzzy sets theory and fuzzy logics have been
widely proved to be powerful theoretical basis to model flexibility and to compute
user preferences [23].
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4 Fuzzy Quantifier Based Ranking Method

In this section we briefly recall the basis concepts upon which our approach
is built. Subsection 4.1 reminds the main definitions related to fuzzy sets.
Subsection 4.2 recalls the definitions of linguistic quantifiers. Subsection 4.3 sum-
marizes concepts about fuzzy quantified propositions. Finally, Subsect. 4.4 details
the decomposition-based approach as our main tool for the evaluation of fuzzy
quantified propositions of the form “Q X are A”.

4.1 Fuzzy Set Theory

Fuzzy set theory introduced by Zadeh [16] to express the gradual membership
of an element to a set.

Formally, a fuzzy set F is defined on a referential U by a membership function
μF : U �→ [0, 1] such that μF (x) denotes the membership grade of x in F . In
particular, μF (x) = 1 denotes the full membership of x in F , μF (x) = 0 expresses
the absolute non-membership and when 0 < μF (x) < 1, it reflects a partial
membership (the closer to 1 μF (x), the more x belongs to F ).

The core of F is Core(F ) = {x ∈ F : μF (x) = 1} and its support is
Support(F ) = {x ∈ F : μF (x) > 0}. If a fuzzy set is a discrete set then it
is denoted F = {(x1, μF (x1)), ..., (xn, μF (xn))}, otherwise, it is characterized by
its membership function, in practice often a trapezoidal function.

The union ∪ and the intersection ∩ operators are defined by a couple of a t-
norm and a t-conorm, such as (min, max). Let F , G be two fuzzy sets, μF∪G(x) =
max(μF (x), μG(x)), μF∩G(x) = min(μF (x), μG(x)), and the complement of F ,
denoted F c, is μF c(x) = 1 − μF (x).

The logical counterparts of ∩, ∪ and the complement are respectively ∧,∨
and ¬. Other operators have also been defined such as fuzzy implications [24].

4.2 Fuzzy Linguistic Quantifiers

Linguistic quantifiers express fuzzy quantities such as most, almost all, around 4,
several, much, not many, few, etc. They express a flexible quantification between
the existential quantifier (∃) and the universal quantifier (∀). A linguistic quan-
tifier Q can be absolute or relative:

– Absolute quantifiers such as “at least 3”, “at most 5” and “around 4” express
a number and their interpretation do not depend on the cardinality of the set
X. Such quantifiers are defined as follows:

μQ : R|N → [0, 1]
x �→ μQ(x)
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– Relative quantifiers such as “few”, “almost all” and “around half” express a
proportion and their interpretation depend on the cardinality of the set X.
Their generic definition is as follows:

μQ : [0, 1] → [0, 1]
x �→ μQ(x)

where μQ is the truth-value of the quantifier Q applied on x elements; x can
refer to either a quantity or a proportion.

A linguistic quantifier can also be increasing or decreasing. Q is an increasing
quantifier if the truth-value of the quantified proposition in which it is involved
does not decrease if the satisfaction to fuzzy predicate A by elements of X
increases. “at least 3”, “almost all” and “most of” are examples of increasing
quantifiers. A quantifier Q is a decreasing quantifier if the truth-value of the
quantified proposition in which it is involved does not increase if the satisfaction
to fuzzy predicate A by elements of X increases. “at most 3”, “few” and “at
most half” are examples of decreasing quantifiers. A quantifier is monotonic if it
is either increasing or decreasing. Non-monotonic or unimodal quantifiers could
also be pointed out. They refer to quantities such as “around 5”, “around a
quarter”, etc.

The evaluation of a quantified statement amounts to determine its gradual
truth-value (in the unit interval [0, 1]). Propositions of the form “Q B X are
A” raise an interpretation issue when the fuzzy set B tends to the empty set.
Therefore, we only detail hereinafter the evaluation of quantified propositions of
the form “Q X are A”.

4.3 Fuzzy Quantified Propositions

Linguistic quantifiers allow the definition of fuzzy quantified propositions by
combining fuzzy predicates and quantifications. Let Q, X, A and B be respec-
tively a linguistic quantifier, a set of elements and two fuzzy predicates. A fuzzy
quantified proposition can have one of following forms “Q X are A” or “Q B X
are A”. The former means that among elements of X, there are Q elements that
satisfy the fuzzy predicate A, as in the proposition “most of e-learning platforms
are well-designed”, and the latter means that among elements of X that satis-
fying B, there are Q elements that satisfy A, as in the proposition “at least 5 of
big e-learning platforms are expensive”.

Many approaches have been proposed to evaluate statements of type “Q X
are A”, but any evaluation of fuzzy quantified propositions should verify some
properties to express user preferences. The following four properties are the most
important ones to be satisfied by any interpretation and evaluation approach (see
[25] for more details about properties).
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Property 4 (Existential Quantifier Definition). The interpretation of fuzzy quan-
tified propositions should be able to derive the interpretation of the existential
quantifier-based proposition: “∃X are A”, such that “∃” is an absolute quantifier
that is defined as follows:

μ∃(x) =

{
0 if x = 0
1 otherwise

(7)

The evaluation of a proposition of the form “∃X are A” is supx∈XμA(x).

Property 5 (Universal Quantifier Definition). The interpretation of fuzzy quan-
tified propositions should be able to derive the interpretation of the universal
quantifier-based proposition: “∀X are A”. “∀” is a relative quantifier that is
defined as follows:

μ∀(x) =

{
1 if x = 1
0 otherwise

(8)

The evaluation of a proposition of the form “∀X are A” is infx∈XμA(x).

The other properties are related to monotony. A quantified proposition eval-
uation should be monotone along with both linguistic quantifiers and fuzzy pred-
icates involved.

The following interpretations of fuzzy quantified propositions are suitable for
user preference expression and evaluation, since they verify the regular properties
introduced in [25]:

– the decomposition based approach [26],
– OWA-based approach [27],
– fuzzy integral (Choquet/Sugeno) based approach [25]. It has been shown in

[25] that the Choquet (resp. Sugeno) fuzzy integral-based approach is equiv-
alent to the decomposition-based approach (resp. OWA-based approach).

In the following subsection, we introduce the decomposition-based approach
because it is the basis of our flexible ranking methods. The interpretation based
on OWA approach is left for future works.

4.4 The Decomposition-Based Approach

The decomposition-based approach has been proposed by Yager in [26] for the
evaluation of fuzzy quantified propositions of the forms “Q X are A”, in which
Q is an increasing quantifier. Let “P : Q X are A” be a fuzzy quantified proposi-
tion such that Q is an increasing linguistic quantifier. The decomposition-based
approach computes its truth-value, denoted by θP , based on the best regular
(crisp) subset E ⊆ X which contains Q elements that satisfy the condition A.
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Therefore, we obtain the following formula (1) if Q is an absolute quantifier and
formula (2) if Q is a relative one:

θP = maxi∈{1,...,n}min(μA(xi), μQ(i)) (9)

θP = maxi∈{1,...,n}min(μA(xi), μQ(
i

n
)) (10)

where μA(x1) ≥ μA(x2) ≥ ... ≥ μA(xn).

Remark 1. The decomposition-based approach considers only increasing quanti-
fiers. When Q is decreasing, the evaluation of a proposition of the form “Q X are
A” could be deduced from the evaluation of the derived proposition “Q′ X are
not A”, where Q′ is the antonym of Q; such as the proposition “At most 3 plat-
forms are expensive”, which could be evaluated using the equivalent proposition
“At least 4 platforms are not expensive”.

5 Application to e-Learning System Ranking

We apply our linguistic quantifier based ranking method to our context of
e-learning platforms ranking.

Let us model an e-Learning platform pj as a set of couples of (criterion,
value) as follows pj = {(cj1, vj1), (cj2, vj2), ..., (cjn, vjn)} where cji with i ∈
{1, ..., n} is a criterion and vij its value given by a user to express the importance
of platform functionalities. Therefore, we define a platform satisfaction degree,
denoted by θ(pj) as the truth value of the following fuzzy quantified proposition:

“Almost all criteria are important”

Its evaluation is given by using the decomposition-based approach through
the formula (11) as follows:

θ(pj) = maxi=1,...,n(min(μimp(c′
ij), μallmost all(

i

n
))) (11)

μimp(cij) is the degree of importance of criterion i of platform j, and μimp(c′
i1) ≥

μimp(c′
i2) ≥ ... ≥ μp(c′

in) are the ascending raking of the criteria according to
their evaluation μimp(cij).

The ranking rule is as “the closer to 1 θ is the top ranked the platform will
be”. The underlying preference relation is defined as follows:

Definition 6 (Preference Relation �̃). Let pi and pj are two e-learning plat-
forms. Then, pi�̃pj if and only if θ(pi) ≥ θ(pj).
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Remark 2. It is easy to prove that the preference relation �̃ is a total order.

To apply our fuzzy quantifier based ranking method on the set of con-
sidered platforms, we need to map the evaluation symbols of Table 7 to
the unit interval [0, 1]; for instance, we can consider the following map-
ping: (E, 1), (∗, 0.8), (#, 0.6), (+, 0.4), (|, 0.2), (0, 0). The second requirement is
to define the linguistic quantifier “almost all” by its membership function. For
instance, Fig. 1 illustrates an example of membership function of the considered
quantifier. It represents the following function defined on [0, 1]:

μalmost all(x) =

⎧⎪⎨
⎪⎩

0 if x ∈ [0, 0.5]
5
2 (x − 1

2 ) if x ∈ [0.5, 0.9]
1 if x ∈ [0.9, 1]

Example 1. We evaluate the considered criterion for the platform “Sakai”
according to its symbolic evaluation of Table 7 based on the linguistic quantifier
almost all of Fig. 1. Let F be a fuzzy set of “Sakai” criteria such that:

S = {(c1, 0.8), (c2, 0.6), 0.8/C3, 0.8/C4, 0.6/C5, 0.8/C6, 0.2/C7, 0.8/C8, 0.2/C9,

1/C10, 0.8/C11, 0.2/C12, 1/C13, 0.8/C14, 0.8/C15, 0.8/C16, 0.2/C17, 0.8/C18,

0.6/C19, 0/C20, 0.6/C21, 0.2/C22, 0.6/C23, 1/C24, 0.8/C25}

Fig. 1. Example of definition of the quantifier almost all.

The ascendant ranking of important criteria is:
C10 ≥ C13 ≥ C24 ≥ C1 ≥ C3 ≥ C4 ≥ C6 ≥ C8 ≥ C11 ≥ C14 ≥ C15 ≥ C16 ≥
C18 ≥ C25 ≥ C2 ≥ C5 ≥ C19 ≥ C21 ≥ C23 ≥ C7 ≥ C9 ≥ C12 ≥ C17 ≥ C22 ≥ C20



Hybrid Ranking Method for E-Learning Platform Selection 229

Formula (11) is then applied as follows:

θ(Sakai) = max(
min(μImp(c10), μalmost all(0.04)),min(μImp(c13), μalmost all(0.08)),
min(μImp(c24), μalmost all(0.12)),min(μImp(c1), μalmost all(0.16)),
min(μImp(c3), μalmost all(0.2)),min(μImp(c4), μalmost all(0.24)),
min(μImp(c6), μalmost all(0.28)),min(μImp(c8), μalmost all(0.32)),
min(μImp(c11), μalmost all(0.36)),min(μImp(c14), μalmost all(0.4)),
min(μImp(c15), μalmost all(0.44)),min(μImp(c16), μalmost all(0.48)),
min(μImp(c18), μalmost all(0.52)),min(μImp(c25), μalmost all(0.56)),
min(μImp(c2), μalmost all(0.6)),min(μImp(c5), μalmost all(0.64)),
min(μImp(c19), μalmost all(0.68)), (μImp(c21), μalmost all(0.72)),
min(μImp(c23), μalmost all(0.76)),min(μImp(c7), μalmost all(0.8)),
min(μImp(c9), μalmost all(0.84)),min(μImp(c12), μalmost all(0.88)),
min(μImp(c17), μalmost all(0.92)),min(μImp(c22), μalmost all(0.96)),
min(μImp(c20), μalmost all(1)))
= max(
min(1, 0),min(1, 0),min(1, 0),min(0.8, 0),min(0.8, 0),min(0.8, 0),
min(0.8, 0),min(0.8, 0),min(0.8, 0),min(0.8, 0),min(0.8, 0),
min(0.8, 0),min(0.8, 0.05),min(0.8, 0.15),min(0.6, 0.25),
min(0.6, 0.35),min(0.6, 0.45),min(0.6, 0.55),min(0.6, 0.65),
min(0.2, 0.75),min(0.2, 0.85),min(0.2, 1),min(0.2, 1),min(0.2, 1),
min(0, 1) = max(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.05, 0.15, 0.25, 0.35,

0.45, 0.55, 0.6, 0.2, 0.2, 0.2, 0.2, 0.2, 0) = 0.6

By using the same membership function as in Example 1, we compute truth-
value (θ(P )) for each considered platform of our set of e-Learning systems.
Results are displayed in Table 8.

According to these results, we obtain the following ranking for:
Sakai ̃ (Claroline �̃ Dokeos �̃ eFront �̃ Olat �̃ Ganesha �̃ AnaXagora) ̃
(ILIAS �̃ Open ELMS).

We notice that according to the quantification, we also obtain none dis-
tinguishable platforms (Claroline �̃ Dokeos �̃ eFront �̃ Olat �̃ Ganesha �̃
AnaXagora) and (ILIAS �̃ Open ELMS). But, in this case, we can make use of
additional information to refine our ranking. Indeed, the result returned by the
decomposition based approach can be interpreted also as the supremum satis-
faction degree we can obtain for an element x (a platform in our example), along
with the minimum subset of criteria which satisfy the fuzzy condition considered
in the quantified proposition and its corresponding proportion to the entire set
of criteria.



230 S. Chachoua and N. Tamani

T
a
b
le

8
.
E

-L
ea

rn
in

g
p
la

tf
o
rm

’s
fe

a
tu

re
s

fu
zz

y
ev

a
lu

a
ti

o
n
.



Hybrid Ranking Method for E-Learning Platform Selection 231

For instance, in Example 1, the degree returned is 0.6 from the 19th greatest
criteria, and the minimum set of criteria satisfying the quantified proposition is:

C ′ = {C10, C13, C24, C1, C3, C4, C6, C8, C11, C14, C15, C16, C18, C25, C2, C5,
C19, C21, C23}, which corresponds to 76% of the criteria. We also notice that it is
the maximum set of criteria which maximises the satisfaction degree. That means
that the addition of any other criterion does not improve the satisfaction degree at
all. Then, we define the least satisfaction proportion and greatest satisfaction pro-
portion parameters (denoted by lsp and gsp respectively). Let us first define the
following concepts:

– “P : Q C is A” is a fuzzy quantified proposition with Q is a linguistic quan-
tifier, C is a crisp set of m elements, and A a fuzzy predicate,

– C≥ = [C1, ..., Cm] such that μA(C1) ≥ μA(C2) ≥ ... ≥ μA(Cm) is ascendantly
ordered vector of elements of C regarding the fuzzy predicate A,

Definition 7 (Least Satisfaction Proportion lsp). The least satisfaction
proportion is lsp = J

m , where J = min{k : k = 1, ...,m ∧ θP =
min(μA(C≥

k ), Q( k
m ))}.

Definition 8 (Greatest Satisfaction Proportion gsp). The greatest sat-
isfaction proportion is gsp = J

m , where J = max{k : k = 1, ...,m ∧ θP =
min(μA(C≥

k ), Q( k
m ))}.

Once these parameters are defined, we can make use of them for element
ranking as stated by the following proposition.

Proposition 1. Let ci and ck two elements of C of fuzzy quantified proposition
of the form “P : Q C is A”.

(a) If lsp(ci) < lsp(ck) then ck  ci
(b) If lsp(ci) = lsp(ck) ∧ gsp(ci) > gsp(ck) than ci  ck
(c) If lsp(ci) = lsp(ck) ∧ gsp(ci) = gsp(ck) than ci � ck

Proof. The proof of Proposition 1 can be easily obtained based on the monotony
(increasing) property of the quantifier Q.

Example 2. We apply Proposition 1 on the set of similar platforms of Table 8
obtained in the previous example. The results are displayed in Table 9.

The sub-ranking is then: Claroline ̃ Dokeos ̃ eFront ̃ Ganesha ̃
(Olat �̃ AnaXagora) ̃ ILIAS ̃ Open ELMS.

The obtained ranking is more refined and allow selecting top k e-learning
platforms by combining both qualitative and quantitative measures.
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Table 9. lsp and gsp for similar platforms.

Platform lsp gsp

Claroline 0.68 1

Dokeos 0.68 0.88

eFront 0.68 0.80

Ganesha 0.68 0.76

Olat 0.68 0.72

AnaXagora 0.68 0.72

ILIAS 0.60 0.88

Open ELMS 0.60 0.68

6 Conclusion and Future Work

In this paper, we have investigated two approaches for alternative ranking
applied on e-Learning platform selection: a preference relation-based approach
and flexible approach based on fuzzy quantification. We have illustrated the idea
of their combination for ranking refinement which significantly help users make
decision according to their needs and objectives. Practically, we have considered
categories to describe each e-Learning system; each of which defines some criteria
over well-known properties of these systems. We applied our approach on a set of
open source e-Learning systems for which we have gathered through short sur-
veys their evaluation on the considered criteria. The first approach assesses the
quality of an e-Learning system by considering its maximum possible satisfac-
tion and/or its minimum guaranteed satisfaction. These values are finally used
to rank the alternatives from the most to the least satisfactory, and to deliver to
the user one or several optimal systems. In the case of several alternatives are
delivered as equally satisfactory, we consider the second approach, more flexible
from computation point of view, to refine the ranking. The approach makes use
of linguistic quantifiers and fuzzy quantified propositions to compute for each
alternative an aggregated value corresponding to what extend its criteria are
evaluated as important by the user. In addition, we defined two new parameters
for ranking refinement called least satisfactory proportion and greatest satisfac-
tory proportion, denoted by lsp and gsp respectively, to assess the quality of the
subset of criteria evaluated as important by the user for each alternative.

For future directions, it is still to undertake a larger survey to evaluate the
platforms as accurate as possible. It is also worthy to consider user profiles when
performing surveys in such a way that we obtain different values for different
profiles. A profile can be defined over a population of users based on their inter-
ests and training objectives. From theoretical point of the view, the study of
the properties of lsp and gsp such as monotony and their relationship with the
definition of the linguistic quantifier involved in the fuzzy quantified proposition
can reveal the potential of these parameters for proportion quality evaluation in
fuzzy quantified propositions.
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A Appendix

Proof of Property 1 Total Order

We only prove hereinafter the property for the preference relation �. The proof
of the property for the preference relation � is similar to the one of �.

Proof 1 (� is Total Order). The preference relation � is a total order iff:

1. � is reflexive
2. � is antisymmetric
3. � is transitive

1. Relation � is reflexive iff ∀a ∈ S : a � a. Therefore, a � a iff posS(a) ≤
posS(a) which is verified for the comparison operator ≤ since ≤ is reflexive.
Then � is reflexive.

2. Relation � is antisymmetric iff ∀a, b ∈ S : a = b. Then:
a � b ∧ b � a iff posS(a) ≤ posS(b) ∧ posS(b) ≤ posS(a) which is verified
for ≤ since ≤ is antisymmetric.
Then � is antisymmetric.

3. � is transitive iff ∀a, b, c ∈ S : a � b ∧ b � c ⇒ a � c. As a � b ∧ b � c then
posS(a) ≤ posS(b) ∧ posS(b) ≤ posS(c). Therefore, posS(a) ≤ posS(c) since
≤ is transitive. That means that a � c and � is transitive.

Proof of prefMax Properties

Proof 2 (prefMax Properties)

1. prefMax is associative on S:
∀a, b, c ∈ S, then: prefMax(prefMax(a, b), c) = prefMax(a, prefMax
(b, c)). We denote by I the left term PrefMax(PrefMax(a, b), c) and by
II the right term PrefMax(a, PrefMax(b, c)).
Table 10 shows results of evaluation of the left and the right terms, which are
identical. Therefore prefMax is associative.

2. prefMax is commutative iff ∀a, b ∈ S : prefMax(a, b) = prefMax(b, a).
From Table 3, the prefMax matrix is symmetric so prefMax is commutative.

3. prefMax is idempotent iff ∀a ∈ S:
prefMax(a, a) = a.
From the main diagonal of Table 3, we conclude that prefMax is idempotent.

4. prefMax has 0 as neutral element iff ∀a ∈ S :
prefMax(a, 0) = a.
Table 3 shows that prefMax has 0 as neutral element.

5. prefMax has E as absorbent element iff ∀a ∈ S : prefMax(a,E) = E.
Table 3 also shows that prefMax has E as absorbent element.
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Table 10. Formula results for the property of associativity of prefMax operator.

I II

a � b ∧ a � c a ⇒a � prefMax(b, c) ⇒ II = a

a � b ∧ c � a c ⇒ c � b (transivity) prefMax(b, c) = c ⇒ II = c since c � a

b � a ∧ b � c b prefMax(b, c) = b ⇒ II = b since b � a

b � a ∧ c � b c prefMax(b, c) = c ∧ c � a (transitivity) ⇒ II = c

Proof of prefMin Properties

Proof 3 (prefMin Properties)

1. prefMin is associative on S:
∀a, b, c ∈ S: prefMin(prefMin(a, b), c) = prefMin(a, prefMin(b, c)). We
denote by I the left term PrefMin(PrefMin(a, b), c) and by II the right
term PrefMin(a, PrefMin(b, c)).
Table 11 shows results of evaluation of the left and the right terms, which are
identical. Therefore prefMin is associative.

2. prefMin is commutative iff ∀a, b ∈ S : prefMin(a, b) = prefMin(b, a).
From Table 3, the prefMax matrix is symmetric so prefMin is commutative.

3. prefMin is idempotent iff ∀a ∈ S : prefMin(a, a) = a.
From the main diagonal of Table 3, we conclude that prefMin is idempotent.

4. prefMin has E as neutral element iff ∀a ∈ S :
prefMin(a, 0) = a.
Table 3 shows that prefMin has E as neutral element.

5. prefMin has 0 as absorbent element iff ∀a ∈ S :
prefMin(a,E) = E.
Table 3 also shows that prefMin has 0 as absorbent element.

Table 11. Formula results for the property of associativity of prefMin operator.

I II

a � b ∧ b � c c ⇒ a � prefMin(b, c) ⇒ II = c since a � c

a � b ∧ c � b b ⇒a � prefMin(b, c) ⇒ II = b since a � b

b � a ∧ a � c c ⇒ b � c (transivity) prefMin(b, c) = c ⇒ II = c since a � c

b � a ∧ c � a a a is the smallest symbol between a, b and c, so II = a
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Abstract. In recent years, presentation tools such as Apple’s Keynote
or Microsoft PowerPoint play an important role in knowledge transfer.
Despite the fact that over the last decade we have witnessed various tech-
nological advances and new media types, existing presentation tools still
mainly support the presenter-driven delivery of static content. On the
other hand, research in information visualisation illustrates that inter-
active data exploration and storytelling can significantly improve the
extraction and transfer of knowledge from raw data sets. Our goal is to
improve data-driven knowledge transfer in presentation tools by applying
existing information visualisation concepts. Therefore, we derived a set
of general requirements for interactive information visualisation in pre-
sentation tools. A prototype of a presentation tool which addresses these
requirements has been developed based on the MindXpres presentation
platform. Ultimately, the presented requirements might serve third-party
slideware vendors as input for improving support for data-driven knowl-
edge transfer in existing presentation tools.

Keywords: Presentations · Slideware · Narrative visualisation · Inter-
active visualisation · Data exploration

1 Introduction

The field of information visualisation investigates graphical data representations
that reinforce human cognition and help us in detecting causal relationships
between data. Recent technological advances led to more dynamic and inter-
active information visualisations. Current development therefore emphasises on
providing users more control over the visualisation process in order to enable
the interactive exploration and discovery of meaningful relations between data
points.

Storytelling has shown to be an effective approach for sharing insights gained
by studying specific data sets [1]. Facts that have been tied together as part of
a story are easier to present as well as more memorable by the audience. There-
fore, we have seen the rise of so-called narrative visualisations or visualisations
that help us to tell stories with data [2]. For example, educational textbooks
often contain various charts and diagrams in order to support the message that
c© Springer International Publishing AG 2017
G. Costagliola et al. (Eds.): CSEDU 2016, CCIS 739, pp. 237–258, 2017.
DOI: 10.1007/978-3-319-63184-4 13
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the text is trying to convey. These narrative visualisations have been adapted
for recent media and are becoming more dynamic. For instance, news on the
television might use animated graphs to show changes in oil prices or election
results whereas online news articles might be complemented by user-controllable
interactive visualisations.

A common medium used for narrative visualisations are the slide decks cre-
ated with presentation tools such as PowerPoint. With more than 30 million
PowerPoint presentations produced every day [3], we cannot deny the role that
presentation tools play in knowledge transfer. These tools allow us to display
content such as text, images or charts. Nevertheless, unlike other digital media,
presentation tools do not exploit recent techniques for interactive information
visualisation to their full potential. We have seen little evolution in the core
ideologies of presentation tools which were originally designed for the produc-
tion of physical photographic slides. For example, most slide decks are still linear
sequences of spatially restricted slides with static content. However, from a tech-
nological point of view, there is no reason why some of these limitations should
still apply. Visualisation techniques such as zoomable user interfaces allow us
to get rid of spatial boundaries. Furthermore, hardware such as tablets, smart-
phones or digital pens support the non-linear presentation of content and enable
various forms of real-time interactions with a presentation’s content. Neverthe-
less, existing workarounds for implementing this functionality either require too
much time and effort or force the presenter to use some third-party tools during
presentation time which interrupts the flow of the narrative.

We address some of the discussed shortcomings of current presentation tools
and introduce an interactive data visualisation solution for the MindXpres pre-
sentation tool. By applying well-established concepts from information visualisa-
tion and visual storytelling, we aim to provide more effective narrative visualisa-
tions in presentations. Our interactive data visualisation solution for MindXpres
supports the predefinition of a series of views for a given data set as well as
transitions between these views in order to support the narrative. In contrast
to existing presentation tools, the visualised data and visualisation parameters
can be changed between each step of the narrative. For instance, the chart type
(e.g. bar chart or pie chart) can be changed, filters can be applied on the data
or the focus might be adjusted. Furthermore, the same functionality remains
available at presentation time, allowing the presenter to break free from any
predefined visualisation series in order to explore and discuss the data without
restrictions. By applying established information visualisation guidelines and
techniques, the resulting presentation helps the audience to strengthen their
mental model and enhances the effectiveness of knowledge transfer. In addition,
our proposed approach does not only reduce the time needed to create com-
pelling narratives based on a raw data set, but also results in a shift towards
audience-driven narratives.

In Sect. 2 we discuss information visualisation and narrative visualisation con-
cepts in more detail, relate them to existing presentation tools and discuss short-
comings of existing presentation tools. We then propose enhancements for some
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of these shortcomings in Sect. 3 and derive a number of general requirements for
interactive narrative information visualisation in presentation tools. Section 4
provides some details about our prototype implementation for the MindXpres
presentation tool, which is followed by a use case in Sect. 5 in order to illustrate
some of our prototype’s functionality. We conclude with a discussion and outline
of future work.

2 Background

The advent of modern media such as television and computers have enabled
more dynamic and interactive visualisations. Similar to these visualisations we
see on television also major newspapers have adopted the concept of graphi-
cal storytelling and sometimes allow users to interact with the visualisation.
For instance, the BBC1, The Telegraph2 and The New York Times3 accompany
some of their articles with interactive visualisations. An article in The Econo-
mist calls it “melding the skills of computer science, statistics, artistic design
and storytelling” [4]. In this section we take a look at existing information visu-
alisation and narrative visualisation concepts and explain why they work well.
After presenting some related tools, we outline their limitations in the context
of presentation-based knowledge transfer.

2.1 Interactive Visualisation

An important goal of information visualisation is to strengthen a viewer’s under-
standing of the underlying data, which might be hard to interpret in its raw
form. Abstract data representations can offer a high-level overview and help us
to reinforce our mental model [5]. Such graphical representations make use of our
highly developed ability to process the continuous stream of information-rich sig-
nals captured by our eyes [6]. Concepts such as shape, colour, size or distance are
intuitive to us and the interpretation of some of these concepts comes naturally.
Research in this domain led to Gestalt psychology, a research field that identi-
fied a series of laws helping us to understand these natural interpretations [7].
For instance, when comparing objects in a visualisation, it is clear that a larger
object represents a larger quantity or something of higher importance. Similarly,
objects that are spatially close to each other are likely to be more related than
objects with a larger distance in between them. The field of information visuali-
sation tries to exploit these findings in order to facilitate knowledge transfer. Few
[8] proposed a classification of eight messages that one might want to show using
quantitative data, together with the type of visualisation that is suitable for each
message. The messages include time series, rankings, part-to-whole, deviation,
distribution, correlation, geospatial messages and nominal comparison.

1 http://www.bbc.com/news/11628973.
2 http://www.telegraph.co.uk/news/interactive-graphics/.
3 http://www.nytimes.com/interactive/2015/us/year-in-interactive-storytelling.html.

http://www.bbc.com/news/11628973
http://www.telegraph.co.uk/news/interactive-graphics/
http://www.nytimes.com/interactive/2015/us/year-in-interactive-storytelling.html
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The formation of a mental model can further be augmented by allowing the
user to interact with the data [6]. The significance of interaction while processing
information was illustrated in Gibson’s cookie cutter experiment [9] and is often
used as a classic example to prove the relevance of interaction in information visu-
alisation. Gibson concluded that our brain performs better as active explorer,
even if the act of exploring requires additional coordination and processing. Inter-
action techniques in information visualisation can be seen as the features that
provide users with the ability to directly or indirectly manipulate and interpret
representations. Note that this also includes menu interfaces that allow users to
manipulate the representation and, for instance, switch to another chart type
or sort a bar chart in descending order [10]. Furthermore, Dix and Ellis [11]
emphasise two important principles in interacting with visualisations. The first
principle “same representation, changing parameters” states that users should
be able to interactively change parameters of the presentation. The second prin-
ciple “same data, changing representation” implies that a user should be able
to switch between conceptually different data visualisations. Various represen-
tations can be appropriate for different types of data and each representation
needs to be tuned for its purpose.

There are various academic studies about different interaction techniques
such as zooming or filtering which resulted in the categorisation of frequently
used techniques in information visualisation. One of the widely accepted clas-
sifications was independently proposed by both Siirtola [12] and Yi [10]. Even
though the authors did not collaborate, the proposed interaction categories are
very similar:

– Select : mark something as interesting
– Explore: show something else
– Reconfigure: show a different arrangement
– Encode: show a different representation
– Abstract/Elaborate: show more or less details
– Filter : show something conditionally
– Connect : show related items

2.2 Narrative Visualisation

Interactive visualisation techniques cover the exploration and analysis of data
but there is also a need for presenting and communicating data effectively. As
stated by Kosara, “tying facts together into a story is one of the most effective
ways of presenting them and making a point” [1]. The main reason for using sto-
ries is the fact that they are known to be a popular way of conserving information
and passing it on. Not only do narratives preserve and advertise information,
they also act as an adhesive between facts to make them memorable [13]. Segel
and Heer [2] further provide a classification of the different approaches and design
techniques used in news media to visually tell stories.

In the context of presentations, narrative visualisations are mainly author
driven. The scenes and scenarios are linear and predefined by the presenter,



Interactive and Narrative Data Visualisation 241

messages and conclusions are explicitly mentioned and the audience has little
to no influence on the story. This contrasts with reader-driven narratives found
in other contexts where there is no prescribed ordering, the free interaction and
exploration is central and possible interpretations are left to the reader. Segel
and Heer state that ideally, visual narrative genres must balance a narrative—
intended by the author—with story discovery by the reader [2]. Kosara confirms
that this also holds true for collaborative settings where stories can not only be
used to support discussion and decision making, but also during the analysis
process. Hence, stories can serve as a source for drawing conclusions, similar to
the narrated history of an event [1].

Note that narrative visualisations can be manipulated to emphasise specific
messages during free exploration. For instance, Hullman and Diakopoulos [14]
identified a number of approaches and design techniques for prioritising particu-
lar interpretations in visualisations. These findings imply that narrative visuali-
sations can be designed to deliver a predefined message without explicitly giving
the message away.

2.3 Existing Visualisation Tools

Even though the visualisation of information in graphs is an important feature of
current presentation tools, existing presentation solutions clearly lack the inter-
active or narrative aspects discussed earlier in this section. PowerPoint makes it
easy to visualise numbers stored in a spreadsheet and provides a lot of freedom
in terms of chart types and styling options. Nevertheless, the final result of this
process is always a static graph. Of course, as with any content in PowerPoint,
it is possible to apply transitions (e.g. fade in or slide out) and motion path
animation effects. These effects can either be applied to the complete chart or,
depending on the type of chart, to smaller parts within the chart. By using these
transitions and motion path animations as a workaround, authors can compose
basic narratives by, for example, making parts of a pie chart appear one by one.
However, this approach has several shortcomings. First of all, it requires a major
authoring effort since animations have to be manually applied to the different
parts in order to achieve the desired effect. Furthermore, things might get even
more complicated when changes have to be made at a later stage. In order to
switch to another chart type, it might further be necessary to define multiple
versions of the graph with the corresponding transitions between them. Sec-
ond, if we depend on these transition effects, the result consists of a predefined
sequence of states and there is no way to deviate from this fixed path. While
it can be desirable to predefine a path through the data, it might also be ben-
eficiary to have the flexibility to show alternative unprepared variations when
answering unexpected questions. Last but not least, it is important to note that
a chart is rendered only when the underlying data or configuration is changed at
authoring time, but from then on the chart has to be considered a collection of
static images. This implies that any effects only operate on the graphical level
but cannot do anything that would require the components of the chart to adapt
between steps. We can make the bars of a bar chart appear one by one but it
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is impossible to apply modifiers to the information or configuration that defines
the graph. For example, we cannot just switch to another chart type, change the
scale of a graph or filter out specific values as a step in the animation. There are
third-party plug-ins such as oomfo4 or think-cell5 which add even more options
for creating charts, but one has to be aware that these third-party plug-ins typ-
ically only add additional authoring and styling features for designing what will
ultimately result in a static chart with the same limitations. So far we have only
discussed charts in PowerPoint but we came to similar conclusions for alternative
presentation tools such as Apple’s Keynote6 or Prezi7.

In terms of academic work, there are a number of tools based on the interac-
tive visualisation principles discussed earlier. Notable examples are VICKI [15],
Spotfire [16] and GGobi [17]. While these are promising tools founded on the
principles of proven concepts, they also show a number of shortcomings which
make them less suited for use in presentations. First of all, these solutions were
built as standalone applications and their interfaces are not optimised for use
during a presentation. The presenter has to leave the presentation and switch
to another application which interrupts the flow. These tools also consist of
multiple windows and have complex menus that do not translate well to the lim-
ited resolution offered by most projectors. In addition, significant interaction is
needed to operate the tools, requiring the presenter to focus on the software and
use the keyboard or mouse to go through a series of actions to switch between
desired visualisations. It is evident that these solutions focus on the interactive
exploration part, but the ability to use them as narrative visualisation tools
is rather limited. Commercial solutions with similar restrictions include IBM’s
Many Eyes [18] and Tableau8. Note that the previously mentioned GGobi also
provides an Application Programming Interface (API) that allows programmers
to embed and pragmatically interact with visualisations. There are other devel-
opment frameworks such as UC Berkeley’s prefuse visualization toolkit9 for the
Java programming language or the popular D310 JavaScript library. While these
frameworks offer a broad range of features for modern data visualisation, they
are usually used for building standalone applications. More importantly, they
require the programming of the desired visualisation which is not suitable for
the majority of presenters.

Hans Rosling’s 2006 TED talk entitled ‘The Best Stats You’ve Ever Seen’
[19] is an excellent example of the fact that it is possible to build a presenta-
tion around dynamic and interactive data visualisation. During his talk, Rosling
made the point that there is so much data related to human development trends
but it is difficult to educate people and transfer knowledge about current issues

4 http://oomfo.com.
5 http://www.think-cell.com/en/products/.
6 http://www.apple.com/mac/keynote/.
7 https://prezi.com.
8 http://www.tableau.com.
9 https://github.com/prefuse/Prefuse.

10 http://d3js.org.

http://oomfo.com
http://www.think-cell.com/en/products/
http://www.apple.com/mac/keynote/
https://prezi.com
http://www.tableau.com
https://github.com/prefuse/Prefuse
http://d3js.org
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if we cannot present these statistics in an accessible way. For his presentation,
he used a proprietary tool (now forming part of the Gapminder11 suite) that
allowed him to animate and visualise data over time, switch between chart types
or highlight areas of interest and annotate them. The success of the talk can
partly be attributed to Rosling’s energetic personality and compelling argu-
ments, but also his novel approach to presenting data gained a lot of attention
[1] and has been explored in great detail. Robertson later showed that animated
transitions can have a negative effect on a viewer’s ability to follow trends [20],
but because these animated transitions are entertaining and capture the atten-
tion, they work well in front of a live audience. While Rosling’s 2006 TED talk
was definitely a major step in the right direction, the Gapminder series of tools
also has some shortcomings. First of all, once more they are standalone appli-
cations and require a presenter to switch between presentation and tool. More
importantly, these tools were specifically built for educating people about cer-
tain topics related to human development. This implies that the data sets are
fixed and the functionality and visualisations are tweaked for drawing conclu-
sions from geographic and demographic data over time. Other tools have been
built for specific use cases, including the MediaViz [21] platform for visualising
data relevant to online media studies. Similarly, ArtVis [22] is a tool for exploring
European art over time on a map-based visualisation. GeoTime [23] represents
another geography-based visualisation tool focussing on creating a visual story
out of geo-temporal events. While GeoTime is one of the few tools where the
creation of a narrative out of a raw data set lies in its core, its use is limited due
to the focus on geo-temporal data only.

The discussed related work highlights the added value of interactive and nar-
rative visualisations even if we have to conclude that existing presentation tools
do not offer the necessary support for applying such narrative visualisations in
practice. There are some workarounds such as creating multiple static charts
with manually-defined transitions between them, but often presenters are not
willing to make this effort and rather opt for a less dynamic narrative. Alterna-
tively, it is possible to use stand-alone tools which were not designed to be used
in the context of live presentations and can therefore not easily be applied as
tools for narrative visualisations.

3 Requirements

Research in the field of information visualisation and narrative visualisation shows
that the use of specific visualisation techniques can lead to improved knowledge
transfer. However, as discussed earlier we see that existing presentation tools do
not exploit these visualisation techniques to their full potential. Our goal is to close
this gap and to apply lessons learned from interactive information visualisation as
well as narrative visualisation in order to improve presentation-based knowledge
transfer. Based on the presented related work and the shortcomings of existing

11 http://www.gapminder.org/downloads/.

http://www.gapminder.org/downloads/
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presentation solutions discussed in Sect. 2, we derived a set of requirements for
interactive information visualisation in presentation tools:

R1: Integration in Presentation Tools. As slide decks are one of the most
frequently used media for transferring knowledge in education and business set-
tings, it is preferable to directly integrate interactive visualisations into a pre-
sentation rather than relying on third-party applications. If an interactive visu-
alisation is not integrated into the presentation tool, the presenter is forced to
switch between applications which takes time and interrupts the presentation
flow.

R2: Focus on Proven Techniques and Guidelines. Popular presentation
tools put their main focus on aesthetics and looks but the offered features are not
always beneficial in terms of knowledge transfer. For instance, the ability to show
three-dimensional bar charts or pie charts has been proven to cause longer inter-
pretation times and may even be interpreted incorrectly [24,25]. Similarly, Tufte
[26] argues that most graphical bells and whistles (what he calls “chartjunk”)
increase the signal-to-noise ratio and dilute the message one wants to deliver.
Presentation tools should not only create visually appealing visualisations but
also support the presenter in creating visualisations that focus on strengthening
the viewer’s mental modal and transferring knowledge more efficiently. There-
fore, a presentation tool should offer features based on the message that the
presenter is trying to pass on, for instance based on Few’s classifications intro-
duced earlier [8]. Note that this is not only relevant for static visualisations
but should also apply to the currently non-existent interactive features by, for
example, basing ourselves on Siirtola’s classification of relevant tasks for data
exploration [12].

R3: Interactive Visualisations as Support for Oral Narratives. When
using interactive and dynamic visualisations as support for an oral narrative,
it is desirable to be able to predefine a sequence of views for a given data set
and to step through these views during the presentation. In addition to simple
enter and exit animations offered by existing tools, it is important to be able
to apply the two interaction principles by Dix and Ellis [11] introduced earlier.
This implies that it should be possible to modify parameters in between the
steps of a presentation (e.g. change the scale or apply a filter on the data) and
to change the data representation (e.g. by switching to another chart type). By
allowing the presenter to define such a sequence of states, they can synchronise
the visualisation state with the oral narrative at preparation time and ensure
that limited interaction with the computer is needed during the presentation.

R4: Unscripted Data Exploration. In addition to stepping through the pre-
defined states of a visualisation, the presenter should also be able to change
the representation or parameters at any time during a presentation. Segel and
Heer [2] pointed out the importance of balancing the narrative intended by the
author with story discovery by the reader. This also applies to certain presen-
tation styles where questions or discussions with the audience can drive the
presentation. Therefore, a presentation tool should also allow the presenter to
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interact with the visualisation during the presentation with the same set of inter-
actions offered at authoring time. Since the resolution (screen real estate) and
interaction is limited during a presentation, special care needs to be taken to
offer the available interactions in a way that does not clutter the visualisation
and can be controlled without intensive user input.

R5: Interactivity after the Presentation. As mentioned earlier, readers or
audience members should not be excluded from the interaction. This does not
only apply during a presentation but should be valid for a slide deck’s entire
lifetime. For example, in higher education slide decks are often offered as part
of the study material. A student reviewing the slides at home should at least be
able to play back the visualisation as it was defined by the presenter. Ideally,
students should also have the option to freely navigate the data in order to clarify
any doubts they may have and to strengthen their mental model by exploring
the data set. Another use case is the inverted or flipped classroom setting where
activities that are typically considered homework become central during class
and the teacher merely guides the completion of these activities [27]. By offering
students the interactive slide decks that were used in the pre-recorded lectures,
they are not only able to replicate situations from the videos, but they also have
a tool for further data exploration in order to come to their own conclusions.

4 Implementation

In this section we discuss the technical details of the interactive and narrative
visualisation extension for the MindXpres presentation tool by revisiting the
requirements presented in Sect. 3 and showing how our prototype addresses these
requirements.

Requirement R1 states that the visualisation should be integrated in the
presentation tool in order that the presenter does not have to switch between
external third-party applications. Our interactive data visualisation prototype
has been implemented as a plug-in for the MindXpres presentation tool [28,29].
MindXpres was developed to overcome the limited extensibility of well-known
slideware tools such as PowerPoint or Keynote and to offer a rapid prototyping
platform for novel presentation ideas. While PowerPoint offers an Application
Programming Interface (API), it enforces the usage of a linear sequence of slides
with relatively static content which makes it difficult to experiment with radically
new ideas for next generation presentation tools. In contrast, the highly modular
MindXpres architecture allows any component to be replaced and new compo-
nents and functionality can easily be added. For instance, users may choose to
use a plug-in that visualises content using a zoomable user interface (ZUI) or
they can use a plug-in that visualises the same content in a classic linear fashion
as in existing slideware.

As shown in Fig. 1, the core MindXpres engine provides various abstractions
that allow plug-in creators to focus on their ideas instead of having to reimplement
the basic functionality. The graphics engine, for example, provides functionality
related to the visualisation of content which drive features such as the ZUI and
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Fig. 1. MindXpres architecture.

interactive rich media visualisation plug-ins. The communication engine allows
instances of a MindXpres presentation to form networks which enables plug-ins
to communicate across devices and supports audience-driven functionality such as
polls, quizzes or screen mirroring [30]. MindXpres uses HTML5 and related tech-
nologies for enhanced portability and plug-ins are written entirely in JavaScript.
Although a graphical editor is under development, MindXpres presentations are
currently defined in an XML-based declarative language similar to the LATEX lan-
guage that is used for the authoring of text documents. Listing 1.1 shows an exam-
ple of a presentation in the XML authoring language. The goal is that a user can
focus on the authoring of the content whereas the presentation tool deals with the
layout and styling. While MindXpres comes with a default set of plug-ins for basic
components such as images, bullet lists, videos or slides, it is easy to add plug-ins
for new content types. Note that these plug-ins also extend the vocabulary used in
the MindXpres document format. More specifically, a plug-in can add new XML
tags to be used in the document format and the plug-in then takes responsibility
for visualising content placed within these tags.

1 <presentation >
2 <slide title="Vannevar Bush">
3 <bulletlist >
4 <item>March 1890 - June 1974</item>
5 <item>Founder of Raytheon </item>
6 </bulletlist >
7 <image file="bush.jpg"/>
8 <quote source="As We May Think (1945)">
9 A record , if it is to be useful to science , must be continuously

10 extended , it must be stored , and above all it must be consulted.
11 </quote>
12 </slide>
13 </presentation >

Listing 1.1. MindXpres presentation in XML.
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In the past, MindXpres has been used for implementing new presentation
components such as for the interactive visualisation of source code [31]. For the
presented interactive data visualisation, we have taken a similar approach by
implementing a data visualisation plug-in for MindXpres. Since MindXpres is
based on client-side web technology, we did not have to start from scratch but
could make use of existing visualisation libraries. As a starting point, we used
Bostock’s Data-Driven Documents (D3) JavaScript library [32] which supports
complex data-driven visualisations through code. The library uses the widely
supported SVG, HTML and CSS standards to generate the desired visualisation.
D3 is a powerful solution offering control over every possible aspect, but it is
also quite complex to use since even a simple static bar chart requires tens,
if not hundreds of lines of code [33]. For this reason, we also use the C3.js
JavaScript library12, a D3-based reusable chart library that provides abstractions
for most of the common chart types out of the box. Based on C3’s API, one
can control the state of a chart such as focusing on a data series, selecting
data points, showing or hiding the data series or updating the data. With these
features it is possible to change the chart in response to events such as user
input or temporal triggers. Since MindXpres makes it possible to create highly
dynamic and interactive plug-ins to integrate content directly in the slides (or
other containers), Requirement R1 is easily met.

Requirement R2 is the driving force behind the set of features and function-
ality that is offered to end users. We have already described how techniques and
guidelines that contribute to the transfer of knowledge should be prioritised and
this is reflected in what a user can do and sees as an end result. First of all,
the default representations of the various charts and graphs are styled according
to existing guidelines such as those by Tufte [26]. These guidelines include, for
instance, the use of plain backgrounds or colour schemes that are composed of
contrasting colours. We further made sure that enough graph and chart types
are supported in order to represent all types of data characteristics a presenter
might want to show to their audience. Therefore, we based ourselves on Few’s
classification [8] which defines the following ways for showing specific data char-
acteristics:

– Nominal Comparison: compare categorised data in no particular order
– Time Series: visualise series of data over time
– Ranking : compare categorised data ordered by size
– Part-to-Whole: display categorised data as a ratio of the total
– Deviation: compare categorised data to a specific reference measure
– Frequency Distribution: show the count of occurrence in specific ranges
– Correlation: show statistical relationship between pairs of variables

Bar charts enable nominal comparisons, rankings, frequency distributions
(histograms) and deviation (since bars can also go below the horizontal axis).
Line charts further allow us to visualise time series, and the area under each
line can optionally be filled with a colour. As an addition to bar charts, box
12 http://c3js.org.

http://c3js.org
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plots can also be used for showing deviation. Pie charts, regular bar charts
and stacked bar charts allow the user to visualise how categories relate to the
total amount of data. Finally, scatter plots are provided for showing correlation.
Related work such as zGapMinder, ArtVis [22], GeoTime [23] and MediaViz [21]
further highlights that geographical data should not be ignored. Our visualisa-
tion plug-in therefore supports different map-based visualisations such as bubble
maps, choropleth maps as well as maps with pie chart overlays.

Requirement R3 demands that the visualisation and parameters should be
changeable so that different views of the same data can be presented efficiently.
The data to be used in a visualisation can be specified in two ways. It can either
be directly defined in the MindXpres XML language or an external file can
be provided. By default, D3 supports the loading of data in plain text, JSON,
XML, HTML, CSV and TSV format. We have extended this list of formats
with support for Excel spreadsheets by implementing a compile-time trigger in
the MindXpres plug-in. The compiler converts any referenced spreadsheet data
to JSON and bundles it with the presentation, which makes it easier for the
JavaScript plug-in to process the data at runtime.

After providing a data set, the author can define the visualisation’s starting
state. This includes the setting a chart type, specifying the parts of the data to
be shown initially as well as configuring specific chart components such as the
zoom level, axes or legends. Subsequently, the author can define additional visu-
alisation states to match their narrative. During the presentation, the presenter
will be able to step through these states and the plug-in automatically applies
the settings specified for each state. Note that any part of the configuration can

Table 1. Implemented abstractions for manipulating a visualisation.

Parameters Description and abstractions

Highlighting Highlighting and fading out specific elements[focus, defocus]

Visibility Showing and hiding specific elements [show, hide]

Data sources Load and unload data sets [load, unload, unload all]

Data display Data or group display settings [show, hide, set name, set colour]

Axis settings Assign data group and display settings to axes [group, label, min, max, range]

Filtering Apply or remove filter to data [apply filter, remove filter]

Selecting Selecting or unselecting data [select, unselect]

Representation Transform visualisation to a specified chart or map type [set chart type]

Grouping Combine columns or groups into a new group [make group]

Sorting Sort data based on specified group [sort]

Gridlines Settings for horizontal or vertical grid lines [set spacing, enable, disable]

Regions Select intervals on an axis for side by side display [add, remove]

Legend Legend visibility and groups to be included [show, hide, set groups]

Tooltip Turn tooltip on or off [show, hide]

View area View manipulation (zooming or panning) [set zoom, set x, set y]

Chart size Resize the chart to a given height and width [resize]

Chart rendering Request a refresh or clear everything [redraw, clear]
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change between states. This includes the data set, chart type as well as other
parameters that cannot be changed in conventional presentation tools. In order
to hide the complexity of the used D3 and C3 libraries, we provide abstractions
for useful configuration changes in accordance to the interaction techniques pro-
vided by Yi et al. [10]. Table 1 highlights a list of abstractions implemented by
our prototype, which make it easier for a presenter to define the transformations
needed to bring the visualisation to the next desired state. Further, Listing 1.3,
which is discussed in more detail later, shows an example of how a visualisa-
tion and its states are defined in the XML language. In this example the data
is retrieved from an external file but the visualisation states are defined in the
XML language. Note that the data could also be defined in the XML document
itself and on the other hand the configuration could be defined in an external
file.

While quantitative data can all be treated in the same way for operations such
as averaging, grouping, filtering and visualising, additional work was required to
support data representing geographical locations. When an abstraction related
to geographical data is invoked, the relevant subset of data is automatically
examined. If the data is numerical and within a certain range, it is assumed that
the data represents coordinates and nothing further needs to be done. In the
case that the data is in textual form, reverse geocoding is applied. This implies
that the text is converted into coordinates in order that strings that represent a
location (e.g. “Belgium” or “Fifth Avenue New York”) can be used in the visu-
alisation. In the current implementation the reverse geocoding is performed via
the Google Maps Geocoding API13 which requires a connection to the Internet.
However, in future implementations we could also provide a local database for
offline lookups. The result of the reverse geocoding process is a set of coordinates
that can be used in the visualisation. The map-based visualisations are also based
on D3.js. Our plug-in includes a file that contains the topological data needed
for visualising countries and continents. These boundaries can also be used by
the plug-in to classify coordinates by region. An extension called D3 Geo Pro-
jection14 allows us to easily map geographic coordinates to pixel coordinates in
the map viewport while taking the map’s current projection method, scale and
rotation into account. It was further necessary to define some operations specif-
ically for coordinates, such as operations for calculating the distance between
coordinates or finding the centre of a list of coordinates (the centroid).

In order to fulfil Requirement R4, the presenter is free to apply unscheduled
abstractions at any time during a presentation. Some of the abstractions are
triggered via the mouse. For example, by hovering over an element, the element
is highlighted and the corresponding tooltip is shown. Similarly, data groups can
be hidden or shown by clicking on the relevant group in the legend. However,
note that not all interactions can be offered via non-intrusive mouse actions. For
this reason we have integrated an interaction menu that allows the presenter to

13 https://developers.google.com/maps/documentation/geocoding/start.
14 https://github.com/d3/d3-3.x-api-reference/blob/master/Geo-Projections.md.

https://developers.google.com/maps/documentation/geocoding/start
https://github.com/d3/d3-3.x-api-reference/blob/master/Geo-Projections.md
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Fig. 2. Interaction menu at presentation time.

perform any of the offered interaction abstractions during the presentation as
illustrated in Fig. 2.

Last but not least, Requirement R5 has been addressed by allowing the audi-
ence to play back the visualisation at home and freely explore it. Since MindX-
pres is based on web technologies, a MindXpres presentation bundle can easily
be made accessible online and accessed by any device running a web browser.
A viewers can iterate through the predefined states as set up by the presenter,
but they also have access to the menu for manually applying any of the provided
abstractions. This helps a viewer to strengthen their mental model as they are
free to examine the data from different angles in case something is not clear.

5 Use Case

In order to demonstrate the benefits of our interactive data visualisation plug-
in, we present a short scenario that demonstrates how one can use the plug-
in to create a narrative visualisation. In contrast to existing presentation tools,
a presenter only needs to create one visualisation with one data set for which
they define a sequence of views that support their oral narrative. This not only
requires much less time and effort than existing workarounds, but it also makes
it easier to apply changes at a later point in time. In the presented scenario,
the goal is to compare the tax and social burdens of salaried employees in the
27 member states of the European Union. As a starting point, a JSON file that
contains the relevant data for the year 2014 is used [34]. A small snippet of the
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JSON content is shown in Listing 1.2. A dynamic and interactive visualisation is
then used to illustrate the extra money an employer has to pay in order that an
employee will receive exactly one euro after taxes. Since the presentation is going
to be delivered to a Belgian audience, the presenter starts with an explanation
of the tax situation in Belgium. At first, a simple chart is shown in Fig. 3(a) with
a blue bar representing the one euro the employee receives.

1 [
2 ["Austria" ,1 ,0.5 ,0.32 ,0.29] ,
3 ["Belgium" ,1 ,0.62 ,0.5 ,0.22] ,
4 ["Bulgaria" ,1 ,0.22 ,0.11 ,0.16] ,
5 ...
6 ["Spain" ,1 ,0.39 ,0.21 ,0.08] ,
7 ["Sweden" ,1,0.42,0.33,0],
8 ["United Kingdom" ,1 ,0.14 ,0.2 ,0.12]
9 ]

Listing 1.2. A snippet of the JSON data used in the scenario.

In a next step, the presenter introduces the concept of employer social security
and adds it to the chart in the form of the orange extension to the original blue
bar in Fig. 3(b), in order to provide an idea of the proportions. Note that the
scale of the horizontal axis automatically adjusts and now shows a linear scale
from 0 to the total costs of 1.6 euro so far. The same procedure is repeated for the
income tax (green) and the employee social security (red), introducing one item
at a time in order to keep the audience focussed on the explanations (Fig. 3(c)).
The exact values of the different parts that make up the bar are shown in a
small table when the mouse cursor is hovered over the bar. In a next step, the
presenter transforms the visualisation into a pie chart which shows the ratio of
each part as a percentage, revealing that an employee only receives 42.7% of
what the employer pays as shown in Fig. 3(d).

In order to get a better understanding of what these values mean, the pre-
senter switches back to a bar chart and compares the Belgian with the average
EU employer costs as illustrated in Fig. 3(e). In order to show the variation
in employer costs across Europe, the presenter can zoom out and show all the
countries in the data set side by side as highlighted in Fig. 3(f). By default the
countries are ordered alphabetically and if the list is too long to fit on the screen,
the presenter can drag up and down to scroll in the list. Note that at any point
the presenter can zoom back to a single country, for instance Cyprus, in order
to explain why it is the country with the lowest employer costs as shown in
Fig. 3(g). Finally, the presenter decides to show the full list again, but this time
sorted by total employer costs in order to point out the cheapest and most expen-
sive countries from the perspective of an employer as highlighted in Fig. 3(h).

So far the presenter has only used graphs to explore the data and spatial
properties have not been taken into account. For instance, it might be interesting
to see whether the location plays a role and if countries that are close to Belgium
have similar high taxes. Figure 4 shows an alternative map-based visualisation
with Belgium and its neighbouring countries. For each country the centroid is
calculated and a pie chart containing the different tax ratios is shown in the
centre of the country’s boundaries. Note that the presenter never had to deal
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(a) One Euro received by employee (b) Add employer social security

(c) Add income tax and employee social secu-
rity

(d) Switch to pie chart

(e) Compare with EU average (f) All countries (alphabetically)

(g) Zoom in (h) All countries (sorted by value)

Fig. 3. Various graph-based phases of a visualisation for EU employer costs. (Color
figure online)
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Fig. 4. A map-based visualisation of the EU employer costs.

with any coordinates as the tool automatically applied reverse geocoding based
on the country names contained in the country column of the data set and
deduced that the granularity of the categorisation was at the level of countries.

Note that even without the narrative, a viewer might still derive the implicit
messages that the presenter would normally present orally (e.g. “Belgium
employees receive less than half of what the employer pays”, or “employer costs
in Belgium are very high compared to the rest of Europe”). This is in line with the
findings of Hullman and Diakopoulos who state that narrative visualisations can
be designed to deliver predefined implicit messages [14]. It further demonstrates
the potential value of our interactive data visualisation plug-in for audience
members who review the slides after the delivery of a presentation (e.g. students
using the slides as study material) as they can play back the sequence and come
to the intended conclusions without the oral narrative.

Listing 1.3 shows how the discussed scenario has been defined in the XML-
based MindXpres authoring language. The illustrated XML snippet forms part of
a larger XML document defining the entire presentation. The infovis tag on the
first line tells the MindXpres compiler and runtime engine that our information
visualisation plug-in has to be invoked in order to process the child tags and
render the relevant content. The data tag then specifies the data file to be used
by the plug-in. Finally, a list of visualisation states or views are provided.
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1 <infovis >
2 <data file="tax_eu.csv"></data>
3 <config>
4 <view>
5 <chart type="bar"variant="stacked"/>
6 <axis dim="x"group="socialtax"/>
7 <axis dim="y"group="countries"/>
8 <filter group="countries"value="Belgium"/>
9 <show group="socialtax"sub="income"/>

10 </view>
11 <view>
12 <show group="socialtax"sub="security1"/>
13 </view>
14 ...
15 <view>
16 <show group="socialtax"sub="security2"/>
17 </view>
18 <view>
19 <chart type="pie" />
20 </view>
21 ...
22 </config>
23 </infovis >

Listing 1.3. XML definition of visualisation states.

By default the first view in the list will be used as an initial state, resulting
in the chart shown in Fig. 3(a). The succeeding views contain instructions on
how to adapt the visualisation for subsequent visualisation states. In this case,
subgroups of data are made visible and since the chart type is a stacked bar
chart, they will be added to the relevant bars. When the author wants to switch
to a pie chart, the chart tag is used to set a new chart type. Note that any
settings from previous views, such as the filter put in place to select only data
from Belgium, are still valid. In this case, axis settings are also kept but are
ignored as they are not relevant for a pie chart. Nevertheless, when we switch
back to a bar chart in a later view, the earlier axis settings still apply. The rest
of the states shown in the scenario are achieved in a similar manner and are
mainly the result of applying filter and sorting instructions.

6 Discussion and Conclusion

Information visualisation has become more dynamic and interactive by adapting
to recent media for content delivery. We started by discussing the benefits of
dynamic and interactive visualisations and have presented the relevant concepts
that contribute to their success. In particular we have shown how narratives
can be used to make data more memorable and how a viewer’s mental model
can be strengthened by allowing them to interact with the data. However, we
identified that the benefits of such interactive visualisations are currently not
applied to their full potential in the context of presentation tools. This can
partially be attributed to a lack of technical support. For instance, in a popular
presentation tool such as PowerPoint there are many different chart types, but
the result is always a static view which is unsuitable for data exploration or
narrative visualisation. There are a number of workarounds including the use of
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basic enter and exit animations but unfortunately one cannot make changes to
the underlying data or visualisation parameters during these animations.

Related work shows many interesting tools for the exploration of data but
hardly any of them have been adapted for usage in a presentation. In particular,
these tools are often specialised stand-alone applications with a complex user
interface and have little to no support for creating visualisations that support
a narrative. Based on the investigated related work and established interactive
and narrative visualisation techniques, we derived a set of five requirements for
interactive data visualisation in the context of presentations. We have further
presented the implementation of an interactive and narrative visualisation pro-
totype that meets these requirements and has been realised as a generic data
visualisation plug-in for the MindXpres presentation tool. The discussed plug-in
allows presenters to directly embed interactive and narrative visualisations into
their presentation. In order to support a variety of different data sets and visu-
alisation styles, we have defined a number of generic abstractions for changing
specific aspects of a visualisation. The presenter can use these abstractions to
predefine a series of visualisation states supporting their story but they can also
be applied freely during the delivery of a presentation. Note that the provided
abstractions are not restricted to the data representation (e.g. chart type or zoom
level) but also allow the underlying data to be manipulated. For instance, data
can be filtered, sorted or added in order to better fit the message the presenter is
trying to deliver. Thereby, interactive visualisations as support for an oral nar-
rative can be created with minimal effort, in contrast to existing slideware such
as PowerPoint where a new graph would have to be created for each state. Our
approach also shows benefits when changes have to be made to the narrative and
when the visualisations need to be adapted. Since nowadays slide decks form an
important part of the reference material that is provided to students, the plug-in
not only allows them to play back the visualisation at home but further enables
them to freely explore the data in order to clarify any questions they might have
and to strengthen their mental model.

The features that our solution offers to end users are based on well-established
techniques and guidelines for information visualisation. For example, we ensured
to provide support for all the message types that can be visualised using quanti-
tative data, as defined by Few [8]. This has been achieved by supporting a wide
range of common chart types (and their variations) such as line, bar or pie charts
as well as scatter plots. Furthermore, we support map-based visualisations such
as bubble charts and choropleth maps to illustrate spatial date relations. Our
current solutions also supports all the interaction techniques defined by Yi [10]
except for techniques related to the connect principle, which would allow viewers
to show items which are related to a selected one. The support of this principle
has proven to be non-trivial as there is no similarity metrics that works for all
data and contexts. Further investigation is needed to see how we might abstract
this particular interaction technique in the future.
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In correspondence with the declarative content authoring approach of the
MindXpres presentation platform, the presented plug-in extends the XML-based
MindXpres authoring language in order to define interactive and narrative visu-
alisations based on raw data sets. However, in the near future we foresee a
graphical authoring component. The interaction menu for real-time modifica-
tions shown earlier in Fig. 2 has potential for being used at authoring time.
A visualisation sequence could, for instance, be defined as a sequence of snap-
shots created by using the menu to specify the desired visualisation states.

In conclusion, the presented MindXpres extension represents a major step
towards applying the benefits of interactive data exploration and storytelling
to the domain of presentation tools. The benefits of applying interactive and
narrative visualisations in presentations has been illustrated in a use case where
we also highlighted the flexibility of our approach. Even if our current prototype
has been developed as a plug-in for the MindXpres presentation platform, we are
convinced that our findings and proposed abstractions for data exploration are
general enough and can also be applied to other presentation tools. Furthermore,
the requirements that we have defined for interactive information visualisation in
presentation tools might serve third-party slideware vendors as input for improv-
ing their existing products in order to improve the oral knowledge transfer when
presenting specific data sets.
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Abstract. This paper presents AuthELO an authoring environment
that can be used for the configuration of logging and authoring of auto-
mated feedback for exploratory learning objects (ELOs). ELOs are web
components (widgets) that can be integrated with learning platforms to
synthesise highly interactive learning environments. AuthELO has been
developed in the context of the MCSquared project that is developing
a platform for authoring interactive educational e-books. This platform
comprises an extendable set of diverse widgets that can be used to gen-
erate instances of exploratory activities that can be employed in various
learning scenarios. AuthELO was designed and developed to provide a
simple, common and efficient authoring interface that can normalise the
diversity of these widgets and give the ability to non-experts to easily
develop or customise the feedback that is provided to students using a
data-driven approach. In this paper we describe the architecture and
design characteristics of AuthELO and a small-scale evaluation with
activities in a logo-based 3D microworld called Malt+. We reflect on
both the challenges of the authoring process and the pedagogical poten-
tial of the feedback when these activities are used by students.

Keywords: Feedback authoring · Exploratory learning environments

1 Introduction

Authoring educational interactive tasks is a challenging and time consuming
endeavour particularly if they include some form of adaptive or intelligent sup-
port to the learner. While there is an abundance of tools that allow non-expert
developers, such as educational designers or teachers, to author their preferred
activities, these are limited to static content or to pre-defined question-answer
activities. As we review in Sect. 2, researchers in the field of Intelligent Tutor-
ing Systems are looking into the development of tools that ease the authoring
process for ITS but have largely remained in the realm of structured interaction.
c© Springer International Publishing AG 2017
G. Costagliola et al. (Eds.): CSEDU 2016, CCIS 739, pp. 259–278, 2017.
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We are interested in highly interactive, exploratory activities that take place
within open learning environments including microworlds [1,2]. Although such
environments can be effective in supporting learners’ development of conceptual
knowledge, they require significant amount of human or computer support [3].
Despite the fact that research in the area has demonstrated that it is possible
to delegate part of this support to intelligent components (e.g. [4,5]), there have
been little attempts to reduce the entry threshold for both programmers and
end-users [6].

This paper presents AuthELO, a tool for authoring exploratory learning
objects (ELOs), configuring the logging and programming the automated feed-
back they provide. This tool has been developed in the context of the Mathemat-
ical Creativity Squared (MCSquared) EU-funded project (http://mc2-project.
eu/) that is developing a platform for authoring interactive educational e-books.
This platform comprises an extendable set of diverse widgets that can be used
to generate instances of exploratory learning activities that can be employed in
various learning scenarios. In this project we designed and developed a tool that
is able to provide a simple, common and efficient authoring interface that can
normalise the heterogeneity of these widgets and reduces the time it takes and
the skills required to program the feedback that can be provided to students
based on their interaction.

Section 3 presents the development methodology that underpins the design
of AuthELO. Sections 4 and 5 present the architecture and the tool in detail.
Section 6 presents an evaluation of the current prototype with a logo-based
microworld (Malt+) and Sect. 7 concludes the paper and briefly discusses our
next steps.

2 Related Work

The development of learning material that is interactive and provides auto-
mated intelligent feedback to the students falls naturally into the category of
ITS authoring systems. There have been many such systems developed in the
past. Database-related tutors like SQL-Tutor, EER-Tutor and Normit [7] are
cases that follow the constraint-based modelling approach. To author web- and
constraint-based tutors [8] developed ASPIRE. The use of simulation-based
authoring is presented in [9]. An approach that is used for the development
of adaptive hypermedia is presented in [10]. An attempt to lower significantly
the skill threshold required is the model-tracing approach [6]. Most of these
approaches, although different, they converge in that they all presuppose the
use of low level technical expertise for the authoring. Systems that require no
programming include the ASSISTment Builder [11] and Redeem[12]. The latter
is an approach that combines existing material with teaching expertise to develop
simple intelligent ITSs. A mixed system that supports the development of two
types of ITSs is CTAT [13,14]. It supports the development of cognitive tutors
and example-tracing tutors. The latter case requires no programming at all.

http://mc2-project.eu/
http://mc2-project.eu/
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All of these systems are typically domain-specific solutions that may require
low level technical expertise and usually offer fairly limited and not easily gener-
alisable output. That seriously limits the applicability of these tools to a wider
range of learning scenarios. One of the most recent developments in the field
is the Generalized Intelligent Framework for Tutoring (GIFT) [15] that pro-
vides tools to support various elements of the authoring process. Although GIFT
targets domain experts with little or no knowledge of computer programming
or instructional design, at the moment it mostly enables rapid development of
expert models and other domain knowledge. This results in a fully-fledged ITS
that depends on the services provided by GIFT. That may limit the re-usability
of the authoring tool with other learning platforms or may be beyond what is
needed or what is possible with limited resources (e.g. of a teacher wanting to
adapt a simple activity). At a conceptual and architectural level our system
resembles SEPIA [16]. SEPIA is designed so that automated support can be
added in the form of an epiphytic application that is external to the learning
environment. Integration does not require changes in the target environment and
interoperation is not based on domain specific models and tools.

From an end-user pespective, the most relevant solution to our approach, and
the one that seems to require the least amount of cognitive load for the author,
is the example-tracing approach [13]. The author develops feedback by executing
the activity like a student. This provides the author with a tree-like view that is
representative of the current state of the student. The author can then annotate
the diagram and determine the behaviour of the tutor. The disadvantage of this
approach is that it is domain-specific and not generalisable beyond structured
tasks that have a relatively limited range of possible alternative paths. In an
exploratory learning environment these paths are potentially infinite.

In our system we follow the example-tracing approach but we are not using
the visualisation part simply because it is impossible to represent visually all the
possible states in such diverse domains and open environments. Our tool must be
generic enough so that it can be used with exploratory learning environments.
Support is expected to be task-dependent but tasks may not be structured.
Authoring must be based on data that becomes available as the student interacts
with the environment. The author generates data and utilises this information in
order to form sensible rules for the generation of feedback. These rules are cur-
rently expressed through programming but our intention is to provide a service
that can be accessible through different levels of specificity. That will make the
system usable by authors with different levels of expertise without compromising
the ability to intervene at the lowest level if necessary. A high level language that
is specialised in feedback authoring and a visual programming shell will be the
high level constructs that will make it easily accessible to non-technical users.

3 Methodology

In this project the main objective is to design and develop an authoring tool for
the engineering of automated (intelligent) support for online learning activities.



262 S. Karkalas et al.

Fig. 1. Conceptual data flow of support for exploratory learning. From [5].

As mentioned, we are interested in highly interactive ‘widgets’ that can either
be standalone activities or live in the context of an e-book. Such widgets offer
learning opportunities through exploration and discovery of knowledge in an
unstructured manner (Fig. 1).

The methodology we have followed for the design and development of Auth-
ELO is based on previous work presented in [5]. This approach is based on the
premise that the complexity of the task can be reduced and made manageable
through the compartmentalisation of different concerns regarding the different
aspects of the problem. In practice this can be done by focusing on the three
most important questions related to support:

– What is the situation now? (evidence)
– Which aspect needs support? (reasoning)
– How should the support be presented for maximum efficacy? (presentation)

Each one of these questions corresponds to different aspects of the problem and
thus may require different approaches and expertise. Considering these aspects
separately reduces the skill threshold required to deal with the problem in its
entirety. Typically, in this scheme, the development of support moves towards the
opposite direction of the data flow. Designers would start from the presentation
and the process would gradually move towards the development of components
that produce evidence. In this project the presentation is designed based on
the assumption that an exploratory learning system should not intervene in the
process in an intrusive manner [3]. Support should not be provided in order
to manipulate the students and control their behaviour. The system should be
discreet and inform the users for potential issues but not interrupt the learn-
ing process. On the other hand support should always be available on demand.
Students may not be able to exploit the full potential of such learning environ-
ments if there is not enough support available to direct them [17,18]. In this tool
support is provided after the student initiates the process. We also provide the
learning platform the ability to use the same functionality in order to display
informative messages to the users regarding the current state of the activity.

The focus of this work is on reasoning and the acquisition of evidence that can
support it. For the former we collected a number of use cases of specific learning
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activities developed in GeoGebra1, Malt+2 and FractionsLab3. Expert designers
and educators provided us with complete usage scenarios for each activity that
include potential student misconceptions, landmarks that can indicate impor-
tant states of the constructions and the respective feedback that the system is
expected to provide to students. This information helped us form the initial
requirements for the reasoning part and they have also been transformed into
batteries of tests for the technical evaluation of the software.

The data acquisition part comes after because it depends on the reasoning
part. Having all the information about the needs of the reasoning part enables us
to identify the requirements for the evidence part. The challenges we identified
for that part follow:

– need for methods to make the widgets generate the required data
– need for methods to transfer this data between tiers
– need for methods to efficiently store that data in the tool and make it process-

able so that it can be used for answering queries to the reasoning part

4 Architecture

The tool is a native HTML5 application with no external dependencies and
is physically decoupled from learning platforms. It does not implement any
platform-specific or proprietary functionality and therefore its service is not lim-
ited to an existing platform. It has been designed in a way so that its functionality
can be provided in a service oriented approach using standardised communica-
tion protocols and data formats. After the tool is virtually integrated with a
learning platform from the users’ perspective the whole system looks unified
and homogeneous. Integration is seamless and requires nothing more that set-
ting up a url along with the parameters that provide information on how to
instantiate the learning object to be configured and where to store the config-
uration data. This information is stored in the learning platform and is used
whenever an author wants to configure logging and automated feedback for a
learning object.

The author initiates this process in the learning platform and implicitly gets
redirected to AuthELO. From that point on the tool takes over. It creates an
instance of the widget that lives in its own private and secure space (sandbox).
The two software components operate as independent applications in parallel
(asynchronously) within the same browser instance. The glue between them
is another component that is called Web Integration & Interoperability Layer
(WIIL). WIIL as the name suggests, is a web component that can be used to
integrate other web components with a platform. It can also provide a simple
yet efficient communication mechanism so that the integrated components can

1 https://www.geogebra.org/.
2 http://etl.ppp.uoa.gr/malt2/.
3 http://fractionslab.lkl.ac.uk/.

https://www.geogebra.org/
http://etl.ppp.uoa.gr/malt2/
http://fractionslab.lkl.ac.uk/
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be interoperable. This is described in [19]. An earlier version of the WIIL and
its potential usage was presented in [20].

Upon instantiation, the widget sends to AuthELO its widget-specific meta-
data. That is information about the types of elements that can exist in the
widget environment and the types of events that these elements can generate.
This data is maintained in local in-memory databases4 at the AuthELO side of
the browser. AuthELO uses this information to construct dynamically a graph-
ical user interface for the configuration of logging. Something that needs to be
noted here is the dynamic nature of this process. There are no presumptions
about the information that is received from the widgets. Different widgets may
provide different metadata and that, in turn, may result in the formation of
different interfaces.

This GUI is immediately usable by the author. The author can set up data
logging rules that have immediate effect on how the instance behaves. The rules
are stored in local databases in AuthELO and they are also sent to the widget
so that the respective event handlers can be registered. After registration, the
widget is able to generate data according to what the author prescribed in the
configuration interface. This data becomes directly available to the author for
inspection through the WIIL (see activity log in Fig. 2). The author uses this
information to make decisions about what feedback needs to be provided to the
students (Fig. 8). This part of the configuration is also stored in local databases.

The logging and feedback configuration is then passed by the tool to the
learning platform, so that these settings can become available to the actual
widget instances that are going to be used by students. The learning platform

Fig. 2. AuthELO’s architecture.

4 We used TaffyDB (http://www.taffydb.com/) — an open source, lightweight and
efficient NoSQL database.

http://www.taffydb.com/
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sends these settings as part of the initialisation parameters during the widget
launch process.

5 The AuthELO Tool

AuthELO is designed to provide a generic interface between web-based learn-
ing objects, learning platforms and authors that want to synthesise exploratory
learning activities with them. The design is based on the following five main
requirements:

– Authors must be able to dynamically configure what data will be logged by
a learning object during a session with a user. This can be data generated
from interactions between the user and the widget and derivative data that
gets generated by the widget itself as a result of some event.

– Authors must be able to specify rules about real-time feedback that should
be provided to the students. These rules should be based on log data that is
dynamically generated as the student engages with the activity.

– It should be possible for authors to configure all the available widgets through
a common interface. This interface should be able to hide the diversity of
potentially heterogeneous learning components that might be offered in the
system.

– The tool must not impose barriers in terms of skills and technological exper-
tise. Teachers with a certain degree of IT literacy should be able to use it for
authoring of interactive learning material.

Fig. 3. The authoring interface provides a live instance of the activity along with a
toolset for testing and debugging.
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– The tool must be able to offer opportunities for exploratory authoring of
feedback reducing the cognitive load that is expected for non-structured tasks
of exploratory activities.

The general aim of this project is to provide a tool that offers the following:

– It is simple to use
– It can be used with diverse learning components
– It can be used effectively to configure feedback for non-structured tasks in

exploratory learning environments

5.1 The Authoring Interface

When the tool gets instantiated it looks like Fig. 3. The authoring interface is
provided as a triplet of tabs named ‘widget’, ‘logging’ and ‘feedback’. The first
page (widget) provides a visual of the activity along with a basic toolset that
can be used for testing and debugging. In the middle of the page there is a live
instance of the widget that represents the activity that is going to be presented
to the student through the learning platform. The author can interact with it in
the same way that a student would and experiment with different configurations
until the result satisfies the learning objectives that have been set. During this
interaction the author can see what data gets generated and display messages
useful for debugging.

5.2 Authoring Logging

Configuration options for logging are given in the homonymous tab-page. This
page is dynamically constructed by the application using information retrieved
from the live widget instance that represents the activity (Fig. 4).

Fig. 4. Logging Configuration.
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That means that this part of the tool dynamically changes for different widgets
or widgets that contain different constructions. The aim is to for the tool to
work with different widget ‘instances’ i.e. different configurations of the same
widget but for different activities. The challenge is that these instances contain
different types of elements able to generate different types of events. The tool
is able to dynamically query the instance and obtain all the information that
is necessary to reconstruct itself and adapt to the individual characteristics and
needs of the activity. But how can that be possible? Widgets may be third
party components that do not provide standard communication interfaces and
data formats. So how do we deal with diversity? There is no magic behind this
wonderful feature. Communication and interoperability between the tool and
widget instances go through WIIL [19]. In that layer we can reshape APIs and
semantically enhance the metadata that is received from instances whenever that
is deemed necessary. That takes care of diversity but what happens if the initial
construction that is given for the activity does not contain all the necessary
elements and events? The assumption is that the tool queries the live instance
and retrieves information about what is currently present in the construction.
For that part there is no easy answer. You either get the widget implementers
to expose a method that provides information about all the possible elements
and events for that particular widget or you get the activity author to create
extra elements that may need to be recorded in the log files and hide them from
the user. In this particular implementation we followed the second approach
simply because it would be impossible to force widget vendors to change their
implementations and it would be impractical to visualise endless lists of element
and event types that would not be used in the activity. Cluttering the authoring
interface with unnecessary information would compromise the usability of the
tool.

In this page the author can see a list of the element types that are supported
by the widget along with the types of events that these elements can generate.
These lists are presented as sequences of buttons. The author can press a button
and select an element or an event type. When that happens the name of the
selected entity appears in the ‘logging rules’ section next to the plus sign.

The rules have immediate effect on how the instance behaves. They are stored
in local databases in AuthELO and they are also sent to the widget so that the
respective event handlers can be registered. WIIL takes care of the underly-
ing operations for that. After registration, the widget is able to generate data
according to what the author prescribed. In Fig. 5 we can see where new rules
are formed. A combination of an element type with an event type gives us a
valid rule. The author can optionally provide a name for a specific element if
needed. If the rule is ready, it can be inserted by pressing the button ‘insert’.
The rule in Fig. 5 instructs the system to generate events when the value of the
point element ‘A’ changes.

If we want to generate update events for any element of a point type then
we can omit the name. If we attempt to insert a more generic rule than one that
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Fig. 5. Rule insertion.

Fig. 6. More general rule.

already exists then the system will give us a warning message but it will allow
the operation (Fig. 6).

The opposite is not true. If we attempt to insert a more specific rule than
one that already exists then the system will not perform the operation because
it will not have any effect at all (Fig. 7).

Fig. 7. More special rule.

If the rule is exactly the same as an already existing one the system will reject it.
If a rule needs to be removed then the author can select it by clicking on the list
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Fig. 8. Rule removal.

in the ‘Active Rules’ section. The selected rule will then appear in the ‘Logging
Rules’ section next to the minus sign. The rule can be deleted by pressing the
‘remove’ button.

When a rule is inserted it gets immediately activated. That means that the
author can go back to the ‘Widget’ tab and start generating data by interacting
with the widget. The data appears at the bottom of the page.

5.3 Authoring Feedback

The configuration or authoring of feedback can be done through the editor that
is provided in the ‘Feedback’ tab-page (see Fig. 9). In this part the author can
utilise the data generated and displayed in the ‘Widget’ tab-page and specify
rules that state what needs to be done if certain conditions are satisfied. In this
version of the tool these rules must be expressed in JavaScript. This is done
through a specialised editor that provides support to the author and basic error
checking5. This way the author can dynamically inject new functionality into
the system.

Feedback is presented either through an area under the widget instance or
through an intelligent assistant that looks like an owl and displays the message
in a bubble (see Fig. 10). Authors simply have to change a parameter when they
call the function to display the message in order to select one or the other.

After the implementation of feedback rules, the author can go back to the
‘Widget’ tab and test the feedback. If the author makes a mistake the system
5 We incorporated the ace editor (http://ace.c9.io) which is a high performance web-

based JavaScript tool. The tool is parameterized to process JavaScript code and
display it accordingly. It is equipped with syntax highlighters, automatic code inden-
tation, and code quality control and syntax checking that is based on the well-known
tool JSHint (http://jshint.com/).

http://ace.c9.io
http://jshint.com/
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Fig. 9. Feedback authoring through a specialised editor and system log.

Fig. 10. Help messages.

displays an error notification under the column named ‘System Log’ indicating
the problem. In this case the changes are not saved and the new functionality is
not applied.

Something that needs to be noted here is that this part of the tool is work
in progress. We are working towards an intuitive and simple user interface that
would not require high-level of programming expertise from an author (partic-
ularly a teacher). In the meantime, both in order to test the system but also to
ensure that it can be immediately used in the context of the project, we exposed
a part of the actual JavaScript code that is used to provide the feedback. This
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does not affect the usability of the system at this stage, only requires a level of
expertise from the author that should be able to at least understand JavaScript
syntax.

6 Prototype Evaluation

AuthELO is currently being used as the standard tool in the MCSquared plat-
form for the development of automated feedback. MCSquared is an active project
and that means that AuthELO is continuously being used and evaluated in
practice by a large community of learning designers. The people involved in
this process form Communities of Interest (CoIs) and continuously utilise the
MCSquared platform to produce new learning material and evaluate it in the
classroom. Different CoIs may have a different orientation, specialise in a cer-
tain domain and utilise a certain set of ELOs for their productions. In this
paper we present the work that has been done by the Greek COI that specialises
in constructionist activities with narrative and utilises the ELO Malt+ for the
development of learning materials.

6.1 Malt+

Malt+ is an exploratory learning environment that utilises programming to
design 3D dynamic graphic models. It consists of a programming editor, a 3D
scene and a dynamic variation tool. Learning designers can build domain spe-
cific Malt+ widgets (e.g. in mathematics, informatics etc.) that offer students
opportunities to explore, redesign and test their own assumptions in order to
approach a solution. An avatar on the 3D scene moves and draws shapes and
models based on programming code that is executed in the editor. The variation
tool can dynamically change the resulting model by changing the programming
parameters providing a way to explore modifications in a continual and direct
way. As there is a camera available that can change the perspective, activities
may exploit the 3D space from the beginning or may start in 2D space and
switch to 3D space dynamically. Depending on the activity goals, the presented
problem may have more than one solution, it may be solved with multiple alter-
native programming strategies and as a consequence of those multiple different
learning paths may be followed.

A large number of Malt+ widgets have already been produced and stud-
ies have examined the functionalities and prospects this environment provides.
In [21], the study identifies the role of logo programming in meaning generation
in mathematical thinking and points out how reconstruction of a program and
its 3D result could affect generalization. Another study [22] has evidenced that
the ability to explore and symbolically represent movements and shapes with
Logo, engage students in notions of the conceptual field of curvature in space.
The role of dynamic manipulation of a 3D shape the environment offers, has also
been studied when students exploring the dynamic aspects of an angle [23].
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6.2 The Activities

A typical scenario with Malt+ is to present a ‘half-baked’ microworld to the
students and ask them to amend and/or augment it in order to derive a complete
construction or fix problems with the existing one. A ‘half-baked’ microworld [24]
is incomplete by design, provoking students to build a new artifact that has more
meaning for them. Through this process the students engage with the material,
the concepts and the techniques involved in an experiential way and discover
knowledge themselves. For this evaluation the Greek CoI developed two such
activity scenarios named Staircases and Chand Baori.

Staircases. The e-book Staircases puts the student in the position of an archi-
tect who designs different types of staircases. This activity is offered in an e-book
that provides a series of activities starting from indentifying the characteristics
of a stairs and ending with building complex stair types.

This activity comprises two tasks that are interrelated. The beginning of the
second part presupposes the completion of the first part. Both tasks have been
implemented in the same Malt+ instance. The first part presents a semi-defined
(broken) staircase and asks students to explore the staircase parameters, inden-
tify their role in the shape and amend them to build a well-defined staircase. The
second part asks the students to find a way to generalise the previous solution so
that it can be used for the construction of well-defined staircase with any number
of steps. Students use a predefined program to do their experimentations and
modify it to provide a solution (Fig. 11).

Fig. 11. The staircases activity in Malt+.
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Chand Baori. The activity Chand Baori asks students to build a 7-step dou-
ble staircase as Chand Baori stairs looks like. The activity starts with a small
program that draws 2 steps on the 3D space. Students have to indentify the
programming code that draws each step, replicate it to draw more steps and
find a solution to change direction and move down after the top of the stairs.
In this activity depending on the students programming skills or the target
group, totally different strategies can be followed. Thus, a solution may contain
only simple repeated commands or loop structures or subroutines or combination
of them (Fig. 12).

Fig. 12. The chand baori activity in Malt+.

6.3 Challenges

The challenges we were faced with during this process were multifaceted. A tech-
nical challenge was to inform AuthELO about the particular set of element types
and their respective event types that may be found in a Malt+ environment.
Despite the fact that Malt+ is a very sophisticated ELO it does not natively
support an API through which this information can be acquired. The solution
was to semantically enhance it in AuthELO through WIIL [19]. For this, a for-
mal description of nine element and four event types was formulated after using
Malt+ in various scenarios without any logging rules applied.

Another challenge was to address the requirement of providing feedback for
two distinct and interrelated subtasks implemented in the same Malt+ instance.
The Staircases activity poses such a requirement. The learner is presented with
two questions that have to be followed in succession. The automated feedback
component must be able to distinguish between the two and suppress feedback
if the first part is not complete. In this case it is expected to direct the learner
to finish the first subtask.
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6.4 The Evaluation Study

Methodology and Material. In order to design the essential guidelines and
find any possible weak points of the feedback system, we conducted two studies
in real world conditions: A pilot study and an evaluation study. In both studies
we exploited four activities that were designed as exploratory activities with
Malt+ widgets. The theme of those activities was 3D staircase design using logo
programming code. In the first activity students have to identify the correlation
between the different geometrical characteristics of a staircase and modify the
logo code to build a generic staircase program. In the second activity they have
to modify a logo program to extend a two-step stair to a seven-step staircase.
In the third activity the goal is to design a seven-step double staircase (Chand
Baori). In the final activity students modify the two-step staircase program in
order to draw any double staircase with a given number of stairs. Both studies
took place in after school math clubs at a Greek secondary school.

Design and Pilot Phase. In this phase, based on the main learning designer’s
experience and feedback from the CoI, we designed an initial set of feedback
messages with the goal of getting first an initial understanding of its effective-
ness from a pilot study with students. The implementation was first done by a
relatively experienced JavaScript developer without previous AuthELO experi-
ence. After a preparatory tutorial of twenty minutes he was able to fully develop
feedback for the first phase of the evaluation within a working day. Observing the
developer using AuthELO we confirmed that, despite the short familiarisation
session, he was able to select the items of interest and check directly whether the
widget generates the data required. Reflecting on the usage he mostly commented
on the ease of authoring thanks to fact that data gets displayed dynamically as
he interacted with the widget. As there was no need to consult the widget doc-
umentation for anything or to switch context and query the back-end database
he confirmed our design rationale that this reduces the overall time, particularly
because otherwise one needs to spend a significant amount of time going through
the events that generate data — especially in the context of exploratory learning
objects. This is not something we can expect the average teacher to have the
training or time to do hence the involvement of a developer at this initial phase.

Having designed the feedback, eight students participated in a pilot study, allo-
cated in 4 groups. From this experiment we collected 547 indicators. All students
had previous experience with Malt+ environments but they were presented these
particular activities for the first time. The main goals of the pilot study was to:

– identify possible problematic or difficult situations that the intelligent support
system should recognise during the activity

– identify sample solution paths the students follow in order to acquire evidence
and generalise the designed feedback

– study the students’ reactions and the level of acceptance of such a system

After the first iteration, the data collected was analysed along with the tutors’
observations and a revision of the feedback was introduced by both the teacher
and the original designer. This time it took them approximately two hours to
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amend the initial design and align it with the new requirements. The effort in
this phase focused on providing simple, generic but relevant and helpful feedback.
The main advantage of AuthELO as suggested by the teacher taking part in the
study was the transparency introduced by being able to see the various feedback
rules and feedback messages and discuss them with the original developer. This
made him confident that in subsequent iterations he would be able to make
modifications through the MCSquared platform himself.

Feedback is always available but it provided on demand. That means that
students initiate the process when they feel they need assistance. Due to space
limitations we are not describing all the details of the feedback defined but we
quote three indicative feedback design decisions for the ‘baori’ activity:

1. If the time elapsed since the student began interacting with the microworld
is less than 30% of the estimated completion time for the activity and the
camera has not been used yet the system prompts the student to use it before
any other help is given. If the camera has already been used more than 20
times and the sliders are not used then the system prompts the user to try
the sliders.

2. If the number of loops identified in the function is more than two then the
system gives a hint about possible unecessary code repetition and suggests
the user to think about reusability of code.

3. If a function is properly defined but is not called repetitively the system
suggests the user to rethink about the reasoning behind the design of the
function and how it is supposed to be utilised by the rest of the program.
This is obviously related to the previous suggestion (reusability of code).

Testing the Redesign. During the second phase we examined the automated
feedback generated both from a technical and from an educational point of view.
We also tried to identify the cause of possible failures to provide the required
level of help.

From a technical point of view there were no problems experienced during
the process. AuthELO was able to express all the different types of feedback
required regardless of complexity and the activity player was able to generate
the correct feedback at all times.
From an educational point of view the preliminary analysis shows the following:

– Students tend to avoid getting help even if they are encouraged to do so. It is
very important therefore to carefully introduce any feedback affordances to
students and to discuss with them their purpose.

– Due to the exploratory nature of the activities, students may miss opportu-
nities, get lost and ultimately abandon the activities. Designers, therefore,
may need to consider when to design feedback that intervenes in appropriate
times as suggested in [3].

– A feedback message that does not meet the ‘expectations’ of the students
could act as an inhibitor of asking further help from the system. It is impor-
tant, therefore, to design feedback messages carefully and to allow designers
and teachers to modify them easily and frequently based on their expertise.
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A possible interpretation of the above follows:

– Computer users and especially students are not familiar with the process of
asking the system for help. In fact, there is an almost common belief that the
system can provide only general help and users have to read a lot of help text
to find a useful hint. In our study another factor that may affect the student
behavior is that the study sample was part of a special student club where
members ‘play’ with technologies and mathematics and therefore they prefer
to explore and try rather than ask the system for ready-made help.

– Students seem to get disappointed very quickly from a given help message
that does not seem to be helpful enough. They get a negative ‘sense of help’
and avoid asking for more.

– It is very hard for the author to identify all possible situations in an
exploratory environment so in some cases the feedback may have general
guidelines and not specific hints at least initially. Feedback authoring in this
case should always be an iterative process that stops when the level of support
in relation to the level of expected support is deemed adequate.

– There are cases, especially during the beginning of the activity, where the
author might deliberately not provide very ‘targeted’ help. Students in this
case may perceive this behaviour as a weakness of the system and loose their
confidence in it. A possible consequence of that might be that the students
ignore further help messages provided by the system because they see it as
unworthy of their attention.

We can see how designing automated feedback for an ELO is a difficult and
time-consuming process with potentially uncertain results and how an tool like
AuthELO facilitates not only the authoring process but also the possibility of
easily modifying feedback design and investigating its efficacy.

7 Conclusions

In this paper we presented a tool that can be used to author automated feedback
on ELOs. The tool provides a very simple yet effective interface through which
learning designers can configure data logging and authoring rules for feedback.
The system is developed as a web-based stand-alone application that is avail-
able as a service and can be integrated seamlessly with any learning platform
with minimal development or administrative overhead. AuthELO has been thor-
oughly tested for usability and robustness and its final version is being used as
the standard feedback authoring tool for key web-based interactive widgets of
the MCSquared project. In this paper we presented an evaluation study that
was performed on an e-book that combines multiple instances of the 3D Logo
microworld MALT+. The findings of this study suggest that AuthELO satisfies
its original design goals as it enables easy development of feedback for complex
exploratory learning activities whereas at the same time it is expressive enough
to formulate rules for any type of feedback required. According to the study
participants, it significantly reduces the cognitive load for both developers and
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teachers and therefore it seems to lower the entry threshold for potential inter-
ested designers who want to create or modify feedback on exploratory activities.
The tool can also be used by low skilled teachers with limited or no programming
expertise to configure or tweak pre-defined feedback. The findings also suggest
that the tool has the potential to enhance author performance and productivity.

In the next version we envisage to provide the same service through a more
sophisticated environment that will be a combination of visual programming
and a high level language especially designed for expressing feedback. We expect
these changes to lower the entry threshold for potential users even further.
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3220, pp. 162–174. Springer, Heidelberg (2004). doi:10.1007/978-3-540-30139-4 16

15. Sottilare, R.A., Goldberg, B.S., Brawner, K.W., Holden, H.K.: A modular frame-
work to support the authoring and assessment of adaptive computer-based tutoring
systems (cbts). In: Proceedings of the Interservice/Industry Training, Simulation,
and Education Conference (2012)

16. Ginon, B., Thai, L.V., Jean-Daubias, S., Lefevre, M., Champin, P.-A.: Adding
epiphytic assistance systems in learning applications using the SEPIA system. In:
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Abstract. Student monitoring, the most common practice in Learning Analytics
(LA), has become easier and more efficient thanks to the use of tracking approach
that consists of collecting data of users and of their interactions throughout
learning platforms. While LA gives considerable assistance to the tutors in the
tasks of monitoring online learning, it also creates major drawbacks for the
learners. For instance, tracking approach in LA raises many privacy questions.
As for the learners, knowing that their personal data are being used, even for
educational purposes, they could radically change their perception on e-learning
technologies. Not to mention that these concerns would have a strong impact,
sometimes very negatively, on not only their behaviors but also their learning
outcomes. To better understand the side effect of LA, more particularly the
privacy issues in e-learning, the research effort presented in this paper covers two
main aspects. First, it outlines various tracking approaches in e-learning. Second,
it analyzes how the learners perceive the use of their personal data and the related
privacy issues. To do so, an experiment has been carried out with the participation
of students from three different universities in France and one university in
Germany. The major contribution of this paper is the awareness-raising of privacy
concerns in exploiting tracking data in e-learning, which are often overlooked by
researchers and learning content providers.

Keywords: Data analysis · Data indicator · Ethics in e-learning · Learning
analytics · Privacy issues in e-learning · Tracking data

1 Introduction

In 2011, when we first presented a study on security and privacy issues in e-learning [1],
we pointed out the lack of data protection measures from the learning content providers.
We also discussed how users relied on trust when accessing to their online learning
platforms, and how technical solutions still had their limitation in terms of privacy
protection. Since then, we continue to expand our research scope by focusing more on
users and their perception on the use of their personal data in various educational settings.
More precisely, our research team studies how privacy concerns would affect user
behavior during the learning process. The study presented in this paper combines
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existing research findings with the empirical data acquired throughout an experiment
that we have conducted with the participation of students from three universities in
France and one university in Germany.

Our research approach is to take a closer look at Learning Analytics and the tech‐
nologies that support it. More precisely, the user-tracking technologies that provide great
assistance in terms of student monitoring while creating at the same time negative impact
on the learning experiences. By focusing on the learners’ perception of tracking tech‐
nologies used in the majority of e-learning platforms, the study presented in the paper
is the first attempt to understand what cause privacy concerns and how learners perceive
them.

It is worth mentioning that the purpose of this paper is to share scientific findings
based on field studies and empirical data. Our research team has no intention to make
any claim regarding how to definitely solve privacy matters that one might encounter
accordingly to a variety of factors, including institution’s regulations, learning contexts
and cultural points of view. This paper is not meant to address new research challenges
either, but to assist the participants in the learning process, including researchers and
learning content providers in acquiring a better understanding of privacy matters when
it comes to making use of tracking data in e-learning. Our goal is to raise awareness of
the issues in question, which are often neglected in the research efforts that involve user
tracking and personal data analysis.

This paper is structured as follows. The second section provides an overview of our
research work that emphasizes on user-tracking approach and data visualization. An
example of using tracking data from a previous study is presented in the same section.
A general discussion on user tracking approach is made in the third section. It is based
on a number of related works, which help us gain a broader perspective on what causes
privacy concerns. The fourth section is dedicated to our experiment. Data analysis and
commenting on results are made in the same section. In the last section, we draw a
conclusion and highlight future work.

2 Research Context

2.1 User Tracking Approach in Learning Analytics

E-learning has been evolving rapidly, from purely Web-based to mobile and ubiquitous
learning experiences, thus providing even more personalized solutions that better suit
each individual need. For that reason, institutions, teachers and learners seemingly
embrace e-learning [2] and consider it among the most innovative learning mediums [3].
In fact, within the past ten years, we witness a strong ongoing growth of research interests
in e-learning [4, 5] and the emergence of technologies that better support user interac‐
tivity [6] and content sharing [7].

In order to make e-learning more practical and more efficient in terms of student
monitoring, other research efforts like [8, 9] focus more on user tracking approach that
consists of collecting data of users and of their activities within learning platforms. As
discussed in our previous work [10], using a tracking mechanism to observe the learning
process has been proven to be a reliable support to both instructors and learners,
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particularly in e-learning contexts [11]. To state an example, by monitoring an e-learning
session, the instructors are able to follow the activities being undertaken by the learners
and to observe their behaviors on learning resource consumption [12]. As for the
students, having records of their own activities allows them to keep track of their indi‐
vidual progress, their interactions among other students as well as their achievements
throughout the learning session [13].

Acknowledging the contributing factor of “user tracking approach” to high quality
teaching and learning guidance in e-learning as pointed out by [14], researchers and
learning content providers choose to integrate systematically a tracking system in their
educational settings. To back up this claim, the most recent studies of [15, 16] review a
variety of learning platforms that make use of students’ tracking data for different
purposes, among which are student assessment and evaluation. Further evidence on how
user tracking approach is broadly used to help enhance e-learning can be found in the
research works of [17–21].

Implementing user tracking systems in e-learning has been done in numerous ways
as identified by [9, 22–24]. With the progress being made in regard to the tracking
mechanism, the technique of collecting data has become more sophisticated and
powerful while being effortless to be deployed in an existing e-learning environment.
In the meantime, such progress has increased privacy questions, which lead to a situation
where security and privacy protection are becoming crucial for the users. Hence, it is
relevant to our research interests to determine users’ concerns and to investigate their
needs in terms of privacy provision.

2.2 Previous Works

Our research team works on learning environments and studies numerous research
questions related to “Modeling the Observation of Usage Tracks and their Analysis”.
Our goal is to better observe and analyze users’ activities by exploiting the user decla‐
ration model and user-tracking data [11, 25].

A part of our research work involves user tracking on e-learning platforms where
Computer Mediated-Communication tools (i.e., forums, chat, newsgroups, wiki, etc.)
are widely used to foster learning activities and to compensate the lack of face-to-face
interactions among the participants [26]. We proposed an explicit tracking approach to
assist the conceptual design and implementation of a tracking system for a variety of
Web-based communication tools [27]. The proposed approach was built upon a tracking
mechanism that simultaneously collects fine-grained data from both client and server
sides. On top of that, the tracking process can be made on different levels of Human-
Computer Interactions, which allows us to characterize the nature of the acquired data
(i.e., user’s action, user-machine interaction or system event) and to conduct the analysis
accordingly. The technical aspects of the tracking approach in question can be found
in [28].

Tracking data analysis is very often associated to data-mining, but one of our
proposals is also to consider the analysis as a prescriptive approach [29]. We proposed
a formal description of data indicators and more generally observational data according
to the description of observational needs given by the participants in the learning process.
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This kind of tracking data analysis focused on the following questions: (i) what is inter‐
esting to observe, (ii) why it is important, what is the observational goal (assessment,
regulation, adaptation, re-engineering, reflexivity), and (iii) what is the most efficient
way of data presentation for improving the comprehension of indicators? The Usage
Tracking Language (UTL) [11] aims to be neutral regarding learning technologies in
order to describe the analysis process and the corresponding data. It is based on generic
models and a processor to corporate tracking data and compute indicators.

For the sake of comprehension, “data indicator” refers to a piece of information,
extracted from a set of tracking data. Generally computed in graphical representations, a
data indicator features the process of the considered “cognitive system” learning activity,
the characteristics or the quality of the interaction being performed on a learning environ‐
ment [30]. Data indicators provide means of abstracting and visualizing the information
that they feature. Obtaining data indicators is a complex process. It involves many phases,
among which the transformation of data indicators in graphical representations.

2.3 Data Indicators in Learning Analytics

Another part of our research effort focuses on tracking data exploitation where research
challenges were studied in [10]. Our goal is to make use of the collected tracking data
in order to help the participants explore their past and ongoing activities on a learning
platform. With the technical support in terms of data analysis and visualization, the
participants could not only examine their activities, but also make an assessment of their
effectiveness, achievements, etc. We identified 4 observation goals for our tracking
tools: reengineering, adaptation, assessment and reflexivity. All participants in the
learning process can classify their observational needs at least in one of these goals.

The need of data analysis and visualization tools can be briefly explained as follows.
With the current support of e-learning that prioritizes content sharing and user commu‐
nication [6, 7], the participants are compelled to neglect some fundamental facets of
online learning, such as self-monitoring and self-evaluation. Additionally, despite the
learning possibilities provided by an e-learning platform, the participants are unable to
fully control their activities in the way they used to do in a traditional classroom. Not to
mention the fully online interaction between the participants that makes the supervision
tasks very laborious for the instructors. Last but not least, while the learners usually
encounter difficulties in getting feedbacks on their own activities, the instructors, on the
other hand, are often constrained by the lack of technical assistance to conduct a proper
analysis on the learners’ tracking data.

Having studied these issues, we addressed the importance of technical supports in
tracking data analysis and visualization in order to enhance e-learning experiences for
both the instructors and the learners. Therefore, we have designed and developed TrAVis
(Tracking Data Analysis and Visualization tools) for the instructors who are in need of
supervising learners’ activities [25], and also for the learners who seek to self-monitor
during their learning sessions [31]. We have also designed and implemented UTL to
support tracking data analysis. For instance, UTL enables the tutors to specify their
observational needs in a learning session and to compute data indicators used to better
monitor and evaluate the latter.

282 M. May et al.



To illustrate how tracking data analysis could contribute to e-learning enhancement
in terms of student monitoring, we give below an example of a “data indicator” repre‐
senting a group activities on a learning platform supported by Moodle. The following
data indicators are modeled and computed by UTL. They illustrate activities of 2 groups
of students while navigating lecture modules according to a given learning scenario. If
taken a closer look, such data indicators allow a comparison of different aspects of group
activities. For instance, we can easily point out that in group A, the students had enough
time to use all modules. On the other hand, the group B had more difficulties to navigate
between modules. While there might not be enough information to make further conclu‐
sion, it is still very useful for the teacher to have data indicators that help them to better
analyze and understand the activities of each group of students.

Another example of data indicators is shown in Fig. 2. Generated by TrAVis, the
data indicators provide a visualization of two groups of students on three forums that
have the same structure, dedicated to group collaboration. Each radar graph, filled in
with a distinct color, provides a quick perception of the forum and its access frequency,
number of active participants, threads, messages, and files, etc. Hence, the teacher can

Fig. 1. Example of data indicator with UTL.
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make use of these indicators to analyze the interactions among the students. On top of
that, the given quantitative information allows the teachers to evaluate the collaboration
level of each group. For instance, Fig. 2 shows that group A has more intense interactions
than group B in almost the three forums. Such indications can be used to (i) compare
the participation rates of both groups during the collaborative task or (ii) to evaluate the
productivity rates of one group in relation to another, according to the number of created
threads and shared files. More data indicators and their analysis can be found in [10].

Group A Group B 

Fig. 2. An example of data indicators that analyze the participation level of two groups of
students.

To sum up, data indicators computed from e-learning tracking data provide means
of awareness, assessment and evaluation of a learning situation. However, obtaining
data indicators involves a complex procedure that starts with a tracking technique.
Indeed, the latter is crucial to the whole data gathering process and always has an impact
on the production of quality and substantial data indicators. Consequently, most tracking
techniques that are robust and efficient in collecting users’ data are at the same time very
intrusive [9, 23]. To gain a broader perspective on how tracking approaches could cause
privacy issues, the study we present in the following section covers a number of research
works with examples of how tracking data are used.

3 Related Works

3.1 The Correlation Between Learning Analytics and Privacy Concerns

Using data indicator in the analysis process enables one to synthesize, infer and interpret
the information that it features. In e-learning, while it gives considerable assistance to
the tutors in the tasks of monitoring online learning, it also creates major drawbacks for
the learners. For an example, some learners who are cautious about privacy matters
would become apprehensive of being traced and of having no control over how their
personal data are being exploited. Yet, they have to accept the undesirable inconven‐
iences of having their data scrutinized so that they could receive in return the assistance
when needed. To better understand this phenomenon, a literature study has been
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conducted on a number of research works where data indicators computed from e-
learning tracking data are being exploited by the tutors to gain awareness, to make an
assessment and to evaluate learners’ activities.

Starting with Argunaut [32], which is an awareness tool, built to keep track of online
interaction. It provides data indicators of collaborative learning activities, thus allowing
the instructors to examine the behavioral aspects of each individual student during a
collaborative task. It should be noted that the awareness indicators of users’ collabora‐
tion were first found in the research effort of [33], which demonstrate how data indicators
on the interaction links could give awareness of the discussion depth and of the student’s
learning attitude. Later, we have studied iHelp [34], another awareness tool that shares
the same characteristics of Argunaut. iHelp assists the instructor in supervising the
communication process among the learners.

Besides gaining awareness, making an assessment of learners’ activities is also
compulsory. For that matter, [35, 36] suggested an analysis of various aspects of an
individual or a group activities. For example, the instructor can make an appreciation
of the participation level of an individual or a group of learners based on the number of
messages exchanged among the group. On the other hand, [37] proposes a platform that
offers means to analyze the temporal and spatial dimensions of learners’ interactions on
a communication tool. As for the data indicators, they are computed in a form of activity
map, enabling the instructor to observe and assess communication characteristics such
as the degree of participation of a learner, compared to the whole group.

Regarding the evaluation tools that provide data indicators on students’ activities
and their outcomes, CourseVis [38] provides the instructor with means of evaluating the
social aspect of each student in a learning session. Not too far from CourseVis in terms
of data analysis and visualization, DIAS (Discussion Interaction Analysis System) of
[39] is another evaluation system that helps the instructors investigate learners’ inter‐
actions on a communication tool. Data indicators computed by DIAS mainly serve for
the evaluation of the social dimension of each learner. In the same context, GISMO, a
Graphical Interactive Student Monitoring tool, developed by [8], proposed another way
to visualize behavioral and social data of learners’ activities. Its objective is to help
instructors evaluate the involvement of the learners during the course activities on a
learning platform (e.g. Moodle). For a more complex learning environment like MOOC,
Coffrin et al., [40] made use of data indicators to classify student types and to analyze
students’ engagement and performance throughout their learning process. Last but not
least, Glass (Gradient’s Learning Analytics System), a Web-based visualization plat‐
form [41] that offers the possibilities to keep track of students’ activities on different
tools used in a learning setting. Data indicators provided by Glass are meant to assist
the instructors in evaluating the students on how active they are and how they perform
in a given learning context.

Thus far, our primary observation regarding the existing tools is that most of them
aim to better support the instructors in exploiting learners’ tracking data. To do so, they
explore every possible piece of information related to the learner’s activity in order to
accordingly generate significant data indicators on the latter. The intrusive characteris‐
tics of each tool allow, on the one hand, a pertinent analysis on learners’ activities, but
causes major privacy concerns on the other hand [42]. While some recent research efforts
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like [43, 44] took into account the need of users in controlling how their personal data
are being used, only a few are accessible by the learners. This is due to their restricted
user rights from a technical standpoint, as well as their roles in the learning process. As
a result, the learners always comply with the regulations of the e-learning platform and
put their trust on the latter [45]. Consequently, the privacy concerns remain to be
addressed as the learners are not always in the position to determine what data to share
and whom to share with. This is not to mention that in some circumstances, the learners
were not informed of the use of their tracking data either for instructional or research
purposes.

Another observation is relevant to the strong focus of the previous works, placed on
the efficiency of the tracking approach and the data indicators. The privacy concerns
seem to be overlooked. Nonetheless, these concerns have a direct impact on the learner
behavior as studied by [46]. Sharing the same concerns as [47], our research team has
been studying the learner’s perception on privacy issues, which usually cause some
changes to the behavioral aspects of each individual activity in e-learning. For instance,
the confidentiality and anonymity play an important role in learner engagement and
performance as an individual or a group. Without necessary protection measures,
learners are becoming too afraid to be exposed to what meant to help them learn in the
first place as found in the studies of [42, 43].

3.2 Identifying the Privacy Concerns

According to [48], privacy concerns are mainly caused by the use of technologies. As
a matter of fact, with the growth of new platforms, new learning opportunities can be
created along with new problems. The participants usually require technical knowledge
of how technologies work in order to understand the privacy levels and threats. Never‐
theless, the lack of information and technical supports in that matter causes the most
privacy concerns.

Learning service and content providers also bear the responsibility of intensifying
the privacy issues. The participants frequently ask the question how their personal data
are stored and protected by the learning content providers. As found in the study of [49],
the participants are primarily concerned with trust assessment of learning environments
they are using, and with the protection of their sensitive data.

The study of [47] pointed out that privacy issues are also related to the participant
consent, data ownership, confidentiality and anonymity. The participants expressed their
concerns regarding how information collected throughout the learning process would
be kept secure and private. The confidentiality is part of the privacy protection that refers
to participants’ right to control the access of their tracking data as well as other infor‐
mation about them. Regarding the anonymity, most participants are unaware of their
right to request the removal of any characteristics (i.e., name, address, affiliated insti‐
tutions, geographical areas, etc.) that would allow them to be identified.

Our findings reveal that most participants regret not being part of the decision-
making on what information to be collected, what to be used, and for what purpose.
Despite the compromise they have to make when consuming resources on an e-learning
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platform, the participants expect to have choices to accept to be traced, to deny the use
of their data or to limit access to some users.

Privacy issues also concern the security threats of technologies we are using. Indeed,
the participants are exposed to a risk of data and identity theft. Such issues make partic‐
ipants doubt the confidentiality and data protection measures proposed by their affiliated
institutions or learning content providers. Research evidence can be found in the study
of [50].

Our study also took an interest in mobile e-learning where security and privacy
threats remain challenging despite technological progress made on ubiquitous learning.
This is due to the fact that granting access to mobile devices on learning contents opens
doors to security threats that have not been taken into account by the learning service
providers. The diversity of mobile devices and their security protection measures are
varied in accordance with the operating system, the application used and user own
measures to protect their privacy. Research data from the study of Young [51] cover the
privacy preservation for mobile e-learning. Yong pointed out the security threats
regarding ubiquitous learning and the privacy preservation techniques for the learners.

To summarize, security and privacy levels differ in various learning environments
and depend on types of learning activities being conducted by the participants. For
instance, a collaborative learning situation where interactions between participants are
inevitable and their exchanges of both personal and collaborative data are intense, a
strong protection of participants’ privacy could only be done on a particular environment
that is specifically built for such situation as found in [52] on establishing a privacy-
aware collaborative learning environment.

In practice, it is not always straightforward or simple to promise absolute privacy,
confidentiality and anonymity when using open e-learning environment. However,
identifying the privacy levels clearly and their relative protection measures allow us to
set rules and policies in terms of user tracking.

4 Case Study

4.1 Setup and Participants

On top of the study we made on existing research works, we have conducted a semi-
controlled experiment where TrAVis was used to analyze and visualize tracking data
collected on a Moodle learning platform. Our main goal is to acquire an overview of
student perception on privacy issues when their personal data are being used in an
authentic learning situation. Our clear intention is to consult the students who are natu‐
rally concerned about their data in an actual practice setting instead of interviewing some
random students. As a matter of fact, every student who participates in our experiment
uses online learning platform on a regular basis. A total of 178 students from three
universities in France and one university in Germany participated in our study.

Most participants have sufficient knowledge in Computer Sciences and e-learning
technologies. Each one of them is clearly explained the purpose of the study and how
their tracking data are being treated. Having acknowledged the necessity of protecting
the participants’ personal data, we choose to discuss in this paper the findings from a
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general perspective. Experimental data will be presented without distinguishing the
groups of participants, their respective university, and academic background. Further‐
more, any sensitive information susceptible to identify the participants or the level of
their implication in the study will be intentionally left out.

4.2 Procedure

The participants were assigned the task of using Moodle to organize their group activ‐
ities. They were also encouraged to use a discussion forum, already integrated into
Moodle, to perform their communication activities. Depend on their affiliated university,
the participants had between one and two weeks to complete the assigned task. They
were then asked to use TrAVis to analyze their personal data gathered during the period
of the experiment. We also provided to the participants technical assistance in choosing
tracking data to analyze and in visualizing data indicators on their past activities.

At the end of the experiment session, the participants were solicited to answer a
questionnaire with over twenty questions, which emphasizes on three main aspects: (i)
their perception of privacy issues in e-learning, (ii) their general knowledge on tracking
approaches and tracking data analysis, and (iii) their request for privacy protection
measures.

4.3 Experimental Data

The most significant data from the questionnaire that reflect how students perceive the
privacy and security issues in e-learning are illustrated in Fig. 3. What gets our attention
the most is the belief of the participants that an anti-virus or an anti-spyware would help
them overcome the privacy issues in e-learning. Indeed, 34% of the participants claimed
to have a good protection system that prevents their personal data from being collected.
Such misunderstanding is a big part due to the lack of technical knowledge on how a

Fig. 3. Student perception on privacy and security concerns in e-learning.
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tracking mechanism works. It is also because the privacy issues are very confusing for
the participants. For instance, the most frequently asked question during our experiment
was whether or not they were tracked when using a browser in incognito or private mode
to access their online learning environment. In fact, most participants do not have a clear
perception on the tracking process and its correlation to the privacy concerns.

Although the majority of the participants seem to figure out the most common
security aspects in e-learning technologies, they still have difficulty identifying the
related threats. As confirmed the data from the fourth and fifth rows in Fig. 3, only 21%
claimed to have knowledge of the tracking process and considered it without harm to
their private data. Respectively, 29% admitted that they have neither privacy nor security
preoccupation in e-learning. On the contrary, over 78% disagreed with the previous
claims and felt unsafe when using e-learning regardless the tracking process being
deployed or not.

Figure 3 also reveals interesting data that support our hypothesis regarding the impact
of user-tracking approach on user behavior in e-learning. 68% of the participants
expressed their fears towards a learning environment with an integrated tracking system.
The participants recognized that the latter had sometimes affected how they perform
certain types of activities. For example, they suggest limiting private activity or reducing
public intervention like on a discussion forum, so that they would leave the least of their
traces possible on an open e-learning environment.

The second analysis we made on the data from the questionnaire focuses on the
participants’ general knowledge on tracking approach and tracking data analysis. As
illustrated in Fig. 4, we find the most familiar tracking approaches used on Web-based
learning environments. With the exception of the browsing history, which 69% of the
participants are aware of, the rest of the tracking approaches are either new or unclear
to the participants. 18 to 44% declared that they have only heard of the tracking system,

Fig. 4. Student awareness of user-tracking approach and tracking data analysis in e-learning.
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but they had no idea of what it is and how it works. What is more intriguing is that 61%
of the participants are not common to a tracking system in e-learning and are unaware
of its existence.

Judging from the experiences of the participants in online learning and social envi‐
ronments, we expected to witness a higher positive response rate to the questions on
tailored advertising, social network traces and social comment system (cf. row 2, 3 and
4 in Fig. 4). Nonetheless, only 13% understand what social traces are and 28% are aware
of the targeted advertisements. The social comment system is sometimes used in an
online learning environment (e.g., blog, wiki), only 24% realized that their personal
information from their social network account (e.g., Facebook, Google +) are being used
in their e-learning environment. While 30% are familiar with such tracking possibility,
another 30% have no clue of it.

If we take a closer look at some more complex notions like HTTP and AJAX tracking,
only 9% of the participants acknowledged its usage on a large scale in Web-based e-
learning platforms. In the meantime, over 58% ignored that their activities could be
monitored on both client and server sides thanks to HTTP and AJAX tracking system.
As for the data analysis, the participants seem to be more familiar with data mining as
confirmed 26% of them while another 32% mentioned that they only have heard of it.
Still, 42% did not have knowledge of various analyses being made on their tracking data
by the researchers, the instructors or the learning content providers.

The third objective of our experiment is to explore different privacy protection
measures as seen by the participants, to help them get beyond privacy concerns.
Table 1 shows the most demanding features regarding personal data protection, consent
agreement, anonymous use of learning services, ethics legislation and awareness raising.
On a scale of 0 to 5, the participants expressed the least and the most important privacy
protection measures.

Table 1. Most requested features in terms of privacy and personal data protection.

Importance level 0 1 2 3 4 5
Awareness raising 0% 2% 15% 15% 33% 35%
Avoidance of personal data 2% 5% 10% 16% 18% 49%
Data protection 6% 11% 15% 22% 18% 28%
Anonymous access 10% 7% 18% 13% 33% 19%
Data access management 2% 12% 5% 33% 30% 18%
Right to be forgotten 9% 9% 11% 23% 27% 21%
Guarantees from content provider 0% 6% 33% 29% 18% 14%
Consent agreement 0% 3% 12% 33% 14% 38%
Ethics legislation 19% 29% 14% 13% 13% 12%

Interesting information can be retrieved from Table 1. Examples include “avoidance
of personal data” and “consent agreement”, which are both strongly relevant to privacy
concerns in e-learning. In fact, consent is one of the keystones of privacy research prac‐
tices in e-learning. Somehow, we were surprised to learn that most of the participants
had never been reached out by anyone to sign a consent form. Yet, they have been
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regularly using Moodle, and their tracking data have been exploited in both educational
and research settings.

The data from Table 1 also show that the participants consider “user data protection”
and “anonymity” among the most important privacy provisions. As for “personal data
protection”, the participants requested to be informed of the tracking process. According
to the participants, being aware of the latter is the key to reducing privacy concerns.

If take a closer look at how the participants perceive tracking approach in e-learning,
while 49% of them claim that user tracking as a big threat, only 12% believe that ethics
legislation could help them control the visibility and the use of their sensitive data.
Interestingly, we have found similar results in our previous study [1] that user tracking
is not welcome even when users receive personalized content and assistance in return.

To wrap up, this study enables us to gain a broader perspective of the most crucial
aspects regarding privacy concerns in e-learning. While we still need to conduct more
analysis on the experimental data we have acquired, the early findings point to the most
critical measures to undertake to keep users informed of the privacy issues and to help
them avoid confronting one. The study we made thus far also inspires us to explore a
proper solution for our research work, which implicates user tracking and data analysis.

5 Conclusion

The research effort we presented in this paper analyzes existing findings and experi‐
mental data obtained from a case study on privacy issues in e-learning. While attempting
to demonstrate, with research evidence, the benefits of a user tracking approach to e-
learning enhancements, we also point out the necessity of gaining an insight on the
privacy concerns that most participants encounter in their daily learning activities.

We also address the lack of guidance for the participants to acquire a better under‐
standing on privacy levels and threats. Data from our study reveal that the participants
have a very negative perception on e-learning technologies when it comes to privacy
and data protection. We recognize that avoidance of personal data is the most requested
privacy provision, enabling students to anonymously access to e-learning platforms.
However, we should also point out that a learning application aims at assisting students
and so they cannot act in full anonymity. For that reason, participants in our study were
always informed of the tracking process and given the right to control access to their
data. On top of that, we always have a clear policy regarding the use of student tracking
data in research and instructional purposes. For instance, the consent agreement is
compulsory for the students and only authorized and anonymous data are used in our
publications. We have no intention to make any claims regarding how to definitely solve
privacy issues that one might encounter. Nonetheless, we hope to raise awareness of
researchers, pedagogical teams and other e-learning practitioners in terms of user
tracking and data analysis.

What we have also learned from the current study is that the research trends in
Learning Analytics tend to focus more on technologies. To us, it is worth questioning
our research strategy that places technologies ahead of the users, their actual needs and
their concerns with privacy. LA has been indeed positively welcomed by the e-learning
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community and practitioners, but has also been indirectly forcing users to constantly
readjust themselves to newly created environments and technologies. Are we actually
adapting to technologies? If so, why is it not the other way around?

Privacy concerns remain one of the main research challenges in LA. Therefore, our
future work will focus on a more in-depth analysis of the current experimental data to
explore other aspects like ethics in e-learning. We are also attempting to quantify and
qualify the impact of the privacy issues on the behavioral, social and cognitive aspects
of online learning. To do so, research colleagues from France, Germany and Greece are
collaborating on an experiment to study the evolvement of privacy questions and their
associated threats by taking into account both ethical and cultural points of view.
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Abstract. The integration of social media in education has been raising new
challenges for teachers, students and organizations, in both traditional and tech‐
nology-mediated learnings settings. Formal higher education contexts are still
mostly anchored and locked up in institutional LMS, despite the innumerous
educational digressions that educators have been conducting throughout social
media networks. One of the biggest challenges in contemporary educational needs
consists on managing the integration, validation and reporting on educational
processes, goals and student performance, when they are widely spread in several
formal and informal contexts. In this chapter a system for the integration of LMS
and social media is presented, as well as evidence on its practical usage. A set of
social network analytics are also brought forward as features that are currently
being added to the referred system.

Keywords: Social student relationship management · Educational
communication · LMS · Facebook groups · Moodle · Learning analytics · Social
network analysis

1 Introduction

The tendency to value and strategically frame the development of social interactions
transcends the transactional and organizational needs and environment of organizations
at large, and of Higher Education institutions in particular. It is a clear reflection on how
communication has been evolving since the growth and intensification of the use of
social media platforms, that impacts on how society at large relates to organizations and,
on a micro level, on how individuals relate to each other. It reveals a strengthening of
the relationships between publics and organizations and also the intensification of two-
way communication streams. In fact, social media has been redefining how we relate to
each other as humans and how we as humans relate to the organizations that serve us [1].
It has been imposing a two-way dialog that brings people together to discover and share
information, share ideas and build communities of people that share the same interests.

The concept of Social Student Relationship Management (Social SRM) consists of
a particularization of the Social CRM concept, applied to the relationship between
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educational providers (such as schools, universities and training centres) and students
supported by social media platforms.

Social SRM aims at amplifying the formal and informal bonds between students and
schools, expanding their interactions into social conversations, and strengthening educa‐
tional ties through the development of collaborative conversations that provide mutually
beneficial value and that, ultimately, allows for the growth of social and educational
communities. It places organizations, teachers and staff in student’s digital natural envi‐
ronment, engaging them in personalized dialogs that reinforce students’ role as empow‐
ered participatory individuals in organizational strategic development and also in the
management of their learning opportunities.

The educational dimension of Social SRM comprises the set of relationship and
interactions between teachers and students, in social media, in the domain of teaching-
learning communication, in the classroom administration and in the students’ social
integration. As a subsystem of internal organizational communication it brings organi‐
zational culture into the relationship and builds upon it, since “students’ experiences
depend on their social class backgrounds, the responses of school staff to their behaviour
within schools, and the actions of students and staff that create school cultures” [2].

We believe that the quality of the communication in a learning system significantly
impacts on its efficiency and that the state-of-the-art information technologies, mainly
social media, offers unlimited resources for the communication’s streamlining and
diversification of formal and informal learning [3].

Social media has been boosting educators to drive formal learning contexts into
social networks aiming at the development of learning communities that allow for
collaborative exploration and reflection of ideas, in a cooperative and supportive atmos‐
phere [4]. Besides offering participants the potential to benefit from a ready source of
peer support it also provides the necessary emotional support [5] to allow for commun‐
ities’ social inclusion.

In the next section of this paper we present the background of the Social SRM concept
and the educational domains of its application, since our main focus resides on the
communicative/dialogical nature of the interactions happening inside the learning
communities.

In Sect. 3 a case study focused on the educational use of Facebook groups is
presented, consolidating the main dimensions of the Social SRM concept, where the
need for a management/interaction system is raised. In Sect. 4 we present the EduBridge
Social system which aims to bridge educational environments with social networks. We
begin by describing the system’s architecture, how it integrates with Moodle and
Facebook, and how authentication is managed. In Sect. 5 we detail the main aspects of
the system’s interface and the system’s relevance/contribution in terms of potential to
improve the management of the educational environment for teachers. In Sect. 6 we
present set of analytics, social network analysis and visualizations which are currently
be added to the system. Finally, in the last section we present our conclusions and future
work.
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2 Background on Social SRM

The concept of Social SRM builds upon previous research on the use of Facebook groups
in education, as reported by [6]. In order to fully clarify it, it is essential to present its
three main components.

2.1 Teaching-Learning Communication

In this domain communication serves as a vehicle for reaching educational goals. It
encompasses formal educational communication, which is sustained by a curriculum
and pedagogic model with clear indications of contents, methods, requirements and
assessment, and the informal educational communication, which is not institutionalized,
methodical, structured, intentional and sustained by a previous definition of pedagogic
goals. Informal educational communication is more prone to social media environments,
thus it’s important to understand that the absence of a curriculum and pedagogic model
doesn’t annul its educational potential. The spontaneous, simple conversation and group
discussion that characterizes informal communication may produce educational effects,
when contributing to behavioural changes in individuals.

2.2 Classroom Administration

This domain is in direct dependency of the organizational administrative communication
that regulates learning tasks, schedules and procedures. Social media has proven to be
an excellent tool for classroom administration, in terms of processes clarification and
celerity, student responsiveness and time economy. This is heavily sustained by the
amount of time and attention students dedicate to social media.

2.3 Student Social Integration

This dimension is aimed at fostering the formation of the sense of belonging and ulti‐
mately the development of a learning community. It consists of the most pure form of
social interaction, relying heavily on the establishment of meaningful conversations that
allow for the development of social and emotional bonds. From the teachers’ point of
view, and as a community builder/manager, it requires an engaging, motivational, coop‐
erative and personal/informal communication approach that is favoured in social media
environments.

Educational Social SRM comprises a set of communication domains that aim to
foster student integration and avoid disengagement or dropout. It contributes to setting
a welcoming school climate prone to success and completion, which has been defined
as “…the quality and character of school life experiences and reflects norms, goals,
values interpersonal relationships, teaching, learning and leadership practices, and
organizational structures” [7]. For instance, in a blended learning environment, social
media provides two-way exchanges between the classroom and the virtual interaction
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environment in the relationship building process – both environments being
interchangeably reinforced.

3 Facebook Groups in Education

In this section we present evidence on previous research [6] conducted on the use of
Facebook groups, as an extension of the classroom teacher-student relationship, into a
more dynamic and informal environment.

The aim of this case study was to discover, investigate and assess the three compo‐
nents of the educational dimension of Social SRM mentioned in the previous section.
Research also allowed to obtain insights on the benefits, challenges and tech needs for
a broader implementation of this methodology.

The study was carried out during two semesters, in three different subjects from the
first, second and third year from two different courses. The courses were held in tradi‐
tional classroom, with Moodle support. A Facebook group was created for each class
and the students were invited to join. Though participation was not mandatory, all of
the students having a Facebook profile joined the groups, except for 3 students who
didn’t own a Facebook profile and didn’t wish to own one. Among the three classes
there were 99 students (grouped in 52, 34 and 13 participants) and one teacher interacting
in three separate Facebook groups. Facebook groups were introduced to students as a
complimentary support platform in the first class of the semester and not as a replacement
for the institutional LMS, as Wang proposes [8].

We must stress that the focus resided on the communicative/dialogical nature of the
interactions happening inside the learning communities, mainly because there was no
particular objective assigned to participants when these communities were formed.
Students were invited to join a “support community” where anything could happen, in
order to assure that dialogue and relationships were spontaneous and self-motivated, as
already defended by some authors [9]. Students were encouraged to bring any subject
they found relevant to the group.

All the groups’ interactions were retrieved from Facebook, using the available API.
In this process, the following fields were collected on each groups’ feed: post id, post
author, post message, post type and corresponding #comments and #likes. The posts
were classified in 5 main subject categories, which were created to fit the natural and
dynamic discussions that emerged in the groups: (1) course administration, (2) posts
related to course contents/curriculum, (3) course unrelated personal interests/projects,
(4) posts related to academic training and personal development and (5) social messages.
Additionally, in order to better understand these results and to dig into personal perspec‐
tives, students were surveyed.

Concerning the domain of educational communication and its specificities in the
social media environment, in the case study, the three Social SRM dimensions were not
equitably detected: messages related to teaching-learning and course administration
rounded up to 40% each and messages aimed at the student social integration rounded
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only up to 20%. Still, it was possible to identify several positive impacts from the imple‐
mentation of the above mentioned methodology, which were consolidated with survey
responses.

When asked if they would like to connect and communicate with other teachers on
Facebook, 89% of the students responded affirmatively. When asked why, these
mentioned mainly: the celerity in responses/clarification of doubts, the increased inter‐
action with the teacher, the improvement of the communication with the teacher, the
easiness to keep up and the increased visibility/sense of presence of course activities,
discussions and administration, the enlarged team spirit and the fact that teachers post
relevant content in course’s scientific domain.

Students were also questioned about their perspectives on the social relationship they
maintain with their teachers, in order to provide a fuller picture on the importance of the
social dimension of this relationship. 94% of the students believes that a good social
relationship between teacher and students is fundamental for academic success and that
teachers do not invest enough on the formation of these relationships (74%). 93% of the
students would like other teachers to use Facebook for educational and social purposes,
increasing teacher-student interactions.

When asked about the Facebook group usefulness, effectiveness, communication
and relationship potential, students reported that it contributes to a better working rela‐
tionship with peers (96%), it increases the socialization potential among classmates
(92%), it provides a better social and professional relationship with the teacher (96%),
it increase their motivation to learn (84%) and that they feel more actively participating
and engaged in course activities (90%), that their peers value their contributions in the
Facebook group (89%) and that, in the Facebook group, the class works as cooperative
team (91%). Engagement in Facebook has also been shown to be closely related to an
increase in college students’ social capital, especially for those with low self-esteem and
life satisfaction [9].

On the teacher perspective, the extension of classroom communication into social
media can provide real benefits, but it can also pose some challenges. Using Facebook
groups to answer students’ questions and doubts can be real time-effective, since clari‐
fication becomes widely available for everyone. When it comes to requiring student’s
attention or immediate actions, social media offers excellent celerity as students respond
almost immediately. Facebook groups also allowed shy/introverted students to become
more actively engaged in discussions and, though it may be possible to discuss details
associated to teacher-student privacy, it can be quite useful to understand the student
general state of mind, general interests and social background context, which becomes
accessible.

On the other hand, the teacher may face some challenges during the extension of
classroom communication into social media, such as: compromising their privacy on
the network, students expecting quicker responses and student active engagement may
require a lot of moderation time. In these environments it is convenient to lower the level
of relationship formality, which may conflict with a very formal classroom teacher atti‐
tude and/or intrapersonal communication style.

Cultural issues must also be raised. There is a profound heritage of formality and
vertical relationships in HEI’s cultural environment which may pose additional
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challenges to the proposed methodology. In order to address these challenges further
research should focus on determining how informal should teacher-student interactions
be on social media, providing clear guidelines resulting from the convergence of mutual
expectations.

The conducted study also revealed that, in order to efficiently manage and assess
social students’ relationships, teachers need suitable monitoring and analysis tools/
applications.

In our perspective, and based on students’ and teachers’ perceptions on the use of
social networks as complimentary educational systems, the teacher is the agent facing
the bigger challenges. In fact, students naturally and easily accommodate several dimen‐
sions of their lives in social networks (personal, professional, social, educational), and
are very open to changes. However, on top of the previously mentioned challenges that
teachers may face, there is also the need to institutionally and educationally legitimize
the use of social networks, since some teachers refuse to adopt concurrent non-institu‐
tional systems, such as the school’s LMS. This lays on top of deep cultural issues and
on the organization’s proneness to adopt/adjust to new technologies.

Given this scenery, we believe to be of the utmost importance to bridge between the
well-established LMS and the also well-established social networks (ex. Facebook),
taking advantage of pre-acquired habits, knowledge and sense of control, which is
currently offered to teachers. We believe that providing the current LMS with insights
and features that allow teachers to manage and perceive the dynamics of students’ inter‐
actions on social media, to manage them and to make educational sense of them, may,
in fact, facilitate and potentiate the inclusion of social networks on the best service of
education.

At this stage, and in this paper, our main focus is to provide teachers with resources
to validate the use of social media in their educational settings. Though research emerges
at a quick pace, teachers’ technology adoption pace and the process of integrating a
wider variety of technologies in their pedagogical framework is considerably slower. In
fact, despite the advances in research and the proven evidence of the benefits of the
educational use of social media in education, it doesn’t necessarily mean that there is a
corresponding widespread adoption of it. Therefore, we believe that, at a first instance,
it is necessary to gather teachers’ consensus by fomenting a shift in practices (for
instance, through teacher training) and secondly by providing a technological solution
that assures the maintenance of the validity, security and institutional recognition of the
required shift in pedagogical practices. Research outputs from the work of [6] were
already converted into several teacher dissemination, training and demonstration initia‐
tives, thus its outputs are being actively offered to educational professionals and actually
being incorporated in their practices. In order to consolidate this process, an urgent
technological development is crucial in order to facilitate the necessary shift, and this
is why, for now, teachers are at the centre of our main concerns, since they are the main
catalyst agents.

On the following section, we present the architecture of the EduBridge system, built
to fulfill the above mentioned needs.
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4 System’s Architecture

Our proposed system bridges one learning management system with a social network.
Our approach was to focus on the popular of these two systems. According to its popu‐
larity and maturity, we naturally picked Moodle and Facebook.

The proposed system is based on a set of Moodle blocks that share a communications
engine and a database stored locally. The system’s architecture is based on the model –
view-control pattern, implemented through five modules. In this case, the ‘view’ is
produced by each module. However, the ‘control’ is hierarchically spread through the
top level-module down to the leaves modules. This organization is depicted in Fig. 1.
As a top layer we have the communications module (googleoauther2) which establishes
a connection between Moodle and Facebook through the Facebook’s authentication
mechanism, using the user’s credentials. Then, the control is passed to the module
fbgroups to retrieve the groups owned by the user. This module is also responsible for
creating lists of users belonging to the groups and to set some counters for usage statis‐
tics. The module fbcomments retrieves all the posts and comments that were posted in
timeline of the selected group. Finally, the modules fbstats and fbtotalstats present the
local statistics, and global statistics, about the selected group or all the considered
groups, respectively.

Fig. 1. The system’s 5 modules.

These modules were implemented as simple Moodle blocks. The reasons for this
decision mainly relied on:

• It’s easier to maintain modular code;
• Moodle blocks have enough capabilities to include code which is centrally admin‐

istrated, and that can share a common access to specific tables in the database;
• The blocks positioning system is quite customizable in versions after Moodle 2.8

making it simpler to be adapted to the visual organization’s preferences of each user.
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4.1 Integration Between Systems

Our system uses the Facebook API to access specific data using the user’s credentials.
In our case we need to access data related to the groups created by a specific user.
Therefore, during authentication, Facebook asks for consent to use the
𝗎𝗌𝖾𝗋_𝗆𝖺𝗇𝖺𝗀𝖾𝖽_𝗀𝗋𝗈𝗎𝗉𝗌 permission of the API. Once this permission is granted by the
user, it is stored and is never asked again to the user.

The 5 modules are integrated into Moodle in the form of blocks. Each one has to be
stored (manually) in a specific Moodle folder in the file system. However, after restart
of the system, they are all detected by Moodle, and automatically integrated in registered
blocks list. We believe this organization makes the code easier to maintain, and to deploy
into another instance of Moodle very easily.

We must stress that the systematic (though expected) evolution of the Facebook API
makes the integration with other systems dependant on which permissions are available.
It is usual to have a certain permission granted for one version of the API, and in another
the right to access that permission is revoked.

4.2 Authentication

Once authentication is completed in Moodle, the user needs to authenticate himself in
Facebook, using the Facebook authentication mechanism.

This is a persistent mechanism as while the user is logged into Moodle, it does not
need to authenticate again in Facebook. The “cookies” created by the system ensure a
validation time of 30 days.

Although there is just one pair of credentials to use the API, and to communicate
with Facebook, the communicating token is shared by all users of the Moodle system.
However, access is only possible to the groups created by that specific user. For example,
groups that weren’t created, but just subscribed will not be considered by the system.
Hopefully this won’t prevent the further developments we intend to introduce in the
system.

4.3 Using Moodle Modulesas Blocks

Moodle blocks are plugins that load in the right-hand side or left-hand side column of
a Moodle site, and display information to the user in a rectangular block. Each side
column can have zero, one or multiple blocks loaded. Examples of built-in Moodle
blocks include: HTML content, calendars, menus, course lists, etc. A diagram illus‐
trating the standard areas of Moodle is depicted in Fig. 2.

Blocks are programmed by extending the PHP class 𝖻𝗅𝗈𝖼𝗄_𝖻𝖺𝗌𝖾, introducing a 𝗂𝗇𝗂𝗍()
procedure, and assigning content to the block by using function 𝗀𝖾𝗍_𝖼𝗈𝗇𝗍𝖾𝗇𝗍(). An
important advantage of using blocks is that there is already support to “capabilities”.
Therefore, blocks may invoke the 𝗀𝖾𝗍_𝖼𝗈𝗇𝗍𝖾𝗑𝗍_𝗂𝗇𝗌𝗍𝖺𝗇𝖼𝖾 to understand what kind of
permissions that particular user has. This allows us to use different accesses to the system
(administrator, teacher, students) in very straight forward way. For example, we want
to hide the system blocks for non-authorized access.
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Finally, because blocks can be moved in the Moodle standard layout, they can be
repositioned during execution time, which makes it easy to the user to choose the most
comfortable way of displaying them.

4.4 Database Tables

Moodle supports a variety of SQL databases by providing an abstraction layer, based
on specific code libraries, which allow the programmer to access every type allowed
database in the same way.

Every data table in Moodle has one common integer element: the id. This id is unique
in the whole Moodle database which means that it serves as a primary key, but also as
a foreign key to any table. This situation is a core rule to Moodle database programming.

Fig. 2. The standard Moodle layout.

<?xml version="1.0" encoding="UTF 8" ?>
<XMLDB PATH="blocks/fbcomments/db" VERSION="20141207"
COMMENT="XMLDB file for Moodle blocks/fbcomments/db"
xmlns:xsi="http://www.w3.org/2001/XMLSchema instance"
xsi:noNamespaceSchemaLoca
tion="../../../lib/xmldb/xmldb.xsd"
>
<TABLES>
<TABLE NAME="fb_user_ids" COMMENT="user identity pro

viders">
<FIELDS>
<FIELD NAME="id" TYPE="int" LENGTH="10"

NOTNULL="true" SEQUENCE="true"/>
<FIELD NAME="fbid" TYPE="char" LENGTH="125"

NOTNULL="true" SEQUENCE="false"/>
<FIELD NAME="courseid" TYPE="char" LENGTH="125"

NOTNULL="true" SEQUENCE="false"/>
<FIELD NAME="groupid" TYPE="char" LENGTH="125"

NOTNULL="true" SEQUENCE="false"/>
<FIELD NAME="groupname" TYPE="char" LENGTH="125"

NOTNULL="true" SEQUENCE="false"/>
</FIELDS>
<KEYS>
<KEY NAME="primary" TYPE="primary" FIELDS="id"/>

</KEYS>
</TABLE>

Fig. 3. Part of file 𝗂𝗇𝗌𝗍𝖺𝗅𝗅.𝗑𝗆𝗅.
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Almost all plugins have a hook to the database in the form of a subfolder named
‘𝖽𝖻’ that contains files which manage data tables specific to the plugin (or block). The
𝖽𝖻 folder typically contains the files 𝗂𝗇𝗌𝗍𝖺𝗅𝗅.𝗑𝗆𝗅, 𝗎𝗉𝗀𝗋𝖺𝖽𝖾.𝗉𝗁𝗉 and 𝖺𝖼𝖼𝖾𝗌𝗌.𝗉𝗁𝗉. The
𝗂𝗇𝗌𝗍𝖺𝗅𝗅.𝗑𝗆𝗅 defines the tables required for the system (in Fig. 3 we present part of 𝗂𝗇𝗌𝗍𝖺𝗅𝗅.𝗑𝗆𝗅

of block 𝖿𝖻𝖼𝗈𝗆𝗆𝖾𝗇𝗍𝗌).
The file 𝗎𝗉𝗀𝗋𝖺𝖽𝖾.𝗉𝗁𝗉 contains instruction to update table elements, while file

𝖺𝖼𝖼𝖾𝗌𝗌.𝗉𝗁𝗉 defines the capabilities associated with the block.
The system runs with the support of 4 new database tables, as illustrated in Fig. 4. Tables

𝖿𝖻_𝗀𝗋𝗈𝗎𝗉_𝗌𝗍𝖺𝗍𝗌 and 𝖿𝖻_𝗎𝗌𝖾𝗋𝗌_𝗂𝖽 are used mainly for computing statistics; 𝖿𝖻_𝖺𝗉𝗉𝗂𝗇𝖿𝗈 is
used to share Facebook access among users, and; 𝖺𝗎𝗍𝗁_𝗀𝗈𝗈𝗀𝗅𝖾𝖺𝗎𝗍𝗁𝟤_𝗎𝗌𝖾𝗋_𝗂𝖽𝗉𝗌 is used for
users’ authentication.

Fig. 4. EduBridge Social database tables.

Note that although figures, videos and audio do appear in the Moodle block, they are
not stored locally. Instead, all these “heavy” media elements are loaded on demand.

5 Interface

The system’s interface is composed of a four-set Moodle blocks which users, particularly
teachers, can display and manage in their Moodle Dashboard (known as “My home” up
to Moodle’s 2.8 version). This aims at framing the system in the most recent Moodle’s
philosophy for managing the teacher’s educational workspace.

The four blocks are designated as: “Facebook Groups”, “Facebook Posts &
Comments”, “Facebooks Statistics” and “Total Statistics”.

The block’s behaviour is interdependent, thought the information displayed on all
four blocks is adjusted to users’ interaction with the block “Facebook Groups”.
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The “Facebook Groups” block (Fig. 5) retrieves the list of groups that the authenticated
user manages on Facebook. This means that all educational and personal groups are
displayed and accessible through Moodle’s interface. This is also the main block among
the four-set, since it allows teachers to arrange the information and views to be generated.

Fig. 5. “Facebook Groups” block.

In order to provide teachers with tools to (1) separate personal from educational
groups and (2) arrange and match the groups to their courses on Moodle a set of drop‐
down matching boxes were incorporated.

The ability to match Facebook Groups to Moodle courses is also aimed at providing
teachers with greater flexibility to accommodate the need for diversity of educational
scenarios, concerning the arrangement of students in wider or narrower social learning
networks. Assigned to the same Moodle course it is possible to have one or more
Facebook groups, whether the teacher intends to arrange the class into separate visible
or non-visible teams. This is also aimed at providing teachers with the same Moodle
course participants’ management features, concerning the creation of course level
groups.

As illustrated on Fig. 6, a dropdown box presents teachers the full list of his/her own
Moodle courses, which can be assigned to each Facebook’s group. Having students
arranged into separate Facebook groups will allow teachers to monitor each group’s
performance individually and to assess each group’s participant commitment and contri‐
butions to the assigned projects/activities, which is displayed on the “Facebook Statis‐
tics” and “Total Statistics” block. Figure 4 presents a real case scenario in which the
teacher only uses one Facebook group per Moodle course. However, it is possible to
have other grouping configurations, such as the need to create several Facebook groups
belonging to the same Moodle course, thus this feature was added the “Facebook
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Groups” module. This allows the analysis of interactions developed in separate groups
that belong to the same class/course, particularly in courses in which students are
assigned concurrent and separate projects development and in individual/group assess‐
ment is needed.

Fig. 6. “Facebook Posts and Comments” block.

The system also provides teacher with the ability to access all the group’s posts and
interactions on Moodle’s Dashboard, through the block “Facebook Posts and
Comments” (Fig. 6). This block’s main purpose is to increase the level of integration
between the two platforms, since it eliminates the need to access a second environment
(Facebook) in order to check updates and new user’s interactions, which may or may
not require action.

It is recommended that this block is displayed on the Dashboard’s central area, as
illustrated in Fig. 2, given the amount and of information it provides, which includes
every posts’ text and other visual static or dynamic multimedia content.

For each post it is possible to access the post author, post date, time and post
comments. For the sake of economy of page height, comments are collapsed by default,
and can be further expanded by the user, as illustrated in Fig. 6.

For each comment, the block displays the comment author, date, time, likes,
comment’s likes and replies.

The “Group Statistics” block offers teachers statistical data concerning the group’s
total number of posts, total number of posts, median of comments per post, retrieves the
group’s most recent post and comment and also the most popular post, which is the post
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with more likes, as illustrated in Fig. 7. This block also displays user interaction statistics,
providing relevant information for student’s performance assessment.

Fig. 7. “Group Statistics” block (a).

Statistical information about student’s performance is organized in two sections
(Fig. 8): “Users who posted” new messages in the group and the corresponding amount
of likes and “Users who commented”, that is, the users who interacted with the messages
posted on the same group, by posting replies of liking comments.

Users (teacher and students) are ranked by the amount of interaction they generate in
the group. Rankings of users’ statistical data are particularly useful during the teaching-
leaning process and specifically relevant for student continuous or final assessment.

For instance, a user may post a lot of messages in the group, but may not receive
feedback at all (that is, the content may not be relevant for that community) and/or may
not interact at all with other users’ messages (that is, he/she may not find other user’s
content relevant and/or this may be an indicator of lack of interest, inexistence of group
sense of belonging, etc.).
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On the other hand, a user may not introduce any content at all in the group, but
he/she may be an active and valuable member to the community, either by commenting,
replying to comments (i.e., fostering discussion) or liking his/her colleagues’ messages.

It is up to the teacher to consider the weight of these parameters in assessing indi‐
vidual or group performance (if assessment is applicable).

The fourth block, “Facebook Total Statistics” (Fig. 9), displays the global statistics
for the Moodle course selected on the “Facebook Groups” block. In case two or more
Facebook groups are assigned to the same Moodle course, this block will provide the
teacher the aggregated statistics for that set of groups. This feature is particularly relevant

Fig. 9. “Facebook Total Statistics” block.

Fig. 8. “Group Statistics” user’s interactions section (b).
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when the teacher intends to have the class divided into groups and uses several Facebook
groups to guide and support each group separately.

This block is also useful for teacher needing aggregated statistics for all his/her
Facebook groups or for personalized sets of groups, which are matched in the “Facebook
Groups” block.

6 Social Network Analytics and Visualization

6.1 Types of Interactions

We recall that we retrieved the posts for the first semester of 2013, which comprehend
posts/comments between September 2013 and January 2014. The results are presented
in Table 1.

Table 1. Analytics of the retrieved posts.

Posts Comments Likes
Number of 162 772 727
Post type:
Link 30 80 113
Photo 35 263 205
Status 90 413 372
Video 7 16 37

These results forecast on the type of content which is more prone to generate higher
participation and engagement for that community in particular and which are the most
common types of interactions. If we look at the results independently of the effort, we
come to the conclusion that status updates and photos lead to more interactions.
However, if we consider these results proportionally to the effort in posting, then post
type “photo” is the most prone to generate higher levels of interaction: whereas “status”
messages generate an average of 4 “comments” and “likes”, “photo” type posts are able
to collect, in average, 8 “comments” and 6 “likes”.

This analysis can be done on-the-fly while using the system, and can provide teachers
with relevant information regarding the type of post they should choose when looking
to increase their interaction with other group members. The analysis is also relevant for
teachers looking to develop comparisons among several groups he/she manages, to
outline a specific group profile and to transfer knowledge, as group manager, from one
group into another.

6.2 Frequency of Interactions

Analysing the posting frequency/intensity in the course of the semester allows us to
identify peaks of intensity of communication/interaction occurring in the group. From
the graph shown on Fig. 10, we can see that this number varies between 1 and 7.

310 L. Oliveira and Á. Figueira



0

1

2

3

4

5

6

7

8
25

09
20

13

02
10

20
13

09
10

20
13

16
10

20
13

23
10

20
13

30
10

20
13

06
11

20
13

13
11

20
13

20
11

20
13

27
11

20
13

04
12

20
13

11
12

20
13

18
12

20
13

25
12

20
13

01
01

20
14

08
01

20
14

15
01

20
14

22
01

20
14

Fig. 10. Facebook group posting frequency. (Color figure online)

Particularly in the case study presented, by analysing the solid blue line, it is possible
to identify 4 distinct moments: one in early October, one in late November, one in
December and one in mid, late January. The dotted red line depicts a moving average
of the interactions in periods of 7 days. This line indicates a global interaction per week
leading us to conclude basically the same but with slower variations and less peaks
showing clearly the most intensive interactions periods of the year. These lines provide
teachers with the detection of the most intense working periods along the semester. It
also reveals how students organize class projects and which could be the most productive
periods. In this case, students were assigned a four-month collaborative project and an
individual project. On early October, higher interactions are related to deciding the
themes and teams for the collaborative project. Peaks on late November and throughout
December are related to intra and inter team discussions and teacher solicitations for the
development of the projects. The peaks detected on the first and third week of December
indicate the higher stages of project development closer to its due date.

Depending on the results obtained in formal assessment and the quality of these peaks
of interactions, teachers might feel necessary to make adjustments to course schedules
and to try to anticipate or delay certain peaks aiming at improve the overall performance
of students and of the learning process.

This combination of results from both environments is of the highest importance for
the assessment of the overall conduction of a course, particularly for the teacher. It also
allows the teacher to evaluate the potential offered by each of the environments and to
better plan for future integrations. When using several educational environments
teachers should be aware of the added value these bring into the educational context and
should also be able to report on and to account for it.
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6.3 Daily Interactions’ Periods

One of the main advantages of Social Media Networks, particularly Facebook, is its
ability and easiness to fit into student’s daily digital environment. Educators’ ability to
take advantage of this scenario may return higher student involvement in the learning
process and higher proximity between the academic and personal life for students,
allowing for bigger interchanges. Social media is also a privileged environment for
news/content sharing. Whether it consists on specialized/technical or generic content,
real-life events, case studies or curiosities, its incorporation in educational groups is a
one or two clicks process. Therefore, educational groups on Social Media benefit from
the speed and diversity of content permanently emerging on the network.

As reported by other studies [10], best times to post on Facebook are early in the
morning, between work and dinner hours and between dinner and bedtime. Data from
our case study (as illustrated in Fig. 11) consolidates these indicators, reinforcing the
period between around 4 p.m. as the most active in group interactions. As mentioned
above, this educational context is benefiting from Social Media constant usage habits.
However, the regression line shows that in a year period students tend to interact earlier.
Comparing the initial date with the final one, the average interactions occur about an
hour earlier in the day.

0:00:00
2:00:00
4:00:00
6:00:00
8:00:00

10:00:00
12:00:00
14:00:00
16:00:00
18:00:00
20:00:00
22:00:00
0:00:00

Fig. 11. Interactions per hour of the day.

Analysing the most active and fruitful time slots when looking to foster interactions
is a valuable insight for teachers, whether it is knowledge acquired from previous group
analysis or is related the group under analysis. Though every group may tend to develop
a very intrinsic interaction profile, which may be more or less permeable to internal or
external factors, the collection of insights and knowledge gathered by the teacher are of
high instrumental value for the development of learning communities’ management
skills.
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6.4 Visualising Interactions

Traces of activity left by social media users can facilitate perceptions on individual
behaviour, social relationships, and community efficiency [11]. Tools and processes to
analyse social traces are essential for enabling educators to study and nurture meaningful
and sustainable social interactions occurring in learning communities.

In the case study under analysis we have a Facebook group with 42 participants,
which correspond to the 42 nodes of the social graph represented in Fig. 12. There are
556 established connections (in the form of a ‘comment-to’ or ‘reply-to’) between group
members, but only 51 are unique. This is why some connections are thicker than others,
to depict a repeated connection. There are 150 self-loops, which mean that some group
participants do comment, or reply, to their own posts, or comments.

Fig. 12. The social graph.

Identities on the social graph have been anonymised, and converted to masked Face‐
book profile IDs, in order to assure confidentiality. In our representation of the network
we adhere to the format proposed in [12]. As it can be seen in Fig. 12, some nodes are
bigger than others. This happens because we set the size of each node to be proportional
to its out-degree (note that the graph is directed). Therefore, the biggest the node size,
the largest is its out-degree. This metric is a simple way to find out the most participative
people in the group. We can also easily find which node (“102…50500” – the teacher)
bridges all the others, although node “776…08816” (student) is also important in the
network. Another conclusion that we can deduct from the graphic is that only a minority
of nodes (apart from the teacher) are connected to other nodes. I.e., students do not
frequently engage in each other conversations or are not very solicited. However, there
are about 15 exceptions (15 nodes) to this rule.
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The previous analysis also leads us to identify a graph density of about 6%. This
value levels to a poorly connected network, which is a characteristic of Ego-Networks
or of high-centralized networks. On the other hand, the maximum geodesic distance is
3, while the average geodesic distance reduces to 1.9, which means that we can, on
average, reach any other node in less than two hops. Therefore, despite not being a dense
network, it is well connected (because of the high centralization index).

Clearly, there are nodes with more connections and connected with denser parts of
the network. Those nodes (students) allow the information to propagate fast, and make
the network more responsive to posts. Mapping this situation to the academic world and
students, this means that these students are indispensable to have success in communi‐
cating to the whole class. As a side note, it is curious to note that all these subgraphs
include self-loops, which means that these students are willing to create answers in their
own posts or comments, fostering discussion around topics that they brought to the
group. Clearly, this group and its interactions are very teacher centric. There are a few
students generating interactions among peers but the bridge element is the teacher.

7 Discussion

Educational insights on graph interaction analysis provide teachers with knowledge on
which type of community has developed or is being developed. Many considerations
could be built on this topic: weather the interactions should be teacher or student centred,
which are not our main purpose. We can however stress that knowledge on this aspect
is both relevant for teachers and for students, namely: to identify the type of community,
its main intervenient, the origin of interactions and how oneself relates to the others in
that group.

The proposed methodology, previous research outputs and presented system allowed
for the development and implementation of “How to use Facebook groups in education”
workshops. The workshops were conducted by the researchers and were aimed at the
pedagogical and technological development of teachers. A lack of pedagogical validity
was detected during this dissemination phase, which lead us to the need of incorporating
new features in the already established LMS (Moodle). A very relevant detail, which is
not frequently mentioned in literature, and is of the utmost importance to this scenario, is
the discrepancy between the pace of research and its concrete/tangible corresponding
transfer into the educational context. In some organizational cultures, the proneness to
adopt or adapt to new pedagogical methodologies/technologies is very slow. This was
recognized by researchers during the initial stages of introduction of institutional LMS in
education [13], when teachers’ proneness to adopt technology mediated education was a
hot topic. This means that, despite the advances in research, priorities should also rely on
the academic and day-to-day practices, thus it is not our intent to contribute to the persis‐
tent gap between researchers and practitioners. Our main goal, is to capacitate and
actually facilitate the adjustment of teachers to new tendencies. In our perspective, this can
only be accomplished by capacitating the well-known environments with new features,
reducing the notion of risk that teachers often associate to pedagogical innovation.
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8 Conclusions and Future Work

In this chapter the concept of Social Student Relationship Management was presented
as the ground foundation for the development of social and learning interactions on
learning communities. Research conducted on the teacher/student and student/student
interactions on Facebook groups has revealed a high potential for the development of
several types of learning communities: teacher centered; mostly instrumental and aimed
at administrating the traditional and virtual classroom; and, or essentially, focused on
social informal interactions that reveal high potential for personal integration and
knowledge exchange. In this chapter, we have presented one case study where it is
possible to detect a unique balance of interactions inside a community.

These results and the needs assessment, that was performed during early dissemi‐
nation of the methodology, led us to create a system that bridges Moodle with Facebook
groups. The proposed architecture is based on the model-view-controller which can be
applied to most social networks with minimal effort. The system’s user interface was
also described with several examples taken from its real usage.

The tangible output of this research consists of an asset to capacitate Moodle, extend
its features and foster its interoperability with emerging technologies, thus research main
focus relies on the development and monitoring of learning communities in social media
networks.

Current technical development of the system includes both the optimization of the
Moodle blocks presented in this paper and the addition of features presented in section
six, namely the vizualization of the types of interactions occurring on the network. We
believe that vizualization of the construction, structure, dimension and evolution of the
network is of high relevance for teachers and for students. Time span visualization as
well as network current status may allow teachers to identify risks and opportunities in
community development, such as marginalized or low performance students, but also
high performing students requiring additional challenging tasks, both aimed at
preventing frustration and/or dropout. For students, the vizualization of their position in
the network, as well as rankings-based analytics could serve self-assessment and
performance benchmarking tools. The effects of such tools on motivation to learn and
improve student performance or to foster dropout are, however, not clear at the moment
and lack extensive research, which we believe will be possible to conduct in a near future.

Social network analytics is, in fact, a current hot topic which we aim to address on
the teacher and student perspective, aiming at providing a validated tool for formal and
informal learning management and assessment.
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Abstract. In modern information society, workers need to continuously
update and improve their knowledge and competences, and new means
for supporting effective learning in the workplace are sought. In this work,
we describe a process-based approach to e-learning centered around the
well-established Business Process Management discipline. In short, we
propose that business process models are used to represent the orga-
nizational knowledge and the learning contents. We adapt such models
to specific learning needs, by augmenting the business process with a
learning path specification that outlines learners objectives, activities
and expected outcomes. The key idea then is that a learning session cor-
responds to simulation and monitoring of a route on a defined learning
path. To develop such a process-based e-learning platform we leverage
Model Driven Engineering technology allowing for efficient model trans-
formation and platform development. We illustrate the approach on a
realistic case study.

Keywords: Business Process Management · Learning path · Work-
flow learning · Workplace learning · Model-Driven Engineering · Model
transformation

1 Introduction

In the modern knowledge society, advanced education plays a key role. At all ages
and in varying contexts we are called to master and process a great amount of
information and capacities, some very specialized, which are continuously com-
municated thanks to pervasive Information and Communication Technologies
(ICT). As a matter of fact, learning is no longer confined to formal courses in
school or University, but happens more and more as a continuous and lifelong
process.

Indeed, advanced countries see investing in people education and qualification
as a necessary condition to overcome the economic crisis and support innovation
and future recovery. One significant part of adult education needs to take place
at work, where people must continuously develop new skills and competences
to overcome evolution of processes and technology. A culture of collaborative
c© Springer International Publishing AG 2017
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workplace learning must be shared between employers and workers from different
offices and organizations under a win-win strategy.

Hence, the need arises for putting in place means to support workplace learn-
ing, while successful individual learning becomes an important parameter for the
successful functioning of an organization. In recent years, many training and e-
learning methods and frameworks are developed to help the employees of an
organization to learn about the business activities they are involved in. However
the training and e-learning sessions may be not as successful as aimed because:

– often the training session is out of working time, implying that workers need
to devote extra-work time that is demanding and exhausting

– the learning curve for the training session itself is steep and apart from their
business activities and hence workers are hesitant to take up the task

– setting up a learning environment similar to the working environment is
very difficult for the company and usually costly and so workplace training
becomes difficult for the company to setup

Organizations look for alternative approaches to train the employees that
can address the above issues. The solution should be workflow learning in which
employees can take lessons while they are at work. Cross, characterised workflow
learning as learning that “employs smart” software to guide, inform, and assist
workers to do their jobs better. [10] Workplaces are now considered as learning
environments that focus on the “interaction between the affordances and con-
straints of the social setting, on the one hand, and the agency and biography
of the individual participant, on the other”. [5] In that case, workflow learning
can be used as workplace learning as its main goal is to optimize the business
process.

However, to develop e-learning systems based on workflow learning, we need
to look beyond current e-learning practices that focus only on content creation,
towards those that focus on the business process or the workflow. Conventional e-
learning systems mainly focus on content-based pedagogy and only provide ways
for knowledge transfer. They do not put emphasis on the process of learning,
whereas, workflow learning is strongly related to the business process of the
organization.

The discipline of Business Process Management can provide missing links to
design such process-based learning systems [10]. Business Process Management
(BPM) is a management science that helps in improving corporate performance
by managing and optimizing a company’s business process. [27] Main activi-
ties of BPM include: process modeling, implementation, execution and analysis.
One important feature of BPM is its process-oriented model-driven approach to
design and implement the business processes.

We propose BPM as a means to develop workplace learning and training
within an organization. BPM has matured for the last couple of decades and
has penetrated many large scale organizations in their design of business process
as well as the related software applications needed to execute the processes.
Thus many facilities needed for using a BPMS to design a learning systems are
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already in place such as collaborative execution between different users, web-
service integration, and similar. However BPM is not originally conceived for
learning. In this work, we focus on extending BPM so that it can be used for
workplace learning. In particular, we introduce a learning path specification
that can be embedded into a BPM systems. We call it as Business Process
Management-based Learning System (BPMLS).

A preliminary version of this work appeared as [23], in which we first intro-
duced a specification of learning path over the standard BPMN specification.
Here we provide an extended description of our research goals and results, and
in particular we use a model-driven approach [4] to design the learning path
specification and to extend BPMS for the design of the learning system. BPM
also employs Model-Driven Engineering principles and so it is easier to use
them for BPMLS too. We use Eclipse Modeling Framework (EMF) for building
modeling tools for learning path specification and transform them into busi-
ness process models so that BPMS can be extended for execution of process
models with learning parameters. After some background notions in Sect. 2, in
Sect. 3 we introduce our learning path mapped on BPM models and describe the
BPMLS framework that can be used for declaring and assessing learning activ-
ities of workplace learners. In Sect. 4 we explain the transformation technique
used within our framework. In Sect. 5 we evaluate the prototype of our frame-
work on a realistic example. Related work and Conclusions sections complete
the paper.

2 Background

This section provides an overview of background concepts and technologies that
are at basis of our work. In particular, our approach uses and combines concepts
and definitions related to:

– Business Process Management discipline;
– Business Activity Monitoring system;
– Model-driven Engineering approach;
– Workplace Learning approach;
– Learning Path specification.

In [1], van der Aalst and coauthors define Business Process Manage-
ment (BPM) as a discipline supporting business processes using methods, tech-
niques, and software to design, enact, control, and analyze operational processes
involving humans, organizations, applications, documents and other sources of
information.

BPM spans over a complex life-cycle including stages of design, configuration,
enactment, and diagnosis [1]. A Business Process Management System
(BPMS) is a suite of software tools that leverage BPM concepts and support the
BPM life-cycle.

BPMS frameworks provide tools for: i. Process modeling, ii. Process Execu-
tion, and iii. Business Activity Monitoring [1], among others. Using a BPMS,
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process models are automated as workflow models that can be executed by a
process engine [25], where a workflow may contain a sequence of business activ-
ities, the work of a person, group, or any business applications.

In particular, Business Process Management Notation 2.0 [6] (in the
following referred to simply as BPMN) is a widely used standardized graphical
notation for modeling executable business processes in a workflow.

Business Activity Monitoring (BAM) software can provide real-time
access to critical business performance indicators for business activities executed
by BPMS. BAM collects data of interest during the run-time business process
execution. By using Complex Event Processing (CEP) techniques [7] BAM can
later derive higher level business events from the composition of observed sim-
ple events. The collected data can be correlated to Key Performance Indicators
(KPIs) and Goals defined for the process models [8,17].

Due to the complexity involved in building software systems, there is a para-
digm shift in software development methodologies used to develop such systems.
One such methodology that focuses on using of models to develop software is
Model-Driven Engineering (MDE). A model is an abstract representation of
essential functionality that needs to be implemented. The core of MDE is use
of models as primary artifacts in software development, and use of (automated)
model transformation techniques to transform one model to another [4]. Mod-
els can be helpful for a developer because they allow them to abstract away
from a specific development technology in early stages. Later, the models can be
transformed to a specific execution language by applying model-to-code trans-
formation. This transformation is done using metamodels that are defined as
models of models [20]. Transformation from model-to-code will be done using
tools, which will generate code from the design models that the developer use
to refine further.

MDE will be the core software-development principle of this work. We will use
a customized modeling language called learning path specification to design and
implement process-centric e-learning platform using BPMS. Eclipse Modeling
Framework (EMF) is the modeling framework that will be used for MDA-based
design along with its e-core model for model specification. For model trans-
formation between learning and business process model, we will use ATLAS
Transformation Language. See more details in Sect. 4.

Within the learning context, a learning path is a sequence of activities and
learning objectives customized to the needs and competencies of a learner [14].
It can be described as the route, chosen by a learner through a range of learning
activities, which allows them to build knowledge progressively [9]. It should
contain a learnflow, which gives orchestration details for learning activities, roles
and other learning resources [19], as well as learning objectives or outcomes.

Many platform-independent Educational Modeling Languages have been pro-
posed to describe a learning path. IMS Global Consortium released the IMS-
Learning Design (LD) specification that allows for defining the learning path
as a Unit of Learning (UOL) [13]. In [14], Janssen and coauthors introduce a
generic learning path model that is mapped to IMS-LD.
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The aim of this paper is to introduce a model-driven approach to workplace
learning that integrates the learning path specification into BPMS. Our frame-
work draws together the key concepts and definitions from BPM discipline, MDE
technology as well as workplace Learning approaches explained above.

3 Framework and Architecture

BPM provides a process-centric approach to the development of software frame-
work for business. Although in principle the standard BPMN notation could be
used to design the business processes a user wants to learn, it cannot directly be
used for designing suitable learning models.

Jassen and coauthors [14] list the general requirements of a learning path
specification. It must:

1. enable the description of actions that lead to certain learning outcomes
2. describe these actions based on the competency of the learner
3. facilitate identification of different learning paths leading to the learning

outcomes

The above requirements are not addressed expressly in BPMN since it was
originally conceived for different purposes. When it comes to defining learning
path for business process models, specification of learnflow and learning objec-
tives differ due to the following reasons:

– Learning flow for workplace learning should align to the business activities
of an organization. What an employee learns should conform to the business
process sequence rules established by the organization.

– Learning objectives of workplace learning should be correlated to Key Perfor-
mance Indicators (KPIs) of business activities that are executed during the
learning process.

– Learning path should be able to capture different business scenarios of the
same business process. An employee’s business activity may change based on
the inputs he receives during the business process execution

We developed a learning path specification extending BPMN [23] which can
be used to design learning objects on top of business process models. Our learn-
ing path specification acts as a scaffolding knowledge framework on top business
process models for defining learning goals and requirements. The key aspects
and requirements mentioned previously are also captured in our learning path
specification. Our specification maps KPIs of business processes to objectives
of the learning path. We extended the BPMN metamodel with the introduc-
tion of classes and attributes related to a learning path. Figure 1 represents the
meta-model of our learning path specification. In the figure, classes with gray
background are related to the BPMN model. Classes with the yellow background
(those that we introduce) are related to the learning path specification. Since we
extended the BPMN model, our learning path specification can be integrated to
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Fig. 1. Learning Path Specification for Business Process Model.

BPMS for workplace learning. More details of our specification can be found in
our previous work [23].

We also proposed an architectural framework called Business Process Man-
agement Learning System (BPMLS) that uses our learning models for modeling
and execution. The framework is conceived such that an employee who needs
to learn about a business process can log into the system and will find an envi-
ronment mimicking the real business process for learning purposes. It will also
help developers to build process-based models with learning goals and require-
ments for individual learners, based on the requirement of the employees. They
can design learning models using our proposed learning path specification. The
framework will provide methods to define learning path as well as to execute
and monitor the learning progress during a learning session.

The overall framework of our BPMLS is given in Fig. 3. The architecture cov-
ers three phases of a BPM life-cycle, namely Modeling, Execution and Monitoring.
During the modeling phase, learning paths are defined for a given process model
based on our specification. Every learning object will contain the learning path
model as well as its corresponding business process model. Learning models cre-
ated can be executed in Process execution engine of BPMLS. Process execution
consists of a learning path initiator to choose the best path for a user based on his
competencies and requirements, and process execution engine. During the process
execution, the actual business scenarios are mimicked through simulated busi-
ness services component. Monitoring phase involves keeping track of the various
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learning activities happening within BPMLS, and providing feedback and learning
suggestions to the user. Monitoring uses BAM techniques to monitor the learning
path execution and provides real-time results of the learning progress.

3.1 Prototype

We developed a prototype based on our proposed BPMLS architecture [23,24].
The prototype included a custom learning path model based on our specification,
Apache Activiti as process execution engine [22] and Drools Fusion based CEP
engine for monitoring [11]. A overview of the relation between objects of differ-
ent components such as learning path model, BPMN model, events and Drools
Fusion CEP rules is provided in Fig. 2. A Business Process Model defined using
BPMN.2.0 specification can have one or more Learning Paths. Each instance
of Learning Path model represents one learning session, and executes a process
instance in BPMLS, with KPIs and monitoring parameters defined by the Learn-
ing Path model. Learning Paths fulfill learning objectives which are represented
as KPIs. KPIs are used to evaluate key business metrics that are crucial dur-
ing the execution of the process instance. Mapping KPIs to Learning objectives
ensures that learning sessions caters to the business goals of the organization.
KPIs are callable functions, which are included in CEP rules for monitoring pur-
poses. Events, used in CEP rules, are created for all the learning process and
tasks, and are used to track learning progress.

Fig. 2. Overview of relation between objects of different components.

3.2 Model Transformation

The proposed specification is an extension of BPMS with learning specifications.
Since several BPMS platform already exist, we decided to reuse an existing
BPMN execution platforms to design BPMLS. We followed a MDE approach
for developing our BPMLS.
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Fig. 3. Framework of BPMS based learning and monitoring system.

One of the main tasks within the development of BPMLS using MDA is
model transformation. Within our context, model transformation is used to
derive BPMN models with appropriate learning parameters based on the learn-
ing path provided for the same. The goal of our model transformation technique
is to accept both the learning path model as well as its referenced business
process model and provide outputs that can be executed within BPMS compli-
ant process engine. The output will be again a business process model (model-
to-model transformation) that is customized for a given learning objective.

An overview of the model transformation is represented in Fig. 4. In the next
section we describe in detail the ATL Model Transformation technique and the
algorithm used within BPMLS.

Fig. 4. Overview of model transformation.



A Model Driven Approach to Business Process-Based Learning 325

4 ATL Transformation

We provide here technical details about the model transformation. Readers that
are not interested to technology behind the framework can skip this section.

(ATLAS Transformation Language) is a transformation language developed
as a part of the AMMA (ATLAS Model Management Architecture) platform [3].
It is build on top of Eclipse Modeling Framework (EMF), which is a modeling
framework based on structure data. ATL is a hybrid transformation language
that contains a mixture of declarative and imperative constructs. Model trans-
formation in MDE conforms to a model transformation pattern, represented in
Fig. 5 [3].

Fig. 5. Overview of model transformation.

The transformation happens during the execution of the TAB program. With
reference to Fig. 5, the output is Mb from Ma. All three models Tab, Ma, Mb
conform to their respective metamodels- MMt, MMa, MMb. And all metamod-
els conform to MMM, the metametamodel. ATL in the context of the above
transformation patten is shown in Fig. 6. It is same as the given transformation
pattern, with the relations program mma2mmb.atl to Tab, ATL to MMt and
MMM to MOF.

Bezivin et al. provide seven classifications of transformation and the proposed
transformation is a hybrid mixture Level 2 and Level 6. The general representa-
tion of the transformation is given as,

Mb2MbT: Ma,Mb -> Mc; MMa = MMc; MM where,

Ma is BPMN metamodel, Mb is the proposed learning path specification and
Mc is the target BPMN model. The metamodels MMc and MMa are strictly
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Fig. 6. Overview of model transformation.

identical and hence the transformation relationship between Ma and Mc is
endogenous. In case of model MMc and MMb it can be considered as uncon-
strained exogenous transformation.

The algorithm for learning path to business process model is given in Listing
below.

Algorithm 1. Learning path model to Business process Model transformation

Data: In1:Instance of Learning Path; In2: Business Process Model.
Result: OT1
initialization:
Copy In2 -> Ot1;
forall the LearningTask in IN1 do

if In1.LearningTask.hasDataInput then
Create OT1.UserTask.DataInput;
Copy IN1.LearningTask.DataInput -> OT1.UserTask.DataInput;

end
if In1.LearningTask.hasDataOnput then

Create OT1.UserTask.DataOutput;
Create IN1.LearningTask.DataOutput -> OT1.UserTask.DataOutput;

end
if IN1.LearningTask.hasParameters() then

Create OT1.UserTask.extensibleElement;
forall the IN1.Parameters do

Create OT1.Parameter;
Copy IN1.Parameters -> OT1.Parameter;

end

end

end
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During the initialization of the algorithm, an exact copy of the input BPMN
model IN2, is created as the output. Then algorithm copies the learning tasks
and its corresponding learning parameters of the input IN1 into the BPMN
model ON1. The result is a business model customized with learning parameters
that can be used for executing and monitoring.

In the standard BPMN.2.0, only generic classes of monitoring parameters
have been defined and it is up to BPMS adopters to provide concrete implemen-
tation of a working monitoring framework. Also, the specification introduces an
extensibility mechanism that allows extending standard BPMN elements with
additional attributes. [6] This is to allow the modeling tools specify non-standard
elements to satisfy a specific need. This is important for us because, the above
algorithm is based on the extensible attributes provided in Apache Activiti. The
learning path specification has provision to provide specific input and expected
output to a learning task, and it requires the extensible attributes adopted by
implementers of BPMN model such as Apache Activiti.

The transformation can be separated in two parts: one is transformation from
learning path model to business process model. This is done using the algorithm
provided in Listing 1. The transformation is simple and can be described as in
the following pseudo-code:
LearningTask -> UserTask
Parameter -> Activiti:FormProperty
DataInput -> DataInputAssociation
DataOutput -> DataOutputAssociation

The second part of the transformation involves definition of JavaObjects
required in Activiti mapping to the attributes above. Apache Activiti is written
Java and might require Java classes depending on the requirement. For example,
to pass the parameters value to CEP engine during execution, Apache Activiti
provides with mechanism to execute external Java Code, called execution listen-
ers. The following table lists the Java classes required for each of the parameter
above and their relation to BPMN specification.

Learning
path

BPMN Java code

LearningTask UserTask
extensionElements

none

Parameter Activiti:FormProperty
activiti:executionListener

Class extending
EventListener

KPI Activiti:executionListener Class extending
EventListener and
CEP Queries

DataInput
Dataoutput

dataInputAssociation
dataOutputAssociation

Java Variable or
Complex Java Object
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5 Evaluation

In this section we will see a motivational example, to understand the learning
path specification that was defined earlier. We also evaluate the transformation
algorithm defined earlier as well as our BPMLS framework.

The seventh European Union Framework Program (FP7) provided funding
opportunities for many organizations within Europe to support Research and
Development. Organizations working within FP7 programs should understand
the complexity involved during the successful execution of their projects. Under-
standing the different processes involved is crucial for the success of the project.
For example, participants in an EU financed project are obliged to report peri-
odic budgeting activities for the tasks performed within the project. This process
is quite complex but yet extremely important for the employees of the organi-
zation to understand. Workplace learning for such scenarios is the need of the
hour for such organizations. We will consider below a motivational example that
will highlight the usefulness of our learning path specification workplace learn-
ing for the above scenario. Figure 7 represents a simplified BPMN model for the
periodic budgeting report of an organization that is involved in the FP7 project.

Fig. 7. Example process-periodic budgeting report.
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It is a collaborative process between a project manager and a project coordina-
tor. In the first task ‘Fill Use of Resources (UoR)’, the project manager has to fill
a predefined timesheet form to reflect the different resources used for the project
during a particular period. Next task is an automated service task (typically a
web-service call), that mimic the process to calculate project costs based on the
timesheet filled earlier. At the end of the ‘Calculate Cost’ task, a filled ‘Form
C’ document will be provided to Project Coordinator. The coordinator will set
a contribution in the next task called ‘Set Request Contribution’ based on the
details available in Form C. In the final step, the manager has to attach a list
project activity documents relevant to the project. The task is called ‘Include
Activity Docs’ in the business process model. With the submission, the process
will be completed.

Though it is a simplified version of EU budget reporting, the above example
is still complex enough to be reproduced in a standard Learning Management
System (LMS). We will see how our BPMLS framework makes it easier for
creating a learning environment for such scenarios.

5.1 Learning Path for Periodic Budget Reporting

Our first goal is to provide a learning path specification for the above exam-
ple. Figure 9 provides the instance model of the Learning Path specification. The
instance captures one learning scenario for the example. The learning path is cre-
ated for the budgeting scenario of ‘Project X’. The details of the sample project
scenario is provided asDataInput to the learning task ‘Fill Use of Resource’. Note
that in the representational figure just the name of the project is provided.However
additional details can be provided as an array of DataInput object (not provided
in the figure for the sake of brevity). The learning task also contains a Parameter
object called ‘Total Time’ that will be used within KPI. ‘Set Request Contribu-
tion’ is another learning task of the learning path specification. It also contains

Fig. 8. Transformation for a learning task.
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Fig. 9. Learning path specification-periodic budgeting report.

a Parameter object called ‘Request Cost’ to capture the cost set by the project
coordinator.

Both the Parameter objects are used within the calculate function of KPI
class which is defined as: TotalT ime < 100 && RequestCost < 10000.

The KPI function verifies if the collaborators of the ‘ Project X’ is able to fill
the forms accurately. In our specification, KPIs are used to monitor if the ‘Total
Time’ entered by the project manager is less than 100 (hours) and the ‘Request
Cost’ entered by the project cost is less than 10000 (Euros). And this KPI is set
as learning objective of our learning path specification. This way our learning
path specification can ensure that the learning scenario caters to the business
goals of the organization.
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5.2 Designing the Learning Path and Its Transformation to BPMN
Model

The learning path specification defined earlier is designed using the EMF to
get the learning path instance in ecore model. This provided to the ATL
transformation algorithm defined in Sect. 4. The output is an BPMN model
with customized parameters for learning purpose. An example instance of
transformation is given in Fig. 8. Notice that the Parameter of the Learning-
Task is converted into extensionElement of the BPMN model. Event Listeners
are created for the learning task in the figure. This is to monitor when the user
finishes the execution of a learning task or a given learning path.

Challenges in Transformation. The transformation described here is a uni-
directional transformation to transform a learning model into a business process
model. We are currently not focusing on bidirectional transformation which will
be completed in the future work. However this unidirectional transformation is
not without challenges. One major challenge during the transformation is cre-
ation of Activiti listeners for each of the User task involved in learning, and
creating the skeleton in the process execution archive. The creation of Java
classes is done manually for now, and need to be automated for an effective
transformation technique.

5.3 Prototype Evaluation

A prototype was developed to evaluate the learning path model transformation
and assessment techniques. Learning path specification are created as mentioned
above. Model transformation is performed in a semi-automated way, where the
BPMN models are generated automatically and later manually updated with
the additional learning tasks parameters. We already have developed a semi-
automated model transformation technique in our work, and currently we are in
the process of automating the transformation technique.

For the Process Execution Engine, as mentioned we used Apache Activiti,
an open-source Java-Based BPM Platform [22]. For learning path monitoring
we used Drools Fusion [11] based CEP engine. Apache Activiti Explorer was
used to design, and execute the process models. Learning path model and its
corresponding business process models, CEP rules were created separately. The
explorer interface was modified to detect and display the learning progress to
the users. Figure 10 provides a screenshot in which the ‘Fill Use of Resources’
task is executed. Figure 11 provides a screenshot of a simplified web page where
the progress of the learner is registered.
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Fig. 10. Learning path specification-periodic budgeting report.

Fig. 11. Monitoring-periodic budgeting report.

6 Related Work

Using BPM concepts for the management of collaborative learning processes have
long been considered by the research community. Marino and coauthors [19] pro-
posed a method to transform learning design models defined using the IMS-LD
specification to business process execution model called XML Process Definition
Language. The goal was to use IMS-LD for defining a learning design and use



A Model Driven Approach to Business Process-Based Learning 333

business process engine as a delivery platform for the learning designs. In [16],
Karampiperis and coauthors examine using of BPMN as a common represen-
tation notation for learning flows modeled using Business Process Execution
Language (BPEL) and present an algorithm for transforming BPEL Workflows
to IMS-LD learning flows.

Vantroys and Peter [26] presented Cooperative Open Workflow (COW), a
flexible workflow engine that can be used to transform IMS-LD into XPDL
designs to enact the learning models in the platform. Another e-learning platform
called Flex-el [18], is also been built on top of workflow technology. It provides
a unique environment for teachers to design and develop process-centric courses
and to monitor student progress. Project TRAILER, BPMN is used as a model to
define a methodology and developing tools to learning as well as the management
of competences and skills acquired through informal learning experiences, both
from the perspective of the user and the institution or company [12,21].

Above discussed methodologies and platforms focus on using BPM techniques
and technologies for designing learning specifications for academic scenarios and
do not focus on workplace learning.

Regarding learning path specification, Janssen and coauthors proposed learn-
ing path information model that can represent a formal learning path model. [15]
However, the specification is generic and does not address the requirements of
workplace learning based on BPM. We already raised the issues in Sect. 6.

As far as we know none of the existing work focus on using BAM for workplace
learning monitoring. In their work, Adesina et al. focus on visually tracking the
learning progresses of a cohort of students in a Virtual Learning Process Envi-
ronment (VLPE) based on the Business Process Management (BPM) conceptual
framework. [2] Their work focus on learning specifications for academic scenarios
and do not focus on workplace learning. Tracking the learning progress also do
not leverage upon BAM systems.

Our work defines a precise specification that can be used for defining learning
path for business process models, as well as transformation techniques for using
standard business activity monitoring techniques to monitor learning progress
of an employee.

7 Conclusions

Workplace learning is an actual need for employees who are required to con-
stantly improve their knowledge on the business process they are involved in.
Workflow learning can help in building intelligent software to guide, inform, and
assist workers to do their jobs better. Workflow learning is indeed the perfect fit
for the employees as it is done during the work and the goal of it is to improve
the business process. The discipline of Business Process Management can help
in designing process-based learning systems for workplace learning. Our work
aims at exploiting this potential of BPM to support effective and realistic work-
place learning activities. This work details and extends our previous work [23],
that introduced a specification of learning path extending the standard BPMN
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specification. In this extended work along with the Learning Path specification
and BPMLS, we also focus on a model-driven approach to the development
of the proposed framework. The model-driven approach focuses on defining a
transformation relationship between the learning path specification and its cor-
responding business process models. This gives us the advantage of building
learning system that are compliant to the existing model-driven BPMS systems.

To the best of our knowledge there is no existing proposal for adapting BPMS
to learning needs. Our work stays within the context of the European Learn
PAd project, that aims at exploiting enriched BPMN models for deriving both
recommender systems and simulation sessions used expressly for learning the
modeled sequence of tasks. We are currently refining platform implementation,
and testing it on several scenarios defined within the Learn PAd project.

Acknowledgements. This research has been partially supported from the European
Union’s Seventh Framework Programme [FP7/2007–2013] under Grant Agreement N.
619583 (Project Learn PAd - Model Based Social Learning for Public Administrations).
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Abstract. Games have emerged as promising tools to make learning
more fun. Pedagogical effectiveness of an educational game can increase
if its behavior changes according to learners’ play and learning styles.
Several models for categorizing learning and play styles exist, but not
many studies simultaneously detect and utilize both style groups. To
alleviate this, as the first contribution, we analyzed and compared exist-
ing learning and play style models, and chose the most suitable one
from each group. Personality style models were also discussed. We then
created a questionnaire based on Honey and Mumford’s Learning Style
Questionnaire and Bartle’s Player Types, and collected data from 127
South Korean elementary school children. The results indicated that spe-
cific play styles were clearly more dominant (Killer 18%, Achiever 24%,
Explorer 32%, Socializer 41%), whereas dominant learning styles were
distributed more evenly (Activist 33%, Reflector 37%, Theorist 20% and
Pragmatist 25%). As the second contribution, we presented the founda-
tions of a generic adaptation model for utilizing learning and play styles
for designing adaptive educational games.

Keywords: Learning styles · Play styles · Personality types · Educa-
tional games · Adaptation · Questionnaire

1 Introduction

Digital games have risen to new heights as general entertainment and have also
expanded beyond the field of leisure to more serious venues. For example, games
have been utilized as educational tools [10,41,44] and as catalysts for people to
do physical exercise [31,36]. Games that have other purpose than pure enter-
tainment are generally referred to as serious games. Within the umbrella term of
serious games, game-based learning, in particular, is a heavily trodden research
field. There exists significant evidence that utilizing games in education can have
positive effects on learning and motivation [3,10,12,20,23,41,44].
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While researching education technologies and pedagogy in general, it is not
uncommon to come across different learning style models and discussions for
and against them. Researchers have proposed several models [11] for mapping
out various learning styles. Learning style models can be used to understand
the differences among heterogeneous learners and thereby optimize a learning
environment for each learning style.

There are several game genres – ranging from first-person shooters (FPS) to
large-scale country-governing simulations, and from role-playing games (RPG)
to sport games – that cater to vastly different play styles. For example, a majority
of FPS games expect a combination of aggressiveness and cunning, whereas a
typical RPG expects the player to have a strategic mindset. Several models have
been proposed to categorize players according to what style of gameplay they
prefer [4–6,29,40]. Perhaps due to the novelty of gaming research field, there
are not many validated play style models that tackle the heterogeneity among
players.

Several studies have been conducted that focus on either play styles [33,43]
or learning styles [7,27]. However, we were unable to find studies that consider
both styles for making educational games adaptive. There are three reasons
for adapting educational games based on the learner’s play and learning styles.
Firstly, adaptive educational games could offer learning materials in a way that
the learner would be more attuned to receiving and processing. Secondly, offering
a suitable play style for the learner would make the game mechanics easier to
understand, thus reducing the learning curve. Thirdly, well-aligned play and
learning styles, through which learning materials and gameplay are provided,
could increase the learner’s motivation to continue playing the game and thereby
increase the possibility for them to enter the flow state [35].

While we focus on merging play and learning styles, we also discuss some
personality style models, as they occasionally appear in gaming and education
studies [11,26].

This work is part of a three-year (2015–2018) research project, which aims at
developing a learner-aware adaptation framework for game-based programming
education. We have previously published a version of this paper at the CSEDU
2016 conference [30]. In this updated version, we first present an extended review
of models for learning and play styles. As a new contribution, personality style
models are also discussed. Secondly, based on the review, we select one learning
style model and one play style model for developing a questionnaire that detects
children’s play and learning styles. Thirdly, we present an analysis of data that
were collected from 127 South Korean elementary school students using the
questionnaire. Fourthly, as a new contribution, we proposed a generic approach
for adapting gameplay and learning content in educational games based on the
learner’s learning and play styles. These results can be of interest to educational
game developers, educators and game researchers.



338 R.S.N. Lindberg and T.H. Laine

2 Learning Style Models

Learning styles have been researched by scholars for decades during which dozens
of models have been proposed [11]. In the following, we present three popular
learning style models – where popularity was deemed based on their citation
counts – that were considered in this study.

2.1 Kolb’s Learning Style Inventory

One of the most widely known learning style models was created by Kolb, who
published his Learning Style Inventory (LSI) in 1984 [25]. The model was made
for general use and aimed at individuals to identify the way they learn [24]. The
LSI model defines four distinct learning styles as follows:

– Accommodator (CE/AE): Prefers practical, hands-on approach to problems.
– Converger (AC/AE): Prefers hands-on approach to applying theories.
– Diverger (CE/RO): Prefers discussing and thinking the problem through.
– Assimilator (AC/RO): Prefers reasoning and theoretical approach.

Kolb’s learning styles are based on a four-stage learning cycle consisting of:
Concrete Experience (CE), Reflective Observation (RO), Abstract Conceptual-
ization (AC) and Active Experimentation (AE). Essentially, the four learning
styles are combinations of these four stages. For instance, Accommodator is
a combination of Concrete Experience and Active Experimentation [25]. Since
its emergence, LSI has been developed further; its latest specifications were
published in 2005 [24].

2.2 Honey and Mumford Learning Style Questionnaire

Honey and Mumford [18] built their Learning Style Questionnaire (LSQ) on top
of Kolb’s LSI. Their purpose was to use the model in the context of management
of work spaces. Honey and Mumford redefined LSI’s four learning styles as:

– Activist: Learns by doing; prefers a practical approach.
– Theorist: Learns by an analytical approach; needs to understand the theory

first.
– Pragmatist: Needs to see a connection between the theory and the task at

hand; prefers to apply theory in real life.
– Reflector: An observer who does not directly interact, but rather collects data

from multiple sources.

Honey and Mumford’s model has a four-stage cyclical form with the following
stages: (i) Having an experience, (ii) Reviewing the experience, (iii) Concluding
from the experience, and (iv) Planning the next steps. Their model suggests that
different people are more attuned to different stages, thus individual learning
processes should be adapted accordingly.
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2.3 Felder-Silverman Learning Styles Model

Originally aimed specifically at engineering students, Felder-Silverman Learning
Styles Model was created by Felder and Silverman [14] and later improved upon
by Felder and Soloman, who used the model to derive a questionnaire instrument
named as Index of Learning Styles (ILS) [15]. The model maps learners into four
dimensions: (i) Active and Reflective, (ii) Sensing and Intuitive, (iii) Visual and
Verbal, and (iv) Sequential and Global. The extremes of these dimensions are
defined as:

– Active learner: Hands-on approach, discussing about the project; likes group
work.

– Reflective learner: Thinks about the problem quietly at first; prefers working
alone.

– Sensory learner: Likes to learn facts; enjoys solving problems with well-
established methods.

– Intuitive learner: Enjoys discovering the connections between problems; good
with abstraction.

– Visual learner: Remembers best anything that they have seen, such as images,
flow charts and diagrams.

– Verbal learner: Gets more out of words, both written and spoken.
– Sequential learner: Approaches a problem in a stepwise manner, solving one

sub-problem at a time.
– Global learner: Move forward in large jumps, absorbing materials in a seem-

ingly random manner.

It is worth noting that “Verbal” was “Auditory” in the original model; the
term “Verbal” was proposed by Felder and Solomon in ILS [15]. Furthermore,
within one dimension, such as Active-Reflective, a person may converge towards
one of the extremes or diverge away from both extremes.

2.4 Comparison of Learning Style Models

Table 1 shows how the aforementioned learning style models compare to each
other. Because Honey and Mumford’s model was built on top of Kolb’s model,
they are strongly similar. Felder and Silverman’s model describes its styles in
a slightly different manner. Their model assumes that learners draw tendencies
from four dimensions. Essentially, the first two dimensions have similarities with
Kolb’s as well as Honey and Mumford’s styles. In Active-Reflective dimension,
the connections are obvious, and despite using different names, Intuitive maps
quite comfortably with Assimilating and Theorist, and Sensing connects to Con-
verging and Pragmatist.

3 Play Style Models

Compared to learning styles, play styles have not received that much attention
from researchers. In the following section, we describe four play style models,
which have been proposed and used in game studies.
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3.1 Bartle Player Types

Perhaps the best known play style model was described by Bartle in his paper
“Hearts, Clubs, Diamonds, Spades: Players who suit MUDs” [4]. Bartle created
his model by analyzing players in Multi-User Dungeon (MUD) games. Since its
emergence, the model has been often cited in game-related studies across game
genres. The Bartle Player Types (BPT) model defines four play styles: Killer,
Achiever, Explorer and Socializer. These four styles are distributed in corners
of a two-dimensional space where the X-axis represents Player – World and the
Y-axis denotes Acting – Interacting. The characteristics of the four styles are:

– Killer: Aggressive predators who enjoy harassing other players. To some
extent they socialize with other Killers, explore the game and gather
resources, but these are only means to an end. Being in control and dom-
inating the game are also appealing to Killers.

– Achiever: Solely focused on beating the game as perfectly as possible. In
a multiplayer game this typically means gathering resources and level-ups,
whereas in a single player game the focus would be to clear every achievement
and the game perfectly.

– Explorer: Interested in mapping the game mechanics inside and outside. Inside
means discovering every corner of the game, and outside refers to utilizing
bugs that might give benefits to the player.

– Socializer: Are into the game nearly solely to use it as a communication
forum to connect and talk with other players. Other game mechanics represent
merely a backdrop to achieve this goal.

Despite originally being intended to be a model for mapping sociocentric
behavior of players in multiplayer games, BPT can also be used to discover the

Table 1. Comparison of learning style models.

Kolb Honey & Mumford Felder & Silverman

Accommodating Activist Active

Practical, social Practical, social Practical, social

Diverging Reflector Reflective

Observation, social Observation, prefers
pairs

Observation, prefers
working alone

Assimilating Theorist Intuitive

Theoretical, analytical,
not very social

Theoretical, analytical,
facts

Innovative, abstract
learning, theoretical

Converging Pragmatist Sensing

Apply theory to
practical solutions

Apply theory to
practical solutions

Facts, theoretical

n/a n/a Sequential – Global

n/a n/a Visual – Verbal
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dominant play style of an individual playing single player game. This view is
supported by the emergence of newer models that are bear similarities to BPT,
such as DGD1 and Four Keys, which are described in the following sections.

While Bartle did not create a questionnaire for his model, the Bartle Test
questionnaire was proposed by Andreasen and Downey [2]. Bartle Test is based
on binary choice questions following the style “I would rather do this or that”,
and it has gained significant popularity as a play style mapping tool within
gaming communities.

3.2 Demographic Game Design Model (DGD1 and DGD2)

The first Demographic Game Design Model (DGD1) was revealed in book
“21st-Century Game Design” by Bateman and Boon [5]. It was intended for
identifying player preferences that could help development of games that cater
to different demographic groups [39]. DGD1 comprises four play styles:

– Wanderer: Associated with experience and identity. They enjoy new experi-
ences and discovering the game area or story elements rather than challenging
gameplay, which they tolerate in order to advance in the game.

– Conqueror: Aim to defeat the games they play. They enjoy challenges intro-
duced by the game and the pay off when overcoming those challenges.

– Manager: Aim to master the game and understand its gameplay mechanics.
They do not care much about winning the game, but rather to reach a point
where there is nothing new to learn.

– Participant: Associated with immersing themselves into a game world through
social interaction with other players or with non-player characters. Any game
that gives emotional feedback (good or bad) appeals to this play style.

The DGD1 model is dependent on the Myers-Briggs Type Indicator that
describes 16 different personality types (see Sect. 4.1) [38]. The DGD1 model
was developed further into DGD2, which aimed at improving upon DGD1. This
upgrade mainly affected how the survey was built and how resulting data was
analyzied, thus no changes to the original play styles were made [6].

3.3 BrainHex

BrainHex is based on the foundations of DGD1 and DGD2 [40] and it distin-
guishes seven play styles: Seeker, Mastermind, Socializer, Daredevil, Survivor,
Achiever and Conqueror. Only one play style, Conqueror, was kept from the older
DGD1 and DGD2 models; however, Nacke et al. [39] suggested that Manager,
Wanderer and Participant styles in DGD1/DGD2 correspond to Mastermind,
Seeker and Socializer of BrainHex, respectively. Hence, the three new play styles
introduced in BrainHex are:

– Survivor: Enjoy the thrill of horror games and other games that exert feelings
of terror during gameplay.
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– Daredevil: Enjoy fast-paced thrill-seeking games in which the levels’ terrain
and design can be abstract and the player has to rush forward and react to
the game area. In some ways this is similar to Survivor with the difference
that enjoyment is drawn from positive experiences rather than negative.

– Achiever: Achiever is equivalent to Bartle’s original depiction of the namesake
style and as much is stated by the researchers themselves [40]. Achievers enjoy
finishing the game and they are not above endless’grinding’ to clear the game
perfectly.

3.4 Four Fun Keys

Lazzaro published her Four Fun Keys (4FK) model in a conference paper “Why
We Play Games: Four Keys to More Emotion without Story” [29] in which
she discussed the emotions created by gameplay. The 4FK model’s approach
to categorizing players is based on different emotions that games may evoke in
them. Lazzaro’s four styles are:

– Hard Fun: Players of this style relish challenges and beating games by using
their wits. It is important to note that a challenging game with lots of luck-
based components would not appeal to this play style.

– Easy Fun: These players enjoy exploration and figuring out the game. Games
that open gradually by making the player explore are especially appealing
to this play style. They are interested in the game’s story and generally get
attached to their game character.

– Altered States/Serious Fun: The game is a tool to pass time, to clear thoughts,
or to change one’s mental state. Games that can be played without much effort
are appealing to this play style.

– People Factor/People Fun: Play games to socialize and spend time with
friends. The game itself is not important. Players of this style also encom-
pass people who do not enjoy playing games alone, but who enjoy gathering
together with friends to play games.

3.5 Comparison of Play Styles

As Table 2 shows, certain similarities can be drawn between BPT and other play
style models. The authors of BrainHex also admit some of these similarities [40]
and explain how much their model is related to BPT. It must be noted that while
Table 2 reveals connections among play styles, it does not indicate strengths of
those connections. We placed DGD2’s Manager between BPT’s Achiever and
Explorer based on its definition. In BrainHex, Manager was discarded along-
side with Wanderer, and five new styles were added in their place. BrainHex’s
Achiever is essentially the same than its namesake in BPT. Manager and Seeker
both connect to BPT’s Explorer; Manager shares Explorer’s general curiosity
to see how things work, and Seeker is curious about the game world. Addition-
ally, BrainHex’s two new play styles– Daredevil and Survivor – loosely relate
to BPT’s Explorer; players of one of these niche styles are seeking a specific
emotion: horror or thrill.
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Table 2. Comparison of play styles.

Bartle player types DGD1 & DGD2 BrainHex Four fun keys

Killer Conqueror Conqueror Serious Fun

Aggressive, unsocial,
control

Competitive,
perfectionist,
strategy-oriented

Challenge-seeking,
aggressive

Stimulation,
excitement, avoiding
boredom

Achiever Manager Achiever Hard Fun

Competitive,
perfectionist, social,
hard-working

Control,
understanding of
game mechanics

Goal-oriented,
long-term
achievements,
“ticking boxes”,
ultimate completion

Competitive,
perfectionist,
strategy-oriented

Explorer Mastermind Easy Fun

Exploration in game,
understanding of
game mechanics,
unaggressive

Strategic, problem
solving,
understanding of
mechanics

Exploration in the
game, social, enjoys
puzzles, excitement
and adventure,
wanting to figure it
out

Wanderer Seeker

Experience-seeking,
impulsive, exploring

Curious, exploration
in game

Daredevil

Thrill-seeking

Survivor

Terror-seeking

Socializer Participant Socializer People Fun

Very social,
cooperative,
unaggressive,
trusting,
communication, game
not important

Very social,
immersion-seeking,
cooperative

People-seeking,
communication,
trusting

Very social,
communication, game
not important

Connections can also be drawn between 4FK and BPT, but not so directly as
with the previously mentioned DGD1, DGD2 and BrainHex. Three 4FK styles
have similarities with BPT styles as follows: People Fun is close to BPT’s Social-
izer; Hard Fun shares some similarities with BPT’s Achiever in terms of the
player wanting to beat the game; Easy Fun’s focus on exploration and curiosity
draws parallels to BPT’s Explorer. Serious Fun does not tie to any specific BPT
style. Essentially, any type of game that allows the player to attain a sense of
joy and to avoid boredom is Serious Fun.
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4 Personality Style Models

While the above models describe different styles for learning and playing, there
also exist personality style models that attempt to categorize individuals into
predefined personality groups. Learning and play styles often have connections
to personality styles, hence we introduce three of them in this section.

4.1 Myers-Briggs Type Indicator

Myers-Briggs Type Indicator is based on Jung’s psychological type theory [19],
which specifies six types divided into three groups: Introversion – Extraversion,
Sensing – Intuition, and Thinking – Feeling. According to Jung, one of the
two in each group is a dominant type. Myers-Briggs proposed a fourth group to
complement Jung’s theory: Judging – Perceiving. The four groups are as follows:

Extraversion – Introversion: defines the person’s focus. An introvert is inter-
ested in their internal world, reflecting on it. Introverts are generally thoughtful
persons and can lack the interest of joining others’ activities. Extravert is the
opposite whose focus is mainly on the external world and its stimuli.

Sensing – Intuition: In this context, sensing is something that the person can
see or physically feel through stimuli, whereas intuition is more of an undisclosed
feeling, or a hunch.

Thinking – Feeling: This is the preference of how the person makes behavioral
judgments either by using logic or emotions as the decisive factor.

Judging – Perceiving: This defines how the obtained information is processed.
Judging people have strict guidelines that they follow, whereas Perceiving people
are more likely to improvise and can easily veer off from their current path, if
the situation calls for it.

Myers-Briggs defines 16 personality types that are combinations of the afore-
mentioned four groups. These personality types are named by combining the first
letters of dominant types. For instance, the Introversion-Sensing-Feeling-Judging
personality is referred to as ISFJ. As a widely used model, Myers-Briggs Type
Indicator shares conceptual similarities with some learning style models and play
style models [8,37].

4.2 Big 5

The core concept of the Big 5 model is that human personality traits can be
narrowed down to five broad dimensions, as follows:

Openness to Experience: How curious, creative and complex the person is,
or whether the person is conventional, down-to-earth with narrow interests [42].

Conscientiousness: How well-organized, disciplined and careful the person is.
Extraversion: This is similar to Jung’s description of Extraversion and Intro-

version, with an added notion of social aspects of these personality types.
Extraverts are seeking people out and being talkative, whereas Introverts are
likely doing the opposite.
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Agreeableness: This covers social aspects of the individual on scales of out-
going vs. detached. Furthermore, it defines how trusting and compassionate the
person is towards others, or alternatively, how argumentative and challenging
they are.

Neuroticism: How emotionally volatile the person is, and whether emotions
have control over their decisions and actions.

Furnham’s comparative study [16] found similarities between Big 5 and
Myers-Briggs Type Indicator as follows: Agreeableness is similar to Thinking-
Feeling, Conscientiousness to Judging-Perceiving, Extraversion to Extraversion-
Introversion, and Openness to Sensing-Intuitive. To the best of our knowledge,
the Big 5 model does not directly relate to any specific learning or play style
model. However, it has close resemblance to Myers-Briggs Type Indicator, and
research exists on establishing connections between Big 5, BPT, and Kolb’s
learning styles [26].

4.3 Keirsey Temperament Sorter

In their book “Please understand me” [21], Keirsey and Bates proposed the
Keirsey Temperament Sorter (KTS), a personality questionnaire for identifying
temperaments. KTS has similarities to Myers-Briggs Type Indicator [38], and it
defines four temperaments as:

– Artisan: Partical persons who like working with their hands. They are adven-
turous in the nature and always looking for new challenges.

– Guardian: Social persons who are serious about their duties and responsibil-
ities. They believe in following the rules and cooperating with others.

– Rational: Persons who tend to be pragmatic and focus on problem solving.
They also have insatiable hunger for accomplishing their goals and work tire-
lessly on ongoing projects.

– Idealist: They believe that friendly cooperation is the best way to achieve
one’s goals. They shy away from conflicts as these upset them.

“Please Understand Me II” [22] placed these temperaments into a two-
dimensional space akin to BPT. The X-axis represents Internals versus Externals
and the Y-Axis comprises Change versus Structure.

5 An Instrument for Detecting Learning and Play Styles

In order to build an instrument for detecting learning and play styles, we first
selected representative learning and play style models based on their respec-
tive comparisons. For detecting learning styles, we chose Honey and Mumford’s
LSQ because it is well established and validated. The comparison conducted by
Coffield et al. [11] indicated that LSQ and Kolb’s model stand on an equal foot-
ing. However, we chose the former because it has simpler terms describing the
four styles.
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The BPT model was chosen mainly due to the lack of validated competing
models and also to avoid unnecessary complexity that would ensue from using
models that define play styles overly detailed, such as the BrainHex model [40].
Despite having originally been intended as a tool for analyzing sociocentric inter-
action among people within multiplayer games, BPT can be used to define play
styles in single player games, as was shown in Sect. 3.1.

After choosing the models, we created a questionnaire in English and later
translated it to Korean. A Korean elementary school teacher helped in validating
the questionnaire in two ways. First, she confirmed the clarity of the statements
in English. Second, after translation of the questionnaire to Korean, she validated
the statements to ensure that the language used was appropriate to the target
students’ comprehension ability.

After a demographics section, the questionnaire is divided into three parts.
The first part measures gaming habits of the respondents, including how much
they play games, their preferred game genres, and their favorite game titles. The
purpose of this part is to get an overview of the landscape of digital gaming
among elementary school students in the target context.

The second part focuses on identifying play styles. It is based on the afore-
mentioned Bartle Test. We transformed the Bartle Test’s binary choice state-
ments into four-point Likert scale (“Strongly Agree”, “Somewhat Agree”, “Some-
what Disagree”, “Strongly Disagree”) to allow greater flexibility and depth for
answering and data analysis. Furthermore, as respondents of elementary school
students, we simplified the statements in order to decrease the chances of misun-
derstanding. Another reason why rewording the statements was necessary was
due to the Bartle Test’s original purpose of being used for multiplayer gamers;
our questionnaire does not make any assumptions of the types of games the
respondents like to play.

Table 3. Examples of questionnaire statements.

Play style Question

Killer “I enjoy games where I can make and destroy what I want
(For example: Minecraft)”

Achiever “I enjoy collecting items/money in the game”

Explorer “I enjoy exploring the whole game area”

Socializer “Playing together with a friend is more important than the
game itself”

Learning style

Activist “I enjoy new challenges”

Reflector “In group assignments I rather listen to others’ opinions
first before giving my own”

Theorist “I need to confirm things myself that people tell me as facts”

Pragmatist “If I can’t use an idea in the real world, I find it boring”
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The third part of the questionnaire focuses on mapping learning styles. It is
a shorter version of Honey and Mumford’s LSQ with simplified language. We
applied Likert scale statements instead of yes/no statements, which were orig-
inally used to determine a dominant learning style. Rewording the statements,
which were originally aimed at adults, was necessary so as to make them easier
for children to understand. This rewording was done carefully in order to retain
original meanings of the statements used by Honey and Mumford.

Our questionnaire contains four statements for each style, thus there are 16
statements per model. The original Bartle’s Test has 41 statements, and the
number of statements in LSQ is either 40 or 80, depending on the version. Both
original questionnaires were deemed to be too long because children are known
to have short attention spans [1]. Table 3 show example questions from each style
section of our questionnaire.

6 Evaluation

As we have shown above, there are several learning and play style models which
could be used for making educational games more adaptive. In this section, we
present an evaluation of play and learning styles among South Korean elementary
school students using the aforementioned instrument.

6.1 Research Design

Participants. The test group consisted of 127 South Korean elementary school
students of whom 33 were from 3rd grade (10 years old) and the remaining 94
were from 5th grade (12 years old). The ages follow the Korean age reckoning
system where a person is one year old at the time of birth. The test group had a
nearly equal gender distribution with one undisclosed, 61 females and 65 males.

Data Collection and Pre-processing. After receiving appropriate permis-
sions to conduct an experiment at a South Korean public elementary school,
questionnaire papers were distributed to students in four classes by teachers
who briefly explained the purpose of the questionnaire to their students. The
students were encouraged to ask questions should they find any question diffi-
cult to understand. The teachers remained in the classrooms for the duration
data collection in order to answer any questions raised by the students.

The questionnaire data consisted of 127 responses, which were pruned down
to 100 (46 Females, 53 Males, 1 undisclosed) for play style and learn style analy-
ses. Pruning was done by disregarding questionnaires that were not properly
filled, that is, multiple blank answers or “Strongly Disagree” or “Strongly Agree”
in all statements. For play time analysis, we were able to use the entire data set.

6.2 Results

The following sections present the results of our questionnaire data analysis.
After describing the results of play time analysis, we show how play and learning
styles manifested themselves among the respondents.
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Play Time. In the gaming habits part of the questionnaire, we investigated how
much the respondents spend time playing video games. Figure 1 illustrates the
respondents’ estimations of their video game playing time on a scale of 1–6 where
1 depicts daily playing and 6 indicates never playing. Mean (μ) and standard
deviation (σ) values are also reported. Answers within the range of 1 to 3 can
be considered regular to semi-regular playing and 4–6 from irregular to rarely
or never. There were clearly more males who played games regularly (52/65
answered between 1–3), whereas among females the distribution was nearly equal
(30/61 answered between 1–3).

Fig. 1. How regularly do respondents play video games.

Play Styles. The play style part of the questionnaire was divided into four
sections based on BPT: Killer, Achiever, Explorer and Socializer. There was no
option given to skip any of the statements separately, but if the respondent stated
that they do not play games at all, they could jump directly to the learning style
part.

In order to identify a dominant play style, we used a point system in which
we assigned 1, 0.5, −0.5 and −1 points for Strongly Agree, Somewhat Agree,
Somewhat Disagree and Strongly Disagree, respectively. The points in each style
category were then added up, and the style with the highest points was desig-
nated as the respondent’s dominant play style. This was done so as to see which
style would be the strongest style for each respondent. If there were two or more
equally strong styles, all of them were included in the counts of dominant styles.
Secondary styles can also be identified through the point system, but they are
not reported here. Figure 2 shows a histogram of dominant play styles among
the respondents. Socializer was clearly the most common play style, followed by
Explorer. Interestingly, only five Killers were identified among females, whereas
the number of Killers was more than twice of that among males. Nevertheless,
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Fig. 2. Distribution of dominant play styles.

Killer was the least common style. This result is exemplified by the Killer state-
ment “I enjoy teasing other players in a multiplayer game”, which was rejected
by 72% and 89% of males and females, respectively.

Learning Styles. Similarly to the play style part of the questionnaire, the learn-
ing style part consisted of 16 statements, four for each learning style: Activist,
Reflector, Theorist and Pragmatist. We identified the dominant learning styles
using the same point system than with the play styles above. Figure 3 illus-
trates the distribution of dominant learning styles. Activist and Reflector styles
are clearly more common compared to Pragmatist and the least popular The-
orist. Moreover, the results indicate that males are more practical and active
than females, whereas females tend to prefer theories and contemplation than
compared to males.

Fig. 3. Distribution of dominant learning styles.

7 Towards an Adaptation Model for Educational Games

Making an adaptive game is a demanding process in which game designers are
normally faced by two options, or a partial embrace of both. The first option
is that the adaption is built into each part of the game by hand, which means
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that multiple versions of the same game scenario (e.g., level, mission, quest, or
task) are created to offer a higher degree of personalized gameplay and learning
content. One example of this are RPGs that try to adapt their world to mirror
the good, the evil or the neutral actions of the player. Though some RPGs do
also use automation in their design, such as generating dungeons, they typically
rely heavily on pre-designed scenarios. For instance, the dialogue offered by non-
player characters (NPC) is something that has to be predefined beforehand and
NPC behavior must be coded for each encounter. The script of a dialogue-heavy
RPG named Planescape: Torment reportedly contained 800 000 words [17]. As
another example, the player of Dragon Age: Origins must choose which race
they belong to, and depending on the selection a ready-made tutorial for that
specific race is shown.

The second option for making a game adaptive is that the game scenarios and
content are generated automatically by a game engine based on predetermined
adaptation rules. Roguelike games, such as Nethack or Darkest Dungeons, are
good examples of this. In these games the player must survive through dungeons
that are procedurally generated and might follow specific rules about when and
where valuable items are likely appear and how tough and numerous enemy
monsters are. This degree of automation, as we call it, shows that both of the
aforementioned approaches have their benefits and drawbacks. The first app-
roach can offer the most personalized experience from start to finish, both in
form of actual game content and educational topics, but it takes a significant
time and resources to make and would be hard to adjust to new content or game
topics later on. The second approach of automatically generated content, on one
hand, solves this issue, since one needs only to define a topic, source materials,
and some rules on how to generate adapted content for the game. On the other
hand, it tends to suffer from the opposite, as the game itself tends to be more
generic and the specifying rules can be a complex endeavor.

As an answer to these issues, we propose an adaptation approach that is
somewhat safer for dynamic content that is likely to change in the future, as is the
case with many educational materials. Conceptually, our approach is located in
between the two aforementioned adaptation options. It provides the same game
scenario structure for each player, while performing adaptation of gameplay and
learning content within the scenario at runtime. Below we explain the details of
our adaptation approach, which aims to adapt an educational game based on
the player’s learning style and play style. Our approach is intended to be generic
enough to be usable for creating different types of educational games. It forms
the foundations of an adaptation model for educational games, which we are
currently working on.

In our adaptation approach, play style affects how gameplay is presented to
the player. By offering the same game scenarios to all play style classes and only
affecting what will be in those scenarios, such as types and numbers of enemies,
NPCs and obstacles, we can adapt gameplay to two out of four play style classes:
Killers and Achievers. Additionally, Explorer and Socializer styles are supported
by adjusting the game’s user interface with what is generally known as’fog-of-
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war’ in video games (i.e. hiding objects that are beyond the player’s line of sight),
and by offering options for socializing with NPCs or other players, respectively.
Table 4 illustrates the general idea of how play style adaptation can be done with
our approach. Essentially, to cover all four play styles, we suggest to manipulate
both the user interface and the game world.

Table 4. Adaptation to play styles.

Play style User interface Game world

Killer Stronger audiovisual
destruction effects

High number of enemies and destructible
obstacles

Achiever Tracking of high
score and collectibles

Moderate number of enemies and high number of
destructible obstacles; collectible items and
achievements

Explorer Fog-of-War Low number of enemies and obstacles; hidden
paths and assets

Socializer Chat/dialogue Low number enemies and low number of
obstacles; non-player characters (NPCs) and
additional in-game dialogue

A more challenging part of adaption is how to handle learning styles because
there is no consensus on the most effective way of presenting educational con-
tent in games. The concepts of gamification and edutainment typically involve a
singular approach of delivering learning materials in a preordained format that
does not change much as the game progresses. Furthermore, the usage of learn-
ing styles is often discussed in form of applying them to traditional classroom
environments. There are, however, several adaptive tutoring systems that are
based on Honey and Mumford’s model or other learning style models [9,13,28].

Our adaptation to learning styles is based on Magoulas et al.’s [32] work on
INSPIRE, an adaptive educational hypermedia system [28]. INSPIRE utilizes
the Component Display Theory [34], which proposes three levels of learner per-
formance based on how advanced the learner is in learning a given concept: (i)
Remember or memorize a new concept, (ii) Use or apply previously memorized
concepts to solve a problem, and (iii) Find or create new concepts. INSPIRE
divides learning materials into three presentation groups within the Remember
level: (i) Question, (ii) Example, (iii) Theory. The Use level has four presen-
tation groups for learning content: (i) Activity, (ii) Example,(iii) Theory (iv)
Exercise. Magoulas et al. also proposed learning activities for the Find level
(e.g., simulations, exploration and case studies) but they did not explicitly spec-
ify presentation groups for it [32]. The order in which learning contents are
presented is determined based on the learner’s learning style.

When devising our adaptation approach, some changes to the INSPIRE’s
adaptation model were necessary due to rather stark differences between educa-
tional games and e-learning systems. We combined the Remember and Use levels
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Fig. 4. Presentation groups in the proposed adaptation approach.

Table 5. Example of learning style adaptation in a Super Mario game.

Learning style Step 1 Step 2 Step 3 Step 4

Activist Objective is
explained: solve
adding fractions
(WHAT)

Game starts
(DO)

Short
explanation of
how an adding
fractions problem
can be solved is
hidden behind a
hint button.
(HOW)

Short
explanation of
adding fractions
and its uses in
other contexts
(WHY)

Reflector Short
explanation of
adding fractions
and its uses in
other contexts
(WHY)

Short
explanation of
how an adding
fractions problem
can be solved
(HOW)

Objective is
explained: solve
adding fractions
(WHAT)

Game starts
(DO)

Theorist Objective is
explained: solve
adding fractions
(WHAT)

Short
explanation of
adding fractions
and its uses in
other contexts
(WHY)

Short
explanation of
how an adding
fractions problem
can be solved
(HOW)

Game starts
(DO)

Pragmatist Short
explanation of
how an adding
fractions problem
can be solved
(HOW)

Short
explanation of
adding fractions
and its uses in
other contexts
(WHY)

Objective is
explained: solve
adding fractions
(WHAT)

Game starts
(DO)

because educational gameplay often requires novice learners to memorize new
concepts in order to apply them to problem solving. Moreover, these levels share
similar presentation groups. We left out the Find level because the purpose of
the proposed adaptation approach is to use it for elementary school program-
ming education games that focus on teaching basic programming concepts. The
original presentation groups were also modified as shown in Fig. 4. We combined
the Question group from Remember and the Activity group from Use into a new
group called What, as in “What do I need to do?” We kept the Example and
Theory groups from Remember and Use, and named them How, as in “How can
I do it?”, and Why, as in “Why did I do that?”, respectively. Lastly, the Exercise
group from Use was named Do, as in “Doing it”. The following list describes
these groups with example contents.
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Table 6. Example of play style adaptation in a Super Mario game.

Play style User interface Game world

Unadapted Unadapted 3x Enemies 5x Destructible
obstacles

Killer Nothing asides controllers; special
effects on destroyed obstacles and
enemies

8 x Enemies 10 x Destructible
obstacles

Achiever Show accumulated points and
collected items

5 x Enemies 8 x Destructible
obstacles Achievements given for
destroying all obstacles in level
and for collecting items around
the level

Explorer Game map showing only visited
places, hiding the rest

3 x Enemies 5 x Destructible
Obstacles Each level has one
secret room and Easter eggs
(hidden features)

Socializer Chat with other players, or show
feed from online community

2 x Enemies 0 x Destructible
obstacles NPCs with dialogues

– Text and Image (or other media) representing WHAT the player is supposed
to do, essentially the learning challenge.

– A short video tutorial (or other media) showing HOW the player may app-
roach the challenge. It may show how a similar, possibly simpler, problem is
solved. In a game, this also teaches the player about game mechanics.

– Answering WHY the player did what they did by presenting them a short
explanation of the learned concept and its uses in other contexts.

– DO play the game and solve the learning challenge. Gameplay can be consid-
ered to be a hands-on part of the learning process.

The presentation groups will be activated in an order that is appropriate
to the player’s learning style. To determine a suitable order for each style, we
followed the Use level’s original ordering [32]. Tables 5 and 6 exemplify how an
imaginary version of Super Mario game for learning adding fractions could be
adapted using our adaptation approach.

8 Discussion

The evaluation presented above sheds some light on the play and learning
styles among South Korean elementary school students. The results were as we
expected in the sense that there were no single dominant learning and play styles
that would significantly shadow the other styles. Instead, most respondents had
several fairly strong styles. A consequence of this is that an adaptive educational
game does not necessarily have to strictly follow one learning/play style combi-
nation throughout the game, but it could also alternate between multiple styles
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that are identified to be strong in the player. This allows the creation of versatile
adaptive games that could change even between repeated game sessions.

Finding the underlying reasons for negative answers to the Killer statement
“I enjoy teasing other players in a multiplayer game” requires further research,
but we have initial ideas to guide future research. On one hand, it is reasonable
to assume that some students might have felt the need to mask their negative
behavior. On the other hand, a third grade teacher commented that her students
are particularly eager to help each other, thus indicating altruistic mindsets,
which is clearly against what the Killer style represents. It would be interesting
to conduct a future study to see whether the results would be similar with older
students who are likely to consume more “killer” games, such as first-person
shooters. Similarly, it would be meaningful to investigate whether differences
exists among cultural groups.

The popularity of Socializer can be partially explained by the collective
Korean culture and the general tendency of children to prefer playing games
together. The popularity of Explorer may have been influenced by the natural
curiosity of children. To draw any relevant conclusions on what caused these
two styles to be the most common dominant styles would requires additional
research within the same age group and among older learners.

Currently, the questionnaire is aimed at elementary school children, which is
why we limited the number of questions to four per learning/play style. Using a
low number of questions bears some disadvantages, such as suboptimal accuracy
and lack internal consistency validation. However, the time taken for filling in
a concise questionnaire is less likely to exceed the children’s attention span. If
the questionnaire would be aimed at teenagers or adults, it would be reasonable
to include more questions to increase accuracy and enable internal consistency
validation. But if the questionnaire is to be used within a game, then a lengthy
questionnaire might severely damage gameplay experience.

The lack of validation for reliability and internal consistency should be con-
sidered in the future versions of the questionnaire. Reliability metrics, such as
Cronbach Alpha, can only be performed on data set having statements that
measure the same property. In its current form, our questionnaire is minimized
so that the statements for any given style are measuring different properties
related to that style. However, since we based our questionnaire on previously
tested models, it is reasonable to assume that the chosen questions, albeit sim-
plified for the use of children, have a sufficient degree of reliability.

In Evaluation, we mapped the respondents within learning and play style
models. This mapping indicates what kind of stimuli might enhance the respon-
dents’ immersion and increase learning efficiency. In the next step of this research
project, we aim to use these results for making an adaptive educational game
prototype and evaluate it with elementary school children. Essentially, for such
an adaptive game to use learning and play style models in an effective way,
the game should present a questionnaire at the beginning, make calculations
to deduce learning and play styles, and utilize the identified styles to adapt
gameplay and game content. The questionnaire could be disguised in form of
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a character building dialogue in order to connect it closely to the game world.
It would be even better if the game could automatically learn about play and
learning styles of the player during gameplay, and consequently generate the
game world and educational content. Doing so would allow the removal of the
questionnaire, thus making the game engaging from the start.

The proposed adaptation approach can simplify design processes of adaptive
educational games by providing basic methods for adapting game mechanics and
provisioning learning content according to play and learning styles. Although our
approach can be useful in many educational game projects, there may be cases
that require a tailored adaptation. Furthermore, our adaptation approach may
not be optimal for some game genres because they support poorly specific play
styles. For example, it would feel artificial to force a casual game, such as Candy
Crush Saga, to support Socializers. Essentially, if a game is to support all styles,
it must be designed as such from the beginning. A game that only supports some
specific styles may in some ways be more efficient as it allows a more in-depth
approach to these styles. This, however, bears a risk of the game to be efficient
only with players who are aligned with the styles used.

At the moment of writing this paper, we are working on an adaptive game
prototype for programming education based on the proposed adaptation app-
roach. In the game, the same scenario will be offered to players having different
play and learning styles, but the manners in which game scenario and learning
contents are presented and interacted with differ among the styles.

9 Conclusions

In this study we crafted a questionnaire to detect elementary school students’
play and learning styles in order to create adaptive educational games. After
performing an analysis and comparison of popular learning and play style models,
including also personality style models, we crafted a questionnaire based on
the Bartle Test questionnaire and the Honey and Mumford’s Learning Style
Questionnaire. The questions were simplified and modified to use Likert scale
statements. The data collected with the questionnaire revealed the distribution
of dominant learning and play styles among South Korean elementary school
students.

Our questionnaire is significant because until now most of previous learning
style and play style mapping instruments were created for older respondents
and the two style groups were rarely combined. While the questionnaire yielded
results that are useful for understanding the types of learners and players in
South Korea, we intend to perform further studies in other countries so as to
compare the results between cultures. Moreover, in order to understand the
interplay among learning styles and play styles, a study on intra-model and
inter-model relationships is needed.

Based on Bartle’s play styles and Honey and Mumford’s learning styles, we
proposed an adaptation approach for educational games that could be applied
to different topics and game genres. We have begun developing a prototype
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game for programming education that utilizes the proposed questionnaire and
adaptation approach. The game consists of a main game and educational puzzles
that teach different programming concepts, such as variables, loops and if-else
conditionals. The puzzles will be adapted based on detected learning style, and
play style adaptation is applied to the main game. The efficiency and effectiveness
of the proposed adaptation approach will be evaluated in the future once the
prototype game is finished.
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Abstract. This paper describes a tool with supporting methodology for
efficient teacher assisted marking of open assignments based on student
answer ranking metrics. It includes a methodology for how to design tasks
for markability. This improves marking efficienty and reduces cognitive
strain for the teacher during marking, and also allows for easily giving
feedback to students on common pitfalls and misconceptions to improve
both the learning outcome for the students as well as the teacher’s pro-
ductivity by reducing the time needed for marking open assignments.
An advantage with the method is that it is language agnostic as well as
generally being agnostic to the discipline of the course being assessed.
The ranking metrics also provide implicit plagiarism detection.

Keywords: Entropy · Cross assignment marking · Learning Manage-
ment Systems · Efficient teaching methods

1 Introduction

This paper presents a method for teacher assisted marking of answers to open
text-based questions based on ranking metrics. It furthermore describes how
the opportunistic web-scraper based assessment method FrontScraper described
in [17], can be evolved into a robust cross-platform assessment plugin module
for existing Learning Management Systems (LMS). This will be done as part
of an upcoming research project NOVMARK - Novel Methods and Metrics for
Assisted Marking of Student Work.

The assessment improvement process supported by the LMS plugin is
described in Fig. 1. The objective of the project is designing an innovative tool
and methodology for teacher assisted grading of open-ended tasks. This includes
the following steps in a continuous improvement cycle to improve both teacher
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Fig. 1. Assessment improvement process.

efficiency during marking as well as the course itself based on knowledge on how
well students have learnt different learning outcomes. This includes:

– Design of student tasks for markability, so that these tasks more easily can
be marked using the LMS tool or plugin FrontScraper and also so that the
teacher most efficiently can mark the given tasks whilst giving the students
an opportunity to demonstrate knowledge at different levels.

– Use the tool for teacher-assisted marking of student tasks, to speed up the
assessment process by sorting the assignments roughly according to expected
student knowledge, and also increase consistency by considering data from
past student evaluations.

– Use data from the tool to measure student performance for getting feed-
back on how well students have understood various learning objectives in the
course. Measured performance also includes timing data from the assessment
process itself.

– Improve the course based on data from the assessment database of the tool.
Identification of common fault modes for students can be used to improve
the teaching to reduce the risks that the students fall into these pitfalls or
learn misconceptions. The students can also be made aware of these common
misconceptions during the course. Timing data from the tool can furthermore
be used to identify bottlenecks during assessment in order to improve the
assessment process itself.

This allows both the marking and course to undergo a continuous improve-
ment process in a similar way as the well-known Plan Do Study Act (PDSA)
method of improvement [12], where the teacher both learns how to improve the
course content as well as how to improve own efficiency when teaching as well
as when marking.

The method and tool does not aim at performing automatic grading. How-
ever, it still allows for faster marking of open-ended tasks with more consistent
outcome and less cognitive load for the teacher during marking. An objective
should be that the teacher only marks the differences between similar answers
or answer archetypes instead of having to use energy on analysing the same
answer several times at different times during marking. The approach allows for
managing feedback to students to improve the learning outcome over time.
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1.1 Motivation

Teachers and professors use a significant amount of their work time on marking
assignments, as the following order estimate (or Fermi estimate) indicates. The
biggest potential for the assessment method is in secondary and tertiary edu-
cation, since these use open-ended questions to a greater degree than primary
education. According to Eurostat there were 40 million students and 3.2 million
teachers in primary and secondary education in 2013 [8]. Assuming that each
student on average hands in approximately 60 exercises per year (four exercises
and exam for six subjects per year), and that the teacher uses on average 15 min
to mark each open-ended assignment, then in total 600 million work hours will
be used on marking each year, corresponding to 347000 teacher positions.

If 20% of the exercises work for the method, and the saving time is 30%
(4.5 min), then effort corresponding to 36 million hours or 20900 full teacher
positions can be saved per year. This is a significant effort that can be used for
better purposes, for example to improve the teaching, if the proposed method is
deployed on a large scale.

We asked researchers on the social media ResearchGate what they meant was
the most efficient method of designing and marking student assignments1. There
was in general no consensus between teachers on this, however the researchers
and professors had several good suggestions. Some claimed that multiple choice
and short answer questions were the way to go, however others meant that
multiple choice has limited use, since it only can be used to assess superficial
knowledge. Others suggested that problem solving and case studies are the best
ways for final student examinations, where you have a project as part of the
evaluation. In general several good practices was suggested, such as assessing
the student while learning (formative assessment) as well as when the student
has learnt (summative assessment), as well as techniques for keeping focus whilst
marking such as lock the door, unplug the phone and do not worry about dec-
imals. Some also suggested planning with student peer review, following guide-
lines on what the students should focus at. This is obviously one way to reduce
the teacher load, since the problem of marking the assignments then partially
can be outsourced to the students.

Which assessment method you choose will however have a significant impact
on the teacher - multiple choice questions are extremely teacher efficient, since
they can be marked automatically. More open-ended questions in general takes
longer time to mark, and are harder to mark efficiently. There have been some
attempts on automatically marking open-ended essays, for example [9,13,20].
However the general consensus so far is that such methods are not sufficiently
reliable to be used in practice. Our approach is aiming for a more modest goal -
improve the efficiency of tool assisted marking.

Two important good practices that were suggested in the answers were to
mark subassignments instead of each answer as well as sorting the papers accord-
ing to marks for each section. This avoids that the teacher has to jump between
1 https://www.researchgate.net/post/What is the most efficient way of designing

and marking student assignments.

https://www.researchgate.net/post/What_is_the_most_efficient_way_of_designing_and_marking_student_assignments
https://www.researchgate.net/post/What_is_the_most_efficient_way_of_designing_and_marking_student_assignments
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good and poor students all the time and it reduces the cognitive load for the
teacher by having to focus at one subtask at the time. The FrontScraper tool
automates this good practice to improve marking speed and precision.

1.2 Problem Description

One of the more laborious tasks for a teacher is to mark and grade assignments
and exams. We view this as a task that fundamentally does not scale, and with
large courses with hundreds of students a simple exercise report can produce
thousands of pages that have to be read and evaluated. Often the reading of
hundreds of similar, but not equal answers can feel quite frustrating, and this
can furthermore lead to impaired judgement. We, and many with us, have expe-
rienced this, however there does not appear to be any readily available solutions
for mitigating this problem. There has been extensive research into how the eval-
uation process can be used to benefit the students, as well as some early research
on automated grading, however there is less research on how to do the marking
process more efficiently.

Most teachers or professors would probably agree that their evaluation of
student assignments is not perfect. Teachers are only humans, and can have
good days and bad days. The marking precision and performance can change
accordingly. Several different biases can therefore occur when marking many
assignments, for example:

– The teacher acquires new insight in the topic during the marking.
– Marking slips, or is skewed over time;
– The teacher loses attention while assessing the assignments;
– The teacher mixes in own knowledge when interpreting vague or overly brief

answers;

All these factors may lead to this undesired result: The teacher fails to give a
correct assessment of the answer, and thus may give it an incorrect grade.

Our vision is to simplify the marking process by providing the teacher with
a technique and methodology for marking assignments more efficiently. The
method provides a tentative ranking of student answers to sub-assignments
based on their amount and diversity of information amongst others using an
information-theoretic metric based on Shannon entropy.

2 Methodology and Tools for Improved Marking
Efficiency

A methodology and supporting tool (FrontScraper) is used to support teacher
assisted evaluation of open tasks. This includes designing tasks for markability,
which means that assignments are designed and planned in a way that facilitates
an efficient and precise marking process, as well as tool support for reducing the
cognitive load and number of mental context switches that the teacher needs to
do whilst marking.
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In the future the methodology and tools should be more closely integrated
as an LMS plugin to support multiple types of assignments, for example textual
answers, multiple choice answers which can be marked automatically, software
programming exercises and mathematical assignments. The method also pro-
vides more consistent feedback and grade to students with essentially the same
type of answer and the same misconceptions.

2.1 Planning and Designing Assignments

When planning and designing assignments, the teacher should aim at testing
for knowledge at different levels in Bloom’s taxonomy of knowledge [2]. Testing
for learnt facts is at the lower end of Bloom’s taxonomy and can be done using
simpler means such as multiple choice questions. Testing for understanding can
however be done in a better and more reliable way using more open ended ques-
tions. This also avoids certain pitfalls with multiple choice based questions. It has
for example been claimed that certain students with dyslexia may be disadvan-
taged, since they do not perceive the finer points of the questions and therefore
more easily selects the wrong answer2. However later research claims that prop-
erly designed multiple choice questions, designed with accessibility in mind, does
not give significantly different results from more open ended questions [14]. It is
therefore important to plan and design the assignment both with accessibility
and markability in mind. One advantage with more open ended questions is that
it is easier to understand the student’s fault mode or misconceptions with such
questions. The teacher can then give the student more credit if they for example
have given a good reasoning, but has missed or misunderstood some parts of the
question.

Planning the assignments well includes letting the students know what you
expect from them, so that the learning objectives and assessment criteria are
consistent. Pretesting the assignments on a colleague is a good method for testing
how well an assignment works.

We think it is important to develop the assignments so that they are not too
open-ended or complex, since this can make the marking unnecessarily complex,
and it can also make it difficult to compare the performance of the students.
If a sub-assignment appears to be too complex, then it should be split it into
smaller, more manageable sub-assignments. This also reduces the number of com-
binations of fault modes that you need to give feedback about, which facilitates
a more targeted student feedback.

2.2 Clear Acceptance Criteria

To make the job as a teacher more efficient, we postulate a need to set some
clear acceptance criteria on what an acceptable answer consists of. Without
these criteria, one could end up with answers that are more difficult and labour
intensive to mark than strictly necessary. A necessary criterion for tool-supported

2 http://news.bbc.co.uk/2/hi/uk news/magazine/7531132.stm.

http://news.bbc.co.uk/2/hi/uk_news/magazine/7531132.stm
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marking methods, is that the answer follows a clearly defined format that can be
parsed by the teaching support tools. This means that the following mandatory
acceptance criteria must be followed:

– The student is clearly identified on the assignment.
– Verification that the answer follows the required report template.

A standardised exercise template is therefore a necessary requirement for more
efficient assignment marking. The teacher could add other optional acceptance
criteria as well, for example:

– Proper citations are being used, and quoted references are reasonable. A
plagiarism checking tool (e.g. Sherlock or Ephorus) can be used to detect
suspicious cases. Serious plagiarism instances can then be investigated and
rejected from the marking.

– Set a maximum page or word limit for the answer, so that the student risks
that the answer is not being marked beyond the maximum page limit. Such
a maximum page limit is common both in research when writing scientific
papers or project applications, as well as when writing articles for newspapers.
Many universities have such limits as well. A page limit forces the students
to think and prioritise the most important information. This also means that
the students cannot easily choose an easy way out like cooking existing web
resources, such as Wikipedia.

Those who write too voluminously will then need to learn to condense the answer,
something that should increase the learning outcome. It would also prepare the
student for the exam, when strict time limits can make voluminous writing a bad
strategy. Such criteria may increase the quality of the answers, and at the same
time make the job of evaluating them less arduous. The LMS needs an automatic
test module to verify these constraints before accepting a student submission.
In our case, such a test module could for example be implemented using the T-
Flip assessment method which originally was intended used for testing software
assignments [1].

2.3 Marking Principles

In principle, the teacher should only need to mark the same answer once. Similar
answers should ideally be compared, and only significant differences should be
checked, instead of the teacher having to mark hundreds of minor variants over
the same theme. The assignment marking strategy should be able to identify the
correct knowledge level of the students, to avoid too loose or strict judgement.
The marking strategy should also be able to separate out the areas teachers
think are easy doing first - marking the clear answers (very good or very bad).
This means that the more fuzzy category or categories in the middle more easily
may be done once the experience from the good and bad answers have been
acquired.

A good strategy for the teacher or assessor is to mark one part
assignment/sub-assignment at a time, to avoid mental context switch between
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different assignments. This ensures that the teacher more easily can keep differ-
ent answer alternatives in mind and avoid having to write down and search for
suitable comment alternatives to the answers. This makes it easier to remember
the different types of answers to the sub-assignment on different levels.

2.4 Use of Our FrontScraper Tool

Figure 2 shows the FrontScraper tool in use. The FrontScraper console, which
is used to manage the marking process, is shown in the upper right part of
the picture. The console shows the list of comments that have been given to
previous students for the given assignment. Console commands can be used to
navigate to the next student, previous student, a given student etc. The learning
management system (LMS) ClassFronter is shown to the left of the picture. It
shows the feedback comments, evaluation and grade of the student being marked.
The student answer being marked (anonymised) is shown in the lower right part
of the picture. FrontScraper supports displaying the answer as text, as a least
common denominator between different document formats, as well as displaying
the original student answer.

LMS (ClassFronter) FrontScraper console

Answer

Fig. 2. FrontScraper tool (web scraper mode) used to mark student assignment.

The tool supports the marking process by downloading, parsing and splitting
the student assignments into sub-assignments. It furthermore sorts the students
according to an information entropy based “knowledge” metric, which ensures
that the most comprehensive, and usually the best solutions, will be marked first.
These are usually more motivating to mark for the teacher since it is rewarding
to see how much the students have learnt, and the teacher might learn something
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from good answers as well. In addition, the marking speed typically increases as
less and less comprehensive answers are marked, as illustrated in Fig. 13. The
tool furthermore maintains a list of comment alternatives to different answers,
sorted by usage frequency, which allows reusing earlier comments to give more
consistent feedback to the students. Avoiding having to type in the same com-
ment several times increases productivity.

Another advantage is that similar answers tend to be grouped together, which
increases the efficiency even further, since the same comment then in many cases
can be used for consecutive answers. The reason for this is that the entropy metric
has the desirable property that a small document change will result in a small
change in entropy [15]. This allows similar answers to be marked together, which
improves the marking speed.

Other advantages with this approach, is that it allows the teacher to get
through one or more sub-assignments in one day, which reduces the risk of
judgements sliding over time. The tool maintains a list of distinct answers per
assignment, which makes it easy to copy and paste previous answers where this
is applicable.

The teacher can keep a note of different comments covering common fail-
ure modes for the students, and share these with the students. This allows the
students to learn about common pitfalls based on past experience. Storing this
information will make the teacher’s marking more consistent over time. In the
future it would even be an advantage to share information about common stu-
dent failure modes, and how to avoid these between teachers to perform more
efficient and focused teaching.

3 Measuring Knowledge

This section describes how knowledge can be measured. It gives an introduction
to the information-theoretic model of knowledge as motivation for the entropy-
based knowledge metric. This is then used as a measure of the amount of infor-
mation in student answers.

What is knowledge? According to Dretske’s information theoretic epistemol-
ogy, mental facts can be defined as follows [5,7]:

(1) All mental facts are representational facts, and
(2) All representational facts are facts about informational functions.

With this definition of information in hand, Dretske gives the following def-
inition of knowledge:

K knows that s is F = K’s belief that s is F is caused (or causally sustained)
by the information that s is F.

During an exam, assignment or test, a student reproduces her knowledge,
which essentially means writing down information stating his or her belief of the
causal relationships of gained information during the course. When the teacher
has marked the assignment and the student reads the results, then her beliefs
become knowledge.
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Thus, according to Dretske, exams or assignments consist of information. By
using information metrics, in this case information entropy, we get a measurable
function representing a student’s knowledge. Note that the teacher still is needed
as an evaluator, since an information metric is not able to express whether the
student’s beliefs are relevant or correct, and only relevant alternatives should be
considered according to Dretske [6].

It can furthermore be observed that these informational functions exist as
representational facts. These representational facts are manifested by sentences
of words in the student’s answer. We do not aim at measuring the exact meaning
of the students answer, but a good approximation of the complexity of the answer
is word entropy, considering only the words that contribute to the factual infor-
mation. The words that do not contribute significantly to factual information
for a language L are called stop-words, denoted by SL. There are standardised
stop-word lists for different languages, for example the words “a, about, above,
after,...” in English3.

The representational facts, here denoted by X, can then be expressed more
formally as the relative complement (or set difference) W\SL between all words
W in the answer A, W ⊂ A, and the set of stop-words SL that are assumed to
not contribute to the representational facts for the domain knowledge in a given
natural language L. As long as the stop-words do not overlap significantly within
the given factual knowledge domain, then the stop-words can be merged for a
set of natural languages {L1, L2, ..., LN}, so that X = A\(SL1 ∪ SL2... ∪ SLN ).
Norway needs to consider the stop-words of three languages: SBokmål, SNynorsk

and SEnglish. The proposed information metric for measuring student answer
knowledge can therefore be expressed as the word (or concept) Shannon entropy
H(X) for a set of words (or concepts) χ:

H(X) =
∑

x∈X
P [X = x]log

1
P [X = x]

(1)

An advantage with an information theoretic metric for coarse-sifting through
answers, is that it is largely agnostic to the underlying written language. For
Norwegian universities this is important, since answers can be in either of the
two Norwegian languages (Bokm̊al or Nynorsk) or English. In Northern Norway,
Sami may additionally be used.

4 System Architecture

The original system architecture of FrontScraper is shown in Fig. 3. FrontScraper
is implemented in Python and uses the Selenium WebDriver4 as a web-scraper
for interfacing towards the web interface of the Learning Management System
(LMS) ClassFronter [17]. This allows for tight integration with the LMS, and
at the same time allows FrontScraper to manage the marking and navigation
3 Stop-word lists: https://code.google.com/archive/p/stop-words/.
4 Selenium WebDriver: http://seleniumhq.org.

https://code.google.com/archive/p/stop-words/
http://seleniumhq.org
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Fig. 3. Web scraper system architecture (original FrontScraper).

between students using the assessment interface. A disadvantage with the orig-
inal solution, is that the web scraper is quite fragile, and easily breaks if the
LMS web pages change. In order to mitigate this, an off-line mode was added to
FrontScraper as shown in Fig. 4. This allows the tool to be used on assignments
exported from the LMS in .zip format. An assessment database (PostgreSQL
database) was added for offline mode to store grades and comments to the indi-
vidual sub-assignments during marking. The assessment database has also been
integrated with the web scraper module to store the data history when the tool
operates in web scraper mode. The assessment database stores historic data for
subsequent data analysis, for example to correlate assessment metrics with grade
to identify the best metric or to analyse the marking performance or grade dis-
tribution of different courses or over different years. The offline mode has the
advantage that the tool can be used by personnel who have not got access to the
LMS, such as external examiners, and it reduces the strain on the LMS with-
out loss of assessment functionality. In the future, we plan to add support for
a standardised interface towards the LMS, such as LTI to allow the assessment
tool to be used as an integrated plugin to the LMS.

The assessment interface is used for identifying and downloading the stu-
dent assignment, as well as navigating between student answers. The current set
of sub-assignments being marked are ranked according to the Shannon entropy
based ranking algorithm. The ranking algorithm disregards stop-words in the
languages being considered (Norwegian, Nynorsk and English) and creates a
unique index per word. The algorithm then calculates the entropy of the word
index and ranks the assignments from high to low entropy, so that the teacher
starts with marking the typically most comprehensive answers first. Caching of
student assignments is supported in the assignment database/cache to reduce
the LMS load when performing marking across sub-assignments. The assignment
parser is used to parse the student assignment according to a supported docu-
ment template used for student assignments. It is mandatory for the students
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Fig. 4. Off-line system architecture.

to use a supported document template so that FrontScraper is able to reliably
detect the sub-assignments of the student answers when marking. FrontScraper
supports a sanity check (checkAssignments.py) which can be used to verify that
the student answers are being split into the expected number of sub-assignments.

4.1 Marking Algorithm

The marking algorithm works from a high-level perspective as follows: First, the
web-scraper is initialised, which starts up the browser connected to the LMS.
The teacher can then log in to the LMS and go to the hand-in folder to be
marked in a new browser tab. FrontScraper then reads information about all M
students {s1, s2, . . . , sM} in the hand-in folder, and then reads the submitted
answers A = {a1, a2, ..., aM} from the students. The tool initially tries to read
the cached answer in the assignment database/cache, and if the document is
not cached, then it is read directly from the LMS. This reduces the load of
running FrontScraper on the LMS. The tool then splits each the assignment into
N sub-assignments {a1,1, a1,2, ..., aM,N} and caches the results in the assignment
database/cache.

Then each word of the current sub-answer ai,j is converted into a unique
integer word code wi,j = wordCode(ai,j) for each word in the answer that is
not in the set of stop-words, which are ignored. The first word is assigned word
code 1, the second distinct word code 2, and so on... For example, the text “A
computer file system stores information in a computer.” has the non-stop words
“computer file system stores information computer”. The word code for this text
string would be wi,j = {1, 2, 3, 4, 5, 1}. This is implemented using a dictionary
which stores the next word code for any words not in the dictionary. This means
that each word code representing a word essentially is one symbol in the entropy
calculations. After that the ranking algorithm is then calculated on the list
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of word codes representing the current sub-assignment ai,j being marked, i.e.
ri,j = rank(wi,j). For Shannon entropy, the ranking function would for example
be ri,j = H(wi,j). The list of assignments being marked is then sorted according
to the rank ri of the given sub-assignment i algorithm being marked, so that the
teacher starts with marking the typically most comprehensive answers and ends
with the typically least comprehensive answers of the sub-assignment.

The tool then iterates through the sorted assignments and lets the teacher
mark the candidate. The teacher can choose from the palette of previous answers
for the given sub-assignment to speed up the feedback to the students. The
algorithm in addition supports commands for navigating to the previous, next,
first and last candidate as well as candidate i. Finally, when all sub-assignments
have been marked, then the teacher can set the final grade for each student based
on the comments and results for all sub-assignments.

5 Experiments

The experiments in this paper is based on the DAT103 Operating System course
at our University in spring 2016. The experiments differ from the experiments in
[17] by investigating whether there is a correlation between the entropy metrics
per subanswer whereas the original paper investigated correlation per answer
for a whole assignment. One can expect different results as well as more noise
by focusing on more fine-grained information. In addition, the paper aims at
performing a preliminary investigation on which entropy metric that is best
at estimating student answer quality by performing an ordinal logistic regres-
sion analysis of how well the metrics fit the data. The experiments include the
results from marking two assignments: assignment 2 and 3, which was marked
by different teachers. Assignment 2 was marked without the FrontScraper tool
and assignment 3 with it. The data set contains the results from 1471 marked
subanswer (675 by teacher 1 and 796 by teacher 2). There were 76 students
participating in exercise 2 and 72 students in exercise 3. Figures 5 and 6 show

Fig. 5. Assignment 2 grade distribu-
tion per subassignment.

Fig. 6. Assignment 3 grade distribution
per subassignment
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Fig. 7. Grade distribution for entire
assignment 2.

Fig. 8. Grade distribution for entire
assignment 3.

the grade distribution for assignment 2 and 3 respectively. Both distributions
are biased towards better grades, however these results are per sub-answer for
a hand-in exercise. The overall grade for all students is less skewed as shown in
Figs. 7 and 8, since a typical student will have a mix of different grades for the
subanswer of an assignment.

Figures 9 and 10 show how the Shannon entropy H(X) correlates with grade.
The first figure shows the results of assignment 2 marked by teacher 1 without
FrontScraper and the second figure shows the results of assignment 3 marked
by teacher 2 using FrontScraper. Both figures show that the entropy increases
with increasing grade from grade E to A for both assignments, corresponding to
increasing information in the answer. The results for grade F is however different.
F shows both high entropy and large variation. The reason for this is probably
that there are many ways to fail. Some students have very good answers, but they
were plagiarised. Other students failed because of empty answers. There were
also students that misunderstood the question or guessed the answer in this
category. This is a new finding compared to the original paper, which focused on
the entropy of the entire assignment. This effect becomes more apparent when
focusing on whether individual subassignments fail.

A limitation with entropy as a measure of information content, is that the
entropy only depends on word frequencies. It is therefore possible to have a
very brief answer with high entropy. The extreme example is an answer with
a distinct set of unique words (e.g. “I do not know the answer”), which would
have a word entropy of 1. One way to mitigate this problem, is to also consider
the length of the student answer in words |X| as part of the heuristic on how
comprehensive the student answer is. It is however recommendable to penalize
overly long answers. One way to do this, is to multiply the entropy with the
square root of the word length, so that the indicator considers a combination
of information diversity and content length, however penalizing the benefit of
overly long answers. This also avoids the risk that some comprehensive answers
that use a relatively simple language get a too poor ranking, for example if
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the student uses longer descriptions with fewer words in the explanation. The
advantage with this metric is that it allows for coarse-sifting student answers
from poor, via medium to good answers.

Figures 11 and 12 show boxplots with the correlation between grade and the
square root of word length

√|X| for assignment 2 and 3 respectively. The trend
is the same as for plain entropy, indicating that many students lose out due to
writing too brief answers rather than writing good answers. This is however an
assignment that is an open book exam - the candidates have all information
available. It is therefore perhaps not the best test of their own acquired knowl-
edge, since they could pick existing good answers as long as they referenced
them properly. Entropy might have more of an effect in a closed exam, where
the students own knowledge is tested to a greater degree, and not their ability
to put together existing information. Investigating this is however left as future
work.

Ordinal logistic regression is a statistical method that can be used to identify
which of the metrics that fit the marked grade best. An advantage with this
method is that it assumes that the grade scale is an ordinal scale, but it does
not make any assumptions about the distance between the grades apart from the
order. Based on the preanalysis where it was identified that grade F does not fit
the model, then we aim at performing the regression analysis for the remaining
grades E, C, D, B, A. The practical meaning of this is that the proposed metrics
will be poorer at predicting F grades (failures), which will occur randomly among
the students. The exception is the special case of empty answers which fits the
model.

Table 1. Ordinal logistic regression analysis of grade described by metric candidates.

Model Std. error Wald Z LRχ2 Pr(> χ2)

Assignment 2

Grade ∼ H(X) 0.09 7.8 57 <0.0001

Grade ∼√|X| 0.31 9.2 99 <0.0001

Grade ∼√|X| · H(X) 0.03 8.6 85 <0.0001

Assignment 3

Grade ∼ H(X) 0.10 8.7 79 <0.0001

Grade ∼√|X| 0.37 10.3 119 <0.0001

Grade ∼√|X| · H(X) 0.04 9.8 104 <0.0001

The ordinal logistic regression model (lrm) in R is then used to estimate the
parameters of the model using the maximum likelihood approach. This paper
does not repeat the underlying well-known theory [19]. We tested different mod-
els using ordinal logistic regression, as shown in Table 1. Models with two degrees
of freedom (Grade ∼ √|X| + H(X)) was rejected, since the entropy factor then
was not statistically significant (P = 0.08). However both entropy H(X), square
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Fig. 9. H(X) for assignment 2 as
a function of grade marked without
FrontScraper.

Fig. 10. H(X) for assignment 3 as
a function of grade marked with
FrontScraper.

Fig. 11. Square root of word length√|X| for assignment 2 as a function
of grade marked without FrontScraper.

Fig. 12. Square root of word length√|X| for assignment 3 as a function of
grade marked with FrontScraper.

root of word length
√|X| as well as the length corrected entropy

√|X| · H(X)
are all statistically significant. The overall best metric according to the regression
analysis is the square root of word length. Future research involve investigating
whether entropy term weighting based on past assessments as well as reinforced
learning can be used to improve the ranking function.

It may be possible to do even better using knowledge-based marking strate-
gies, such as Latent Semantic Analysis (LSA) which also considers semantic clues
from the words in the text [9,10,13,20], however this is at the expense of having
to build up a suitable set of good model answers. An advantage with our simple
metric, is that it works without a database of model answers. Our method can
in the future be extended with more advanced ranking algorithms such as LSA
by building on the database of already marked answers.

Figure 13 shows the time used per subassignment during the marking
of assignment 3. Only one teacher marked this subassignment using the
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Fig. 13. Time used for marking subassignments as a function of grade.

FrontScraper tool in offline mode. 72 students were marked, and there were
9 subassignments in it, in total 648 answers were marked, excluding a multi-
ple choice assignment that can be marked automatically. In general, it does not
make sense to use this approach for marking multiple-choice questions, since
the entropy of the answer cannot be used to distinguish between the candidates
(there were only two boxes ticked in the answer - the entropy metric does not care
where these are ticked.) The boxplot shows the median, upper and lower quar-
tile and min/max values as well as outliers marked with crosses. The figure only
shows marking time up to 500 s to avoid outliers such as when the teacher takes
a break or the freetime between working days. The median marking time per
task is 48 s, meaning that the 648 subassignment should be possible to mark in
approximately 7.6 effective hours if the examiner can focus 100% on the job. The
marking of this assignment required more time than this in practice (4.4 days),
since the off-line version of FrontScraper was developed and debugged in parallel
with the marking.

A-candidates required the most effort to mark (median grade 74 s). These
candidates typically wrote very good answers, but also usually more complex
and longer answers than other students. The distribution for A candidates is
heavily skewed towards longer marking times, since these candidates may come
with new information that must be checked for relevance by the teacher before a
grade can be set. B, C and D candidates take successively shorter time to mark
(median B = 55 s, C = 37 s and D = 31 s), typically because of less reading time
due to shorter answers that lacked some of the information in better answers.
This quantifies the effect the examiner has experienced, that the marking speed
generally increases as the poorer and shorter answers are being marked. E and
F candidates took longer to assess (median E = 65 s, F = 46 s) since these
answers were vague and mostly nonrelevant, making them harder to assess for
the examiner. There are however relatively few such answers (22 F’s and 39
E’s), so these do not impact the overall marking time so much. The bulk of the
candidates have a subanswer grade in the range B, C and D, which are relatively
fast to mark.
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6 Discussion

The main innovations in the assessment method and tools is allowing for mark-
ing of subassignments sorted according to information content. This minimises
mental context switching and fatigue for the teacher, and gives more consistent
grading. The tool supports navigating between answers and also supports giving
students feedback and information about performance and common fault modes
whilst marking as shown in Table 2. The table shows that the most commonly
occurring problem is that students have misconceptions about the topic being
taught, followed by the student mixing knowledge meaning that a concept has
not been properly learnt, and third incomplete answer to the assignment. The
teacher can then work on mitigating these and other identified problems during
the subsequent course, allowing for feedback to improve the course in subsequent
years.

Table 2. Top ten fault modes identified during marking of Assignment 3.

# Fault mode

26 Misconceptions

19 Mixes knowledge

18 Did not answer part of the assignment

11 Candidate guesses answer

11 Plagiarism

11 Uncertain/poor explanation

8 Language translation problem

3 Candidate did not answer the question

3 Excessively long answer

The entropy metrics ensure that similar answers typically are grouped
together and also has the nice property that the metric correlates roughly with
grade. An advantage is that the solution is language independent, since this is
one of the main obstacles for including such metrics by most LMS vendors.

Marking assignments “across” sub-assignments has the advantage that the
teacher tends to use the grade scale more consistently, since the teacher com-
pares each sub-assignment with others on a fair ground, instead of being biased
by previous answers by the student. This avoids the risk that the teacher becomes
overcautious if a student has a bad start on the assignment. Furthermore, if the
teacher has a poor day, then this affects all students more equally by marking
across sub-assignment answers, than if marking of entire assignments is being
used. It must furthermore be emphasised that the ranking method requires man-
ual quality assurance by the teacher. It is not suitable for automatic grading
since it would be possible for the student to manipulate the ranking by writing
varying, but not necessarily relevant text.
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An additional benefit by using this approach, is that sub-assignments that
are equal or very similar typically will be marked next to each other, which
makes it easy to detect plagiarism in the form of copying of answers between
students.

7 Related Works

Our approach uses a methodology for improved planning, definition and grading
of assignments and exams that uses an entropy-based metric for ranking assign-
ments, together with a supporting tool for marking across sub-assignments.

Another popular approach for performing automatic grading of essays and
similar answer texts is using Latent Semantic Analysis (LSA) [9,13,20]. This
method aims at performing automatic grading of the content by comparing the
answers to select learning material and human-graded essays. Our approach does
not aim at performing automatic grading, but rather being a system for improved
content organisation and support for teacher based grading. Our approach is
simple compared to LSA, however it also has the advantage of being general,
language independent and not requiring the pre-training to learn the concepts
required for automatic grading as LSA does. A limitation with our solution is,
however that it uses a simple heuristic measure of answer complexity based on
information diversity and length, and does not attempt to understand the text
semantics.

An ontology-based hierarchical knowledge metric for student learning assess-
ment was proposed by [3]. This metric operates with four different knowledge
levels and defines a knowledge metric loosely based on Shannon entropy. It fur-
thermore uses a semantic measure of similarity based on [11]. The metric is rela-
tively complex, and not easy to calculate automatically. The paper only presents
results from a case study. Our solution is simpler, based on pure Shannon word
entropy and easy to automate. Our experiments show that the metric is useful
for improving the speed of teacher-supported assessment.

Probabilistic Latent Semantic Analysis (PLSA) is a statistical technique for
the analysis of co-occurrence of words. The parameters of PLSA are learnt using
Expectation Maximisation based unsupervised clustering. This method has been
implemented in the automatic essay grading system AEA [10]. Both LSA and
PLSA can use entropy-based term weighting in order to give higher values to
words that are more important [10].

There are several code quality assessment systems that are useful for auto-
matic feedback to student’s submitted code for programming exercises. They
are however usually restricted to evaluating code in one specific programming
language. These tools may be based on error checking, code metrics, machine
learning, or a combination of these [1].

Other methods that have been suggested are amongst others k-nearest neigh-
bour, Näıve Bayes, artificial neural networks and decision tree for classifying
programming exercises as either well written or poorly written [1,18].

A different, but somewhat related area of research, is the quantitative analy-
sis of different grading policies in education [16]. This research suggests that the
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entropy of a grading scheme measures the amount of information carried by a
student’s grade and therefore a grading scheme should be chosen which max-
imises the entropy of the student grades, whilst also having high consistency in
the grading over time. This research uses entropy for a different purpose than
our paper, since it is used for theoretical analysis of the performance of different
grading schemes.

Moodle supports Turnitin’s GradeMark, which can be integrated with a pla-
giarism checking tool and allows the instructors to grade and mark up papers
using a set of standard and custom comments [4]. Our approach is different by
providing a work-flow that marks across sub-answers using an information met-
ric that allows for coarse sorting the assignments into the comprehensive and
the superficial ones, which aids in determining the correct overall level of the
group. It inherently has the desirable property of clustering answers that are
very similar, which increases the marking speed, since similar answers can get
similar comments.

8 Conclusions

This paper introduces a method and tool for marking open text-based questions
based on answer ranking metrics. The tool FrontScraper is originally based on a
web scraper which interacts with ClassFronter. It supports navigating between
answers and keeps a list of unique answers given to students. It also caches
results locally to reduce the load on the LMS.

An offline mode was added to create a more robust solution that is inde-
pendent of LMS implementation and to allow external examiners to assess the
student tasks without requiring a user on the LMS. This also avoids the strain on
the LMS when using the system and it allows for a solution that is independent
of LMS.

FrontScraper increases the marking speed and precision significantly by sup-
porting marking sub-assignments instead of whole assignments. This also reduces
the risk of grade slipping, and it ensures that a bad day for the teacher affects
students more fairly. The knowledge metric sorts answers roughly from good to
poor grade and allows for implicit plagiarism detection since equal answers come
side-by-side and similar answers typically are close to each other. The method is
relatively simple but robust, since it does not rely on reinforced learning, which
would require an existing database of answers.

9 Future Work

Future work includes a larger evaluation of FrontScraper using more comprehen-
sive experiments. This also includes testing and adapting the tool to different
subjects and disciplines. We furthermore envisage that by storing information
about grade and common fault modes, then the assessment database being built
up using this tool can be used to support a transition towards machine supported
grading based on for example LSA in the future. This also includes combining
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the solution with other pedagogical methods, such as peer-to-peer evaluation
and formative assessment to inspire high-quality student answers.

Future work also involves improving the tool, user interface and LMS inte-
gration, supporting user-centered design to remove bottlenecks whilst marking
as well as supporting standardised LMS interfaces such as LTI or xAPI. The
project also aims at highlighting the difference between student answers in the
future, to make it easier to achieve the objective of marking only the differences
in text between answers.

A follow-up project aims at disseminating the solution world-wide based on
an open source reference implementation and collaboration with a commercial
LMS vendor.
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Abstract. This study explored the use of a web-based tool entitled ‘Problem
Distiller’ designed to support teachers in uncovering why their students have
problems understanding Threshold Concepts. Data collected involved inter-
views with two math teachers, invited to experiment the Problem Distiller tool
and Think Aloud protocol. Content analysis was used to process and analyse the
collected data. Findings show that teachers found it helpful when the informa-
tion they entered through the Problem Distiller was fed back as they constructed
an online diagnostic quiz. Focusing on the teachers’ understanding of why the
students have problems is an effective way of tackling the barriers posed by
Threshold Concepts and can be integrated with existing strategies and teaching
approaches.

Keywords: Threshold Concepts � Tricky Topics � Technology-enhanced
learning � Deeper understanding

1 Introduction

Threshold Concepts are fundamental topics in education without which students cannot
progress in the subject [8]. They frequently contain ‘troublesome knowledge’ that
students struggle to understand, sometimes taking refuge in memorisation (without
understanding). Threshold Concepts can be so hard to comprehend that they can create
in students a state of anxiety and confusion [15], and lead them to fail or give up a
subject altogether [12]. Although Threshold Concepts have been identified in different
disciplines, these topics are particularly common in STEM - Science, Technology,
Engineering and Mathematics-, and they are often the reason that leads the students to
give up studying subjects in these areas.

How to identify a Threshold Concept and distinguish them from other learning
topics has provoked debate between academics. According to Meyer and Land [14], a
concept is likely to be threshold if it has one or more of the following criteria:
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• Transformative – once understood, it potentially causes a significant shift in the
perception of a subject (or part thereof); sometimes it may even transform one’s
personal identity.

• Irreversible – it is unlikely that a Threshold Concept is forgotten or unlearned once
acquired due to transformation.

• Integrative – a Threshold Concept is able to expose “the previously hidden
interrelatedness of something”.

• Bounded – a Threshold Concept can have borders with other Threshold Concept
which help to define disciplinary areas.

• Troublesome – they may be counter-intuitive (common sense understanding vs.
expert understanding).

It is unclear how many of these five characteristics are required to define a concept
as a Threshold Concept. Nevertheless, the authors emphasize that once understood the
Threshold Concept allows the student to be able to solve problems with degree of
advanced difficulty [16].

Thus, enabling the student to comprehend a Threshold Concept is a concern for any
teacher. Understanding the causes of the students’ difficulty helps the teacher to help
them and also to adopt appropriate teaching strategies to support the student in over-
coming these difficulties.

In this paper we review the JuxtaLearn Problem Distiller, a tool designed to support
teachers in uncovering why their students have problems understanding Threshold
Concepts. The tool displays a set of tabbed panes “prompting teachers to reflect on and
select possible reasons why their students might be having a particular problem,
connecting all the information entered to the appropriate tricky topic and stumbling
block or blocks” ([2], p. 6). In the JuxtaLearn project ‘Tricky Topic’ was the name we
use to refer to the Threshold Concepts identified by the teacher in their practice with
students. For a deeper understanding of this approach see: “Threshold Concepts Vs.
Tricky Topics” [9].

In Sect. 2, we present examples of studies with different modes for identifying
Threshold Concepts. The Sect. 3, we present the Problem Distiller Tool, the JuxtaLearn
approach to adapt theories of Threshold Concepts into teachers’ practices. In Sect. 4,
we present the methods for the data collection and analysis processes. In Sect. 5 we
present our main results and reflections. We conclude in Sect. 6 with a synthesis and
proposals for future work.

2 Review of Studies

Much academic effort has been devoted to theoretically understanding and identifying
Threshold Concepts, but little of this has translated into their practical application in
educational settings.

Loertscher, Green, Lewis, Lin and Minderhout [11] conducted a study involving 75
teachers and 50 students, where involved an iterative process intended to identify
threshold concepts in biochemistry. These authors used a process to identify threshold
concepts that consists of five phases: (phase 1) pilot student focus group interviews,
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(phase 2) interdisciplinary life sciences workshop, (phase 3) biochemistry core col-
laborators workshop and dissemination workshop, (phase 4) student focus group
interviews and (phase 5) data analysis and determination of a working list of threshold
concepts. Using this process, they were able to identify threshold concepts that are
fundamental to the deeper understanding of biochemistry but are also strongly related
to fundamental concepts of chemistry and biology.

Meyer, Knight, Callaghan and Baldock [16] conducted a case study which used a
data triangulation approach to identify threshold concepts that students should under-
stand before solving specific problems of a civil engineering course. For collection
purposes teachers took part in dialogue on understanding and conceptual capacity
enabling learning for all participants in the process. They concluded that involving the
various course stakeholders in an analysis about conceptual understanding and capacity
makes learning achievable to all process participants. It also provides a basis for
pedagogies and evaluations to facilitate advanced results in students.

Barradell and Kennedy-Jones [6] introduced a conceptual model that integrates
three components: the (i) students learning, the (ii) threshold concepts and (iii) cur-
riculum. According to this holistic model, when students talk about the threshold
concepts they encounter various ideas. When these ideas are understood as part of a
whole, they provide a more systematic way of thinking about how to improve edu-
cational practice.

JuxtaLearn approach focuses on adapting theories of Threshold Concepts into
teachers’ practical application with Tricky Topics, so that they can be integrated with
the practice-based approach of teachers.

3 The Problem Distiller Tool

Co-developed with teachers, and included in the CLIPIT - the Web Space for the
JuxtaLearn project-, the Tricky Topic Tool (Fig. 1) is an “in progress” online database
with a catalogue of Threshold Concepts and /or Tricky Topics shaped by teachers from
their perspective and based on their practice.

After several trials done in the UK and Portugal, the CLIPIT has a database with a
lot of Tricky Topics.

This list of Threshold Concepts is under construction. If a Threshold Concept does
not already exist in the Tricky Topic Tool, added, for example, by another teacher, the
teacher can add one that fits their students’ learning problems. In order to populate the
Tricky Topic Tool the teacher has to enter the name of the Tricky Topic and write a
description of the student’s specific problem with that topic (Fig. 1).

Once the teacher adds the Tricky Topic she/he can link it into some ‘Stumbling
Blocks’, i.e. learning barriers he thinks that the problem can be broken down into and
which are commonly found by her/his students, using another feature of the Tricky
Topic Tool: The Problem Distiller (Fig. 2). It is easy for the teacher to reuse a listed
concept that has already been identified and added to the Tricky Topic Tool by another
teacher and to add, remove or change an already described challenges in the platform
for their students.
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The Problem examples are classified using four categories that were obtained during
the first cycle of activities – interviews, workshops - conducted with teachers in the UK.
These four categories are: ‘Terminology’, ‘Intuitive Beliefs’, ‘Incomplete pre-know-
ledge’ and ‘Complementary Concepts’. This information is passed through to the quiz
question authoring tool, focusing the question authoring on probing the students’
understanding rather than simply mapping directly onto a topic as taught in class [2].

The category ‘Terminology’ refers to the fact that “in all the subjects explored
during the interviews and workshops, terminology was a big issue, everyday terms
acquiring a different meaning when used as part of a scientific discourse, new scientific
terms being introduced, one term meaning different things in different contexts, mul-
tiple scientific terms used to refer to the same thing” (JuxtaLearn Project Deliverable
Report D2.1 – Taxonomy).

The category ‘Intuitive Beliefs’ refers to “informal, intuitive ways of thinking about
the world which are strongly biased toward causal explanations. In many cases, as
students advance in their understanding of science and technology subjects, they need

Fig. 1. Tricky topic database.
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to grasp principles which are fundamentally counter-intuitive. Such barriers can be very
difficult to overcome as often the students and teachers do not realise they are there”
(JuxtaLearn Project Deliverable Report D2.1 – Taxonomy).

The category ‘Incomplete pre-knowledge’ refers to situations “Where students
either lacked an understanding of, or had an incomplete or flawed understanding of
underpinning topics, or scientific method, process or discourse. For example, to
understand genetic drift in biology, students need a pre-knowledge of the process of
natural selection. Misunderstandings may also occur when teacher and student do not
share the same scientific discourse, with students believing they have understood when,

Fig. 2. Problem distiller tool.

384 S. Cruz et al.



in reality, their understanding is based on a misinterpretation of what has been said”
(JuxtaLearn Project Deliverable Report D2.1 – Taxonomy).

The category ‘Complementary Concepts’, refers to “chunks of information that
students need to learn alongside the Threshold Concept. They are smaller, effectively
‘sub-concepts’ that a student needs to understand in order to grasp the overall Threshold
Concept. For example, when learning about potential difference in physics, students also
need to know about current, volts, voltage and Ohm’s law. Sometimes such under-
pinning pre-knowledge is taught at the same time as the Threshold Concept, sometimes
it is assumed that students have learned it already. When an understanding of essential
concepts is missing or flawed, this can inhibit understanding of topics that rely on it”
(JuxtaLearn Project Deliverable Report D2.1 – Taxonomy).

Fig. 3. Teacher’s interface when designing the questions in the CLIPIT.
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The Problem Distiller quiz creation stage uses the student’s problems and their
associated Stumbling Blocks as cues to guide the teacher in creating questions that
address these specific concerns. The teacher is scaffolded to write questions that
specifically target the identified stumbling blocks in order to verify if the student has the
difficulties identified for the Threshold Concept. These questions form a diagnostic quiz
that is effective at uncovering fundamental misconceptions (Fig. 3). The first step when
creating a question for the quiz is to select the Tricky Topic and the Stumbling Blocks that
the question will target. This step displays all the information related to that question:
(1) stumbling blocks, (2) example of the student problems, and (3) suggested causes. For
each of the Stumbling Blocks, the teacher has to create at least one question so that all the
problem areas are covered. As the teacher creates the quiz, she/he links each question to
one or more related Stumbling Blocks (the why factor), selecting the question type -
multiple choices, checkboxes, true/false or numeric-, the possible options, and the correct
answer. The teacher can also choose the difficulty of the test, include images and videos,
and a timeout for the student to perform the quiz. The finished quiz is created and stored in
CLIPIT and and made available for reuse by other teachers.

The connection between the Stumbling Blocks determines the complexity
weighting of each question in the quiz and produces a radar chart visualisation for each
student who has completed the quiz. This radar chart is a graphical translation of
learning analytics and gives the teacher (and the student) a visual analysis of the level
of the student’s understanding on the Threshold Concept. In the quiz, complex ques-
tions can be connected to several Stumbling Blocks, whereas a simple question is
connected to only one Stumbling Block. When the students take the diagnostic quiz,
the visualised results show where the gaps in their knowledge are. The visualisation of
the radar chart shows to the student his or her level of understanding of that concept in
a form that is easy to understand (Fig. 4).

This radar chart represents the depth of the students’ understanding of the ‘Tricky
Topic’ and its connection with its various obstacles. For teachers, the radar chart flags
up areas badly understood by the student, allowing them to adapt their teaching and
implement intervention strategies to improve success in students learning. So, based on
the diagnostic quiz information, the teacher can set up specific materials to overcome
the identified difficulties, propose and differentiated tasks for knowledge consolidation,
encourage the student’s progress in the areas where she/he has more difficulties in order
to strengthen the understanding of the ‘Tricky Topics’.

Fig. 4. Initial radar chart after performing the diagnostic quiz.
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At the end of the learning process the student may take another quiz on the same
Tricky Topic to assess their learning progress (Fig. 5).

If the students take a second diagnostic quiz, after the teacher has worked with them
to overcome the weaknesses highlighted by the first diagnostic quiz, both student and
teacher can easily see whether their difficulties have been overcome. We see in Fig. 5
that the student’s understanding of the stumbling blocks, as illustrated by the vertices in
the radar chart, has improved. Comparing the post-quiz example shown in Fig. 5 to the
diagnostic quiz result shown in Fig. 4, one stumbling block has been completely
overcome, reflecting the fact that that the student answered all the questions related to
that problem correctly.

Comparing the diagnostic radar chart and the final radar chart, the teacher can
analyse the evolution of student learning. In this case, the understanding of ‘Tricky
Topics’ improved essentially on two of its obstacle levels, the “notion of solution of an
equation” and the “principles of equation equivalence”. While becoming aware of the
improvement of the student, the teacher can plan teaching strategies that build deeper
knowledge about the concept for the student.

4 Method

Data collection involved interviews with two math teachers from Elementary school
(5th and 6th grades). The first teacher (T1) is a male, in his fifties, and teaches in a
school in Marco de Canaveses, near the city of Porto in the north of Portugal. The other
teacher (T2) is a female of forty-six years old, teaching in a school in the city of Braga.
Both teachers have worked in teaching their entire working career.

Data was collected through structured interviews (20 min each) with the support of
the ProblemDistiller tool and ThinkAloud protocol [21]. Based on their teaching practice
they identified the math ‘Tricky Topics’ that were problematic for their students, and
checked if the ‘Tricky Topics’ were already listed in the database (The Tricky Topic
Tool). If not, we explained how to generate a new ‘Tricky Topic’. Then,with the guidance
of the Problem Distiller tool, the teachers divided each ‘Tricky Topic’ into stumbling
blocks, and wrote a brief description of students’ specific problems. The aim was to
ensure that each interview presented the teachers with exactly the same questions in the

Fig. 5. Final radar chart after taking the quiz a second time.
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same order (the JuxtaLearn taxonomy). This guarantees that answers can be reliably
aggregated and that comparisons can be made with confidence between the two teachers.

For the processing and analysis of the obtained data, we performed a content analysis
[5], as it allows for logical deductions based on the data obtained. The teachers’ utterances
were recorded and transcribed for the analysis. During the process, set of dimensions and
categories emerged from data: (i) algorithm, (ii) basic operations, (iii) teaching method in
the 1st level of education, (iv) reasoning and (v) use of the calculator.

It is interesting to notice that dimensions ii and iv are also reported in the literature of
‘Division’ [10, 17, 22]. In the dimension ‘a’ (algorithm), we analysed the relationship
between the difficulty in the division operation and knowledge that students have of the
division algorithm. In this dimension, we represent the speeches of teachers by “T1.a” or
“T2.a”. In dimension ‘o’ (operations), we analyse the relationship between the difficulty
in the division operation and the students’ knowledge of basic operations and we
represent the speeches of teachers by “T1.o” or “T2.o”. In dimension ‘m’ (method), we
analyse the relationship between the difficulties in operating with diagnosed division in
students and the teaching method in the 1st level of education. In this dimension, we
represent the speeches of teachers by “T1.m” or “T2.m”. In dimension ‘r’ (reasoning),
we analyse the relationship between the difficulties in operating with the division and
thinking capacity demonstrated by students. In this dimension we represent the speeches
of teachers by “T1.r” or “T2.r”. In dimension ‘c’ (calculator), we analyse the relation-
ship between the difficulties in operating with the division and the use of calculators by
students. In this dimension, we represent the utterances of teachers by “T1.c” or “T2.c”.
The utterances were numbered according to their occurrences in the text.

4.1 Data Collection

In this section, we describe the use of the Problem Distiller tool with two math teachers
we interviewed for our study. We used the tool to help the teachers reflect on the causes
of the student problems they had identified. When teachers expressed problems
explaining why their students had difficulty understanding the Threshold Concept or
‘Tricky Topic’, they were guided by the Problem Distiller tool to identify the ‘Stum-
bling Blocks’.

Both teachers said that the Tricky Topic ‘division operation’ is a Threshold Con-
cept, at least for their students. T1 identified the following Stumbling Blocks: (1) or-
ganise calculations, (2) adding notion, (3) multiplication and (4) subtraction. After the
teacher had reflected on the Threshold Concept through the mind map, he filled the
CLIPIT with it. Below we present the mind map (Fig. 6) created by this teacher, and
the Threshold Concept in the Tricky Topic Tool (Fig. 7).

Fig. 6. Tricky topic and their stumbling blocks to T1.
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For the Tricky Topic ‘division operation’, T2 identified the following Stumbling
Blocks: (1) subtraction, (2) multiplication tables and (3) multiplication. Again, after the
teacher had reflected on the Threshold Concept through the mind map, populated
CLIPIT with it. Below we present a mind map (Fig. 8) created by this teacher, and the
Threshold Concept in the Tricky Topic Tool (Fig. 9).

Fig. 7. CLIPIT interface where the threshold concept and the ‘Stumbling Blocks’, and also a
description of the concept.

Fig. 8. Tricky topic and their stumbling blocks to T2.

Fig. 9. CLIPIT interface where the threshold concept and the ‘Stumbling Blocks’, and also a
description of the concept.
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During the interviews the Problem Distiller tool guided the teacher in identifying
the causes of student’s misunderstandings, adding particular examples of student’s
difficulties based on the teachers’ experience with former students (Fig. 10).

Once identified the Threshold Concept the first reaction of both teachers (T1 and T2)
when we asked them the reasons for these student’s difficulties was a profound “silence”.
Then we showed the teachers the tabs with the following categories: Terminology,
Intuitive Beliefs, Incomplete Pre-knowledge, and Complementary Concepts. Thus, we
helped them to analyse each of these categories. Regarding the T1, he selected the
“Incomplete pre-knowledge” and the “Underpinning understandings”, corresponding to
the problem “Understanding what the student is expected to know already. e.g., to do the
calculations related to Avogadro’s number in Chemistry assume the math understanding
of powers of ten and ratios. Learning about genetic drift assumes an understanding of
natural selection”. Regarding T2, she selected the “Intuitive Beliefs” and the “causal
flawed reasoning”, corresponding to the problem “Reasoning based on the assumption of
goal or purpose, e.g., birds have wings so they can fly. Genes turn off in order to enable
the cell to develop properly. Inappropriate assumption of cause and effect, e.g., release an
object along a curved path, and it will keep in the curve, rocks are so pointy that animals
will not sit on Them and crush Them”. This teacher also selected the “Incomplete pre-
knowledge” and the “Underpinning understandings” with the same problem of T1.

Thus, one of the teachers (T2) identified in their students two types of problems for
the same Threshold Concept, and one of these problems is the same as defined by T1.
The Tricky Topic Tool and the Problem Distiller Tool allowed each teacher to see the
problems identified by other teachers and thus reflect on the problems of their students
compared to others.

Fig. 10. CLIPIT interface: tricky topic and the ‘Stumbling Blocks’.
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As they made selections from the Problem Distiller Tool, teachers were identifying
problems that students typically encounter in understanding the ‘concept of division’
and were also able to reflect on why these problems occur and how they can might be
solved in the classroom with proper teaching and learning interventions.

Table 1. Category of analysis.

Category of analysis N Evidences

Algorithm 6 “Students do not know the algorithm implementation
rules and do not know how to decompose a number”
(T1.a1)
“The Euclidean algorithm requires students to do
successive divisions. The difficulties for them are huge.
They can apply the algorithm realize the algorithm
because it forces you to do successive divisions” (T1.a2)
“In the division operation, students have many
difficulties, mainly because most students cannot
understand the division by two numbers” (T1.a3).
“Students have difficulty in applying the divide operation
algorithm and the location of elements: divider, rest,
quotient and divisor” (T2.a1).
“In the algorithm, students also have difficulty in
organizing values in the process of division” (T2.a2).
“Difficulty in organizing calculations when they are split”
(T2.a3).

Basic operations 5 “Students have more difficulties in what we call the basic
prerequisites, this is, the level of basic operations:
addition, subtraction, multiplication and division. Of
these four operations, where they appear the greatest
difficulties is the division” (T1.o1)
“The main difficulties of them: calculation, basic
operations. We may say so, students know how to add,
they know how to subtract, but in multiplication there are
already great difficulties. If we are talking in the room,
mainly by two numbers, mainly by two numbers I say
that most students cannot do” (T1.o2)
“I think mainly, the great difficulty is their basic
operations, they confuse the signs of rules of
multiplication or division. In mathematics master who
does not add up, subtract, multiply and divide, how will
dominate powers? how will dominate the other things?”
(T1.o3).
“Few can convert fractions to decimals, They have many
difficulties” (T1.o4).
“Students need to learn to add, subtract, multiply, are
concepts and procedures that have many difficulties and if
they have difficulties, not having the basic knowledge
required, these difficulties still will aggravate” (T2.o1).

(continued)
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For a deeper analysis on the teacher’s utterances (Think Aloud protocol), we
prepared a content analysis. The content analysis was developed according to the
phases suggested by Bardin [5]. Table 1 presents teachers’ utterances according to five
categories considered in the analysis.

There appear to be a greater number of evidences in the dimension “Algorithm”
and “Reasoning”. However, it turns out that there is only one evidence for the
dimension teaching method in the 1st level of education. Teachers see the lack of
knowledge in the algorithm as a deterrent for students to perform division operations.
They point to students’ “difficulty in applying the divide operation algorithm and the
location of elements: divider, rest, quotient and divisor” (T2.a1), and claim that in “the

Table 1. (continued)

Category of analysis N Evidences

Teaching method in the 1st
level of education

1 “Students come in different primary schools accustomed
to different methods, some learn through successive
subtractions others by adding the reverse” (T2.m1)

Reasoning 6 “They have to use the implicit reasoning in the division
operation they fail to do.” (T1.r1)
“The difficulties appear, for example, conversions of
fractions to decimals” (T1.r2)
“Mathematics is a discipline that requires training, this is,
students do exercises and give up the first difficulty of the
exercises. And the difficulties begin to be increasing. If the
student fails to follow the matter in 5th grade, how will
you get there ahead? The difficulties are increasing and not
only gets what the student learns in school.” (T1.r3)
“Can apply to real life situations and they see that is
applicable for them, and with these real-life situations
carrying her later for more complicated mathematical
concepts and more difficult for them to understand” (T1.
r4).
They cannot perceive, and the difficulty of abstraction
combined with the lack of prerequisites to make the
division is a problem that cannot overcome this difficulty
(T2.r1).
“Students have a hard mental calculation, especially in
multiplication and division” (T2.r2).
“I notice that students not able to find the successive
divisions and do not know the multiplication table” (T2.
r3).

Using Calculator 3 “The problem here is often the use of calculating
machine or non-use of the adding machine (T1.c1).
“If you have difficulties, with the use of the machine,
these difficulties will still worsen because they do not
have why not use the calculator.” (T1.c2)
“Then they get used to using the machine and forget what
they previously learned” (T2.c1)
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division operation students have many difficulties” (T1.a3). In their view, students need
to spend more time learning the algorithm, realizing that they “do not know the
algorithm implementation rules and do not know how to decompose a number”
(T1.a1). In a subject such as the Euclidean algorithm, taught in 5th grade, teachers
recommend “obliging students to do successive divisions” (T1.a2), pointing out that
students have great difficulties in doing this. Students also have a lot of difficulties on
“the organization of values in the process of division” (T2.a2) and on “organization of
calculations” (T2.a3) when they are making the division operation.

Teachers see the lack of knowledge of basic operations as an issue that prevents the
students from performing division operations. Students present “difficulties in terms of
basic knowledge: addition, subtraction, multiplication and division” (T1.o1). The
development of skills in the basic operations is seen as essential if the student can work
with division, because “in mathematics, for students who do not master the add,
subtract, multiply and divide, how will they master powers?, how will they overcome
the other things?” (T1.o3). Teachers said that students had difficulties to converting a
minute into seconds or to convert an hour into minutes. They noticed also that if they
ask students to do any form of division “mainly by two numbers, most students cannot”
(T1.o2). Students also have many difficulties in “converting fractions to decimals”
(T1.o4). The competence of using an algorithm is compulsory according to the Por-
tuguese educational policies, but students are not prepared or able to learn them and so
difficulties rise: “if they [the students] have difficulties, not having the basic knowledge
required, these difficulties still will aggravate” (T2.o1).

Only in the category “teaching method in the 1st level of education”, one of the
teachers pointed out that the learning division using didactic methods can leads to later
difficulties when working with division. Also, the fact that students often come from
“different primary schools, accustomed to different methods” (T2.m1) are also prob-
lems associated with the Tricky Topic.

Teachers understand that “the difficulty of abstraction coupled with a lack of basic
knowledge” (T2.r1) presents a problem of understanding when students attempt to
acquire new knowledge. The students “have to use the implicit reasoning in the
division operation and they fail to do so” (T1.r1). The need for the student to remember
the notion of a multiple number and know how to apply the division algorithm are
factors that hinder students’ ability to perform the division operation. According to the
teachers, students present “difficulty in mental calculation, especially in multiplication
and division” (T2.r2) and “are not able to find the successive divisions” (T2.r3). The
fact that the students “do not know the multiplication tables” (T2.r3) is also a pointed
problem for students unable to do a division. The discipline of Mathematics “requires
training, this is, students do exercises and give up the first difficulty of the exercises.
And the difficulties begin to increase.. If the student cannot understand the content in
5th grade, how will they move forward? The difficulties increase and not only gets what
the student learns in school.” (T1.r3). To improve understanding and visualization,
teachers call for situations where students: “can apply maths to real life situations and
develop a sound understand in context, building on this understanding to learn more
complicated mathematical concepts” (T1.r4).

Teachers see the use of calculators in 5th grade to 6th grade as an easier alternative
adopted by students to perform division. They find that the “use of calculator or non-use
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of the adding machine” (T1.c1), can lead students to forget the algorithm. The students
that use the calculator a lot “forget what they previously learned about the algorithm”
(T2.c1). According to participant teachers, if students have difficulties and use the
calculator, their understanding of the fundamental concepts in division will diminish and
their ability to perform division without the aid of a calculator will get worse.

The teachers are faced with students who present a great diversity in terms of
learning achieved, and who manifest different ways of thinking and learning. It is
therefore increasingly necessary to implement differentiated phases with strategies
tailored to the needs of each student. Thus, to see if the Tricky Topic stumbling blocks
problems corresponded to those shown by their students, T2 selected a group of ten
students (6 girls and 4 boys), from one of his classes which had the ‘concept of
division’ as a TrickyTopic. Thus, after identifying the Stumbling Blocks associated
with Tricky Topic, the professor created a diagnostic quiz and had these students take
that quiz. The teacher’s radar chart contains a scale, allowing a more detailed inter-
pretation of the quiz results.

From image in Fig. 11 we can see that this student answered all subtraction
questions correctly, as shown by the corresponding subtraction vertex being coincident
with the apex of the triangle. However, he only answered correctly on just over half of
the answers involving multiplication. This radar chart visualization suggests the student
has difficulty with multiplication that may be related to his difficulty with times tables.
This radar chart allows the teacher to see where the student has difficulties and adapt
strategies to help him overcome the difficulties. Given that each radar chart is specific
for each student, the teacher can customize teaching strategies. Another example is
shown on the Fig. 12.

From the radar chart in Fig. 12, the teacher can see that the student answered
correctly all questions that involved subtraction, but failed on more than half of ques-
tions that involved multiplication or knowledge of the times tables.

The same way, by analysing the graphical radar chart presented in Fig. 13, the
teacher can see that the student answered correctly to the questions of quiz that involved
subtraction operations, but answered correctly only half of the questions that involved
multiplication operations or that involved the knowledge of times tables.

Fig. 11. Radar chartfor student 4in theteacher’s interface (T2).

394 S. Cruz et al.



5 Discussion

Throughout the first years of school, students develop a sense of number, but it is only
in their 3rd, 4th and 5th grade that more emphasis is given to the development of skills
in multiplication and division. Many students demonstrate problems in learning the
division [13]. Understanding the implicit thinking in a division operation, from a
mathematical point of view, involves knowledge of other simple operations such as
addition and multiplication skills. The division and multiplication operations, although
simple, reveal some complexity at cognitive level when presented in problematic sit-
uations, because the values have new meanings and the figures presented are some-
times differently exploited [17]. One of the fundamental knowledge in the teaching of
mathematics is the calculation of the four basic operations: addition, subtraction,
multiplication and division. As the student develops the sense of number, she/he should
be able to establish a rationale involving numbers [18]. By using the Tricky Topic Tool
we identified together with these two teachers the concept of division as complex
concept for students.

Fig. 12. Radar chart after performing the diagnostic quiz – student 1.

Fig. 13. Radar chart after performing the diagnostic quiz – student 2.
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To work with the division operation at the start of the 2nd cycle of basic education,
it is assumed that students recall some concepts such as the concept of multiple of a
number, the division algorithm and algebraic expressions. In general, the data collected
from these teachers demonstrates the importance of student’s understanding of division
in order to solve problems, knowing how to use the division algorithm to keep pace
with some of the topics covered in the Curricular Goals for 5th grade. Students tend to
use the existing knowledge or related concepts when they learn a new concept and
therefore the problems and errors made by the students tend to be systematic. Thus,
when doing division students often rely on knowledge about multiplication and divi-
sion that may well be wrong [17]. This data reinforces the importance of giving
students a solid understanding of this concept in the 1st cycle.

In Portugal, the concept of division is covered for the first time in the curricular
goals in the 2nd year of primary school. The concept of division is once again
addressed in the 3rd, 4th and 5th grade where other concepts will be combined relating
to this operation. According to Professor T1 on the four operations addressed, “the
greatest difficulties arise in the division, I’m talking about students who are in the fifth
year” (T1). Adding that from his experience teaching in the 5th year of primary school,
“90% of students have difficulty in the division operation” (T1) and the “division of two
numbers, 99% of students can’t do it” (P1). For the teachers involved in our study,
sometimes the division algorithm “have difficulty in identify the elements” (T1), the
dividend, the divisor, the quotient, the rest and the “organization of the elements when
making the division algorithm” (T2). That is, when using the algorithm to work with
the division, sometimes they “switch between the dividend the divisor” (T2). According
to Professor P1 as the students not always understand the division, “they do not
recognize the process of division and forget the value that is carried” (T2). The
division algorithm, is a set of processes that follow the same order in similar situations
[7] and it’s not always understood by the students.

The fact that they do not know their multiplication tables and are not able to
perform a multiplication limits the students’ ability to work on concepts and procedures
(e.g. division) that need those auxiliary calculations. The poor performance of students
not only in understanding necessary strategies, but also in using them to solve a
problem leads them to give up. Therefore it is essential to teach students these
important processes and strategies that help them solve the problems in a more effective
and efficient way [17]. Zhao et al. [22] in a study which looked at Chinese and Flemish
students to know what it takes to master the four basic arithmetic operations (addition,
subtraction, multiplication and division), identified that students demonstrated gaps in
the four basic operations.

The division operation involves dividing a given number of equal parts. During the
early years of school students learn the meaning of the division, understand the effects
of dividing by integers, use and understand the notion that the division operation is the
inverse operation of multiplication [18]. According to the results, the fact that students
cannot resolve a task or problem involving a division appears to discourage students
and prevent them from progressing. Also Montague [17] states that the division
operation is a mathematical procedure with some complexity and understanding
division therefore involves understanding the other mathematical operations. Many
children have difficulties in using the traditional division algorithm. And when the
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operation is necessary in mathematical problems, many students give up. Unlike the
addition operation, multiplication or subtraction, the division algorithm involves the
knowledge and identification of four terms dividend, divisor, quotient and rest. These
terms can also cause difficulties for the students as the teachers stated in the Tricky
Topic tool when they list the understanding issues that are commonly found in stu-
dents. From the point of view of these teachers “the great difficulty of the students is the
basic operation” (T1). To develop the competence of calculation through division
operation, students need to have knowledge in terms of counting and arithmetic
operations such as multiplication tables. Arguments were put forward by both teachers
when identifying the difficulties that students have when performing division. They
mention that students sometimes fail to “identify the elements in the division” (P2) and
on the 5th year students are expected to “work with conversions and the Euclidean
algorithm.” (T1). According to Arends [3], an effective teacher must in addition to
other duties, be able to list a set of good practice and be able to think about the process
of teaching. The mathematical knowledge of the teacher is essential to teach the
division operation in order to be able to identify students’ difficulties and realize in
which algorithm stage is this difficulty [10]. The teacher plays a fundamental role so
that students can understand the mathematical meaning of the division, the procedures
involved in the operation, using the correct terminology and an appropriate mathe-
matical language. By using Tricky Topic Tool we promote thinking moments on
teachers around the Tricky Topic, the ability to recall moments of work between
students and difficulties in the construction of knowledge about the concept of division.

Students’ problems often identified by these teachers refer to difficulties in terms of
successive subtraction to solve tasks associated with the division; including “not able
to find the successive divisions” (T2) and “Euclidean’s algorithm requires to do suc-
cessive divisions.” (T1). For Montague [17] the use of additions and successive sub-
traction is a strategy used by children who learn division and which is based on
pre-existing knowledge about addition, subtraction and multiplication. The teachers
also mentioned the fact that students are not aware to the inverse relationship between
multiplication and division, can also be a problem to the understanding of division
operation. They also report that students usually manifest difficulty operating between
numbers written in the form of fraction, because “do not realize the meaning of the
elements in the fraction” (T2), have difficulty to “identify the dividend and the divisor”
(T1). To suit the results obtained by Unlu and Ertekin [20] who investigated the
knowledge of a group of mathematics teachers on the division between numbers
written in the form of fraction, they realized that the knowledge about the division
operation with fractions does not go beyond functional knowledge. These teachers
were able to apply the rules and the process inherent in the division, but were unable to
explain its meaning.

Through the use of Problem Distiller tool with teachers, we realized that the
understanding of essential concepts around the Tricky Topic division “sometimes it
depends on a badly learned concept” (T2). Presuppose the use of “already acquired
knowledge of division” (T1) as new knowledge is being developed. The lack of
essential concepts, fundamental knowledge that is related to the Tricky Topic, without
which the student cannot understand, was pointed out on Problem Distiller tool as one
of the causes for the difficulties in the division operation. Teachers mentioned the lack
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of knowledge about the scientific method and the lack of support and understanding
prior knowledge that the student needs to improve to understand the Tricky Topic. The
lack of complementary knowledge to the division operation from the point of view of
these teachers can also be a problem. They noted also that some imperfect reasoning
around the division and intuitive ways of thinking about the division process can
evenly become an obstacle to the understanding of division. The reflection upon the
causes for the understanding of problems detected in students, allowed teachers to
increase the level of awareness about the knowledge of the student.

Teaching the “division operation” not only involves knowing how to use the tra-
ditional algorithm but also understand the division operation in different situations,
understand the relationship between division and multiplication and simultaneously
develop a network of numerical relationships around this operation. Even the teachers
who teach mathematics in the 1st and on the 2nd grades admit that the division is a
difficult operation to teach to their students and their learning process is sometimes
confused with the mechanization of rules associated with the algorithm instead of
understanding the division operation [13]. The acquisition of mathematical knowledge
allows us to develop reasoning, structure thinking and help future students to think and
to decide. Understanding how students learn and how teachers teach mathematical
concepts is of fundamental importance for the individual student progress and the
organizations to which he belongs.

The Tricky Topic tool guided the teachers in the identification of the Threshold
Concept and corresponding Stumbling Blocks. The Problem Distiller tool supports
them in thinking through the students’ difficulties, reflecting on possible causes for
those difficulties, and on ways to overcome them. This was because the connections of
each Tricky Topic in the Problem Distiller tool allowed teachers to divide the concept
into smaller parts (the Stumbling Blocks), and establish a critical and reflective look at
the teaching and learning of division operation based in the four areas identified as
problematical for students: “Terminology”, “Intuitive Beliefs”, “Incomplete
pre-knowledge” and “Complementary Concepts”.

From our perspective, this process was essential to find ways to enable an effective
and consolidated teaching about the tricky topic. The difficulties listed by the teachers
match the data in the literature, particularly those obtained by Montague [17], by Zhao
et al. [22] and Fernandes and Martins [10]. Also the NCTM [18] states that from the
3rd to 5th grade, students need to understand in greater depth the multiplicative nature
of the number system. The results suggest that the obstacles associated with Tricky
Topic identified by teachers are similar to the difficulties described in the literature
about learning the division operation.

The results showed that the use of Problem Distiller prompted teachers to think
outside their comfort zone. From the perception of teachers, we can say that the
division operation is a Tricky Topic for the students, and the data obtained so far allow
us to conclude that it is a Threshold Concept according to the criteria listed by Meyer
and Land [14]. Linking the perception of teachers with the criteria listed by Meyer and
Land [14] for which a concept is a threshold, we found out upon teachers’ voices:
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• Can be seen as Transformative, given that by understanding the division operation
students will be able to “use in everyday situations” (T2) and “to make conversions
for example” (T1);

• It is Irreversible once learned is difficult to be forgotten; however teachers
recognise that “the abusive use of calculator” (T1) can lead to loss of an algorithm
learned in the first cycle;

• Being the division operation a key operation to for example “do successive divisions
in Euclidean algorithm” (T1), to respond to “problematic situations of everyday
life” (T2), it is suggested that it is Integrative;

• When the division operation is used to as the basis for understanding of other
mathematical concepts. The misunderstanding in division can “compound the dif-
ficulties” (T1), because if students “do not have the necessary base knowledge, their
difficulties in learning related concepts will increase” (T2), suggesting that the
division operation may be Bounded.

• Failure to understand the concept or “confusion problems with the multiplication
operation” (T2) for example may indicate that it is a Troublesome, an incorrect
understanding can lead to counterintuitive relations.

6 Conclusion

The JuxtaLearn project created an easy to use interactive online tool called Tricky
Topic Tool to help teachers identify Threshold Concepts, and a Problem Distiller Tool
to help teachers uncover the reasons why their students have problems understanding
Threshold Concepts. This paper described the sessions carried out with two math
teachers working with these two apps. The two tools guided the work with these
teachers.

The teachers found it helpful when the information they entered through the
Problem Distiller was fed back to scaffold their questions construction as they con-
structed an online diagnostic quiz. These prompts made it easy for them to write
questions that probed to reveal whether or not their students’ had a deep understanding
of the Tricky Topic.

The tools are easy to use so once teachers understand the process of identifying a
Tricky Topic and breaking it down into its constituent stumbling blocks, which does
not happen with the methods described by other studies, such as the work of Loertscher
et al. [11], based on workshops, focus groups or interviews. The Tricky Topic Tool and
Problem Distiller offer a fast process which can be applied to a concrete situation: an
entire class, a group of students in the class, or an individual student. This allows
teachers to individualize intervention and can help differentiate pedagogical strategy.

From the students’ point of view, the tool allows the student to take control and
manage their learning, taking control of their personalised learning pathway. The
answers to the quizzes and the results as visualised in the radar chart, allow the student
to understand and reflect on the difficulties that she/he has associated to that Threshold
Concept, and determine for themselves what needs to be improved.
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Lastly, we would like to attest that digital technology can play a significant role in
transforming teaching and learning practices for teachers and students. The JuxtaLearn
project recognises that teachers are always engaged in enhancing how they teach and
how their students learn. An essential part of this continuous improvement in how we
enable students to learn effectively must be to embed digital technology further.

Although we are huge believers in the purposeful integration of technology in
classrooms to enhance teaching and learning, we must resist the temptation to think that
this is the solution to solve all learning problems. Of course, the pedagogy comes first,
supported by technology initiatives with a real plan for implementation and evaluation
of effectiveness. No lack of planning is likely to result and achieve productive outcomes.

Proposals for Future Work
JuxtaLearn will use the potential of ‘learning analytics’ to personalise the learning
processes. The results of these analyses will serve several purposes, such as (1) guid-
ance of pedagogical decisions (selection of themes and examples), (2) supervision
support for teachers based on accumulated learning traces, (3) reflection support for
students and teachers.
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Abstract. Teacher education providers have an important role to play in
preparing the next generation of teachers to be able to use ICT in their future
teaching practice. Government reports and research have consistently argued
that graduates are ill-prepared in their use of ICT [1]. In Australia an increasing
regulatory environment means that teacher education providers need to design
programs that target the attainment of specific ICT professional standards. To
contribute to the discussion of ICT challenges in teacher education, this
small-scale study investigated where 69 pre-service teachers acquired the ICT
skills/resources commonly used in primary and secondary schools. Findings
suggest that many of the generalized skills/resources were learned in their
everyday life prior to undertaking their teaching program, and that they acquired
a lesser number through their university coursework and/or professional expe-
rience placements. A number of implications for teacher education conclude this
paper.

Keywords: ICT � Teacher education � Pre-service teacher

1 Introduction

For some time now the use of ICT in schools has been advocated, often on the grounds
that such use will have a positive impact on student learning and equip them with the
needed skills for a high-tech future workplace [2]. In turn, the role of initial teacher
education has been to design programs to ensure that future teachers have this nec-
essary skill set. Literature suggests that teacher education programs can provide
experiences that have the potential to shape pre-service teachers’ knowledge and beliefs
in relation to teaching and learning with ICT, and this will ultimately impact on their
future teaching practice [3–5]. As Tondeur et al. [5] argue a “crucial factor influencing
new teachers’ adoption of technology is the quantity and quality of pre-service tech-
nology experiences included in their teacher education programmes”.

Recently in Australia, a report from the Teacher Education Ministerial Advisory
Group (TEMAG); Action Now: Classroom Ready Teachers [1] was released. This was
the latest in a long line of government reports and inquiries into teacher education in
Australia. TEMAG, established in 2014, aimed to provide advice on the quality of
teacher training in Australia and identified recommendations to better prepare teachers
with the practical skills needed for the classroom.
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National accreditation of teacher education in Australia is also having considerable
impact on how providers design their programs [6]. Previously each state and territory
had separate teacher registration boards and their focus on ICT varied considerably [7].
In 2011, the Australian Government introduced a national approach to accreditation
regulated by the Australian Institute for Teaching and School Leadership (AITSL). To
be nationally accredited, providers need to design their programs to meet a number of
Program Standards as well as a set of national professional standards. These seven
Australian Professional Standards for Graduate Teachers stipulate what teachers should
know and be able to do as a graduating teacher. The Table 1 below presents the
standards and descriptors relevant to ICT.

With national accreditation, the provider’s role is explicit: to design programs so
that upon graduation pre-service teachers have met these professional standards,
including ICT related standards. For example graduates need to know how to use ICT
resources to engage students in their learning. Teacher education providers (through
their provision of coursework and professional experience) are perceived as being
responsible for developing these standards, however, what has been missing is an
examination and acknowledgement of the prior knowledge and skills that pre-service
teachers bring to their teacher education program. This omission is particularly perti-
nent when we consider that many pre-service teachers have considerable knowledge of
technologies from their personal and social lives, as well as from their prior work and
study. This raises a number of questions: How might pre-service teachers’ prior
knowledge influence program design in teacher education? What technology skills and
knowledge do they bring? How do they learn ICT skills, through university coursework
and professional experience - in school settings, personal life or workplace? How might
teacher education use these prior skills to address the regulatory environment shaping
ICT in programs?

In addressing these questions this chapter draws on literature from within teacher
education and ICT. It begins by discussing the current issues facing teacher education
in addressing the regulatory and industry demands of creating teachers who are pro-
ficient integrators of technology. It then discusses the common approaches used within
teacher education programs to prepare ICT-ready graduates and the role and place of
practical experience (practicum) in this development. The chapter then examines a

Table 1. ICT focused Australian professional standards for teachers.

Standard 2 Know the content and how to
teach it

2.6 Implement teaching strategies for using
ICT to expand curriculum learning
opportunities for students

Standard 3 Plan for and implement
effective teaching and
learning

3.4 Demonstrate knowledge of a range
of resources, including ICT, that engage
students in their learning

Standard 4 Create and maintain
supportive and safe learning
environments

4.5 Demonstrate an understanding of the
relevant issues and the strategies available
to support the safe, responsible and ethical
use of ICT in learning and teaching
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survey completed by 69 pre-service teachers enrolled in primary or secondary teacher
education programs at RMIT University, Victoria Australia. This survey focused on
where pre-service teachers acquired the skills to use a set of ICT applications and
resources (i.e. through coursework, professional experience, workplace, personal life
etc.). Findings are presented and the relationship between the setting and type of
resource is examined. A discussion around how pre-service teachers’ prior and current
ICT skills and knowledge could be considered in the design of teacher education
programs concludes this chapter.

2 Technology Within Teacher Education

Historically, teacher education policy and practice seems to have been behind that of
schools [8]. In 1998 the Australian Council of Deans in Education recommended that
graduates should know how to use technologies [7]. At this time, state and territory
education departments set guidelines for beginning teachers around personal skills and
classroom strategies related to integrating ICT. This had considerable influence over
the design of teacher education programs.

In 2009, the Australian Government commissioned an investigation into pre-service
teacher experiences in using ICT, the barriers to its use and ways to improve teacher
education programs [9]. An online survey for teacher mentors (practicing teachers who
support pre-service teachers while they are on placement in schools), teacher education
staff and pre-service teachers was one of the key means of data collection for the report.
A number of key points were raised by the 125 respondents including concerns that
most teacher education programs focused on how to use technologies rather than
focusing on how to integrate them into practice; while some ICT specific courses
involved staff modeling good practice, most general education courses did not; that
technologies commonly used in schools were not being used in universities; difficulties
in finding teacher mentors who were ICT competent; and there was a lack of assess-
ment of pre-service teacher ICT competence. In its Executive Summary the report
commented that:

The evidence presented in this paper strongly points to fundamental systemic flaws in the
pre-service teacher education system in Australia in terms of developing teacher competence in
embedding ICTs in pedagogy and practice [9].

We are mindful that it can be too easy to blame teacher education providers and fail
to duly recognize the complexity that is teacher education. While research clearly
shows that educating the next generation of teachers is neither simple nor straight-
forward [4], a dominant discourse still permeates much of policy. This discourse adopts
a narrow view of what teacher education providers should do, and focuses on the
provision of the tools of technology and how to operate them, rather than how and why
technology can be used to support learning. It also does not give due recognition to the
possible obstacles that teachers face as they engage with technologies in their practice
[4, 5].

Some time ago Ertmer [10], in discussing this issue, classified the numerous bar-
riers to teacher use of ICT into two categories: extrinsic (first order) and intrinsic
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(second order). Within extrinsic barriers she included lack of time, lack of resources,
inadequate training, and technical support; within intrinsic barriers she included beliefs
and views about ICT and teaching and learning. Later, and with other researchers, she
categorized enablers into two categories [11]: extrinsic enablers including access to
hardware and software, as well as technical and peer support; and intrinsic enablers
including personal beliefs, self-efficacy and previous experiences with ICT. Ertmer’s
research provides a highly influential account of the complexities that teachers face as
they integrate ICT into their practice. Mirzajani et al. [12], in their review of obstacles
impacting on pre-service teachers, categorized these obstacles into three types:
Resource related obstacles, Institutional obstacles and Attitudinal obstacles. Resource
related obstacles include lack of access to ICT hardware and software, lack of training
and support to use ICT, lack of knowledge and skills, and lack of leadership. Institu-
tional obstacles include lack of financial commitment, lack of time, and lack of
incentives and commitment. Attitudinal obstacles include resistance to change, nega-
tive attitudes and self-efficacy.

It is also important to recognize that teacher education providers face a number of
challenges in this area. These include lack of funding, lack of leadership and vision, the
need to have staff commitment to the enterprise, the need to provide on-going pro-
fessional learning, as well as the need for teaching spaces that facilitate effective
practice [13]. One of the key challenges is that teacher education providers struggle to
have staff with the necessary skill set to use and model best practice [14]. Many courses
are taught by enthusiastic individuals rather than mainstream practitioners [14], and
many classes are taught by sessional staff who may or may not have an interest or skills
in using ICT effectively. Haydn [4] suggests that the competence of teacher educator
staff is one of the most defining factors in whether teachers in their first year of practice
use ICT or not. It has been suggested that the lack of quality teacher educators using
ICT in their practice is because they are ‘digital immigrants’ [15]. According to the
view made popular by Prensky [15] and others, the so-called ‘digital immigrants’, have
come later to using ICT, and find using these tools foreign. This is contrasted with the
‘digital natives’, who have grown up with technology, and are accustomed to using
technologies in their day-to-day lives. While this view has been debated and many of
its claims rejected as myths [16, 17], it is still often included and quoted in the
dominant discourse.

Recently, all 39 Australian universities, in what was acknowledged as a rare
commitment to collaboration, worked together with other partners such as the Aus-
tralian Institute for Teaching and School Leadership (AITSL), the Australian Council
of Deans of Education (ACDE), the Australian Council for Computers in Education
(ACCE), and Education Services Australia (ESA) to target ICT proficiency of graduate
teachers across Australia. The Teaching Teachers for the Future (TTF) Project was one
of four initiatives funded through the ICT Innovation Fund (ICTIF) and focused on:

… systematic change in the ICT proficiency of graduate teachers in Australia by building the
ICT capacity of teacher educators and developing resources to provide rich professional
learning and digital exemplar packages [18].

The 15 month long, $8 million project, had three components: building explicit
ICTE Dimensions to complement the Australian Professional Standards for Graduate
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Teachers; developing twelve digital resource packages; and mapping current practices
through the review of course documents. The number of stakeholders who committed
to this project and their willingness to work together illustrates the challenge in
preparing ICT-ready graduates.

Within the rhetoric about failure, challenges and obstacles, the role that pre-service
teachers play in their own education and professional learning has been underplayed.
Many pre-service teachers in Australia do not directly enter teacher education from
school. Rather, many are older, have completed other study, have worked in other jobs,
and have families. Suffice to say, this cohort already have technological knowledge and
skills acquired from their prior work and study. Although many use technologies in
their day-to-day lives, particularly social technologies this does not mean that they are
equipped to use them in school settings [13]. As commented by Redmond, Albion and
Maroulis [19]:

… Technical skills in the use of ICTs continue to be important but, as the skill levels of students
entering teacher preparation programs continue to rise, pedagogical considerations related to
ICTs are increasingly viewed as more important.

A recent study by Delaney et al. [20] of 220 pre-service science teachers in their
first semester of study at two Australian Universities, found that though many were
familiar many types of technologies, they were not able to transfer their knowledge to
the classroom setting. The challenge then for teacher education providers is how to
design programs that recognize and build on the pre-service teacher’s prior knowledge
(gained from prior work, study and their personal lives), and transfer it to the classroom
context. Also, the extent to which teacher education providers should be responsible for
developing the skill-set of the next generation of educators needs to be considered, and
to what extent pre-service teachers should assume some responsibility.

2.1 Approaches to Teaching ICT

In the past it was often assumed that pre-service teachers only needed to have
technical-know-how to integrate ICT into their practice. Teacher education providers
often met this challenge by designing skills-based courses that focused on teaching
pre-service teacher how to operate and use technologies. Bakir [3] cites a survey of
1,439 United States institutions which revealed that 85% of programs offered an
educational technology course that focused on basic technical skills. Skills-based
courses have been criticized for their limitations in teaching pre-service teachers to
apply ICT in practice [3, 21].

Mishra and Koehler [22] argue that we need to think differently about technology
knowledge. Rather than narrowly defining it as the technical know-how to operate
particular technology tools, these researchers argue that it also involves recognizing
that technologies are not neutral and that their designs and capacities can both enable
and constrain particular practice [23]. Mishra and Koehler argue that teachers need a
deeper understanding of technology and a need for that knowledge to continuingly
evolve and develop. They suggest that today, pre-service teachers need a complex
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knowledge set, one that involves the interconnection of technological, pedagogical and
content knowledge, referred to as the TPACK model. As they explain:

Understanding that introducing new educational technologies into the learning process changes
more than the tools used—and that this has deep implications for the nature of content-area
learning, as well as the pedagogical approaches amongwhich teachers can select—is an important
and often overlooked aspect of many technology integration approaches used to date [23].

Tondeur, et al. [5] suggest that, “Teacher education programmes have struggled
with selecting and implementing the most effective strategies” to support pre-service
teachers develop their ICT competence. Steketee’s [21] review, while conducted some
time ago, suggests that teacher education providers have used four main approaches.
The first is the ‘ICT skills development approach’ where a specific course is used to
upskill pre-service teachers to use ICT. While acknowledging that having skills is
important, Steketee comments that this approach does not mean that pre-service
teachers can apply these skills in practice. The second approach, the ‘ICT pedagogy
approach’, aims to do just this; it uses a specific course to teach pre-service teachers
how to incorporate ICT. While she suggests this is a strength of this approach, she
identifies transference into classroom practice again as an issue. The third approach, the
‘subject-specific approach’, moves away from the discrete course approach and embeds
ICT into specific subjects or disciplines. Steketee suggests that though this approach
does enable pre-service teachers to develop practical knowledge of integrating ICT,
putting this into practice during professional experience (practicum) is hindered. The
fourth approach, the ‘practice driven approach’, is intended to address this. Com-
menting favorably on the authenticity of this approach, she does suggest it is weakened
by the need to have a shared commitment to use ICT by university teachers, pre-service
teachers, and teacher mentors in schools.

The site of professional experience/practice is also generally acknowledged as vital
for the development of pre-service teachers’ practical skills in teaching ICT and seen as
a key learning space for teacher education, however, this is an extremely complex area
which we will now examine.

2.2 Practical Experience and ICT

Teacher education providers in Australia traditionally design their programs with two
components; a coursework component, typically taught on site at the university, and a
practicum component whereby pre-service teachers undertake supervised professional
experience in school settings [1]. This separation of theory and practice, coursework
and practicum, complicates the development of pre-service teacher learning.

Practicum is an important way for pre-service teachers to develop skills in using
ICT. It is through these experiences that they can build their knowledge and learn how
to integrate ICT into their future practice [3]. Grove [24] comments that:

[T]he student teaching field experience is a critical component in the preparation of student
teachers as a means of establishing ICT practices they will use in future settings. The experience
provides a hands-on opportunity for student teachers to put what they know into action as they
transfer, apply and refine the theory they have learned into lessons for their students. It is in this
critical period that they construct their understanding of teacher practice.
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Yet, how the practicum should be designed and implemented, and its relationship to
university coursework is heavily contested by policy makers, practicing teachers, uni-
versity educators and students themselves. Zeichner [25] suggests that teacher education
providers have very little involvement in the details, often seeing it as an administrative
task rather than a site for learning. Furthermore, he suggests that teacher education
providers have little knowledge of what happens in schools. Darling-Hammond [26]
similarly suggests that:

… [the practicum] side of teacher education has been fairly haphazard, depending on the
idiosyncrasies of loosely selected placements with little guidance about what happens in them
and little connection to university work.

Research also suggests that a number of factors impact on the value of the prac-
ticum in supporting pre-service teachers to gain knowledge and skills in applying ICT
to their practice. According to Brown and Warschauer [27]:

During field placements, the use of technology was considerably constrained by over-whelming
demands placed on student teachers, thus perpetuating the peripheral role of technology in a
teacher preparation experience.

They suggested factors such as access to technology as well as teacher mentor
capacity to model successful practice, along with curriculum demands, pressure to
cover content, and the need to meet standards and prepare for testing were all
influential. The six pre-service teachers in their study mainly used ICT for low-end
uses, such as word processing and internet searches. Martinovic and Zhang [28] in the
second year of their study concluded that 61 of the 64 pre-service teachers used only
one type of ICT from a selected list while on practicum. Furthermore they suggested
that the lack of teacher mentors who could successfully model technology integration
was one of the root causes of this singular use. As they stated:

[W]here technology was available, its use depended solely on the classroom teachers’ will and
skill. Some teachers were noted to give students a web site to surf through and obtain infor-
mation; some used technology only towards the end of a class as a time filler – after other
materials were already covered.

3 Methodology

This chapter is essentially concerned with where pre-service teachers develop their ICT
toolkit and was guided by the following research questions:

1. Where do pre-service teachers learn how to use a defined list of ICT resources? Do
they learn how to use these resources in one particular setting more than others? If
so, which setting was more often used? Which setting was least used?

2. Is there a relationship between the setting and type of resource?
3. As a result of these findings, what are some implications for teacher education

programs?

This chapter draws on findings from a self-assessed survey completed by 69
pre-service teachers enrolled in primary or secondary teacher education programs at
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RMIT University, Victoria Australia. The survey instrument was adapted from a larger
instrument used by practicing teachers as a professional learning tool to benchmark
their ICT confidence and skill [29]. This instrument has been used for a number of
years and includes a list of ICT tools/resources that can be categorized as both
General-Type resources (those that could be used in everyday lives, such as Twitter), as
well as Education-Type resources (those more particular to the classroom such as
interactive whiteboards). The list was reviewed by the authors and resources not
considered particularly relevant to pre-service teachers were removed, resulting in 32
items being included in the adapted instrument. It should be noted, that while we
considered that these resources might be relevant to pre-service teachers, we did not
assume that they would know them all. The survey was administered online using
Qualtrics software via a link sent by email.

The survey had a number of sections, one section asked pre-service teachers to
indicate whether they knew what each of the listed ICT tools/resources was and what it
did (a yes/no scale was used); another section asked them to report their level of skill in
using the tools/resources (using a four-point scale: not at all/a little/some/a lot). The
results of the survey have been reported elsewhere [2] but a summary is useful to this
discussion. The survey data showed that pre-service teachers knew many of the
General-Type resources and had quite a high level of skill in using them, including
social media technologies such as networking sites, intelligent maps and digital cam-
eras. They had a lesser knowledge and skill level in using Education-Type resources.
A third section of the survey, and the focus of this chapter, asked the pre-service
teachers to indicate where they had learned to use the listed ICT tools/resources. They
were given five options: Coursework, Practicum, Prior Study, Prior Work, or
Personal/Social Life.

4 Findings

Survey results relating to where pre-service teachers learned how to use the listed
resources are presented as percentage data in Table 2 below. In the following dis-
cussion, we begin by reporting on the setting or location of their learning and then in
turn report on the specific resources learned in these settings/locations. Finally, we
report on the relationship between setting and type of resource (General-Type or
Education-Type resource).

4.1 Site of Learning

As seen in Table 2, the pre-service teachers surveyed largely learned how to use the
listed ICT resources in their Personal/Social Life. They indicated higher percentages in
this setting in relation to 22 of the 32 resources, however this varied by resource.

Participants indicated higher percentages in learning to use resources during
Coursework on five occasions. When it came to learning how to use resources on
Practicum, participants recorded higher percentages in relation to only three resources.
They did not record a higher percentage in relation to any of the resources in their Prior
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Table 2. Where pre-service teachers learned to use the resource as percentages.

Coursework
%

Practicum
%

Prior
Study
%

Prior
Work
%

Personal/Social
Life %

Digital Learning
Resources
(websites,
interactives, movies,
images)

21 10 10 10 49

The DEECD
website
(Department of
Education website)

77 7 2 9 5

FUSE (Department
of Education
repository for
teachers)

25 50 13 0 13

EduSTAR (DET
suite of ICT
applications
pre-loaded onto
teacher notebooks)

29 64 0 4 4

Discussion Forums,
Chat and RSS Feeds

29 0 4 8 58

Blogs 24 2 3 0 71
Wikis 57 2 4 7 30
Microblogging e.g.
Twitter

39 3 0 0 58

Ning 69 6 0 6 19
Intelligent maps e.g.
Google Maps

6 0 0 3 90

Online Surveys and
Polls e.g. Survey
Monkey

35 4 10 18 33

Social Bookmarking
e.g. Delicious,
Pinterest, Symbaloo

26 5 0 2 67

Social Networking
Website e.g.
Facebook

3 0 0 3 94

Video Sharing e.g.
Teacher Tube

25 10 2 4 58

Online Conferences
e.g. Blackboard
Collaborate, Google
Hangout

63 3 16 8 11

(continued)
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Table 2. (continued)

Coursework
%

Practicum
%

Prior
Study
%

Prior
Work
%

Personal/Social
Life %

Video Conferencing 15 5 5 20 55
Voice Over Internet
Protocol (VoIP) e.g.
Skype

4 0 0 9 88

Wireless Internet
Access for Learning
and Teaching

15 24 7 9 45

Interactive
Whiteboard (IWB)

26 47 10 12 5

Robotics Equipment
e.g. Lego robotics

17 0 33 8 42

Gaming Consoles 2 0 0 4 94
Digital Cameras -
still/video

2 0 2 3 93

GPS (Global
Positioning
Software)

2 2 0 6 90

Netbooks (mini
tablets funded by
the Department of
Education)

6 22 2 3 67

Mobile Phones for
Educational Use

28 11 2 6 53

iPod, iTouch or
other MP3 players

3 3 3 3 87

Tablet e.g. iPad 8 7 2 2 82
eBook Reader e.g.
Kindle

2 10 2 6 80

Learner Response
Devices e.g. Quiz
Dom

20 10 30 20 20

Smart Pens or
Digital Pens

19 19 23 8 31

Digital Learning
Portfolio

26 26 11 16 21

Voice Recognition
Software

9 3 13 9 66
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Work but they did indicate a higher percentage in a Prior Study setting on one
occasion.

Coursework and Personal/Social Life were selected as the setting for learning for
each of the listed resources. However, this was not the case with the other three
settings, Practicum was not selected for seven of the listed resources, Prior Study for
nine, and Prior Work for three. Thus, the order of the setting where students learned to
use different ICT resources was Personal/Social Lives, then Coursework, followed by
Practicum, Prior Work and then Prior Study.

4.2 ICT Resources

As stated in the previous section, a higher percentage of participants learned how to use
the listed resources in their Personal/Social Lives compared to the other settings or
spaces. The following section focuses on the ICT resources in relation to the setting
indicated as the place of learning.

With the Personal/Social setting this ranged from 31% who learned how to use
Smart Pens, to 94% who learned how to use Gaming Consoles as well as Social
Networking Websites. Eighty per cent or more of the participants learned how to use
nine resources in the Personal/Social Lives setting rather than other settings. These
were: Gaming Consoles (94%), Social Networking Website (94%), Digital Cameras
(93%), Intelligent Maps (90%), GPS (90%), VoIP (88%), iPod, iTouch or other MP3
player (87%), Tablet (82%) and eBook Reader (80%). Around 60% to 70% of par-
ticipants indicated they learned how to use four main resources in the Personal/Social
Lives setting. These were: Voice Recognition Software (66%), Netbooks (67%), Social
Bookmarking (67%) and Blogs (71%). Around 40% to 50% reported learning eight
resources: Robotics Equipment (42%), Wireless Internet Access (45%), Digital
Learning Resources (49%), Mobile Phones (53%), and Video Conferencing (55%),
with Video Sharing, Discussion Forums and Microblogging all recorded by some 58%
of pre-service teachers.

A higher percentage of participants reported they had learned how to use six
resources in the Coursework setting, rather than other settings. These were: DEECD
Website (77%), NING (69%), Online Conferences (63%), Wikis (57%), and Online
Surveys (35%), and Digital Learning Portfolio (26%). Participants reported higher
percentage rates in learning three resources during Practicum. These were: Edustar
(64%), and FUSE (50%), (both are websites designed by the government to support
teachers), and Interactive Whiteboards (IWB) (47%). A higher percentage of partici-
pants reported learning how to use one resource in their Prior Study and this was in
relation to Learner Response Devices (30%).

4.3 Relationship Between Location of Learning and Type of Resource

In this third section we analyze and report on the relationship between the learning
setting (Coursework, Practicum, Prior Study, Prior Work, or Personal/Social Life) and
the type of resource, whether General-Type resource or Education-Type resource.
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Predictably, participants learned how to use General-Type resources, i.e., those that
are accessible in their every-day personal/social lives, such as GPS, and Social Net-
working, Digital Learning Resources. They reported less learning of Education-Type
resources, those more applicable to specific education settings. These were, Wireless
Internet Access for Learning and Teaching, Netbooks (mini tablets funded by the
Department of Education) and Mobile Phones for Educational Use.

In a Coursework setting, pre-service teachers reported learning how to use
Education-Type resources such as Department of Education and Government websites
and Digital Learning Portfolio. They also reported learning how to use General-Type
resources including Online Conferences, Wikis and Online Surveys. In Practicum
settings, participants reported learning about three Education-Type resources, Edustar,
FUSE and IWBs. In the Prior Study setting they reported learning about one resource,
Learner Response Devices, which falls in the General-Type resource.

As a general trend, pre-service teachers were more likely to report learning to use a
resource in one of the listed settings, rather than across the five. This is shown in
patterns in their rating of resources, particularly the differences between the highest
rated setting and the second highest. There was a 70% difference between the highest
rated resource and second highest resource in relation to nine of the resources. For
example, Social Networking Website was learned by 94% of participants in their
Personal/Social Life, with only 3% indicating they learned it in either Coursework or
Prior Work. Gaming Consoles, was learned by 94% of participants in their
Personal/Social Life and only 4% in Prior Study. A final example is iPod, iTouch or
other MP3 player, where by 87% indicated they had learned in their Personal/Social
Life compared to 3% who indicated they had learned how to use this resource in each
of the other four settings. There were, however, some exceptions to this pattern. For
example, 35% of the participants indicated they learned how to use Online Surveys in
Coursework and 33% indicated they did so in Personal/Social Life. Another example is
Robotics Equipment, with 42% of participants reporting they learned how to use this in
their Personal/Social Life, along with 33% who reported learning in Prior Study.

There were a few occasions when the pre-service teachers did indicate that they
learned how to use a resource in multiple locations. For example, Learner Response
Devices was reported being learned by 20% of participants in three settings
(Personal/Social Life, Coursework and Prior Work), Smart Pens was reported being
learned by 31% in Personal/Social Life, 23% in Prior Study and 19% both in
Coursework and Practicum. Digital Learning Portfolio was learned by 26% of par-
ticipants both in Coursework and Practicum and 21% in Personal/Social Life.

This general trend of learning to use a resource in one setting (rather than multiple
settings) is also shown by patterns of non-selection of a setting. This was the case in
relation to 14 of the listed resources. For example, Practicum as a setting was not
selected on seven occasions, e.g. Discussion Forums, Intelligent Maps, Social Net-
working Website, VOIP, Robotics Equipment, Gaming Consoles and Digital Cameras.
Prior Work as a setting was not selected on three occasions, e.g. FUSE, Blogs, and
Microblogging. Prior Study was not selected on eight occasions, e.g. Edustar, Ning,
Intelligent Maps, Social Bookmarking, Social Networking Websites, VOIP, Gaming
Consoles, and GPS. This pattern is also shown by very low rates of selection of a
setting (2%, 3% or 4%) in relation to 22 resources.
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5 Discussion

Literature to date has generally shown that teacher education providers have struggled
to produce ICT competent graduates [4]. In particular, the often-used approach of a
stand-alone educational technology course has been the source of contention [5, 30], so
too, the skill level of teaching staff and their capacity to model practice. In Australia,
teacher education providers are facing increasing pressure to achieve greater consis-
tency across providers and to ensure effective integration of the practicum experience
and the learning that takes place at the university. For some time, this pressure has also
included the expectation to prepare future educators with the ICT skills and knowledge
to implement this into their future classroom practice. National accreditation require-
ments are also having considerable impact on the design, and delivery of teacher
education programs [31]. These standards, which stipulate what graduates should know
and be able to do, have turned this expectation into a requirement for all providers. Yet
in the past, teacher education providers have been found wanting when it comes to
preparing pre-service teachers to use ICT in their teaching practice. Thus as Henderson
et al. [6] suggest, providers are likely to be challenged to meet the demands of the
current regulatory environment.

Although there is no doubt that there are some individual teacher educators and exemplary
institutions which would be more effective than others, it is not unreasonable to make the claim
that pre-service teacher education as a whole risks failing in their mission to adequately prepare
prospective teacher graduates [6].

Against this background of increasing pressure, greater accountability and criticism
of past efforts, a considerable body of research has shown that achieving this ICT
expectation is complex. Research has shown for example that a range of factors act as
barriers or enablers [10, 11] to pre-service teacher appropriation of ICT. There is also
increasing recognition in research that technical know-how, while necessary, does not
accurately define the complex knowledge-set required [22] for classroom practice.
Arguably then, greater recognition of this complexity could enable more complex
approaches to be developed including those that enable interconnection of coursework
and practicum.

This study suggests that pre-service teachers primarily learned how to use particular
resources in their Personal/Social Lives rather than through their teacher education
programs. For the most part these were General-Type resources learned in this setting.
Pre-service teachers were also likely to learn how to use a given resource in one
location, rather than across multiple locations. So, rather than learning how to use these
resources being through coursework as in the past, (and as assumed in reports such as
TEMAG), pre-service teachers bring considerable knowledge with them before they
even start their teacher education program. As such, the results of this small-scale study
could have a bearing on how teacher education programs are designed and delivered.
For example, it suggests that providers could focus more on how to incorporate prior
knowledge of resources to the school context, and what knowledge (pedagogy, content
and technology) pre-service teachers then require.

Responsibility for developing pre-service teachers’ ICT skills and knowledge,
continues to rest with teacher education providers. There has been little consideration
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that pre-service teachers should have some accountability for their own development of
ICT knowledge and skills. Also, there has been little attention given to the prior
knowledge and skills they do bring with them to their teacher education program.

This study reveals a number of tensions. On the one hand teacher education pro-
viders are expected to prepare graduates who have the knowledge and skills to teach in
schools, including having an ICT skill-set, and it is often assumed in research and
reports that practicum provides productive learning opportunities for pre-service
teachers yet, very few of the pre-service teachers in this study, reported that they
learned how to use ICT resources during their placement in schools. Reports such as
TEMAG [1], advise teacher education providers to make more use of school settings,
in order to facilitate more practical skills but this study indicates practicum may not
have provided these particular pre-service teachers with many ICT learning opportu-
nities. There is a mismatch between the rhetoric around ICT expectations and practice.

This study highlights that pre-service teachers can learn how to use ICT resources
in a range of locations, not just through a teacher education program as mandated by
national accreditation requirements. This is not to suggest that having this technological
knowledge is all that is required to integrate ICT into practice. Rather to the contrary, as
the research by Mishra and Koehler [22] has shown, a complex set of interconnected
knowledge is required involving the interplay of technology, pedagogy and content
knowledge. This has implications for the design of teacher education programs.

In the past, teacher education programs often used a single-techno-centric course to
teach pre-service teachers how to use ICT. These courses typically focused on how to
operate various technologies, often in context-neutral ways, rather than teaching how to
integrate them into specific settings. The current rate of development of new tech-
nologies continues to increase, as such, it is impossible for pre-service teachers to know
and be able to use all the technologies that are on the market. Rather, as has been
suggested by numerous researchers, pre-service teachers need to learn how to appro-
priate technologies into their practice, many of which are General-Type resources, and
not those specifically designed for education contexts. Rather than pre-service teachers
focusing on learning about technologies and how to use them, Mishra and Koehler [22]
argue that programs need to be designed so that pre-service teachers have opportunities
to engage in ‘deep play’ with technologies so as to be capable of seeing new uses and
applications.

This study shows that General-Type resources were most known by the pre-service
teachers who took part, whereas Education-Type resources were not. This raises the
question of where will pre-service teachers learn how to use these Education-Type
resources? The TEMAG report [1] recommends greater connections between providers
and practicum sites (schools). This study indicates that the perceived benefits of
learning how to integrate ICT when in a school setting may be ill conceived and not
readily achievable. Indeed, it could be argued that this study challenges the implicit
assumption in reports that greater connection with schools will lead to greater practice
of ICT skills.

This study raises further questions about how ICT can be embedded into both
components of teacher education programs; the coursework and the practicum com-
ponent. Given that it is assumed that knowledge and skills are taught in both these
locations, it is interesting that these settings were not utilized to any great extent as the
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source of pre-service teacher ICT knowledge. Teacher education providers perhaps
need to move away from seeing themselves as the source of all knowledge regarding
the use ICT in teaching practice, and have a greater acknowledgement that this
knowledge and skill can be learned in a range of settings. We recommend further
investigation into how teacher education providers can best design programs to take
advantage of the multiple settings/locations in which this knowledge can be learned.

6 Limitations

It is important to note that this study has a number of limitations. First it is only a
small-scale study involving a small number of pre-service teachers. A study with more
participants could be of value. The selection of participants was made on a voluntary
basis and only those who had undertaken at least one practicum were invited. However,
secondary pre-service teachers only had a four-week practicum block and primary
pre-service teachers had twice this amount, two blocks of four weeks each time.
Therefore, there was a difference in the amount of practicum experience that could have
influenced results. As well, the amount of time spent on Practicum was not equitable
with that spent on Coursework. Furthermore, these participants were drawn from two
different programs, but the data did not differentiate by program.

Another limitation in this study is the trustworthiness of self-reported data. Par-
ticipants may have over-stated, or indeed under-stated, where they learned how to use
the resources. There are also a number of possible limitations to the survey question
which asked: ‘Where I developed this skill’ which could have been interpreted as
referring to ‘first learned’ or ‘most learned’ which may have skewed results. In addi-
tion, as participants could only select one of the five listed locations, they could
therefore not rank locations.

7 Conclusion

Teacher education providers have long been challenged to support the development of
graduates to have the knowledge and skill to use ICT in their practice. While we
acknowledge the challenges that providers have had in the past, and continue to face in
an increasing regulatory environment, we are optimistic that more effective approaches
to the design of teacher education programs will be achieved, and so too, the capacity
of graduates to use ICT in their practice. This chapter contributes to the ongoing debate
around how teacher education providers can educate the future educators. Having
knowledge of where pre-service teachers learn how to use ICT resources, including the
prior knowledge that they bring with them is an important consideration in the framing
of teacher education programs.

This small-scale study found that pre-service teachers enter teacher education
programs with a range of technological know-how learned from their personal and
social lives. This poses a number of challenges for teacher education providers. First,
providers need to recognize and utilize this prior knowledge in the design of their
programs. Second, they need to do so without overly emphasizing technological
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knowledge in the effective use of ICT. Third, how to teach pre-service teachers how to
interconnect their technological knowledge with pedagogical and content knowledge.

This study has a number of implications for teacher education providers. First,
given that pre-service teachers gain considerable knowledge of General-Type resources
in their Personal/Social Lives, teacher educator providers could concentrate more on
embedding Education-Type resources into Coursework settings. This embedding could
be across the lifespan of a program which would enable progression in learning and
consistency in approach, a strategy advocated in research by Bakir [3] and Tondeur
et al. [5]. Second, while research has suggested that the Practicum can be a site for
learning how to use ICT resources, this study revealed limited use of this setting. As
such further opportunities to explore the use of this setting could be undertaken.

This study provides evidence that pre-service teachers can learn how to use ICT
resources in a range of settings/locations and that they can and do learn how to use
resources prior to the commencement of their program. It suggests that considerable
benefit to learning can be lost if due acknowledgement of the importance of pre-service
teacher personal and social lives are not taken into consideration when planning and
designing programs. While small and exploratory, this study provides some insights for
future teacher education programs in Australia as understanding where pre-service
teachers learn how to use ICT resources should be a consideration in program design
and also beneficial in complying with national professional standards and accreditation
requirements.
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Abstract. Assessment method sends messages to students to define and
priorities what is important to learn and ultimately how they spend
their time leaning it. Traditional grading methods are largely based on
human judgments, which tend to be subjective. In addition, it is based on
sharp criteria instead of fuzzy criteria and suffers from erroneous scores
assigned by indifferent or inexperienced examiners, which represent a
rich source of uncertainties, which might impair the credibility of the
system. In an attempt to reduce uncertainties and provide more objec-
tive, reliable, and precise grading, a sophisticated assessment approach
based on type-2 fuzzy set theory is developed. In this paper, interval
type-2 (IT2) fuzzy sets, which are a special case of the general T2 fuzzy
sets, are used. The transparency and capabilities of type-2 fuzzy sets in
handling uncertainties is expected to provide an evaluation system able
to justify and raise the quality and consistency of assessment judgments.
A simplified implementation of interval type-2 fuzzy system using the
basic knowledge of type-1 fuzzy is presented. A comparison between the
use of type-1, interval type-2 fuzzy systems and the simplified IT2 fuzzy
systems in reducing uncertainties and providing more transparent and
fair assessment that can reflect needs of individual students and foster
development is presented.

Keywords: Interval Type-2 Fuzzy Sets (IT2FSs) · Footprint-of-
Uncertainty (FOU) · Fuzzy grading system · Intelligent evaluation ·
Learning achievement · Transparent assessment

1 Introduction

As highlighted by Boud [2], assessment methods and requirements probably
have a greater influence on how and what students learn than any other factor.

This paper is an extended and revised version of a paper presented at the 8th Interna-
tional Conference on Computer Supported Education (CSEDU 2016), Rome, Italy,
21–23 April 2016 [1].

c© Springer International Publishing AG 2017
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This influence may become of greater importance than the impact of teach-
ing materials itself. A high quality, reliable and transparent assessment system
supports and improves student lifelong learning and ensures that all students
receive fair treatment in order not to limit students’ present and future oppor-
tunities. The evaluation of a students’ learning achievement is done over years
and provides the basis for certification of individual achievement, therefore, it
should regularly reviewed and improved to ensure that the systems are educa-
tionally beneficial to all students [3,17]. Students’ evaluation and scoring are
largely based on human judgments, which tend to be subjective, and hence rep-
resents a rich source of uncertainties. Assessment process, as well, is suffering
from uncertainty due to assigning erroneous grades and indifferent and inex-
perienced practices. Uncertainty is an attribute of information [5]. More often
than not, the decision-relevant information is subjected to uncertainty arising
from different sources. Consequently, decisions involve an undeniable amount of
risk [6].

In an attempt to reduce the uncertainty in the students’ assessment process,
several attempts have been made in the last decade to use fuzzy set theory in edu-
cational evaluation. Biswas [7] presented two methods for students’ answerscripts
evaluation using fuzzy sets; a fuzzy evaluationmethod and a generalized fuzzy eval-
uation method and a matching function. Echauz and Vachtsevanos [8] proposed a
fuzzy logic system for translating traditional scores into letter-grades. Law [9] built
a fuzzy structure model for education grading system with its algorithm to aggre-
gate different test scores in order to produce a single score for individual student.
Wilson, Karr and Freeman [10] presented an automatic grading system based on
fuzzy rules and genetic algorithms. Chen and Lee [11] presented two methods for
applying fuzzy sets to overcome the problemof rewarding two different fuzzymarks
the same total score that could arise from Biswas’ method [7]. Ma and Zhou [12]
proposed a fuzzy set approach to assess the outcomes of student-centered learning
using the evaluation of their peers and lecturer.

Weon and Kim [13] presented an evaluation strategy based on fuzzy MFs.
They pointed out that the system for students’ achievement evaluation should
consider the three important factors of the questions that the students answer:
the difficulty, the importance, and the complexity. Weon and Kim used singleton
functions to describe the factors of each question reflecting the effect of the
three factors individually, but not collectively. Wang and Chen [14] presented a
method for evaluating students’ answerscripts using fuzzy numbers associated
with degrees of confidence of the evaluator. Bai and Chen [15] proposed a method
to automatically construct the grade MFs of fuzzy rules for evaluating student’s
learning achievement. Bai and Chen [16] proposed a method for applying fuzzy
MFs and fuzzy rules for the same purpose. Bai and Chen [16] pointed out that
the difficulty factor is a very subjective parameter and may cause an argument
about fairness in evaluation. To solve the subjectivity of the difficulty factor
of Weon and Kim’s method [13], they obtained the difficulty as a function of
accuracy of the student’s answer script and time consumed to answer. However,
their method still has the subjectivity problem, since the results in scores and
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ranks are heavily depend on the values of several weights that are determined
by the subjective knowledge of domain experts.

Saleh and Kim [3] proposed three nodes fuzzy logic approach based on
Mamdani’s fuzzy inference engine and the center of gravity (COG) defuzzifi-
cation technique as an alternative to Bai and Chen’s method [16]. The trans-
parency and objective nature of the fuzzy system makes their method easy to
understand and enables teachers to explain the results of evaluation to persuade
skeptic students. Hameed [17] proposed using Gaussian MFs as an alternative of
the triangle MFs used in Saleh and Kim [3]. A sensitivity study showed that using
Gaussian MFs with standard deviation higher than 0.4 provide more reliable and
robust evaluation system which is able to provide new ranking orders without
changing students’ scores. Hameed [18] introduced a fuzzy system to automati-
cally evaluate and improve fairness of multiple-choice questions (MCQs) based
Exams. Hameed [19] presented a simplified implementation of interval type-2
fuzzy system and used it in evaluating student’s academic achievement.

In this paper, various fuzzy logic approaches for students evaluation are pro-
posed. Interval type-2 fuzzy logic (T2FL) system and its simplified implementa-
tion are proposed as an evaluation. The general framework of T2 fuzzy reasoning
allows handling much of the uncertainty inherited in students’ evaluations sys-
tems. T2FL has better capabilities in reducing the amount of uncertainty in a
system due to its ability in handling linguistic uncertainties by modeling vague-
ness and unreliability of information [20]. In this paper, a new implementation
of the three-nodes fuzzy evaluation system presented in Saleh and Kim [3] and
Hameed [17] using T2FSs will be presented. A simplified implementation of
IT2FSs will be presented. An example will be given to highlight the differences
between traditional, T1FSs- and T2FSs-based approaches.

The paper is organized as follows: a review of existing evaluation approaches
is presented in Sect. 2. The proposed interval type-2 fuzzy logic based evaluation
system and its simplified implementation using the basic knowledge of T1FSs are
presented in Sect. 3. In Sect. 4, results of the approaches presented in Sects. 2 and
3 applied to a real world example are presented. Comparisons between different
approaches, concluding remarks and future work are presented in Sect. 5.

2 Review of Evaluation Approaches

2.1 Conventional Grading Approach

In conventional grading, only students’ grades which are obtained after grad-
ing their answer sheets are used in the evaluation. Assume that there are n
students to answer m questions. Accuracy rates of students’ answerscripts (stu-
dent’s scores in each question divided by the maximum score assigned to this
question) are the basis for evaluation. We get an accuracy rate matrix of dimen-
sion m × n,

A = [aij ] (1)
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where aij ∈ [0, 1] denotes the accuracy rate of student j on question i. Time
rates of students (the time used by a student to solve a question divided by the
maximum time allowed to solve this question) is another basis to be considered
in evaluation. We get a time rate matrix of dimension m × n,

T = [tij ] (2)

where tij ∈ [0, 1] denotes the time rate of student j on question i. We are also
given a grade vector of the exam questions of dimension m × 1,

G = [gi] (3)

where gi ∈ [0, 100] denotes the assigned maximum score of question i satisfying:

m∑

i=1

gi = 100

Based on the accuracy rate matrix A and the grade vector G, we can obtain the
total score vector, S, of dimension n × 1, for n students using the equation:

S = [sj ] = AT G (4)

where AT denotes the transpose of A, sj ∈ [0, 100] is the total score of student
j. For each individual student, sj , can be obtained as:

sj =
m∑

i=1

aij × gi

The classical rank of students is then obtained by sorting the values of S in
a descending order. In this approach, the time used in solving each question is
not considered.

2.2 Conventional Fuzzy Grading Approach

In fuzzy grading, other factors such as the answer-time, complexity and impor-
tance of the exam’s questions are considered. The answer-time, tij , described by
Eq. 2, is defined as the time used by student j for solving question i. Complexity,
ci, of a question, i, is an indication of how much deep learning and complex skills
are required to solve or answer that question correctly in the permitted time.
Complexity vector, C, of dimension m × 1 can be represented as:

C = [ci] (5)

where ci ∈ [0, 1], 0 means that question i lacks complexity while 1 means that it
lacks simplicity. The value of ci for question i is assigned by domain expert (i.e.,
teachers or examiners) as a crisp value between 0 and 1. ci can also be expressed
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as a fuzzy numbers rather than crisp numbers using k fuzzy sets. In this case,
complexity matrix, C, of dimension m × K can be represented as:

C = [cik] (6)

where cik = μAk
(x), μAk

(x) is a membership function for a fuzzy set Ak where
each element x on the universe of discourse X is mapped into a value between
0 and 1, called the grade of membership of the element in X to the fuzzy set
Ak. it is worth noting that, if the C does not provided by domain expert in the
form of fuzzy numbers, a fuzzification process is required for C to be of m × K
dimension.

Importance is another factor assigned by the domain expert (i.e., teachers
and/or examiners) as an indication of the question’s importance to the building
structure of the study curriculum. Curriculum is a systematic and intended pack-
aging of competencies that learners should acquire through learning. Curriculum
contributes to the development of thinking skills and the acquisition of relevant
knowledge that learners need to apply in the context of their studies, daily life
and careers. Importance vector, I, of dimension m × 1 can be represented as:

I = [ii] (7)

where ii ∈ [0, 1], 0 means less importance and 1 means more importance to the
curriculum. The value of ii assigned by the domain expert to question i could
be in the form of a crisp value in the range between 0 and 1. ii can also be
expressed as a fuzzy numbers rather than crisp numbers using k fuzzy sets. In
this case, the importance matrix, I, of dimension m × K can be represented as:

I = [iik] (8)

where iik = μBk
(x), μBk

(x) is a membership function for a fuzzy set Bk where
each element x on the universe of discourse X is mapped into a value between
0 and 1, called the grade of membership of the element in X to the fuzzy set
Bk. it is worth noting that, if the I does not provided by domain expert in the
form of fuzzy numbers, a fuzzifiction process is required for I to be of m × K
dimension. Bai and Chen presented an approach in which adjustment vector,
W , of dimension m × 1 is computed in terms of the aforementioned factors and
used to adjust questions’ grades assigned by the domain expert [15,16].

2.3 Three-Nodes Based Fuzzy Evaluation System

The fuzzy grading approach presented in Sect. 2.2 can be implemented using
three fuzzy nodes, namely, difficulty node, answer-cost node, and adjustment
node, as it is shown Fig. 1 [3].

Inputs to the system, in its left hand side, are given either by exam results
or domain expert (i.e., teachers or examiners). Each node of the system behaves
like a traditional fuzzy logic controller (FLC) with two scalable inputs and one
output, as it is shown in Fig. 2. It maps a two-to-one fuzzy relation by inference
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Fig. 1. Block diagram of the three nodes fuzzy evaluation system.

Fig. 2. Node representation as a FLC.

through a given rule bases, shown in Tables 1 and 2 where 1, 2, 3, 4 and 5 stands
for the five linguistic labels or levels low, more or less low, medium, more or
less high and high, respectively. The inputs are fuzzified based on the predefined
defined levels (fuzzy sets) shown in Fig. 3.

Fig. 3. Triangular membership functions of the five levels (i.e., five MFs).



426 I.A. Hameed et al.

In the first node, both inputs are given by students’ exam result, whereas
in the later nodes, one input is the output of its previous node while the other
is given by a domain expert gives the other input. The output of each node
can be in the form of a crisp value (defuzzified) or in the form of a fuzzy value
(i.e., linguistic variables with a degree of membership). Each node has two scale
factors (SFs) that can be chosen in a manner to reflect the degree of importance
of each input. In this paper, SFs are chosen to be unity to reflect the equal
influence of each input on the output.Fuzzy sets (FSs) are sets whose elements
have degrees of membership, and were first introduced by Zadeh in 1965 as an
extension of the classical notion of set [21]. The inputs are fuzzified based on the
predefined defined levels (fuzzy sets) shown in Fig. 3. The fuzzy rules to infer
difficulty in terms of accuracy and time rate is shown in Table 1. The fuzzy rule
base to infer answer-cost in terms of difficulty and complexity and adjustment
in terms of answer-cost and importance, respectively, is shown in Table 2. The
surface views of the fuzzy rule bases, given in Tables 1 and 2, are shown in Figs. 4
and 5, respectively. Here, each fuzzy node proceeds in following four steps.

Table 1. Fuzzy rule base to infer difficulty.

Time rate
Accuracy

1 2 3 5 5
1 3 4 4 5 5
2 2 3 4 4 5
3 2 2 3 4 4
4 1 2 2 3 4
5 1 1 2 2 3

Table 2. Fuzzy rule base to infer answer-cost/adjustment.

Complexity/Importance
Difficulty/Answer-cost

1 2 3 4 5
1 1 1 2 2 3
2 1 2 2 3 4
3 2 2 3 4 4
4 2 3 4 4 5
5 3 4 4 5 5

Step 1. Fuzzification step in which inputs, if given in crisp values, the degree to
which these inputs belong to each of the appropriate fuzzy sets is determined.
Triangular MF is the commonly used due to its simplicity and easy computation.
We note that the same five fuzzy sets, shown in Fig. 3, are applied to represent
the accuracy, the time rate, the difficulty, the complexity, and the adjustment of
questions in the fuzzy domain.
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Fig. 4. Surface view of rule base of Table 1 (i.e., difficulty).

Fig. 5. Surface view of rule base of Table 2 (i.e., answer-cost and adjustment).

Step 2. Rule evaluation where the fuzzified inputs are applied to the antecedents
of the fuzzy rules to obtain a single number that represents the result of the
antecedent evaluation (i.e., rule or firing strength). The result of the antecedent
evaluation is then applied to the membership function of the consequent (i.e.,
rule implication). Two implication methods are commonly used; clipping where
the consequent membership function is sliced at the level of the level of the rule
firing strength. The clipped function set loses some information, however, it is
preferred because it involves less complex computations and generates an aggre-
gated output surface that is easier to defuzzify [22]. Another method, named
scaling, offers a better approach for preserving the original shape of the fuzzy
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set: the original membership function of the rule consequent is adjusted by mul-
tiplying all its membership degrees by the truth value of the rule antecedent.

Step 3. Aggregation of rule outputs where the membership functions of all rule
consequents previously clipped or scaled are combined into a single fuzzy set.
Implication is modeled by means of minimum operator, and the resulting output
MFs are combined using maximum operator (i.e. aggregation).

Step 4. Defuzzification in which the aggregated fuzzy sets are converted into a
single crisp output. The most popular method is the centroid technique where
a point representing the center of gravity (COG) of the aggregated fuzzy set is
found. In this paper, the center of gravity (COG) method is applied. The crisp
value of question i is then obtained by

yi =
∫

x

x.μ(x)dx

/ ∫

x

μ(x)dx (9)

where integrals are taken over the entire range of the output and μ(x), and μ(x)
is the membership degree of x. By taking the center of gravity, conflicting rules
essentially are cancelled and a fair weighting is obtained. Each of the three nodes
follows the above scheme. The difficulty node has two inputs, the accuracy rate
and the time rate, and one output, the difficulty. The answer-cost node has two
inputs, the difficulty and complexity, and one output of the answer-cost. The
adjustment node has two inputs, the answer-cost and the importance, and one
output of the adjustment. The adjustment vector, W , is then used to obtain the
adjusted grade vector, G̃ = [g̃i], of dimension m × 1, where g̃i is the adjusted
grade of question i, and is obtained using the formula:

g̃i = (1 + wi) · gi (10)

It is then scaled to its total grade by using the formula:

g̃i = g̃i ·
m∑

i

gi

/ m∑

i

g̃i (11)

Then we obtain the adjusted total scores of students by,

S̃ = AT · G̃ (12)

The new rank of students is then obtained by sorting values of S̃ in a descend-
ing order.

3 Advanced Fuzzy Grading Approaches

In this section, the 3-nodes fuzzy grading system presented in Sect. 2.3 will be
implemented using other forms of fuzzy sets and fuzzy systems.
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3.1 Gaussian Based Three-Nodes Fuzzy Evaluation Approach

The three nodes fuzzy evaluation system described in Sect. 2.3 is based on simple
triangular-shaped MFs formed using straight lines. Triangular MFs are defined
by three scalar parameters a, b and c. The parameters a and c locate the feet of
the triangle MF while b locates its peak. There is no way to get its optimum val-
ues, however, they should be chosen in a manner to provide a satisfying overlap
between different MFs. The simplicity of this function makes it ideal for control
applications where computational power and resources are crucial [23]. However,
it was noted that when theses parameters are slightly changed, different ranking
orders are obtained which could impair the system’s reliability.

In order to avoid losing reliability and having a robust evaluation system, it
should be able to give the same ranking orders without changing students’ scores
and for various values of these parameters. In this connection, Gaussian MFs are
proposed [17]. Gaussian MFs are suitable for problems that require continuously
differentiable curves and smooth transitions between levels, whereas triangular
MFs do not have. Gaussian MFs are defined by two parameters; c which locates the
distance from the origin to the center of each MF and σ which determines its width.
Gaussian MFs is one parameter less than that of the triangular MFs which can lead
to an evaluation system with 15 less Degrees-Of-Freedom (DOF) and hence a more
robust and reliable performance [23]. Gaussian MF is defined as

μAi
(x) = e− 1

2 (x−ci/σi)
2

(13)

where ci is the center (i.e., mean) and σi is the width (i.e., standard deviation) of
the ith fuzzy set, which has by nature, infinite support. Therefore, for Gaussian
MFs with wide widths it is possible to obtain a membership degree to each fuzzy
set greater than 0 and hence every rule in the rule base fires. Consequently, the
relationship between input and output can be described accurate enough. Here,
the centers of the five Gaussian MFs are chosen to be the same as that of the
triangular MFs shown in Fig. 3 (i.e. [0.1 0.3 0.5 0.7 0.9]). Gaussian MFs of the
five levels for σ = 0.1 are shown in Fig. 6.

From Fig. 6 it is obvious that Gaussian MFs provide more continuous tran-
sition from one level to the other and hence provides smoother control surface
from the fuzzy rules. The Gaussian based fuzzy evaluation system shows the
ability to provide correct ranking order of students with equal total scores with-
out changing the total mean scores of all students and the score of each student
for σ ≥ 4.0 [4],[17].

3.2 Interval T2FL Based Evaluation System

Type-1 fuzzy sets were first introduced by Zadeh in 1965 [21]. Fuzzy logic sys-
tems (FLSs) constructed based on type-1 fuzzy sets (FSs), referred to as type-1
FLSs (T1FLSs). T1FLSs have demonstrated their ability in many applications,
especially for the control of complex nonlinear systems, which are difficult to
model analytically [24,25]. However, researchers have shown that T1FLSs have
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Fig. 6. Gaussian membership functions of the five levels for σ = 0.1.

difficulties in modeling and minimizing the effect of uncertainties [26]. A reason
being that a type-1 FSs are certain in the sense that for each input, there is a
crisp membership grade. Type-2 FSs, on the other hand, are characterized by
membership grades that are themselves fuzzy.

The concept of T2FSs was first introduced by Zadeh in 1975 [27] as an extension
of the concept of an ordinary type-1 fuzzy set. Such sets are fuzzy sets whose mem-
bership grades themselves are T1FSs instead of crisp numbers in T1 FS. Mendel
and Liang (1999) demonstrated the first type-2 fuzzy framework where the infor-
mation about the linguistic/numerical uncertainty can be incorporated [28]. They
introduced the concept of concept of footprint-of-uncertainty (FOU) where the an
interval type-2 membership function (MF) is characterized by an upper and lower
type-1 MFs bounding the region called FOU, as it is shown in Fig. 7 for Gaussian
and Triangle MFs.

(a) T2 Gaussian MF. (b) T2 Triangle MF.

Fig. 7. Footprint-Of-Uncertainty (FOU) of T2FS.
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As it is illustrated in Fig. 8, the MFs of a type-2 fuzzy set have a footprint-of-
uncertainty (FOU), which represents the uncertainties in the shape and position
of type-1 FSs [29]. An interval type-2 MF can be obtained by either blurring the
width, Fig. 8(a), or center of a type-1 MFs, Fig. 8(b). The FOU is bounded up
by an upper MF and a lower MF, both of which are type-1 MFs. Type-2 FLSs
is a FLS in which one of more of the antecedent or consequent membership
functions or both are type-2 FSs. FOU of type-2 FSs provides an extra mathe-
matical dimension and therefore is it is very useful in circumstances where it is
difficult to determine an exact membership grade for FS. Therefore, the amount
of uncertainty in a system could be reduced by using type-2 FLS since it offers
better capabilities to handle linguistic uncertainties by modeling vagueness and
unreliability of information and hence have the potential to outperform their
type-1 counterpart [30,31].

(a) Blurring the width (i.e., variance) of a
type-1 MFs.

(b) Blurring the center (i.e., mean) of a type-1
MFs.

Fig. 8. Gaussian type-2 MFs.

3.3 Interval T2FL Based Evaluation System

A fuzzy logic system can be considered as T2 when at least one of the antecedents
or consequents of its rule-base is T2 [28]. As the outputs of the inference engine
are IT2 FSs, a type-reducer is required to convert its T2FSs into T1FSs to be
defuzzified. A detailed description can be found in [32]. T2FSs are useful in such
cases when it becomes difficult to determine exact membership function for a
fuzzy set and hence are useful for incorporating linguistic uncertainties. Figure 9
shows the schematic diagram of an IT2 FLS. It is similar to its T1 counterpart,
shown in Fig. 2, the major difference being that at least one of the FSs in the
rule base is an IT2 FS. Hence, the outputs of the inference engine are IT2FSs.
A type-reducer is needed to convert them into T1FSs before defuzzification can
be carried out [33].

In this paper, the three-nodes fuzzy evaluation framework presented in
Sect. 2.3 is implemented using triangle T2FSs shown in Fig. 7(b). Five T2 trian-
gle MFs with different FOU values are used to represent the five levels used to
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Fig. 9. Schematic diagram of IT2 FLS.

describe each variable, as it is shown in Fig. 10. The FOU (i.e., thickness of the
MFs) is provided as an external input by the domain expert as an estimate of
the amount of uncertainty in his/her knowledge. In this paper, FOU is chosen

Fig. 10. FOU: (a) zero uncertainty (FOU = 0), (b) low uncertainty (0 < FOU ≤ 0.1),
(c) medium uncertainty (0.1 < FOU ≤ 0.2), and (d) high uncertainty (0.2 < FOU ≤
0.3).



Interval Type-2 Fuzzy Logic Systems 433

to be a number in the range of 0 to 0.3 where 0 refers to zero uncertainty, 0.1
refers to low uncertainty, 0.2 refers to medium uncertainty and 0.3 refers to high
uncertainty. It is worth noting that the T2 fuzzy system will converge to its
T1 counterpart when uncertainty measure is set to zero [1], as it is shown in
Fig. 10(a). In this paper, it is assumed that the domain expert has a medium
degree of uncertainty in his knowledge (i.e., FOU ≈ 0.2).

3.4 Simplified Interval T2FL Based Evaluation System

In this Section, IT2 MFs with different value of FOU (i.e., zero, low, medium and
high uncertainty) as it is shown in Fig. 7. The new ranking orders for different
FOU values are shown in Table 3. A comparing between the ranking orders of
the four types is shown in Table 3. In this section, a simplified implementation of
IT2FL is introduced. A type-2 FS could be thought as a set of an infinite number
of type-1 FSs, and correspondingly, the defuzzified output of type-2 FLS could be
considered as an aggregation of the centroids of an infinite number of embedded
type-1 FLSs [29], [34]. When the antecedent and consequent membership grades
in type-2 FLS have a continuous domain, the number of embedded type-1 FLSs
becomes uncountable. When membership grades are assumed to have discrete
domains, each type-2 MF, for simplicity, could be represented by its upper (U)
and lower (L) type-1 MFs, as shown in Fig. 11. In this case, each type-2 fuzzy
rule could be rewritten in terms of all possible combinations of the upper and
lower MFs, for more details please refer to [19].

For students’ academic evaluation, five Type-2 Gaussian MFs with fixed
mean and blurred width (i.e., uncertain variance) are used to fuzzify each input
variable; low, more or less low, medium, more or less high, and high as it is shown
in Fig. 12. The type-2 Gaussian MFs, for simplicity and ease of implementation,
are decomposed into four type-1 MFs UU, UL, LU and LL to represent each

(a) Decomposed triangle T2MF. (b) Decomposed Gaussian T2MF.

Fig. 11. Simplified representation of a type-2 Mfs by its upper MF (UMF) (in sold
line) and lower MF (LMF) (in dotted line) type-1 MFs.
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Fig. 12. Five type-2 Gaussian Mfs; low, more or less low, medium, more or less high,
and high.

Fig. 13. Decomposition of Type-2 FS into four type-1 FSs.
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intersection point, as it is shown in Fig. 13. Upper type-1 FS represents the
intersection point composed of two neighbor U MFs (i.e., UU). Lower type-1
FS represents the intersection point composed of two neighbor L MFs (i.e., LL).
Right type-1 FS represents the intersection point composed of two neighbors U
and L MFs (i.e., UL). Left type-1 FS represents the intersection point composed
of two neighbors L and U MFs (i.e., LU). The schematic diagram of the simpli-
fied implementation of Type-2 FS is shown in Fig. 13 where the output is the
average of the outputs of the four type-1 FS described above. The same fuzzy
rules will be used for the four type-1 FSs (Fig. 14).

Fig. 14. Simplified implementation of Type-2 FS.

4 Results

In this section, a comparison between the different evaluation approaches pre-
sented in Sects. 2 and 3 is introduced using an example.

4.1 Example

Assume that we have n students laid to an exam of m questions where n = 10
and m = 5. The accuracy rate matrix, A, the time rate matrix, T , and the grade
vector, G, are given as follows [3]:

A =

⎡

⎢⎢⎢⎢⎣

0.59 0.35 1.0 0.66 0.11 0.08 0.84 0.23 0.04 0.24
0.01 0.27 0.14 0.04 0.88 0.16 0.04 0.22 0.81 0.53
0.77 0.69 0.97 0.71 0.17 0.86 0.87 0.42 0.91 0.74
0.73 0.72 0.81 0.16 0.5 0.02 0.32 0.92 0.9 0.25
0.93 0.49 0.08 0.81 0.65 0.93 0.39 0.51 0.97 0.61

⎤

⎥⎥⎥⎥⎦
,
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T =

⎡

⎢⎢⎢⎢⎣

0.7 0.4 0.1 1.0 0.7 0.2 0.7 0.6 0.4 0.9
1.0 0.0 0.9 0.3 1.0 0.3 0.2 0.8 0.0 0.3
0.0 0.1 0.0 0.1 0.9 1.0 0.2 0.3 0.1 0.4
0.2 0.1 0.0 1.0 1.0 0.3 0.4 0.8 0.7 0.5
0.0 0.1 1.0 1.0 0.6 1.0 0.8 0.2 0.8 0.2

⎤

⎥⎥⎥⎥⎦
, and

GT =
[
10 15 20 25 30

]
.

Importance and complexity of each question, I and C, are determined by the
domain expert as follows:

I =

⎡

⎢⎢⎢⎢⎣

0.0 0.0 0.0 0.0 1.0
0.0 0.33 0.67 0.0 0.0
0.0 0.0 0.0 0.15 0.85
1.0 0.0 0.0 0.0 0.0
0.0 0.07 0.93 0.0 0.0

⎤

⎥⎥⎥⎥⎦
, and

C =

⎡

⎢⎢⎢⎢⎣

0.0 0.85 0.15 0.0 0.0
0.0 0.0 0.33 0.67 0.0
0.0 0.0 0.0 0.69 0.31
0.56 0.44 0.0 0.0 0.0
0.0 0.0 0.7 0.3 0.0

⎤

⎥⎥⎥⎥⎦
.

4.2 Classical Approach

In this approach, total score for the 10 students in order can be obtained using
formula 4 as follows:

ST =
[
67.60 54.05 38.40 49.70 49.70 48.80 46.10 52.30 85.95 49.70

]
.

Ranks of students using this approach can then be obtained by simply sorting
S in a descending order to get:

S9 > S1 > S2 > S8 > S4 = S5 = S10 > S6 > S7 > S3,

where Sa > Sb means score of student a is higher than score of student b while
Sa = Sb means that their scores are equal.

4.3 Triangle MFs Based Fuzzy Approach

The process starts by averaging the accuracy rate and answer-time rate matrices
A and T , respectively, for each student to get:

ĀT =
[
0.45 0.31 0.71 0.47 0.64

]
,

and

T̄T =
[
0.57 0.48 0.31 0.50 0.57

]
.
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Based on the fuzzy MFs shown in Fig. 3 we obtain the fuzzy accuracy rate
matrix and the fuzzy time rate matrix as follows:

Afuzzy =

⎡

⎢⎢⎢⎢⎣

0.0 0.25 0.75 0.0 0.0
0.0 0.95 0.05 0.0 0.0
0.0 0.0 0.0 0.95 0.05
0.0 0.15 0.85 0.0 0.0
0.0 0.0 0.32 0.68 0.0

⎤

⎥⎥⎥⎥⎦
, and

Tfuzzy =

⎡

⎢⎢⎢⎢⎣

0.0 0.0 0.65 0.35 0.0
0.0 0.1 0.9 0.0 0.0
0.0 0.95 0.05 0.0 0.0
0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.65 0.35 0.0

⎤

⎥⎥⎥⎥⎦
.

In the first node, both inputs are given by examination results, whereas in
later nodes, one input will be the output of its previous node and the other by
the domain expert. The output of each node can be obtained as a crisp value
(i.e., defuzzified) or as fuzzy numbers (i.e., degrees of membership (MFs) of each
variable in the five linguistic levels). Each node has two scale factors (SFs shown
in Fig. 1). Here, we let both SFs have the same value of unity assuming equal
influence of each input on the output. Each fuzzy node performs Mamdani fuzzy
inference to compute its output given the inputs and the fuzzy rules (described
in Tables 1 and 2) [35]. Each fuzzy node proceeds in a number of steps described
in Sect. 2.3. By applying Afuzzy and Tfuzzyto the first node, the difficulty vector,
D, and its fuzzy counterpart, Dfuzzy. In the same way, the cost vector will be
obtained by applying the difficulty and complexity to the second node. Finally,
the adjustment vector, W , will be obtained by applying the cost and importance
to the third node as follows:

WT =
[
0.7 0.55 0.75 0.18 0.5

]
.

The new scores of students S1 to S10 are then obtained using Equations - to
be:

ST =
[
67.15 53.17 42.10 52.19 48.31 51.81 48.47 49.27 85.25 51.49

]
.

The new rank of students is then obtained by sorting values of S in a descend-
ing order to be:

S9 > S1 > S2 > S4 > S6 > S10 > S8 > S7 > S5 > S3.

4.4 Gaussian MFs Based Fuzzy Approach

By replacing triangle MFs, used in Sect. 4.3, which are formed simply using
straight lines with Gaussian MFs with the same center points (i.e., mean) as the
triangle MFs, as it is shown in Fig. 4 with stand deviation (i.e., width) σ ≥ 4.0,
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new scores for the 10 students are obtained where the mean score is still equal
to that of their original scores obtained using the classical approach:

ST =
[
64.60 54.05 38.40 49.70 49.70 48.80 46.10 52.30 84.95 49.70

]
.

The new rank of students is then obtained by sorting values of S in a descending

S9 > S1 > S2 > S8 > S4 > S10 > S5 > S6 > S7 > S3

.
4.5 IT2 MFs Based Fuzzy Approach

In this Section, IT2 MFs with different values of FOU (i.e., zero, low, medium
and high uncertainty) as it is shown in Figure 10 is used to generate new scores
and new ranking orders of the students. The new ranking orders for different
FOU values are shown in Table 3.

Table 3. Ranking order for different FOU values using IT2 approach.

Rank
FOU

1> 2> 3> 4> 5> 6> 7> 8> 9> 10
0 9 1 2 4 6 10 8 5 7 3
0.1 9 1 2 4 6 10 5 8 7 3
0.2 9 1 2 4 6 10 8 7 5 3
0.3 9 1 2 8 5 10 4 6 7 3

4.6 Simplified IT2 MFs Based Fuzzy Approach

Here, simplified IT2 MFs, presented in Sect. 3.4 with different values of FOU is
used to generate new scores and hence new ranking order of students, as it is
shown in Table 4. A comparing between the ranking orders of the various grading
approaches is shown in Table 5.

Table 4. Ranking order for different FOU values using simplified IT2 approach.

Rank
FOU

1> 2> 3> 4> 5> 6> 7> 8> 9> 10
0 9 1 2 4 8 10 6 5 7 3
0.1 9 1 2 4 8 10 6 5 7 3
0.2 9 1 2 8 4 10 6 5 7 3
0.3 9 1 2 8 4 10 6 5 7 3
0.4 9 1 2 8 4 10 5 6 7 3
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Table 5. Ranking order for different approaches: classical, T1T for type-1 triangle MFs,
T1G for type-1 Gaussian MFs, IT2 for interval type-2 MFs, and SIT2 for simplified
IT2.

Rank
Method

1> 2> 3> 4> 5> 6> 7> 8> 9> 10
Classical 9 1 2 8 4= 5= 10= 6 7 3
T1T 9 1 2 4 6 10 8 7 5 3

T1G ( 4.0) 9 1 2 8 4 10 5 6 7 3
IT2 (FOU 0.3) 9 1 2 8 5 10 4 6 7 3
SIT2 (FOU 0.4) 9 1 2 8 4 10 5 6 7 3

5 Conclusions

As it is shown in Table 5, classical assessment approach resulted in students of
equal scores (i.e., S4, S4, and S10) that make it difficult to determine a dis-
tinguished order of each student. T1 Triangular FSs overcome the problem of
students of equal scores but at the same time it changed scores of other stu-
dents who does not fall in that category (i.e., S6, S7, and S8) which might spark
questions and make students skeptic about the evaluation process. On the other
hand, T1 Gaussian FSs based system influenced only that category of students
with equal scores (i.e., S4, S4, and S10) while other students of different scores
are left intact.

Similarly, IT2 FSs changed only the scores and hence the rank order of
students with equal scores while the others are left intact. A major difference
between T2 and T1G FSs is that T2 system gave preferences to complexity of
questions over importance and that is clear from the rank for student S5 who
has given a higher rank (rank#5) on account of student S4 who has given a
lower rank (rank#7). On the other side, T1G gave preferences to importance of
questions over its complexity and that explains why S4 has given higher rank
(rank#5) on account of S5 who has given a lower rank (rank#7). Simplified IT2
FSs gave identical results to T1G FSs for a FOU = 0.4.

The transparency and the human logic nature of fuzzy logic system make
it easy to interpret and explain why certain scores have changed. The system
inherently has a kind a feedback system to correct erroneous scores assigned by
indifferent or inexperienced examiners. Easy of implementation of the proposed
system recommended it to spread out and to be broadly used in other decisions
support systems. In this paper, a collective FOU for all the fuzzy variables
is used to represent a collective uncertainty in the knowledge of the domain
expert. As a future work, the effect of using various FOU values for each fuzzy
variable such as importance, complexity, etc. will be investigated. The presented
evaluation approaches should be evaluated and validated using large data sets
obtained from real exams and how much students and teachers are satisfied
about it should be measured. The evaluation systems proposed in this paper
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have been implemented using the Fuzzy Logic ToolboxTM for building a fuzzy
inference system from MathWorksTM [36].
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Abstract. In the OpenAnswer system it is possible to compute grades for/to the
answers to open-ended questions given to a class of students, based on the
students’ peer-evaluation and on the teacher’s grading work, performed on a
subset of the answers. Here we analyze the systems’ performances, expressed as
the capability to infer correct grades based on a limited amount of grading work
by the teacher. In particular, considering that the performance may well depend
on alternative definitions (valorization) of several aspects of the system, we
show an analysis of such alternative choices, with the intention of seeing what
choices might result in better system’s behavior. The factors we investigate are
related to the Bayesian framework underpinning OpenAnswer. In particular we
tackle the different possibilities to define probability distribution of key vari-
ables, conditional probabilities tables, and methods to map our statistical vari-
ables onto usable grades. Moreover we analyze the relationship between two
main variables that express knowledge possessed by the student and her/his
peer-assessing skill. By exploring alternative configurations of the system’s
parameters we can conclude that Knowledge is in general more difficult than
Assessment. The way to reach such a (not astonishing) conclusion provides also
a quantitative evidence of Bloom’s ranking.

Keywords: Peer assessment � Open-answer questions � Automatic grade
prediction

1 Introduction

Students’ learning activities are based upon cognitive and metacognitive abilities, and
aim to foster them both. According to Bloom’s taxonomy [3], the learners’ abilities
increase when passing from pure knowledge (remembering about a topic), through
comprehension, application, analysis, evaluation, to synthesis. In [1] a revised version
of the taxonomy is proposed, where remember, understand and apply lay at increasing
levels, while analyze, evaluate and create lay at the same top level. In any case, the
ability to ‘‘evaluate” is considered a high level one. It is indeed a metacognitive skill,
ranging beyond proficiency on a topic, yet by no means excluding it. On the contrary,
metacognitive activities require not only knowing but also knowing about knowing
[21], and the definition of metacognition refers to higher order thinking, also entailing
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the ability to exercise an active control over the cognitive processes underlying
learning. Activities such as the following play a critical role in successful learning:
(1) planning strategies and schedules, devised to support execution of a learning task,
(2) monitoring one’s own and others’ comprehension of a topic, (3) checking the
proceeding of a task towards completion, and (4) being aware of how to apply newly
acquired concepts and rules. Therefore, besides exercising cognitive skills, also
metacognitive ones should be cared for in educational planning.

Peer assessment is widely renowned as a useful exercise in order to challenge as
well as to improve one’s understanding of a topic, and to achieve higher metacognitive
abilities. The framework implemented through the OpenAnswer system [29] allows for
(semi-)automated grading of open answers through peer assessment, with the further
goal of relieving the teacher from part of the burden of grading the complete set of
answers. As a matter of fact, while dealing with open ended questions provides a much
more reliable evaluation of students’ proficiency with respect to, e.g., multiple-choice
tests [23], they are also much more demanding for the student and for the teacher; in
particular, for the teacher, they require a longer revision activity.

In OpenAnswer, during an assessment session, each student is requested to grade
some (e.g., 3) of her/his peers’ answers. The validity of results of peer evaluation is
enforced by requiring that a subset of answers (chosen according to some relevant
criterion which will be discussed in the following) is further graded by the teacher.
Information provided by peers’ and teacher’s assessments is fed and propagated within a
Bayesian Network (BN). In such network the students are modeled by their Knowledge
level on the topic (K), and by the ability to evaluate peers’ answers, denoted as Judgment
(J). In the network, the answers of a single student have an estimated Correctness (C).
Such a value can be updated by evidence propagation. When a student marks an answer
by a peer, a corresponding Grade (G) is injected into the network, and propagates its
effects depending on both a J of the grading student and a current estimation of C of the
peer answer. Variables C and J are assumed to be conditioned by K (C|K and J|K),
therefore for each of them we have a Conditional Probability Table (CPT).

In this process, students may both understand how the grading process should
work, by matching the grades they assigned with final ones (possibly by the teacher, or
inferred by the system through the BN), and learn from smarter peers how to improve
their results, which is a significant aspect of peer-evaluation [25]. Moreover, opening
the system’s student model to some extent, by disclosing to the students also the final
values of their own K and J, can spur further metacognitive awareness.

However, a “must-have” condition for such a system to be useful, is in that it
provides reliable outcomes: as to OpenAnswer, we are investigating several factors
such outcomes could be dependent on.

So, in this paper we (1) present an evaluation of OpenAnswer’s performance, based
on the use of a collection of dataset we came to build in time; (2) provide a study about
some factors of the system that we see may be influential on pedagogical qualities of
the system, namely (2.1) how different tuning of aspects of the Bayesian framework
can affect the system’s grading performances, and (2.2) how the main elements of our
student model, i.e. Knowledge (K), and assessment capability (J) can be related to each
other (or, in other words, what the relation between the two corresponding
macro-abilities defined in the Bloom’s Taxonomy [3] is).
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1.1 Research Questions

Here we anticipate some aspects of the OpenAnswer System and of its underpinning
Bayesian framework, to make the research questions more readable.

A first aspect to consider, is in that the discrete variables (C, G, K, J) are expressed
as probability distributions (telling how probable is each one of the allowed values).
Moreover there are dependences in place between some of such variables, which are
expressed in terms of Conditional Probability Tables (CPT). Additionally the K vari-
able needs an initial Probability Distribution (PD) over the class of students in which
we are using OpenAnswer. And, finally, the grades/marks computed by the system are
obtained out of the value of the variable C (i.e. a probability distribution) through a
“mapping” process towards, for instance, the scale A…F. Choice of different CPTs,
PD, and MAPPING methods are crucial factors which the system’s performances may
depend on. So, in order to give a first evaluation of the system we take care of the
following research questions

RQ1: Is OpenAnswer improving on a simple “pure” peer-evaluation approach?
RQ2: In relation to the possible advantages in using OpenAnswer, is the system
sensitive on its factors? In particular

[PD] [is previous knowledge about the class significant?]
[CPT] [do different CPTs yield different system’s behaviors?]
[MAPPING] [are different mapping methods from P(C) to (A … F) influential?]

Moreover, the system (and the concept itself of peer-evaluation as a pedagogical
means) relies on the relationship holding between the knowledge possessed by the
student and the student’s capability of making good assessments. In particular we
model the conditional probabilities of J given K, C given K, and G given J and C, as
Gaussian distributions, whose parameters are basically the l (expectation) and the r
(stand. dev.).

RQ3: What value of l for P(J|C) produces the better adherence of the systems
results to correct grades?

Section 2 provides the reader with a description of currently available research work
on the topics of this paper. Section 3 describes the system. In Sect. 4 we show and
discuss the experimental work conducted in regard to RQ1 and RQ2. We perform a
comparison between a “Pure” peer-evaluation approach and what OpenAnswer can do
without the teacher intervention (i.e. OpenAnswer using only the peers assessments, that
we call “none” approach); then we compare the “none” approach and the full-fledged
use of OpenAnswer. Section 5 then presents the work related to RQ3. Some conclusions
are finally drawn in Sect. 6.

2 Related Work

The automatic analysis of open answers is a powerful means to manage assessment in
education. It is also known as knowledge tracing [2]. It is applied, though, in other
fields, such as in the context of marketing applications, where techniques of data
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mining and natural language processing are used to extract customer opinions and
synthesize products reputation [31]. In [15] concept mapping and coding schemes are
used with the same goals.

In [24] the application of the above approaches to education is studied. A method
for the (semi-)automatic assessment of open-answers is proposed in [4]: it relies on
ontologies and semantic web technologies. An ontology models the knowledge domain
related to the question(s); it also represents aspects of the overall educational process.
The teacher plays a crucial role in the definition of course ontology and questions’
semantic annotations, while such role is much less significant later.

In [11] open answers are examined to identify and treat students misconceptions
which might hinder learning. Actually the answer is interpreted as a set of algebraic
transformations to be analyzed. The treatment of the misconceptions is in the lines of
an intelligent tutoring system. The approach is effective when dealing with answers
mainly made of plain algebraic expressions (i.e. with no accompanying natural lan-
guage involved). Management, derivation, rewriting and evaluation of expressions of a
formal language can be done extensively in an automated manner [12, 13], and this
characteristics of algebra is put to consequence very fruitfully in the system.

Peer-assessment is the activity in which a learner, or a group of learners, assesses
the product of other learners (the peers) while engaging in a notoriously high cognitive
level activity [3]. Peer-assessment can be used to pursue both formative and summative
aims [30]: in the former case the aim is to allow the learner to appreciate her cognitive
situation (such as level of knowledge, or lacks therein) and monitor her progress. In the
latter case the focus is on evaluation, and possibly on the selection of appropriate
remedial activities.

Li et al. [16] states that a relationships does exist between the quality of the peers
feedback, on a learner’s job, and the quality of the final project submitted by the
learner. A comprehensive study of peer assessment in a prototype educational appli-
cation is in [6].

The OpenAnswer system presented here relies on the evaluation of answers coming
from peer-assessment, and on the student modeling organized through the use of
Bayesian Networks.

Another machine learning approach to student modeling is in [7], where an
application of Bayesian Network techniques is shown, aiming to support learner’s
modeling in the framework of an Intelligent Tutoring System (ITS). The modelling is
devised to support activities relevant in an ITS: knowledge assessment, plan recogni-
tion and prediction, the last two deemed to see what intentions are behind a learner’s
choice, and what following choices might be, during the phase of problem solving. The
work is applied to the ITS Andes, where the learner is supported in two kinds of tasks:
problems to be solved, and exercises to be understood. Domain knowledge and
Task-related knowledge (about Newtonian Physics) are encoded in Andes’ Bayesian
Networks: the former attains the concepts in the study field, and their possession by the
learner; the latter is used to model the tasks and the related learner’s solving abilities.
When a task is solved, the student model is updated, for the next activity.

In OpenAnswer the peer is presented with a set of assessing criteria, to which
referring during the marking; the criteria are defined by the teacher, while authoring
the question, and are supposed to be adhered to by the teacher, during her grading too.
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In our experience too many criteria might result cumbersome for the peers. We have
not investigated, though, on this aspect (the number of criteria). In literature the
specificity of “scoring criteria” has been identified as an important factor against the
problem of having assessors that limit the range of their marks to a subset (typically in
the high end) of the scale; in this case the problem is twofold, involving both leniency
in the peers marking and an actual shrinking of the marking scale [22].

An aspect of research in peer-assessment regards the number of peer-evaluations
that a job should undergo during the peer-evaluation process. In OpenAnswer this is a
configurable value, set to three by default. In literature it has been found that more
feedbacks on the same job make the peers suitable to perform more complex revisions
on their products, ending up with a better assessment result [5].

3 The OpenAnswer System

The intended use of OpenAnswer [27–29] is to support semi-automatic grading of
answers to open-ended questions (open answers) through peer assessment. The use of
“semi” above refers mainly to the fact that also teacher’s grading work, on a limited
subset of the answers, is requested. From one side, the system can be used by the
teacher to spur a metacognitive ability [3] in students. This in turn allows for evaluating
assessment performance, and ultimately getting further information on students’
understanding. From a more utilitarian side, it may also reduce the amount of teacher’s
grading effort, which in turn would allow to expose students to open-ended ques-
tionnaires more often.

In OpenAnswer, in order to enforce/emend the results of peer evaluation, and
therefore increase the reliability of final grades, the teacher is required to assess some of
the answers, whose number and identification depends on the chosen corresponding
strategies that will be presented in the following. In this way the teacher’s grading
workload will be reduced, therefore encouraging a more frequent use of an educational
strategy entailing open answer tests and peer assessment, while students will receive
both the grading of their answers and be able to compare their peer grading with the
correct one. As further detailed below, the system suggests to the teacher the order of
answers to manually grade, according to a selection strategy chosen in advance among
a number of available ones. Manual grading can stop when some pre-defined termi-
nation criterion is met. Even in this case, a number of criteria are available. After the
termination criterion is met, the system automatically completes the grading task for the
remaining answers using the correctness information collected so far, together with the
results of the peer grading. The OpenAnswer approach relies on a simple Bayesian
network model. The individual student model is represented by a Bayesian network.
The variables defining the model include an assumed value for the learner’s state of
knowledge on the exercise topic (K), and the ability to judge (J) answers given by peers
on the same topic. Actually, as it is quite natural, we assume that the value of J is
conditioned by the value of K. These variables are exploited in the system state evo-
lution and affect the way information is weighted while propagated. For each peer
assessment session, the individual student networks are interconnected depending on
the current sets of answers that each student receives to grade. Therefore, different
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sessions may entail different interconnection patterns. Each answer is characterized by
its correctness (C), measuring the student ability to provide a correct solution, and by
the grades (G) assigned by the peers to it. C is a variable depending on the student
K value and is characterized by a conditional PD, that reduces to a single grade once
the answer is manually graded by the teacher. All variables are characterized by a
probability distribution (PD) of discrete values that follows the same convention of
grading. In our case, depending on the datasets used as testbed, this entails 6 (from A to
F) or 5 (A, B, C, D, F) values, with F = Fail.

C and G control evidence propagation according to the possible matching between
teacher’s and peer assessments. In particular, the J of a student is connected to the Cs
corresponding to the evaluated peer answers through the assigned grades G. The
resulting compound network is continuously updated. Figure 1 shows an example BN
fragment for a student that graded three peers.

Evidence propagation happens in two phases. The first one is only based on peer
assessment grades (G). Afterwards, when the teacher starts grading, the grades pro-
vided affect the C variables of corresponding answers (they become fixed values, i.e.
the conditional PD concentrates on a single value), therefore affecting J values of
grading peers through the Gs that they assigned to the same answers. In turn, this
indirectly affects J and K variables of the student author of the answer, and indirectly
the J and K values of grading peers. During the following manual grading phase, the
system supports the teacher by suggesting the next “significant” answer to grade
according to one of the selection criteria detailed below, and by propagating in the
network the added information provided by the teacher’s grade. After each evidence
propagation step, the teacher grading step is iterated until a termination condition is

Fig. 1. An example fragment of Bayesian Network in OpenAnswer: student S1 grades the
answers of students S3, S5 and S21, and notwithstanding the most probable value of D for K,
presents a current most probable grade F for his/her answer.

Teacher Supported Peer Evaluation Through OpenAnswer 447



met. In practice, the latter states that new information from additional teacher’s grades
would be less decisive. When the teacher stops grading after a sufficient number of
answers, the information collected so far allows to automatically grade those answers
that were not directly graded by the teacher. In practice, grades not directly given by the
teacher are inferred according to the current probability distribution associated to the
C values. Of course, it is necessary to devise also a suitable mapping strategy from PDs
to single values to return to students.

The possible system strategies to suggest the next answer to grade are:

• max_wrong: the system suggests to grade the most probably incorrect answer, i.e.
the one with highest probability of having C = ‘F’;

• max_entropy: the system suggests to grade the answer presenting the highest
entropy (the answer the system knows less about, or about which has less infor-
mation for inference); the entropy of an answer is the entropy of the corresponding
C variable;

• maxInfoGain: the system chooses the answer that guarantees the greater assured
information variation; the latter is the minimum variation of total entropy of the
network that is produced by each of the possible grades that the teacher might
assign to a certain answer, by propagating the grade choice in the network; the total
entropy of the network is the sum of entropies computed for all K, J and C variables
of all students in the BN; of course this strategy is the slowest one, but no real time
outcome is required;

• maxStrangeness: the system chooses the answer with the greater strangeness;
strangeness is the absolute value of the difference between J and C (after mapping
their current respective PDs as computed by the network into single values); this is
to capture the two peculiar cases of a student with high C but low J (good
knowledge but low judgment ability) and vice versa;

• maxTotalEntropy: the system chooses the answer by the student with maximum
total entropy, with total entropy of a student being the sum of the entropies of the
associated C, J and K variables;

• random: the next answer to grade is chosen at random; this strategy is mostly used
for testing purposes, as it should provide a comparison with totally random choices,
and indirectly information on the effectiveness of chosen alternatives; it is not used
in the present work;

The termination criterion can be chosen among the following:

• none: no answer at all is graded by the teacher, therefore this corresponds to “pure”
peer assessment yet with the evidence propagation provided by OpenAnswer;

• no_wrong: no more ungraded answers exist which would be automatically graded
as wrong (C = ‘F’) once the PD of C is mapped onto a grade;

• no_wrong2: for all remaining answers P(C = ‘F’) � 1/2;
• no_wrong3: for all remaining answers P(C = ‘F’) � 1/3;
• no_flip(N): the automatically computed grades remained stable in the last N cor-

rection steps.

In general, max_wrong is best associated with no_wrong<p> and max_entropy
with no_flip(N), while random can be associated with both the termination criteria.
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4 The Aspects of the Bayesian Framework, Investigated
in the Experiments

In this section we explore different evaluation settings for OpenAnswer. First, we mat-
ched grading accuracy achievable through peer assessment, against traditional assess-
ment (i.e. done entirely by the teacher, providing our ground truth) in different settings:
(1) pure peer assessment (a traditional peer-assessment approach, with no use of
OpenAnswer), (2) exclusive peer assessment done in OpenAnswer: only the
peer-assessments are used to infer the final grades; no use of the teacher’s grading work is
done. This approach is called “none” (from termination = none), (3) “full-fledged”
OpenAnswer: the peer assessment is complemented by teacher’s (partial) grading, with
different policies for the choice of next answer to grade and for the termination condition.
Our initial goal is to evaluate the influence of strategies and termination conditions on
system performance, i.e., on the quality (reliability) of assessment; so the amount of
grades correctly inferred, and the rate of work requested by the teacher, are of interest.

In this context we investigated also the effect of different choices for the initial
distribution of the K values (for each student) on system evaluation performances. This
factor is labeled as [PD] in the research questions section. Here we could proceed along
two possible alternatives, discussed in the next two paragraphs.

The first alternative entails an ex-post knowledge of the group of students: from our
dataset we actually know how the learning state of the students is, about the topic of the
question; so we assume that the propagation of information through the BN can be
improved by such knowledge, if we come to exploit it. Of course such a course of
action can be adopted only in experimental settings: we couldn’t count on such
information to support the system in a real application. Or could we? Actually, it is
quite reasonable to think that the state of knowledge shown after an OpenAnswer
session (a question) by the class (and/or its individual students) might as well be the
initial state for the next session, if this is about the same topic as the former’s (or a
similar one); so the first alternative we are discussing might be not as idle as it could
seem, and it’s worth to be considered. To implement it we have two possible ways,
again. The first, more relaxed, one is to assume for all students the same probability
distribution for K, which is equal to the distribution obtained for the manual exercise
grading (performed completely by the teacher) that is used as ground truth. In the next
tables, this is reported by columns labelled as TgrDist (Teacher’s Grade Distribution).
The second way goes by assigning to each student a level of knowledge with proba-
bility 1, corresponding to the grade achieved (coming from teacher’s grading). In the
table this is given in Tgrade (Teacher’s Grades) columns.

The second alternative entails ex-ante attempts to model students in a starting
setting, where information on the students’ skills on the topic is little or none. Also in
this case we have two sub-choices, namely: either assuming for each student an equal
probability for all K levels, reported by columns labeled as flat in the tables, or
applying to all students a same, synthetic and “reasonable” PD for K (see Fig. 2, and
cfr. columns labeled as synthetic in the tables).
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We use the “artificial” setting - Tgrade in particular - to evaluate an upper bound for
the achievable results. Once we identify the combination <strategy, termination>
achieving the best results, we can observe which is the best realistic distribution for K
values to adopt with this combination.

As of the [CPT] part of RQ2, we tested different CPTs expressing how the Cor-
rectness of an answer is dependent on the student’s Knowledge: P(C|K). Our starting
point for this CPT was P(J|K), so each value of C|K = k has its maximum on k − 1.
We call this CPT as CPT1: in Fig. 3 the two cases of 6-valued and 5-valued grading
scale are shown.

A second CPT (CPT2) we devised for the tests is supposed to give a “reasonable”
(i.e. based on a teacher’s experience) distribution of C: the values of C with respect to
each value K = k are shown in Fig. 4.

We also tested two further CPTs, concentrating the highest probability for the value
c of C, given K = k, on c = k, and stating such probability P(C = k|K = k) equal to
0.5. So, in CPT3 and CPT4, half conditional probability is concentrated on the same
value the student achieves for K, while the remaining 0.5 is divided according to two

Fig. 2. Synthetic PDs, with the initial values of K, in the cases of 6-valued and 5-valued scale.

Fig. 3. CPT1: for each value of C|K = k has its maximum on k − 1. The two cases of 6-valued
and 5-valued grading scale are shown.

Fig. 4. CPT2: for each value K = k we devised a “reasonable” distribution for C values.
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different criteria among the other grades. And in both cases we assumed, for the value
c of C corresponding to K = k, c < k more likely than otherwise.

In CPT3 the conditional probability distributions P(C|K = ‘A’) and P(C|K = ‘F’)
(first and last column), represent extreme cases, on which we set some values coming
from (informal) experience. As of the other columns, we stated that out of the
remaining probability (0.5) a lesser part (2/5) would go to the case of c > k, and the rest
(0.3) would go for c <= k. Given m the number of higher (lower) grades to handle, we
then computed SLICES ¼ Pm

i¼1 1, and assigned to the less probable grade
0:20� SLICES, to the second less probable the grade 0:20� 2� SLICES, and so on
(respectively, 0:20� SLICES, 0:20� 2� SLICES, and so on). Figure 5 shows the
resulting CPTs.

The last CPT tested (CPT4, Fig. 6) follows the rules above also for the first and last
columns (K = ‘A’ and K = ‘F’), except that the amount of probability which is not
applicable (the probability to increase the grade for K = ‘A’ or decrease it for K = ‘F’)
is summed to P(C = k|K = k).

Regarding the [MAPPING] part of RQ2, we evaluated different strategies to map
back to a grade the value (distribution) of C for each student (except for those grades
directly coming from the teacher). We call prob2value this mapping: it’s results are
reported in column PROB2VAL in tables. In particular, given the probability distri-
bution of C, for an individual student, over the values A…F, at the end of the session,
we explored the following mappings for the grade inferred by the system: (1) the grade
is the center of the interval corresponding to the grade with highest probability
(this solution is labelledmax1P in tables); (2) the grade is the weighted and normalized

Fig. 5. CPT3: half probability is concentrated on C = k|K = k.

Fig. 6. CPT4: same as CPT3, but for first and last columns.
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sum of the two grades in the distribution with the highest probabilities, where weights
are the achieved probabilities (label max2P); (3) the grade is the weighted and nor-
malized sum of the three grades in the distribution with the highest probabilities
(weights as above; label max3P); (4) the grade is the weighted and normalized sum of
all grades in the distribution (weights are determined as above; the label is weight-
edSum-wSum in tables); (5) the grade is the weighted sum of the most probable values,
selected among the highest until accumulating 75% of probability (label best75%).

4.1 Experiments

To perform the experiments we used some datasets, either developed during our
research/teaching activity or borrowed from colleagues such is the case for the dataset,
labeled as A2-5-4, shown in Table 1. The datasets are collections of exercises (open
ended questions) on which OpenAnswer sessions were performed, each one associated
to the corresponding peer assessment data and complete teacher grading. They are
originated in different educational contexts (High School or University). Moreover they
are ranging over different topics, met in scientific or social science courses. Table 1
reports the composition of each collection: The dataset name contains a label (such as
A in A-6-1), the number of distinct values used for the grade scale (such as 6 in A-6-1),
and the number of teachers involved in the grading process (such as 4 in A2-5-4).
When there were more teachers involved than one, each one of them performed the
complete grading of the students’ answers; in particular, in this case we run a distinct
simulation for each one of the teachers, using the common student’s data and the
individual teacher’s grading.

Notice that, in the presentation of the experimental data to come, we show the
average results (e.g. percentages) computed on all simulations as a whole.

We first report the average performance of pure peer assessment over the different
sessions in the different datasets, i.e., the accuracy of students’ grading compared with
the ground truth of teachers’ grading. Table 2 reports the percentage of average peer
grades which are correct (OK/TOTAL) or within 1 grade (IN1/TOTAL) from the
teacher grade. This provides an overall average rate of correct grades of 42.72%, while
if we admit a difference of ±1 grade we get 84.16%. The overall average is weighted
respect to the number of experiments in each dataset.

Table 1. The composition of the datasets.

Dataset Level Topic Groups Students

A-6-1 Univ. 4 exercises on multi-level cache systems 2 7 to 15
M-6-1 Univ. 3 exercises on C programming 2 9 to 13
I-6-1 High School 1 physics exercise 2 14 and 12
A2-5-4 Univ. 1 essay on social tools 5 12
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Before going further, we want to shortly comment on the rows labelled as “A2 avg”
and “A2 median” in Table 2. We remind that in dataset A2-5-4 the students’ answers
were graded by 4 different teachers. In the first row of the table, the grade set of each
teacher is considered as a separate experiment, and then the average is performed over
the percentages obtained from such experiments. On the contrary, in “A2 avg” (“A2
median”) we compute a single experiment, in which the teachers’ grades are the
average (the median) of the four teachers’ individual grades. It is interesting to notice
that in this way better performance parameters are obtained. This seems to suggest that
the difference in grading criteria among different teachers has a clear influence on the
evaluation of the results of peer assessment. In practice, the students’ assessment is
closer to the assessment carried out by an “average” or “median” teacher, so that
individual episodic differences are smoothed. More investigations on the difference
between grades of multiple teachers is called for.

In order to deal with RQ1 and RQ2, we started comparing the rates in Table 2 with
what is obtained by “using OpenAnswer without the teacher”, i.e. by just letting the
peer grades propagate across the BN. In this case we say that no termination condition
is adopted (none is the label). The results we present show the behavior of the same
“percentages of success” mentioned above (OK/TPTAL and IN1/TOTAL) with respect
to different combinations of the CPTs, P(K) distributions and mappings described
earlier: cfr. Table 3.

The first observation is that, among the CPTs tested in our experiments, the best
one is the one modeled manually by an experienced teacher (CPT2). This kind of
primacy is maintained in the following experiments we performed, so in the rest of our
presentation we will refer only to CPT2. It is interesting to notice that this CPT causes a
fair behavior of the BN. When no information is provided about the class, the network
is quite neutral (the results are very close to those obtained by pure peer assessment)
while when some amount of knowledge about the class learning state is added
(TgrDist) a significant improvement is obtained by the use of the BN. Of course the
best result is obtained with Tgrade, entailing to know the exact grade in advance (as
noticed, this is an upper bound). In the following, we will compare the more realistic

Table 2. Pure Peer Assessment: OK/TOTAL states the percentage of success of peer
assessment, i.e. how many times the average peer evaluation is equal to the teacher’s grade.
IN1/TOTAL provides a relaxed success rate, computed as the times the peer evaluation is equal
to the teacher’s grade or differs by at most one mark from it.

Dataset Domain OK/TOTAL IN1/TOTAL

A2 5 47.13% 91.57%
A2 avg 5 58.82% 94.12%
A2 median 5 58.82% 95.59%
A 6 37.84% 67.57%
I 6 57.69% 96.15%
M 6 27.94% 72.06%
A + M + I + A2 (weighted) 6 and 5 42.72% 84.16%
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flat (no knowledge at all on the class) and TgrDist (past knowledge) distributions. As a
further observation, the weighted sum (wSum) rule to map a distribution onto a final
value gives the best results in most cases even in the following experiments, therefore
we will always report results obtained by this strategy.

Tables 4 and 5 present the results that we obtained for the best candidates identified
from Table 3 (CPT2, wSum). The tables show the performance results associated to
different combinations of strategies (for the suggestion to the teacher of the next
answer to grade) and termination conditions (stating when the teacher’s grades are not
needed anymore and the grade inference can be performed, through a mapping pro-
cedure, on the answers not directly graded by the teacher).

As initial P(K) distributions we keep analyzing only flat and TgrDist. In these
tables, the groups or rows labeled L/TOTAL report, for each strategy and for each
termination condition, the percentage of questions manually graded by the teacher (a
measure of the teacher’s effort), The groups of rows labeled as (OK + L)/TOTAL
report the total percentage of answers correctly graded (either by the teacher or by the
system through peer assessment), while groups (IN1 + L)/TOTAL report a similar
value for answers finally graded by a value that is ±1 the correct grade. We remind that
correct grades are available as ground truth for experimental evaluation.

In Table 4 it is possible to notice that inferred grades alone do not reach the
accuracy of pure peer evaluation with propagation (column none). However, if we also
consider the teacher’s work, we can observe a significant improvement in accuracy,
even though this is obtained at the expense of more teacher’s work (see discussion).
Using MaxTotalEntropy with noFlip3, we reach 80.63% (OK + L)/TOTAL and
95.32% for (IN1 + L)/TOTAL at the expense of about 68% answers manually graded.
It is also possible to consider, by comparing values in the different combinations, that
the earliest the system stop (e.g., noFlip1 vs. noFlip3) the lower the teacher’s work but
the lower the accuracy too.

Although these results may seem not brilliant, it is to be considered that Table 4
refers to a situation where we assume no knowledge about student’s learning state, i.e.
P(K) = flat: we start with an initial setting for P(K) where all values are equally
probable. On the contrary, Table 5 shows that a certain amount of preliminary
knowledge of the class learning achievements can improve accuracy results.

4.2 Discussion

As far as RQ1 is concerned, in the presentation of Table 3 we pointed out some factors
that allow us to say that using OpenAnswer we are not wasting info with respect to the
case of pure peer evaluations, and moreover we can expect further gains. In particular
while using CPT2, under the flat, or, even better, the TGrDist P(K) distributions, with
the weightedSum mapping, we get generally better results for OK/TOTAL and
IN1/TOTAL than we would do with pure peer evaluation.

As of RQ2, the analysis of the results, conducted in Sect. 4.1 with Tables 4 and 5,
says that by using OpenAnswer, and leveraging on the strategies and termination
conditions, there is a further gain. In particular we can conclude that the system is in
fact sensitive to changes in the PD, CPT, and MAPPING factors. Table 4 shows a
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difference in performance between the cases of a full-fledged use of OpenAnswer
(CPT2, weightedSum mapping, and flat P(K) distribution) and a limited use of
OpenAnswer (none): the difference is a gain, between 12 and 16 percentage points for
(OK + L)/TOTAL, and between 2 and 5 points for (IN1 + L)/TOTAL. Similarly, the
full-fledged use of OpenAnswer, with TgrDist P(K) distribution gains over “none”
between 7 and 10 points for (OK + L)/TOTAL, and between 1 and 4 points for
(IN1 + L)/TOTAL. To conclude that RQ2 is answered (with a “yes”) we just have to
consider the amount of teacher’s work (grading) implied by the above results. We
selected the above measure of gain by considering the “noflip1” column in the tables,
as this is the case when the teacher’s grading is shorter. So, the results associated to the
flat P(K) distribution are related to an amount of teacher’s work between 17% and 29%
of the (TOTAL) number of answers. Not surprisingly indeed, by using TGrDist as P(K)
initial distribution we get our results with less teacher’s work (between 15% and 17%).

A final consideration might be dedicated to the case of the “random” strategy for
selection of the next answer to grade by the teacher. Often this strategy shows better
accuracy results, in terms of (OK + L)/TOTAL. Rather than a negation of the use-
fulness of using strategies to select the next answer, we think that this result is actually
a corroboration: without a strategy, the amount of information that the next grading will
pour into the system cannot be anticipated, nor decided; a consequence of this is in that
the teacher will grade more answers (this strategy shows higher L/TOTAL). In other
words, the better accuracy is paid with more teacher’s work.

5 Relationships Between Knowledge and Assessment
Capabilities

In this section we investigate another factor of OpenAnswer, that is the expression of
the relationship between the two macro-abilities (cfr. the occurrence of related key-
words in the Bloom’s taxonomy [3]) knowledge (K), i.e., competence on the topic of a
question, and judgment (J), i.e. the ability to correctly assess a peer’s answer. As a
“factor” in OpenAnswer this is quite foundational, and admittedly of a different nature
with respect to the BN-related aspects discussed in the previous section. To study such
relationship we try and model the conditional relations between J and C, P(J|C), where
C is the correctness of a peer’s answer (with respect to the grade stated by the teacher in
our datasets). This modeling is done indirectly, as C and J express two different
macro-abilities: in particular it is derived by the collaboration among

– the P(G|J,C), that is the conditional probability of G given J and C, where G is the
(correctness of the) mark assigned by the peer to an answer

– and the two P(J|K) and P(C|K) already mentioned.

In our model the probabilistic dependencies of J, C and G, are rendered as Gaussian
distributions. Such distributions are actually parametrized, with respect to their mean
(l) and standard deviation (r). In particular, we denote by CG the correctness value for
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the answer under peer evaluation (while C would be the correctness of the answer
given by the peer doing the assessment), and define:

1. P GjJ; CGð Þ = GaussðCG + dG;rG � JÞ
2. P CjKð Þ = GaussðK þ dC;rCÞ
3. P JjKð Þ = GaussðK þ dJ;rJÞ

where the d coefficients, dJ, dC, and dG, displace the center of the Gaussian dis-
tribution from the correctness of the answer under assessment or from the Knowledge
value for the peer doing the assessment, and the r values are used to determine the
standard deviation of the respective distribution. In particular, we interpret dG as an
expression of the bias acting upon the peer assessment grade (difference between the
assessment and the correct grade), while dC represents the additional difficulty of
providing an answer against having knowledge of the question’s topic, and dJ is
conceived as representing the additional difficulty of stating an assessments, with
respect to just providing an answer. We will also consider the difference dJ − dC,
denoting the added ability to judge a peer’s answer compared to answering.

The linear dependence on J of the standard deviation, in P(G|J, CG) is posited with
the aim to capture different assessing capabilities; in particular we might notice that a
very good assessor (J = A) is likely to give correct assessments, according to a
Gaussian distribution which is quite narrow (we use 1…6 for the values of, respec-
tively, A…F); on the contrary a poor assessor, corresponding to a wide (J = F) dis-
tribution, is likely to grade far from correct.

In this context, RQ3 seeks the better localization estimate of the value l of P(J|C)
with respect to the value for Correctness (C) of the student’s answers. This gives the
relation between the ability to assess an answer to a given question, and the success in
answering correctly to that question; that, in turn, brings to the relation between J and
K, via the dependence of J from K.

To seek an answer to RQ3 we produced simulated OpenAnswer sessions, in the
ways described in Sect. 4. In particular, we considered the average difference between
the correct grade and the one inferred by the system, under the various conditions. We
call AvgTotDV this value. Finding the parameters of the Gaussian distributions above,
that get a minimal AvgTotDV is the aim of our optimization steps: min(AvgTotDV) is
our objective function.

Notice that in the simulated sessions, the computation of the noFlip termination
criteria requires mapping the estimated probability distribution P(CG) onto a discrete
vote in the range [A–F]. To obtain this, we compute a continuous numeric grades in [0,
10], as the weighted sum of the probabilities of the different intervals. The weight of
each interval is the value of its center (A = 9.75, B = 9, C = 8, D = 7, E = 6,
F = 2.75). The resulting grade is then discretized back to the corresponding interval.
This is done because if we just computed the difference between discretized grades and
the teacher’s grade, the latter being discretized as well, we could obtain only integer
values. Given that both the teacher’s grade and the one inferred by the system are in a
continuous range, we can increase the precision of the computed difference by con-
sidering the difference between continuous values instead of discretized ones. After the
first experiments we have noticed that the objective function appears to be continuous
as well, and thus we have been able to reduce the parameter space explored by our
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optimization process, by separately optimizing the dJ, dC, dG, and the rJ, rC, rG,
parameters as follows:

1. First we fixed rJ = 1.0, rC = 1.0, rG = 0.5 with an educated guess and explored
the parameter space of the remaining parameters over the set of values:

– dJ: from −2 to +2 in 0.5 increments
– dC: from −2 to +2 in 0.5 increments
– dG: from −2 to +2 in 0.5 increments

This allowed us to find a suitable set of values for the following rJ, rC, rG,
optimization. So we stated dJ = 1.5, dC = −1.5, dG = 0.5 and searched for the best
corresponding values of rJ, rC, rG. Such values are <rJ = 1.0, rC = 0.5, rG = 0.5>:
indeed our initial educated guess was almost correct (we landed, after two rounds of
optimization, on values quite close to it).

2. Then we re-optimized dJ, dC, dG relative to the new fixed sigma parameters.

The next sub-section provides a discussion of the experience. The values resulting
for dJ, dC, and dG are shown in Fig. 7, where MIN, AVG and MAX of the AvgTotDV
objective function are reported with respect to the dJ − dC and dG parameters.

5.1 Discussion

Our simulations assume no previous known information on the student’s K except the
P(K) distribution of the current assessment, which is obtained from the teacher’s grades.
All units in the table are in grades, i.e. 1 is the distance between two consecutive values
in [A…F]. We see that the best average (AVG) values reside in the bottom part of the
table. Here, dJ − dC is negative, meaning that J is lower than the corresponding C (the
average minimum 1.08 is obtained at dJ − dC = −2). There seems not to be a significant
grade displacement as the average minimum 1.08 is obtained for dG = 0.

By looking at the MIN (leftmost) set of columns we see that OpenAnswer could infer
grades with very low error (0.3 grades) over some combination of parameters, selection
strategy, termination criteria and data-set. The MAX (rightmost) columns instead show

Delta_G
MAX of AvgTotDVAVG of AvgTotDVMIN of AvgTotDV

DJ-DC 2,0 1,5 1,0 0,5 0,0 -0,5 -1,0 -1,5 -2,0 2,0 1,5 1,0 0,5 0,0 -0,5 -1,0 -1,5 -2,0 2,0 1,5 1,0 0,5 0,0 -0,5 -1,0 -1,5 -2,0
4,0 2,72 2,08 1,80 0,94 0,85 0,65 0,51 0,48 0,67 3,72 3,05 2,57 2,08 1,89 1,76 2,27 2,39 2,55 4,82 4,39 3,96 3,40 3,06 3,08 4,52 4,92 5,03
3,5 2,34 1,98 1,37 0,94 0,77 0,62 0,55 0,45 0,62 3,55 2,94 2,48 2,02 1,78 1,64 1,88 2,01 2,24 4,76 4,31 3,93 3,36 3,06 3,06 4,52 4,87 4,98
3,0 2,27 1,76 1,32 0,96 0,76 0,60 0,54 0,46 0,60 3,39 2,81 2,38 1,94 1,70 1,57 1,71 1,82 2,07 4,67 4,22 3,85 3,27 3,07 3,06 4,43 4,75 4,86
2,5 1,71 1,46 0,92 0,86 0,76 0,53 0,44 0,50 0,57 3,21 2,68 2,26 1,85 1,61 1,49 1,52 1,63 1,85 4,49 4,09 3,70 3,17 3,07 3,06 3,76 4,44 4,69
2,0 1,55 1,20 0,86 0,84 0,69 0,51 0,38 0,51 0,57 2,97 2,54 2,13 1,75 1,53 1,40 1,40 1,47 1,64 4,36 3,90 3,53 3,12 3,07 3,07 3,06 4,10 4,36
1,5 1,28 1,01 0,85 0,80 0,56 0,53 0,38 0,51 0,54 2,74 2,35 1,98 1,65 1,45 1,33 1,32 1,38 1,47 4,20 3,71 3,39 3,07 3,07 3,07 3,07 3,66 4,00
1,0 0,34 0,31 0,31 0,43 0,49 0,51 0,37 0,50 0,51 2,45 2,12 1,80 1,54 1,38 1,29 1,28 1,32 1,39 4,05 3,59 3,33 3,07 3,07 3,07 3,07 3,07 3,51
0,5 0,30 0,31 0,37 0,51 0,44 0,47 0,41 0,47 0,49 2,20 1,94 1,68 1,46 1,33 1,25 1,25 1,29 1,35 3,92 3,46 3,22 3,07 3,07 3,07 3,07 3,07 3,07
0,0 0,32 0,36 0,47 0,48 0,39 0,43 0,43 0,47 0,46 2,02 1,80 1,59 1,42 1,30 1,25 1,25 1,29 1,35 3,81 3,38 3,11 3,07 3,07 3,07 3,07 3,07 3,07
-0,5 0,37 0,48 0,56 0,44 0,36 0,38 0,43 0,47 0,45 1,81 1,64 1,45 1,32 1,22 1,18 1,19 1,22 1,28 3,43 3,12 2,97 2,99 2,98 2,96 2,95 2,94 2,93
-1,0 0,45 0,55 0,50 0,41 0,33 0,34 0,40 0,42 0,44 1,62 1,48 1,33 1,22 1,16 1,13 1,16 1,20 1,26 3,21 2,93 2,88 2,88 2,85 2,82 2,80 2,77 2,75
-1,5 0,55 0,59 0,47 0,38 0,32 0,32 0,36 0,38 0,42 1,44 1,33 1,22 1,14 1,10 1,10 1,14 1,19 1,26 2,96 2,71 2,39 2,16 2,27 2,34 2,46 2,42 2,52
-2,0 0,62 0,56 0,45 0,37 0,31 0,31 0,33 0,37 0,41 1,28 1,20 1,13 1,09 1,08 1,10 1,15 1,21 1,28 2,74 2,46 2,16 2,20 2,28 2,30 2,35 2,47 2,50
-2,5 0,65 0,54 0,44 0,37 0,31 0,30 0,32 0,37 0,40 1,19 1,14 1,10 1,09 1,11 1,15 1,21 1,28 1,36 2,38 2,18 2,12 2,22 2,31 2,33 2,45 2,50 2,63
-3,0 0,65 0,68 0,62 0,49 0,50 0,56 0,60 0,64 0,71 1,14 1,13 1,13 1,15 1,19 1,23 1,29 1,36 1,46 1,99 2,03 2,18 2,24 2,38 2,45 2,45 2,53 2,63
-3,5 0,78 0,70 0,51 0,50 0,51 0,57 0,64 0,68 0,76 1,17 1,18 1,19 1,23 1,27 1,32 1,38 1,46 1,55 2,10 2,15 2,20 2,29 2,38 2,41 2,42 2,47 2,65
-4,0 0,72 0,72 0,71 0,65 0,68 0,73 0,80 0,86 0,97 1,27 1,28 1,32 1,35 1,40 1,46 1,52 1,58 1,66 2,12 2,17 2,24 2,31 2,42 2,43 2,44 2,54 2,69

Fig. 7. MIN (left), AVG (center) and MAX (right) of AvgTotDV (green = better, red = worse)
with respect to different values of dJ − dC and dG over the 3 datasets A, I, M. (Color figure
online)
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that we are able to ensure an upper bound on the average error of the grades inferred by the
system: such upper bound is less than 2 grades (1.99 at dG = 2 and dJ − dC = −3), which
is promising. More work is needed to improve the strategies and termination criteria and
to rule out particularly bad combinations (e.g. maxEntropy/noWrong).

The most interesting result is that in all cases the best AvgTotDV values are
obtained in correspondence to negative dJ − dC. Such negative values mean that J is
lower than the corresponding C. In other words, the student get a lower grade for J than
for C, meaning that the ability required to provide a correct assessment is “harder” than
that required to give the correct answer. Considering how both J and C are in relation to
K, this confirms the validity of Bloom’s ranking, and suggests that judgement lies at a
higher cognitive level.

A side interest in this investigation is in finding how much the conditional distri-
bution P(J|C) is spread around the average value, i.e., how much variation can be
expected in the dependence between J and C. The results show that the best localization
of l for P(J|C) is below the value for C, meaning that on average the ability to judge is
lower than ability to answer correctly to the question, which in turn means, again, that
assessment is a “harder” task, i.e., it is at a higher cognitive level.

6 Conclusions

Admittedly the first inspiration for the work presented in this paper was the attempt to
apply peer-evaluation and lighten the grading work of teachers, when they adopt the
formative and summative technique of open-ended questionnaires. Our bend towards
peer (possibly self) evaluation was also due to previous experiences in
social-collaborative learning and related reputation systems [8–10, 26]; however, the
support to the teacher’s work, based on social and social-collaborative aspects, is a
well-established research topic [14, 17–20]. Regarding open-ended questionnaires we
have posited that an effective motivation for supporting the teacher is in that the use of
this assessment method can more likely spread. Moreover, the practice of peer
assessment would train the meta-cognitive abilities of students.

In particular we have shown as OpenAnswer can support the use of open-ended
questionnaires and exploit the fruitful effects of peer-evaluation. It appears that it is still
necessary to gain a deeper understanding of the effect obtained by the system under
different configurations. We have listed the many and varied parameters of such a
configuration: our continuing investigation seems to be crucial to see how such
parameters my actually be more than pure mathematical elements, and be in addition
the carrier for pedagogical and educational issues. Looking, for instance, to the eval-
uations we came to make about the Conditional Probability Tables, we saw that
“manual” adjustments, driven by field experience in educational tasks, may achieve the
best (possible) results (cfr. the decision to use only CPT2 in the second part of
Sect. 4.1).

In addition, the results we have shown support the idea that the teacher is still
crucial in maintaining the overall system’s reliability. This might surely be due to a
kind of implicit knowledge that is entailed in the educational process, that is difficult to
formalize through automatic operational rules. As “comforting” the idea of delivering
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the whole assessment work to an automated process might be, we are is still far from
the possibility to use a reliable, unsupervised, application (and this conclusion, in turn,
may give some comfort to the teachers instead).

References

1. Anderson, L.W., Krathwohl, D.R. (eds.): A Taxonomy for Learning, Teaching, and
Assessing: A Revision of Bloom’s Taxonomy of Educational Objectives. Allyn and Bacon,
Boston (2000)

2. Anderson, J.R., Corbett, A.T., Koedinger, K.R., Pelletier, R.: Cognitive tutors: lessons
learned. J. Learn. Sci. 4(2), 167–207 (1995)

3. Bloom, B.S., Engelhart, M.D., Furst, E.J., Hill, W.H., Krathwohl, D.R.: Taxonomy of
Educational Objectives: The Classification of Educational Goals. Handbook I: Cognitive
Domain. David McKay, New York (1956)

4. Castellanos-Nieves, D., Fernández-Breis, J., Valencia-García, R., Martínez-Béjar, R.,
Iniesta-Moreno, M.: Semantic Web Technologies for supporting learning assessment. Inf.
Sciences 181, 9 (2011)

5. Cho, K., MacArthur, C.: Student revision with peer and expert reviewing. Learn. Instr. 20(4),
328–338 (2010)

6. Chung, H., Graf, S., Robert Lai, K.: Kinshuk: enrichment of peer assessment with agent
negotiation. IEEE Trans. Learn. Technol. 4(1), 35–46 (2011)

7. Conati, C., Gartner, A., Vanlehn, K.: Using Bayesian networks to manage uncertainty in
student modeling. User Model. User-Adap. Inter. 12, 371–417 (2002)

8. De Marsico, M., Sterbini, A., Temperini, M.: The definition of a tunneling strategy between
adaptive learning and reputation-based group activities. In: Proceedings of 11th IEEE
International Conference on Advanced Learning Technologies, pp. 498–500 (2011)

9. De Marsico, M., Sterbini, A., Temperini, M.: A framework to support social-collaborative
personalized e-Learning. In: Kurosu, M. (ed.) HCI 2013. LNCS, vol. 8005, pp. 351–360.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-39262-7_40

10. De Marsico, M., Sterbini, A., Temperini, M.: A strategy to join adaptive and
reputation-based social-collaborative e-learning, through the Zone of Proximal Develop-
ment. Int. J. Distance Educ. Tech. (IJDET) 11(3), 12–31 (2013)

11. El-Kechaï, N., Delozanne, É., Prévit, D., Grugeon, B., Chenevotot, F.: Evaluating the
performance of a diagnosis system in school algebra. In: Leung, H., Popescu, E., Cao, Y.,
Lau, R.W.H., Nejdl, W. (eds.) ICWL 2011. LNCS, vol. 7048, pp. 263–272. Springer,
Heidelberg (2011). doi:10.1007/978-3-642-25813-8_28

12. Formisano, A., Omodeo, E.G., Temperini, M.: Layered map reasoning: an experimental
approach put to trial on sets. Electron. Notes Theor. Comput. Sci. 48, 1–28 (2001). Elsevier
Science B. V., Amsterdam

13. Formisano, A., Omodeo, E.G., Temperini, M.: Goals and benchmarks for automated map
reasoning. J. Symb. Comput. 29(2), 259–297 (2000)

14. Gasparetti, F., Limongelli, C., Sciarrone, F.: Wiki course builder: a system for retrieving and
sequencing didactic materials from wikipedia. In: Proceedings of ITHET 2015 (2015)

15. Jackson, K., Trochim, W.: Concept mapping as an alternative approach for the analysis of
open-ended survey responses. Organ. Res. Methods 5, 307–336 (2002). Sage

16. Li, L.X., Liu, X., Steckelberg, A.L.: Assessor or assessee: how student learning improves by
giving and receiving peer feedback. Br. J. Ed. Tech. 41(3), 525–536 (2010)

462 M. De Marsico et al.

http://dx.doi.org/10.1007/978-3-642-39262-7_40
http://dx.doi.org/10.1007/978-3-642-25813-8_28


17. Limongelli, C., Lombardi, M., Marani, A., Sciarrone, F., Temperini, M.: A recommendation
module to help teachers build courses through the Moodle Learning Management System.
New Rev. Hypermedia Multimed. 22, 1–2 (2016)

18. Limongelli, C., Lombardi, M., Marani, A., Sciarrone, F.: A teacher model to speed up the
process of building courses. In: Kurosu, M. (ed.) HCI 2013. LNCS, vol. 8005, pp. 434–443.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-39262-7_50

19. Limongelli, C., Lombardi, M., Marani, A., Sciarrone, F.: A teaching-style based social
network for didactic building and sharing. In: Lane, H.C., Yacef, K., Mostow, J., Pavlik,
P. (eds.) AIED 2013. LNCS, vol. 7926, pp. 774–777. Springer, Heidelberg (2013). doi:10.
1007/978-3-642-39112-5_110

20. Limongelli, C., Sciarrone, F., Temperini, M.: A social network-based teacher model to
support course construction. Comput. Hum. Behav. 51, 1077–1085 (2015)

21. Metcalfe, J., Shimamura, A.P.: Metacognition: Knowing About Knowing. MIT Press,
Cambridge (1994)

22. Miller, P.: The effect of scoring criteria specificity on peer and self-assessment. Assess. Eval.
High. Educ. 28(4), 383–394 (2003)

23. Palmer, K., Richardson, P.: On-line assessment and free-response input-a pedagogic and
technical model for squaring the circle. In: Proceedings of 7th Computer Assisted
Assessment Conference, pp. 289–300 (2003)

24. Romero, C., Ventura, S.: Educational data mining: a review of the state of the art. IEEE
Trans. SMC Part C 40(6), 601–618 (2010)

25. Sadler, P.M., Good, E.: The impact of self- and peer-grading on student learning. Educ.
Assess. 11(1), 1–31 (2006)

26. Sterbini, A., Temperini, M.: Collaborative projects and self evaluation within a social
reputation-based exercise-sharing system. In: Proceedings of WI-IAT 2009, vol. 3, pp. 243–
246 (2009)

27. Sterbini, A., Temperini, M.: Dealing with open-answer questions in a peer-assessment
environment. In: Popescu, E., Li, Q., Klamma, R., Leung, H., Specht, M. (eds.) ICWL 2012.
LNCS, vol. 7558, pp. 240–248. Springer, Heidelberg (2012). doi:10.1007/978-3-642-33642-
3_26

28. Sterbini, A., Temperini, M.: Analysis of OpenAnswers via mediated peer-assessment. In:
Proceedings of the International Conference on System Theory, Control and Computing,
Workshop SPEL (2013)

29. Sterbini, A., Temperini, M.: OpenAnswer, a framework to support teacher’s management of
open answers through peer assessment. In: Proceedings of Frontiers in Education, pp. 164–
170 (2013)

30. Topping, K.: Peer assessment between students in colleges and universities. Rev. Educ. Res.
68, 249–276 (1998)

31. Yamanishi, K., Li, H.: Mining open answers in questionnaire data. IEEE Intell. Syst. 17, 58–
63 (2002)

Teacher Supported Peer Evaluation Through OpenAnswer 463

http://dx.doi.org/10.1007/978-3-642-39262-7_50
http://dx.doi.org/10.1007/978-3-642-39112-5_110
http://dx.doi.org/10.1007/978-3-642-39112-5_110
http://dx.doi.org/10.1007/978-3-642-33642-3_26
http://dx.doi.org/10.1007/978-3-642-33642-3_26


Factors Affecting the Gaming Experience of Older Adults
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Abstract. This study investigated whether a Wii Bowling tournament could
improve older adults’ attitudes towards digital games and factors affecting their
gaming experience. This study applied a two-group pre-post design. A total of
142 older adults aged 60 and over were recruited from 14 community and senior
centers (N = 81 in the experimental group; N = 61 in the control group). The
participants in the experimental group formed a total of 21 teams, which played
against one another once a week for a period of eight weeks. The findings indi‐
cated that the Wii Bowling tournament improved older adults’ attitudes towards
digital games (t = 2.53, p = .01). More importantly, the authors identified six
factors that contributed to the positive gaming experience of older adults in
community and senior centers.

Keywords: Digital games · Older adults · Attitudes toward digital games ·
Gaming experience

1 Introduction

1.1 Age-Related Challenges

Older adults represent a growing proportion of the world population due to advancement
of health care. The proportion of the world’s population over 60 years will double from
about 11% to 22% between 2000 and 2050 [1]. People are living longer as a result of
better health and living conditions. However, being old is typically associated with
negative connotations (e.g., frail, impaired and dependent) and comprises a number of
physical and cognitive declines [2]. Impaired balance and falls can lead to injury,
increased morbidity, fear of falling, loss of independence, death, and direct medical costs
[3]. Cognitive decline is associated with decreased ability to perform everyday tasks
required for functional independence, such as car driving and financial management [4].
What’s more, many older adults face key social and psychological challenges such as
loneliness, depression, and lack of social support due to living alone, lack of close family
ties, lose connection with their friendship networks and reduced ability to participate in
community [5]. Since these changes negatively affect older adults’ quality of life [6]
there are growing needs to understand and find ways to prevent or reshape age-related
physical and cognitive decline and to increase older adults’ social interaction.
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1.2 Benefits of Playing Digital Games on Older Adults

Digital games (e.g., action, strategy, role-play, sports, and casual games) can be
complex, offering flexible activities that use multiple cognitive abilities. Games that
require progressively more accurate and more challenging judgments at higher speed,
and the suppression of irrelevant information, can drive positive neurological changes
in the brain systems that support these behaviours. Today, playing digital games has
become a social activity [7]. Online games such as Massively Multiplayer Online Role-
Playing Games (MMORPGs, e.g., World of Warcraft) allow thousands of players from
around the world to interact with each other in the same virtual environment. With
advances in virtual-reality interaction technology, somatosensory digital games that
combine traditional digital games and physical activities provide older adults with alter‐
native leisure opportunities [8]; for example, the Nintendo Wii Fit includes more than
40 activities such as yoga postures, strength training, and balance designed to engage
the player in physical exercise.

These games can be played with family and friends in real-world situations. Face-
to-face contacts and frequent, meaningful social interactions can happen through “inter‐
acting with other people, spending time with friends, watching others play, chatting and
talking about the game, seeing other people’s reactions and expressions, gloating when
beating a friend, or feeling pride when they win” [9, p.11]. Engagement in social activ‐
ities not only meets older adults’ psychological needs for social interaction, but also
keeps them physically and mentally active – the “use it or lose it” metaphor.

In addition, games are designed to be fun to play. They appeal to older adults’ desires
and needs for entertainment, mental fitness enhancement, competition and success, a
satisfying use of time, and, in social games, a sense of belonging [10]. Digital gameplay
is inherently enjoyable and motivating, a state which can be described in terms of Csiks‐
zentmihalyi’s [11] flow experience. Flow describes a mental state of complete absorp‐
tion, accompanied by positive feelings. Gamberini et al. [12] pointed out that digital
games can provide older adults with new opportunities for leisure and entertainment,
combined with training that avoids both intimidating task complexity and boredom.

Ijsselsteijn and colleagues [13] identified four potential areas for digital games to
contribute to improving the quality of life for older adults: (1) relaxation and entertain‐
ment, (2) socializing, (3) sharpening the mind, and (4) more natural ways of interacting.
Chen, Chiang, Liu and Chang (2012) indicated that digital games can be used as tools
to encourage older adults to exercise physically and mentally, delaying the occurrence
of diseases and thus improving their quality of life. There is now substantial evidence
showing that playing digital games can improve older adults’ physical and cognitive
abilities and psychological health. Zhang and Kaufman [14] conducted a meta-analysis
study to examine the physical and cognitive impacts of digital games on older adults. It
was found that playing digital game is effective in improving older adults’ physical
balance (g = 0.67), balance confidence (g = 0.46), functional mobility (g = 0.53), exec‐
utive function (g = 0.76), and processing speed (g = 0.54). Jung, Li, Janissa, Gladys,
and Lee [15] examined the impact of playing Nintendo Wii on the psychological and
physical well-being of seniors in a long-term care facility. Results showed that playing
Wii yielded a positive impact on loneliness, self-esteem, and well-being among older
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adults, compared to a control group that played traditional board games. Allaire and
colleagues’ [16] study suggested that regular and occasional gamers exhibited signifi‐
cantly higher levels of well-being and lower levels of loneliness compared to non-
gamers. Cota and Ishitani’ s [17] review suggested that digital games can be classified
as low-cost tools in treating diseases related to cognitive aspects and psychosocial prob‐
lems without letting older adults leave their comfortable home.

1.3 Older Adults and New Technology

Czaja and Lee [18] emphasized that older adults represent an extremely diverse group
and do not uniformly conform to technology averse stereotypes. Although physical and
cognitive declines may hamper their ability to use technology as effectively or profi‐
ciently as younger people, older adults have been found to be willing to use technology
when they are aware of the benefits such technology can offer them [19, 20]. Reviewing
studies that compare older and younger adults’ attitudes towards and abilities with
computers, Broady, Chan and Caputi [21] found that lack of knowledge of the capabil‐
ities of modern technologies and how to use them is a major influence on older adults’
avoidance of technology. Other barriers include confusion regarding usage procedures,
fear of the unknown, lack of confidence, and lack of understanding of the value of prod‐
ucts and services. Understanding technology as being personally relevant and useful, as
well as overcoming the initial fears and external factors (e.g. how one is viewed and
treated by others) are crucial to overcoming those barriers. Overall, Broady et al. [21]
concluded that older people appear eager to accept technological advancements and
exhibit attitudes that are as positive as young peoples’ towards the use of computers.
Mitzner et al. [22] also indicated that older and young adults did not differ very much
in the actual knowledge of computers but more in their confidence.

In addition, first-hand experience can trigger older adults’ interest and provide
opportunities for improving attitudes towards a new technology [23, 24] and self-effi‐
cacy [25]. In addition to capabilities, attitudes and perceptions, Wagner, Hassanein and
Head [26] highlighted that using technology is also influenced by environmental factors
such as interactions, and context of use.

2 Research Questions

Previous study has shown that older adults are far less likely than younger people to
play digital games [27]. Older gamers are playing more and more games, but only 29%
of gamers are over the age of 50 [28]. In the U.S., some 61% of gamers are younger than
36-years old [29]. It is understandable that older adults play fewer digital games, as
many did not grow up with computer and information technologies. However, encour‐
aging their engagement with these new technologies could help to realize the potential
of digital games to address a variety of health, social-psychological, and functional needs
for older adults.

Cota and Ishitani [17] conducted a literature review to understand the main factors
that motivate older adults to become interested in digital games and the genres of digital
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games most suitable for older adults. Factors identified as important for older adults’
experience include low level of difficulty (e.g., reach the goal without spending much
mental effort), clear and immediate feedback, a sense of control, and real-life scenes in
the game. Social interaction has an important effect on older adults’ successful aging
[30] and is a strong motivator among older people for playing digital games [31].
Competition is another important factor that affects in-game enjoyment [32]. Previous
research has shown that playing together in the same place, as opposed to remotely,
significantly contributes to fun, challenge, and perceived competence in the game as
older adults prefer co-located co-play to playing with other people online [33, 34].

Taking into account above factors, the authors designed a digital games intervention.
Older adults from senior and community centres played in teams of four members
formed within each participating site. A total of 21 teams were formed and played against
one another in an eight-week tournament.

The research questions are:

(1) Can the digital game intervention improve older adults’ attitudes towards digital
games?

(2) Which factors affect the gaming experience of older adults in community and senior
centres?

3 Methods

3.1 Research Design

Participants were older adults aged 60 and over. A total of 142 older adults were recruited
from 14 community and senior centres, 81 were placed in the experimental group and
61 were in the control group (see Table 1). The participants in the experimental group
played in teams of four members formed within each participating site. Since older adults
might have appointments, commitments, or illnesses that prevented them from attending
a session, only the top three scores of each game were recorded each week, even if four
players attended that session. This approach allowed some flexibility when one team
member was absent.

A total of 21 teams played against one another in the tournament (see Fig. 1). To
avoid potential issues (e.g., social anxiety, time conflicts) that might have affected
outcomes, team members, team names, availability and avatar names in the Wii Bowling
game were all decided by participants. Follow-up interviews found that the teams were
formed based on availability. Before the tournament, participants had one practice
session, where observations and interviews showed that most participants felt tired after
playing two games in succession. To sustain participants’ interest to the game but not
make them feel overwhelmed, the experimental group played two games in one week.
A research assistant (RA) was assigned to each team. During the eight-week tournament,
the RA visited the site every week, set up the game for the team, and recorded each
member’s score and the team’s weekly score. The control group didn’t play digital games
during the tournament, but they were welcome to watch the gameplay of the experi‐
mental group.
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Fig. 1. A Wii bowing team in a senior centre.

Table 1. Baseline characteristics of participants and outcome measure in each group.

Variables Control group Experiment group Chi-square p
Gender (frequency, percent) 1.35 .25
Male 13(21.3%) 24(30.0%)
Female 48(78.7%) 56(70.0%)
Age (frequency, percent) 8.33 .14
60–69 5(8.2%) 16(20.0%)
70–74 4(6.6%) 8(10.0%)
75–79 8(13.1%) 16(20.0%)
80–84 19(31.1%) 14(17.5%)
85–89 15(24.6%) 14(17.5%)
> = 90 10(16.4%) 12(15.0%)
Current relationship status 3.61 .06
Married/Common law 6(10.9%) 18(24.0%)
Single/Windowed 49(89.1%) 57(76.0%)
Living arrangement 2.58 .11
Alone 44(83.0%) 53(70.7%)
With someone 9(17.0%) 22(29.3%)
Education level(frequency, percent) .86 .93
Less than high school 4(6.6%) 4(5.1%)
High school or equivalent 24(39.3%) 34(43.0%)
Some college/CEGEP 14(23.0%) 18(22.8%)
Two-year degree 7(11.5%) 6(7.6%)
University degree 12(19.7%) 17(21.5%)
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Wii Bowling offers a convenient platform for multiple players. The Wii console
allows users to interact with the game via remote, using natural body movements that
are recognized by motion sensors. The game action is displayed on a large screen. Wii
Bowling was selected for this study because: (1) most older adults are familiar with
bowling; (2) bowling and the WII are fun to play; (3) the game is relatively simple to
learn and to play; and (4) bowling is a social activity that allows a group to play together.
In a qualitative focus group study, Diaz-Orueta, Facal, Nap, and Ranga [35] identified
digital game features of most interest to older adults: the social aspect of the experience,
the challenge it presents, the combination of cognitive and physical activity, and the
ability to gain specific skills. Wii Bowling is a game that offers these features.

Both the experiment and control groups completed a pre-post questionnaire. The
pre-test questionnaire collected demographic data (e.g., age, gender, and education
level) and data about participants’ attitudes towards digital games. The post-question‐
naire only measured game attitudes. Selected items from the Computer Game Attitude
Scale were used to assess the level of positive attitude toward digital games [36]. Items
were rated on a 5-point Likert-scale ranging from 1 (Strongly disagree) to 5 (Strongly
agree). Higher scores indicated higher level of positive attitude towards the social
aspects of digital game. Its reliability is .79. In addition, a weekly observation protocol
was used to understand which factors affected participants gaming experience. The
protocol asked questions about social interactions among team members indicated by
verbal and nonverbal interaction, any technological problems and how they were
resolved, and the role of coordinators.

3.2 Data Analysis

Quantitative data were analyzed using IBM SPSS Statistics V22. Demographic char‐
acteristics of the participants in each group were compared using chi-squared analysis
to examine whether the two groups were equivalent at baseline. Then, independent t-
test analyses were conducted to compare the difference between the two groups before
and after the intervention. The weekly observation notes were imported into MaxQDA
for coding. The coding process included familiarization with the content of the notes,
applying open coding to the content, and analyzing codes for emergent themes [37].
Descriptive codes were assigned to summarize the basic topic of a data chunk. The codes
then were compared to identify themes.

4 Results

4.1 Results of Quantitative Data Analysis

There was no statistically difference between the two groups in terms of demographic
characteristics (see Table 1). However, the majority of participants were single or
widowed and lived alone, which means they might be at the risk of social isolation. For
game attitudes, the two groups did not statistically differ from each other in the pre-test
(t = 1.51, p = .13), but the post-test showed a significant difference between the two
groups (t = 2.53, p = .01). The level of game attitudes was increased from 3.72
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(SD = .58) to 3.89 (SD = .70) in the experimental group, but only from 3.54 (SD = .66)
to 3.55 (SD = .73) in the control group. Generally, the experimental group generally had
higher levels of positive attitudes towards digital games than control group.

4.2 Results of Qualitative Data Analysis

The authors identified five themes from the qualitative data analysis: direct and in-
situation teaching, encouragement, audiences, humor and easy use of Wii Bowling.

Direct and In-situation Teaching. Although team members took turns playing, they
had to support and improve the game performance of each member in order to win the
tournament. Gaming skills differed from one member to another. The majority of the
participants had never played Wii Bowling before the tournament. Some participants
could easily master the game, but some struggled with it almost every session. In addi‐
tion, the game performance of older adults was affected by many factors rather than just
gaming skills. For example, one participant was late for a game session; he felt nervous
and forgot how to use the remote. Therefore, direct and in-situation teaching among
team members was quite frequent. For example, on one occasion, D wanted to get a
strike (all pins hit down in one throw) because all of the other three team members had
already gotten one, leading to the following conversation:

A: Move the line over.
B: Make sure your hand is straight.
A: Get your hand straight.
C: You can do it, D.

Encouragement. Positive encouragement was a key aspect of social interactions
because it contributed to building trust among team members. One player was left-
handed, and her ball always ran slowly. When she didn’t do very well in one throw, her
teammates said, “At least, that’s a fast bowl” and “It’s good. At least, it’s straight.” On
another occasion, she got many curves and couldn’t make the ball run straight. When
her ball ran slowly and gradually changed direction, her teammates murmured, “Come
on, and come on”; “Yes, yes…” Finally, the ball hit the last pin. Everyone in the room
applauded and cheered for her with “Good for you”; “You have some suspenders.”

At another site, a participant’s vision was so poor that she needed help to locate the
button in the controller and the pins in the screen, but she did very well every week. Her
teammates said: “You are remarkable. You always inspire us.” On one occasion, she
had technical problems and needed several tries to let the bowl go. She was disappointed,
saying “I’m sorry. At least, I let it go,” but her team members were kind and supportive,
saying “It’s fine”; “That’s OK. You can’t hit them all the time”; “You participated. It’s
fine.” The positive encouragement among team members were more likely to decrease
feelings of guilt, fear and anxiety.

Audiences. Audiences played important roles in supporting players and sustaining
their interest and passion during the tournament. Approximately half of the players were
aged 80 and over. People at this age are more likely to suffer from some age-related
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functional limitations [38], and thus play much less digital games compared to young
older adults [39]. Many participants felt proud of themselves because they were doing
something that they never thought they could do. The support from the audiences made
them believe what they were doing was interesting. They felt sad and did not talk with
each other very much when no audience showed up. Conversely, they were enlightened
when there were audiences cheering for them. For example, at one session an audience
member who sat next to a player and coached that player every week was late arriving
for the game. The players were quite reserved, and didn’t interact with each other as
much as they had in previous weeks. However, once the audience member walked in,
the four players became alive and said: “We need you, coach.”

Humour. Humour was another key aspect of social interactions among team members,
contributing significantly to players’ enjoyment of the game. Team members would like
to joke and laugh together during gameplay, as in the following conversation about a
pin that didn’t fall down:

A: Stupid pins.
B: Silly pins.
C: Not smart pins.
D: The nice pin is going to fall down.

Shared amusement, laughter and good feelings created a natural context for enter‐
tainment and social interaction.

Easy Use of Wii Bowling. Wii Bowling enables enactive interactions, or motor acts
used in real life such as swinging arms to play bowling [40]. One advantage of enactive
interaction was that players could focus on hitting the pins rather than having to learn
complex mappings between in-game actions and specific button presses [41]. So, the
game was easy to learn and use for older adults who have experienced physical and
cognitive declines and even impairments. Some participants mentioned minor medical
effects of playing Wii Bowling; one said that she was surprised that she didn’t feel arm
pain when swinging her arm.

5 Discussion

The themes identified from the weekly observation indicated that the majority of partic‐
ipants enjoyed the Wii Bowling tournament. The quantitative data analysis also indi‐
cated that the tournament was effective for improving older adults’ attitudes towards
digital games. However, this should not be taken for granted. Digital games are symbolic
and cultural tools that provide resources (e.g., avatars, narratives, and mechanisms) for
interactions. Collaborative play forms a rich social context in which the expert members
can coach or mentor the less experienced members. These meaningful interactions may
further facilitate enjoyable conversations and build positive relationships among the
group members.

The authors identified six factors that contributed to participants’ positive gaming
experience. First, the tournament was engaging. Participants were excited and even
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danced whenever they got a strike or several strikes in a row, especially when there were
audiences cheering for their good performance. Second, the competitive aspect has
motivated older adults to play Wii Bowling. Many participants mentioned that they
enjoyed the competition and cared about their team’s position among all the teams. One
participant said: “It’s great to beat another team because we have two teams here (in an
assisted living centre).” Nap, de Kort and IJsselsteijin [42] found that the majority of
older adults have negative perceptions about multiplayer gaming. Gajadhar et al. [34]
pointed that older adults’ negative perceptions about playing against other human
players could be caused by the fear of failure. In this study, many participants highlighted
their positive experiences of competing with other teams. It is possible that the team
competition could have decreased their anxiety and fear when using a new technology.
Third, playing Wii Bowling together has created a natural context for participants to
exchange social and emotional support, which contributed a significant part to partici‐
pants’ enjoyment. Encouragement from team members, jokes, and applause created a
natural social context in which participants felt free to express themselves. Fourth, the
positive experience of gameplay improved participants’ confidence with digital games.
The majority of participants were proud of themselves. They were able to master the
game by the end of the eight-week tournament even though they hadn’t played Wii
Bowling before the tournament. During each session, participants were provided with
directions for each game and individual assistance from their team members and research
assistants. This on-demand support and guided participation helped them to acclimate
to the game controls, alleviating potential confusion and frustration. Fifth, Wii Bowling
was easy for older adults to use since it allowed participants to interact naturally with
the game. The game also provided clear and positive feedback to promote players’ self-
confidence. Marston [42] pointed out that older adults will only invest their time in such
entertainment if they can understand and see the purpose of their actions. Last but not
least, coordinators from different centres played an important role in this study. They
worked hard for the smooth going of this study. For example, they reminded their senior
participants of this study every week.

The authors were aware of two limitations to this study. First, the participants were
recruited based on their availability and interest in this study. Therefore, the results
cannot be generalized to other populations, such as older adults who are not interested
in Wii Bowling. Second, health condition was not one of the sample inclusion criteria.
Some participants had to sit to play due to Parkinson’s disease or physical impairments.
We are unsure whether participants’ physical health affected attitudes towards playing
Wii Bowling.

6 Conclusion

The Wii Bowling tournament provided positive gaming experiences to the participants
and was an effective way to improve their attitudes towards digital games. The authors
also identified six factors that contributed to participants’ enjoyment. The findings shed
light on older adults’ social interactions mediated by digital games. However, it is still
unclear how the positive experiences affect their quality of life from older adults’
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perspectives. It is also unclear which challenges they face when participating in the
collaborative play. Further studies could be conducted to investigate in more depth how
to help older adults benefit from digital games. These studies can contribute to the
adoption of digital games in many community and senior centres, thus enriching older
adults’ daily activities and enhancing their social interactions.
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Abstract. Research highlights a need for a structured approach, consistent
support and continuous professional development for teachers in order to
facilitate the development of 21st Century pedagogies and the integration of
technology, as well as to support their changing role in the classroom. This
chapter describes a particular model of 21st Century teaching and learning, and
explores teachers’ experiences of its implementation in their classrooms. A total
of 15 teachers who attended a Contextual Mathematics module on a postgrad-
uate certificate course provided consent for their data to be used in this study.
A qualitative, case study approach has been taken in order to explore the
teachers’ experiences of using the model of teaching and learning, as well as
their perceptions of the students’ experiences. A constant comparative analytic
technique has been used to analyze their written reflections. Results indicate that
the approach has the potential to address many of the issues associated with the
integration of 21st Century teaching and learning, identified in the literature.

Keywords: 21st century learning � Post-primary education � Mathematics
education � Continuous professional development

1 Introduction

It is widely accepted that there is a need to adapt our educational systems and curricula
to accommodate the shift from an industrial to a knowledge-based society [1–4].
Although there is no universally recognized definition of 21st Century skills, or of the
types of teaching and learning required to achieve them, there is agreement that skills
relating to communication and collaboration, problem-solving and creativity, as well as
technological fluency, are fundamental to the concept [3, 5]. The value of effective
collaboration has been consistently prized in workplaces. However, in the
knowledge-based 21st Century, jobs are increasingly accomplished by teams of people
with complementary skills and expertise, and frequently require critical thinking and
creative approaches [3]. The prevalence of sophisticated information and communi-
cation technologies means that citizens in modern society have the tools to filter,
manage and evaluate large amounts of data. However, in order to be able to do so,
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the development of competences regarding the effective use, management and evalu-
ation of information across many different platforms is essential [5, 6].

While recognition of the benefits of such skills is not unique to the 21st Century, the
capabilities and skill requirements of modern society mean that they are increasingly
valued [2, 3]. The meaningful incorporation of 21st Century Learning (21CL) skills in
mainstream curricula however, is not a straightforward task, and requires a change in
pedagogic focus and in teaching and learning approaches [4, 7]. Less emphasis should
be placed on low-level facts and rote activities, and increasing emphasis on the more
complex skills that require an understanding of ‘why’ as well as ‘how’ the information
and routine procedures should be used [2, 4, 5, 8].

It is generally recognized that pedagogic approaches such as Project-Based
Learning, Inquiry-Based Learning, and Design-Based Learning, in combination with
team-based collaboration, are most suited to support the development of 21st Century
skills [4, 5, 9, 10]. The Bridge21 model of 21st Century teaching and learning is a
particular approach to collaborative, technology-mediated, project-based learning. In
this chapter the Bridge21 model will be discussed, and its implementation in mathe-
matics classrooms, as a means of facilitating 21st Century Learning, will be explored
through the perspectives of teachers participating in an associated continuous profes-
sional development (CPD) program.

2 Literature Review

Sufficient structure, support and scaffolding are required in order to create opportunities
for learners to develop key 21CL competences within the school environment [11, 12].
However, achieving these requirements is not a trivial task. Although many teachers
wish to develop teaching and learning strategies that incorporate skills associated with
21CL, they are frequently hindered by factors outside their control.

Three levels of problems associated with the integration of a 21CL approach have
been identified: the overarching school system, including curriculum and assessment; a
lack of resources including teacher CPD; and teachers’ beliefs [5, 12]. The higher level,
systemic issues, while fundamental, are not addressed in detail in this research.

Problems relating to classroom management and the redefinition of the role of the
teachers from transmitter of information to facilitator of learning, have been identified
as contributing to the disparity between the intended curriculum, which is generally
framed to recognise the importance of 21st Century skills, and that which is actually
implemented [5, 9, 12]. A fundamental shift in the beliefs and practices of
policy-makers and practitioners is required [2], as teachers are expected to facilitate the
acquisition of 21st Century skills among their students, often without having developed
the skills themselves [3, 5]. However, in order to achieve this, educators require
appropriate structure and support in order to master the necessary skills and teaching
strategies, and to ‘unlearn’ the beliefs and assumptions on which the traditional
industrial-model of classroom practice is predicated [2, 5, 8].

This has clear links with the approach to professional development described in this
study.
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3 Context: Postgraduate Certificate in 21st Century Teaching
and Learning

One of the significant findings that emerged through the literature review, is that there
is a demand for ongoing support and professional development for teachers in order to
facilitate the development of 21st Century pedagogies and the integration of technol-
ogy, as well as to scaffold their changing role in the classroom [3, 5, 9, 13]. This
research has its foundations in a structured CPD module that has been incorporated into
a larger Postgraduate Certificate (PG Cert) course in 21st Century Teaching and
Learning for post-primary school teachers, coordinated by the School of Education in
Trinity College Dublin [14]. This course began in September 2014 and the first cohort
of teachers graduated from the programme in autumn 2015.

The initial experience for participants on each module of the PG Cert involves
active participation in immersive and authentic activities, which enables them to
understand the power of the Bridge21 approach at a personal level. Throughout the
process, attendees are provided with the resources, practical designs and collegial
support that Donnelly, McGarr, and O’Reilly [15] highlight as necessary conditions to
motivate change amongst teachers.

The Contextual Mathematics module on the PG Cert requires each of the attending
teachers to complete an assignment involving the creation and implementation of a
math-focused, 21CL activity with one of their classes. The assignment stipulates that
the activity should use the Bridge21 model of 21CL (Sect. 4) and a set of design
heuristics (Sect. 5) developed for the creation of contextual, 21CL mathematics
learning activities [16–19]. The written part of the assignment involves a description of
the activity, highlighting the curriculum-specific, and 21st Century skills that are
covered, as well as a reflection on their own, and the students’ perceptions of the
experience.

Participating teachers came from diverse schools, including fee-paying, disadvan-
taged, single-sex and co-educational. They had levels of teaching experience ranging
from 3 to 19 years. In a number of cases, two or three of the teachers came from the
same school, which promoted greater levels of collaboration in the design and
implementation of their activities, and also strengthened the communities of practice
within the schools. Out of a total of twenty-two participants on the contextual math-
ematics module, fifteen gave consent for their work to be included in this study. This
paper provides an analysis of their work, placing particular emphasis on participants’
reflections on the process of integrating 21st Century practices in their mathematics
classrooms.

4 The Bridge21 Model

Bridge21 (www.bridge21.ie) is a model of collaborative, project-based, technology-
mediated learning that has been developed at the author’s institution [20, 21]. Initially
established in 2007 as part of a computer science outreach program, the Bridge21 model
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has been developed in the intervening years, and is currently being trialed in a number
post-primary schools as part of a process of reform of the education system in Ireland
[21–23].

Bridge21 adheres to a particular model of collaboration and teamwork influenced
by the World Organisation of the Scout Movement [24], which emphasises
mixed-ability students working together to achieve a common goal. Use of this model
encourages young people to become confident learners, improves problem-solving
skills, raises personal educational horizons, and encourages peer learning [14].

Project- and inquiry-based learning forms the basis of all Bridge21 activities. This
approach begins with a question or problem, rather than with presentation of estab-
lished facts and rules. It is characterised by active participation of students, and pro-
motes creative engagement with processes such as: identification of the problem or area
of inquiry; critical analysis of approaches, and identification of alternatives; planning
investigations, searching for information, research, justification of conjectures; and
presentation of coherent arguments. Reflection is encouraged at various points
throughout activities.

The pedagogic model within a Bridge21 classroom pedagogic model looks quite
different to the traditional classroom. Teachers act as facilitators or mentors, scaffolding
and orchestrating the learning. A sense of partnership develops in the classroom, and
the teachers often become co-learners, learning with, and from their students.

Bridge21 activities are “technology-mediated”, but the technology can be low-tech
(white-boards, post-its etc.) or high-tech (mobile devices, software packages). How-
ever, in all cases students learn with, rather than from technology; the technology is
meaningful and relevant to the particular problem; and the technology is shared to
encourage collaboration.

The physical learning space is configured to support an inquiry-based,
technology-mediated, and collaborative approach to learning. Furniture that can be
arranged in a variety of different configurations is ideal.

The Bridge21 activity model is inspired by the concept of Design Thinking [25],
and brings together many of the elements of 21CL in a structured manner, scaffolding
teachers’ introduction of the pedagogical approach. A Bridge21 learning experience
involves a specific set of steps (Fig. 1), which can be adapted based on the content and
duration of the activity, and the group of participants.

Within the context of a Bridge21-mathematics activity, this can be expanded as
follows:

1. Set-Up: Ice breaker and team formation.
2. Warm-up: Mathematical divergent thinking activity; generally related to the main

task.
3. Investigate: Presentation of the problem, explanation of the problem context, and

brainstorming of possible strategies.
4. Plan: Group planning, assigning roles and deadlines.
5. Create: An iterative process, involving:

(i) Exploration with available resources including digital technologies. This can
involve working outdoors as well as in the classroom.

(ii) Modelling and Calculation: Analysis and Synthesis of the results.
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6. Present: Competition and/or Presentations of results.
7. Reflect: Reflection and Discussion. This usually involves a plenary session, fol-

lowed by individual student reflections.

The Bridge21 approach to CPD involves teacher participation in a full cycle of the
activity model prior to the collaborative development of their own activities based on
this experience. The assignment constitutes the development and delivery of these
activities in the classroom, along with written reflections on their own, and their
students’ experiences.

5 The Design Heuristics

In the Contextual Mathematics module, the use of Design Heuristics for the creation of
contextual 21CL mathematics activities is encouraged. These heuristics were devel-
oped and refined by the author over the course of a three year research project.

Fig. 1. Bridge21 activity model.
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The theoretical foundations of the Design Heuristics (described in the following sub-
section) were derived from an extensive literature review [17, 18, 26].

5.1 Theoretical Foundations

Research indicates that within an appropriate educational framework, the use of
technology can make mathematics more practical, meaningful, and engaging [27–30].
Social constructivist pedagogies are advocated as aligning particularly well with the
affordances of technology [17, 31, 32], however, activities that combine technology
and socially constructivist strategies, tend not to suit the didactic teaching and short
class periods that persist in many conventional classrooms [33]. Pedagogical models
such as Bridge21, which are more in line with 21st Century learning, have been shown
to be more appropriate [5, 34].

In terms of the mathematical pedagogy underpinning the development of the
Design Heuristics, particular emphasis was placed on the Realistic Mathematics
Education, or RME [35] approach to mathematics education, which, since its inception
in the 1960s, has become internationally influential in curriculum design [36]. RME
involves students in the development of their understanding of mathematics through the
exploration and solution of problems set in contexts that engage their interest. Rather
than transmitting information in a lecture-based manner, teachers scaffold the “rein-
vention” of the mathematics that the students are confronted with [35]. Five essential
characteristics of RME have been identified:

1. “The importance of problems set in contexts that are real to the students,
2. The attention paid to the development of models,
3. The contributions of the students by means of their own productions and

constructions,
4. The interactive character of the learning process, and
5. The intertwinement of learning strands” [26].

The use of context and the process of mathematization inherent in Realistic
Mathematics Education have been identified as having the potential to address some of
the limitations associated with the more formal and abstract traditional mathematics
education, as well as sitting well with 21st Century learning paradigms [37–39].

5.2 Design Heuristics

In conjunction with the theoretical foundations stemming from the literature, an iter-
ative process of activity design, pilot activities and in-school interventions were used to
refine the Design Heuristics [16–18, 34]. The primary concepts that underpin the
heuristics can be summarised as follows:

1. “Activities should follow a 21CL model such as Bridge21: they should be col-
laborative and team-based in accordance with a socially constructivist approach to
learning.
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2. They should make use of a variety of technologies (digital and traditional) suited to
the task, in particular, non-specialist mobile technology such as smartphones and
digital cameras that students have to hand. Emphasis should be placed on the
transformative, as well as the computational, capabilities of the technology.

3. Task design should prioritise guided-discovery, involving problem-solving, inves-
tigation and sense-making, and a move from concrete to abstract concepts. Tasks
should be open-ended, allowing for different trajectories and solutions; they should
have a “low-floor” and “high-ceiling”, such that all students will be able to engage
meaningfully with the problem, with the potential for more interested/able students
to push its boundaries.

4. The context of the problem, and the learning experience, should be interesting and
immersive/real, adapting the environment and class routine as appropriate;

5. Presentation, competition and reflection can be used for assessment purposes” [19].

Activities designed in accordance with these heuristics, and implemented using the
Bridge21 approach have been shown to be associated with increases in students’ levels
of engagement with mathematics, and their attitudes to using technology for its
learning [19, 34].

6 Methodology and Research Questions

The research presented in this chapter is based on an exploratory case study in which
teachers’ experiences of the creation and implementation of mathematics activities
designed in accordance with the Design Heuristics and the Bridge21 methodology are
investigated. The research design consists of a single case study, with multiple
embedded units, each consisting of one of the fifteen teachers’ implementations of an
activity in their school, and subsequent reflection on the process.

Teachers’ written assignments form the basis of the data for analysis. The
assignments include a description of the learning experience and an associated ratio-
nale, an explanation of the content and skills to be covered, evidence to demonstrate
student learning, and a personal reflection on the experience. A constant comparative
analytic technique was used to highlight the emerging themes [40].

The research aims of this exploratory case study are:

1. To explore the experiences of teachers in the creation and implementation of such
activities, with particular emphasis on their perceived barriers to, and benefits of, the
Bridge21 approach in the classroom.

2. To explore teachers’ perceptions of their students’ experiences with the activities.

The data that has been collected for this exploratory study are qualitative and come
from the written reports of the teachers.
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7 The Maths Learning Activities

A number of the teachers collaborated on the design of the activities, and joint
implementation was allowed for participants working in the same school. A total of
eleven distinct activities were created by the fifteen teachers. These activities were
implemented with students across four different year groups, ranging in age from
twelve to sixteen. All of the activities involved students’ active and creative partici-
pation, and provided meaningful context to the mathematics. They also involved the
use of a variety of technologies in a “transformative” manner, i.e., the use of tech-
nology allowed for significant task redesign, or for the creation of tasks that would not
have been possible in its absence [41].

The mathematics involved in the majority of the activities was linked to data
collection and representation, patterns, and linear and quadratic functions. In all
instances this was reported as being the students’ first experience of generating their
own functions using “real” data that they had collected empirically. The teachers’ brief
descriptions of the activities are provided in Table 1.

Table 1. Teachers’ activities.

Activity Class Teachers’ descriptions

Heights with helium Transition yeara

(age 15/16)
A helium balloon and digital technology were used to measure
certain heights around our school. This meant dealing with two
variables, height and time and being able to use the free video
analysis software, Kinovea, (www.kinovea.org) to obtain these
variables and a Spreadsheet to graph the data.

Functions in context:
analysing trajectory.

2nd year (age
13/14)

Each team of students takes video clips of attempts to throw a ball
into a basket. They then use appropriate software to analyse the
trajectory of a successful shot. Using a suitable [digitally
generated] graph, they compare successful and unsuccessful shots.

Distance, speed and time 3rd year (age
14/15)

Students ask themselves “how fast am I running?” Based on their
introduction to the software Kinovea, and their knowledge of
Microsoft Excel, they are asked to answer this question and
illustrate their answers with graphs and tables.

Statistics/height/distance,
speed and time

1st year (age
12/13)

Working in groups, students are tasked with comparing the speed
of the shortest and tallest members of their group over a specified
distance. The data collected, and analysis of their findings, will be
done using Kinovea.

Egg drop challenge Transition year
(age 15/16)

Teams of students work to design a method of safely dropping an
egg from a first floor window. They use smart phones, digital
camera and iPads to visually record the activity. They generate data
from the activity and use a video App and maths analysis software
to provide mathematical evidence for their approach.

Quadratic equations,
functions and algebra.

Transition year
(age 15/16)

The students are asked to plot the quadratic function for the flight
of their shot in a football crossbar challenge. Each group of 3–4
students works with the Tracker video analysis software (physlets.
org/tracker) to analyse the shot that is closest to hitting the
crossbar. The students use the software Kinovea and excel to plot

(continued)
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The written reflection portion of the teachers’ assignments is of particular relevance
to this research, providing insight into their experiences with the implementation of
contextual mathematics learning activities as well as into the barriers to, and benefits of,
the Bridge21 approach.

8 Analysis of Results

Results are drawn from a qualitative analysis of the teachers’ reflections and a constant
comparative approach to the analysis of the data has been taken. The steps in this
analysis follow the process outlined by Glaser [42] and Strauss and Corbin [40].
Constant comparison is a method of reducing qualitative data to codes emerging from
within the original source, while retaining much of the richness of the original data. In
this way, the results of the analysis are used to create a rich picture of the teachers’
experiences, and permit the identification of any common themes or categories.

8.1 Generation of Initial Codes and Categories

The data analysis software package NVivo10 was used to facilitate the process of coding
and theming. Following the analysis of the first five assignments, a total of 23 codes
were identified. These fell into the two primary categories of Barriers, with five asso-
ciated codes, and Benefits, with eighteen related codes. All segments of text associated
with each of these codes were re-examined and compared before considering the next set

Table 1. (continued)

Activity Class Teachers’ descriptions

the flight of their shot. The students are asked to analyse the graph
produced.

Children’s birthday party 2nd year (age
13/14)

Given an advertisement for a party hire company, the students use
dynamic geometry software, GeoGebra, to explore different
combinations of tables etc. to get the best value for money.

Speed, distance, time Transition year
(age 15/16)

The students are presented with the problem ‘Who is the fastest in
the class?’ In their groups they must produce a method of
experiment and a Microsoft excel presentation of their results.

Shoot a basket! 2nd year (age
13/14)

In groups, the students develop different ways to analyse and make
‘real’ quadratic functions through group work and peer learning.
Students learn to select, create, and use many new forms of
technology, e.g., GeoGebra and Tracker. The groups are briefly
introduced to the programmes but need to decide if it will help
answer the question, “What makes a successful shot successful?”
As students use the programmes, they become aware of the
technology available around them.

Speed\distance\time,
statistics

1st year (age
12/13)

The students undertake a study to determine if the speed of the ball
affects the chances of scoring goal.

aTransition year is a one-year school program in Irish schools, in which the focus is on personal, social, vocational
and educational development, providing opportunities for students to experience diverse educational inputs in a year
that is free from formal examinations.
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of assignments. Of these, the next four assignments led to the addition offive new codes,
four under the category of Benefits, and one under Barriers. At this point, the process of
memoing – recording detailed notes on the thought process involved in the coding – was
useful for identifying sections that could potentially benefit from re-classification
(Fig. 2). In particular, codes associated with the category of Benefits appeared to have a
number of emerging subcategories relating to teachers, students, the development of key
skills, and so on.

The six remaining assignments only led to the generation of two more codes,
leading to the tentative conclusion that a reasonable level of saturation of codes may
have been reached [40].

All of the data was re-examined after each session of analysis, and particularly after
the addition of new codes. The purpose of this was to compare the coded text within
their assigned nodes and also to identify whether they could be associated with any
other codes. This process of constant evaluation and comparison has led to a rigorous
association of codes and text.

8.2 Reduction of Codes

After completion of the initial development of codes and categories, the process of
reducing and merging the codes, and developing sub-categories, began. This involved
an examination of the codes and the coded segments in order to determine whether
there was any crossover of themes.

The Barriers category had significantly fewer references than Benefits, and included
student abilities, teams, technical difficulties (at individual and school level), and time
constraints (Fig. 3).

Fig. 2. Sample memo.
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(In Figs. 3, 4 and 5, Sources refers to the number of individual teachers whose data
were categorised at the related code, while References relates to the overall number of
coded segments of text.)

Fig. 3. Barriers category.

Fig. 4. Key skills category.

Fig. 5. Additional beneficial outcomes

486 A. Bray



At the end of this section of the analysis, the category of Benefits had a total of 295
references, compared with only 37 in the Barriers category. At this point, a number of
sub-categories were confirmed in the Benefits category. These related to benefits to the
students (key skills, other out-comes, associated task attributes) and benefits to the
teachers (change in beliefs, teacher as facilitator, and teacher as learner).

8.3 Analysis of Relationships

Possible relationships between codes were identified using the coding matrix facility of
NVivo10. Analysis focused on the relationships between the teachers’ perceptions of
the task design elements that had an impact on themselves and on their students, and
their perceived benefits. No associations between task attributes and barriers were
identified. Table 2 provides a numerical analysis of the frequency that segments of text
were co-coded with a particular aspect of task design, and a perceived benefit. The
most significant elements (most frequently coded) of the task design columns and of
the benefits columns have been highlighted.

Using the sum functionality at the end of each row and column, it is evident that
student-led nature of the tasks has had the most significant impact on perceived ben-
efits, particularly on the sense of student ownership or autonomy, on their conceptual
understanding, and on engagement. The student-led approach also seems to be note-
worthy in effecting a change in the role of the teacher in the classroom. Peer learning
and the contextual nature of the task design seems to have had beneficial effects on the
students and teachers, particularly in relation to collaboration, communication and
engagement.

Table 2. Matrix Coding of Task Design and Perceived Benefits.

The Bridge21 Model of 21st Century Learning 487



In terms of perceived benefits, task design appears to have had most impact on
student engagement, with the tasks set in contexts that were meaningful to the students
and the student-centred nature of the activities appearing to have the greatest effect.

Conceptual understanding is highlighted as the second highest co-coded perceived
benefit, and this appears to be related to tasks that are set in contexts that are mean-
ingful to the students, as well as the student-led nature of the learning.

9 Findings

The findings that have emerged through analysis of the relationships between task
design and the perceived benefits of the approach serve to consolidate earlier research
that identified a correlation between the Bridge21 approach to mathematics teaching
and learning and increases in student engagement [19, 34]. In particular, there is an
apparent link between the student-led, contextual and meaningful approach to activity
design, and increased levels of student engagement, conceptual understanding, and
confidence. In addition to strengthening the validity of these previously established
hypotheses, a number of new findings have been identified in relation to the teachers’
perceptions of the benefits that engagement with activities of this kind can engender, as
well as to the barriers associated with the implementation of such tasks. These barriers
and benefits will be discussed in the following sections.

9.1 Barriers

The professional development model presented in this research has addressed some of
the barriers to the integration of technology and the implementation of 21st Century
pedagogies highlighted in the literature review, such as a need for a structured and
supportive approach [3, 5, 8, 12, 43]. However, many of the more systemic barriers
remain, and were identified by the teachers. The most significant relates to time con-
straints and the difficulty of implementing a project-based activity in a series of indi-
vidual classes of forty minutes duration. This was identified as a problem in 10 of the
15 assignments (Note: teacher initials were used to code quotations): “Having a longer
block of time would have been more productive, having to stop after 40 min and then
pick up again a day or two later was inconsistent, especially when we were running
into problems” (AH).

Technical barriers were an issue for nine of the teachers, with five identifying
personal difficulties with the technology, which would be easily rectifiable on a re-run
of the project: “The camera we were using ran out of battery power during the penalty
shoot outs… More cameras would need to be made available, especially if more
teachers were to start working with this approach” (WMI).

Eight teachers identified technical barriers at the school level, primarily in relation
to inadequate access to the resources: “Resourcing fully functioning laptops could be a
challenge - I need to ensure that the limited number of laptops are available for at least
three class periods” (IS).
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Other barriers that were identified by the teachers referred to lower than expected
levels of students’ technical expertise, and difficulties relating to the development of
well-functioning teams.

9.2 Benefits

The benefits associated with the approach far outweigh the barriers, and have been
broken down into two subcategories, which distinguish between the benefits to teachers
and benefits to students.

9.2.1 Benefits to Teachers
A number of changes associated with teachers’ beliefs and to their role in the classroom
were identified. Two of the teachers in particular discussed the impact that teaching in
this way has had on their beliefs about teaching mathematics:

“After trying this, my eyes have been opened to the possibilities of covering the curriculum, but
by changing the setting of the learning, you can teach a lot more effectively to an audience who
are stimulated and engaged.” (JPF)
“I found it more difficult to change my teaching style when it came to Maths. I was teaching the
way I was taught, which was with very little understanding.” (MC)

It appears that the role of the teacher in the classroom was significantly affected
through the implementation of these activities. The change in role from transmitter of
information to facilitator of learning was not a comfortable transition for some; how-
ever, all of the teachers hailed it as a positive development, which empowered the
students to take ownership of their own progress.

“I decided to tell the students of how this was as much of a learning curve to me as it was to
them. This was because I really did feel that they would lose confidence in me if they felt that I
was trying to teach them rather than facilitate them. This seemed to empower them as they felt
that even though I wasn’t part of their team, I was learning and teaching with them.” (MC)

In addition to the change in role from traditional teacher to facilitator, six of the
teachers also identified themselves as co-learners in the classroom, both in terms of
how to make activities of this kind more successful in the future, and learning about the
technology with and from the students.

9.2.2 Benefits to Students
Benefits to the students have been broken down into the subcategories of ‘key skills’,
‘other outcomes’ and ‘associated task attributes’. The relationships between the task
attributes and the perceived benefits of the approach have been discussed in Sect. 7.3,
and therefore this section will focus on the other perceived benefits of the approach to
students.

The key skills subcategory is made up of the codes listed in Fig. 4. This figure
highlights that the skills most commonly developed relate to collaboration and com-
munication, technological confidence, creativity and problem-solving. The majority of
students appear to have enjoyed working in teams and learning with, and from, their
peers. Many of the teachers recognised the potential that technology has to facilitate a
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deeper conceptual understanding of the mathematics involved in the activities, as well
as increasing the students’ technological skills.

“The resounding theme of the [student] reflection was that they could really engage with one
another and more importantly that they could engage more with the abstract topics of maths
because of their ability to use technology in everyday maths.” (DR)

In addition to the development of key skills, a number of other beneficial outcomes
(listed in Fig. 5) emerged through students’ participation in the activities designed by
the teachers.

An increase in student engagement, both in terms of how they felt about the subject
(affective engagement) and how they behaved in the classroom (behavioural engage-
ment) [44], was evident through the teachers’ reflections. Comments such as those
below, illustrate the sense of engagement and motivation experienced by students and
teachers alike. These responses tally with the author’s extensive student-focussed work
[19, 45].

“All the team members were fully engaged in the activity; their pride in and ownership of their
learning was clearly expressed… It’s really heartening to encounter such a level of motivation
and commitment.” (DD)
“Please let’s do more of this stuff! It’s brought Maths to life! I really get it now!” (Student)
“This project was a thoroughly enriching experience for both the students and teachers
assisting them.” (DOC)
“After this contextual Maths workshop, they asked for a Maths club. To me that is success!”
(MC)

There was a high level of cross-coding of segments of text coded as engagement
and as enjoyment. Deeper analysis of the text coded at enjoyment indicated that this
code is particularly closely related to affective engagement, or how the students feel
about the subject. Segments coded at enjoyment and not at engagement relate specif-
ically to the idea of having fun in the class, both from the point of view of the students,
and the teachers:

“This project has highlighted one of the most enjoyable pieces of technology that I have used in
my teaching career” (IB)
“I feel that the students enjoyed this realistic, contextualized activity and by taking part they
have taken a step forward in developing their technological skills, becoming better problem
solvers and gaining attributes in working as part of a team.” (AH)
“The students also had fun, which they said that they thought they would never be able to say
about Maths.” (MC)

An increase in students’ conceptual understanding and confidence was identified in
nine of the analysed assignments. This seems to be particularly closely associated with
the contextual and meaningful nature of the tasks: “I am sure that none of these
students will ever forget how they deepened their understanding of quadratic functions:
the next time they video a friend kicking a football or teeing off in golf they will
visualise that ball moving across the Cartesian plane, describing a smooth parabola.”
(DD). In addition, the open-ended task design and the student-led approach also
appears to have led to a deepening of the students’ conceptual understanding of the
subject: “The open-ended nature of the activity produced a new energy in the teams:
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they were not working to find one answer (already known to me) but were engaged in a
meaningful exploration of the topic” (DD).

Seven of the reports refer to an increased sense of student ownership of their work,
leading to pride, engagement and motivation.

“Students came into their own when given the opportunity to work as a group and they seemed
to grow as individuals even in the short space of time while working in groups with their peers”
(DR)
“Moreover, I feel that if I had taken over this aspect of the project… I would be impacting on
their self-efficacy.” (DF)

Giving the responsibility for the learning to the students encouraged them to
develop as individuals and as members of a group, with the attendant increase in levels
of motivation and pride in their learning leading to higher levels of conceptual
understanding.

“All the participants felt that they had created their own quadratic function and understood
that it could be mathematically analysed.” (DD)

These findings provide a compellingly positive picture of the approach to the
development and implementation of mathematics learning activities that combine the
Bridge21 methodology and the design heuristics described in this and related research
[19, 21, 46].

10 Discussion

The analysis of teachers’ reflections described in this paper has provided an opportunity
to examine various aspects of the participants’ creation and implementation of
Bridge21-style, contextual mathematics activities, thereby addressing the research aims
identified in Sect. 5. In particular, analysis of the data has permitted:

• Examination of the experiences of teachers in the creation and implementation of
such activities, paying particular attention to the barriers to, and benefits of, the
approach.

• Exploration of the teachers’ perceptions of their students’ experiences with the
activities.

These themes have been explored throughout this research. The discussion section
examines aspects of the written assignments that reflect some of the concerns emerging
from the literature review, and also presents the main limitations of the study.

10.1 Addressing the Issues

It is interesting to note that many of the problems associated with mathematics edu-
cation that had been identified through the literature review, were mirrored in the
reports of the teachers participating in the PGCert. The formulaic approach to text-book
questions [47] was identified by one teacher as an area that the approach advocated in
this research, had the potential to address.
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“These problems involved being given the function, algebraically or graphically, and all the
information required to answer some fairly predictable questions. There was never any
redundant information either: just enough and not too much to apply the usual procedures… I
considered that setting the students the task of creating their own quadratic curve would give
them a real sense of ownership and a greater insight into the nature of quadratic functions.”
(DD)

Within the reports, there is evidence of a belief that this approach to mathematics
education may go some way to address the fragmented, and de-contextualised nature
that frequently pervades the presentation of the subject in schools [3, 48].

“It was useful for students to see different aspects of Maths used in one place rather than the
disjointed treatment that they usually receive in a text book.” (WMI)

In addition, as observed by Oldknow [49], the use of ubiquitous personal devices
such a mobile phones to generate mathematical models, provided relevance, meaning
and context to the mathematics for the students:

“For students, to discover that they can take their ubiquitous phone out of their pocket and
create a mathematical model of an everyday event grounds Maths in the real world.” (DD)

Issues surrounding teachers’ beliefs and their changing role in the classroom also
appear to be addressed by the structured, immersive and supportive nature of the CPD
program. The pedagogical structure provided by the Bridge21 model, and the set of
lesson design heuristics, present the teachers with an approach that has been empiri-
cally tested and shown to be successful. All of the participating teachers seemed to
have been empowered by this, and were confident to approach their classes in a
different way. The results appear to have been beneficial for both teachers and students.

“I have worked with this particular class group on two other 21st Century Teaching and
Learning Assignments. Their development throughout the course of the year has been
astounding. The flair with which they now competently and confidently use technology to gather
and analyse information, and present their findings is very impressive. This project was a
thoroughly enriching experience for both the students and teachers assisting them.” (DOC)

10.2 Limitations

It is clear from this analysis that the approach to the creation and implementation of
mathematics learning activities that has been developed in this research has the
potential to address many of the issues highlighted in the literature. However, it is
important to identify the limitations of this study.

Firstly, the sample that is used in this exploratory study consists of teachers who
have opted to be a part of the research, and who are participants on a CPD course that
they have chosen to attend. It is therefore a self-selecting sample and cannot be seen as
representative.

Another point that needs to be highlighted is that the reflective pieces provided by
the teachers were all submitted for assessment purposes. There is a possibility that the
participants therefore emphasised the positive aspects of their experiences more than
the negative. This is a limitation of the study to date, which future work will aim to
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overcome through interviews with participants and their students and non-participant
observation of the classes.

Another drawback of this exploratory study is its small size. The analysis of fifteen
teachers’ reports is unlikely to permit the generation of any substantive theory.
However, the consistency of the results, and their congruity with related research [19,
45], do allow the generation of hypotheses and research questions to follow up on the
initial, very promising, findings.

11 Conclusion

In relation to the shift from an industrial to a knowledge-based economy, Green and
Hannon [50] highlight that employers tend to value the 21st Century skills, such as
creativity, communication, presentation skills and teamwork. As schools are at the
forefront of change they should be encouraging teaching and learning practices that
prepare their students for a society in which these skills are prized. Although this study
requires expansion in order to fully examine the emerging themes, it appears that the
pedagogic approach to mathematics education described in this chapter has the
potential to address this need.

“As such a huge emphasis is being placed on STEM subjects/activities in schools, RME in
conjunction with the B21 model helps to contextualise maths for our students, increasing their
engagement and allowing them to use technology in a meaningful way.” (MC)

The Postgraduate Certificate from which the results were drawn is ongoing, and
data from the 2015/2016 cohort is currently under analysis. Initial findings point
towards a continuation of the predominantly positive responses from the teachers and
their students.
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Abstract. This chapter presents the design and evaluation of a digital story-
telling workshop for older adults held across multiple workshop iterations and
examines the adjustments made across these iterations. Adjustments to the
design were made prior to the second and the third iteration to accommodate the
needs of the learners. Results from older adult participants’ evaluations of three
iterations of the workshop, involving seven different workshop groups, are also
presented. Researchers found that the facilitation approach and socially sup-
portive environment were important to the digital learning experience and were
seen as benefits that workshop participants appreciated. Furthermore, partici-
pants reported increased digital storytelling skills and, to a lesser degree, other
computer and internet skills. Additionally, participants reported enjoying the
contribution of others, sharing stories with each other, and being able to learn
something new. The main challenge reported by participants was the lack of
sufficient time provided in the workshop.

Keywords: Digital storytelling � Older adults � Workshop evaluation �
Lifelong learning

1 Introduction

The aging population is becoming increasingly disproportionate to other age demo-
graphics in many parts of the world. It is estimated that 30% of the population will be
over 60 years of age by the year 2050 [1]. This has led to increased discourse on
improving quality of life to live a happy and healthy lifespan. For example, the concept
of ‘active aging’ promoted by the World Health Organization (2002) has been described
as follows: “Active ageing is the process of optimizing opportunities for health, par-
ticipation and security in order to enhance quality of life as people age.” [2]. Improving
older adults’ quality of life can incorporate a vast number of aspects and can be attained
in many different ways depending on the individual. It requires a holistic approach,
incorporating not only physical and cognitive health, but also aspects that contribute to
well-being such as creativity, social engagement, and lifelong learning [3].

Technology and communication are tools which have the opportunity to enhance
the lives of older adults [4]. Increasing digital literacy may improve quality of life in a
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number of ways, including increased socialization and information access [5]. Tech-
nology also offers the opportunity for creative expression and sharing capabilities. One
technology activity that could be beneficial for older adults is digital storytelling.
Digital storytelling could encourage older adults to share their stories, become digital
producers, express creativity, and improve digital literacy. Furthermore, digital story-
telling could also serve as a learning experience where participants are both diving into
traditional structures of writing a story (such as the story arc) but also learning tech-
nology [6]. Thus, there is the crossover between what has been culturally available for
many centuries and that which is new and adds to the art of storytelling.

Story and narrative are powerful cultural tools and are traditional ways to share
knowledge. They serve as one of our main tools of identity, in that we perceive our
lives as embedded in narratives and our memories are wrapped around these stories [7].
When we are able to create artefacts, either written or digital, it can be beneficial for
exploring identity and self-knowledge [8]. The combination of technology and auto-
biographical narrative could offer many opportunities for older adults to express
themselves in new and different ways.

The purpose of the current chapter is to extend our discussion on the design and
evaluation of a series of digital storytelling workshops for older adults that was pre-
sented at the Computer Supported Education conference in 2016 [9]. In this chapter we
outline the design of the workshop and adaptation over three iterations of work-
shop. Through examining the results of quantitative and qualitative evaluation data
gathered from participants, we discuss perceived learning outcomes and the success of
the workshop, as well as the challenges. This study contributes to both research on the
use of digital storytelling and the design of workshops for older adult cohorts.

2 Background

2.1 Digital Storytelling

A digital story is a story that utilizes multimedia in its expression. Leslie Rule [10]
describes it eloquently as a “modern expression of the ancient art of storytelling. Digital
stories derive their power by weaving images, music, narrative and voice together,
thereby giving deep dimension and vivid color to characters, situations, experiences,
and insights.” The process involves creating a script and incorporating the narrative,
photos, videos, music, and sound together to create a short movie. There are few rules
regarding what can and can’t be used in creating a digital story. Furthermore, digital
storytellers do not simply create their stories; they also play the role of editor and
producer making many choices on style, color, pace and other design considerations.
All choices and decisions are made by the story makers, creating an ambience of their
own self-expression within the story presentation.

Digital storytelling arose as a new art form in the 1980’s. A large part of the drive
for its popularity was through the founding of the Center for Digital Storytelling
(CDS) by Joe Lambert and Dana Atcheley [11]. Over the next couple of decades, the
art of digital storytelling slowly gained momentum in the United States. In the early
2000s, Daniel Meadows and Cardiff University, in partnership with BBC, brought
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digital storytelling to England [12]. The art of digital storytelling has now spread
throughout many countries and for various purposes.

Digital storytelling has not only gained popularity as an artistic expression but has
been touted as a tool with a diversity of benefits. For example, digital storytelling has
recently been the subject of research in education [11], to create a voice or participatory
media [13], as a public historical archive [14], and as a means of creating empathy,
understanding and giving voice to marginalized cultures [15].

Much of the digital storytelling research has centered around its use in education,
whether K-12, higher education, or professional development. In the K-12 system, it
has been praised as a tool for increasing literacy and digital literacy skills [16].
However, the learning is not just limited to the digital aspects, but also incorporates
traditional story writing structures [6]. Furthermore, digital storytelling has also gained
use in its ability to promote reflective practice in various fields such as pre-service
teachers [17] and nursing [18].

The reflective nature of stories has been noted in other areas. Bruner [7] suggests
that one cannot tell an autobiographical story without having some level of reflection.
For example, Stacey and Hardy [18] report on a study where newly registered nurses
were provided digital storytelling workshops to help with adjustment. They created
stories on recent distressing events. Many of the participants found this to be an
opportunity to reflect on difficult experiences and created time to process the event. It
also provided a venue for expressing themselves openly, although that also created
concern about how they would appear to others. In another phase of the study the
stories were shared with final year nurses, who appreciated and recognized the
authenticity of the digital storyteller’s experience. The digital stories created an envi-
ronment where the viewers could reflect on their own fears and empathize with the
story teller. This study emphasizes the power of stories for both teller and viewer.

Other studies have also found that digital stories could be used to increase empathy
and understanding of patients and disadvantaged individuals [19, 20]. The digital stories
of patients have been used in nursing education to create a patient-centered approach
[19]. The creation of the digital stories do not simply help the medical practitioner, but
the process can be useful to patients. A study by Stenhouse, Tait, Hardy, and Sumner
[20] of seven adults with early stage dementia suggested that the act of creating a digital
story helped with the patient’s ability to express themselves and supported a sense of
identity. Furthermore, over the four-day workshop, participants became more social.

Besides medical education, there has been a cross over between using digital stories
as a learning tool and a community tool through projects where students are working
with disadvantaged persons to create stories [21] or the stories are used specifically to
educate. For example, Silence Speaks gives those individuals who may have experi-
enced human rights violations an opportunity to express themselves. In turn, these
narratives are then shared globally in strategic places to promote human rights, equality
and health [22].

Digital stories are a way for ordinary people to produce and share their own stories
[13]. Thus, digital storytelling is a way of amplifying the voices of ordinary people
[13]. In the context of older adults, it could allow for a new avenue to tell their story
and archive their history. It is a way of communicating and making oneself heard,
empathizing with others, and forming meaning through self-reflection.
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There is limited research on older adults creating digital stories. One example, a
study by Loe [23] evaluated a course on aging that involved students going to local
senior communities and working with elders to produce a digital story. They were
paired together, elder storyteller and student facilitator, to produce a digital life story.
After completion, the digital stories were presented to the community. This study
reported positive results, including building a reciprocal relationship between the pairs,
a reviewing and reflection upon the future and past, and reducing ageism. This was
likely due to the intergenerational nature of the study and the story process [23].

When given the chance, older adults seem to embrace the opportunity to be content
producers versus simply consumers, as was seen in a study of the program Enmesh
[24]. Participants could share photos and comment, tell stories and discuss with other
older adults. Although not specifically a digital story in the way we are considering it
here, the study emphasized the social benefit and creative expression older adults
gained through sharing photos and stories.

2.2 The Older Adult Learner

Lifelong learning and cognitive engagement are valuable elements that can contribute
to quality of life [25]. Jenkins and Mostafa [25] conducted a study examining data from
a longitudinal study that compared participants’ subjective well-being with their
learning habits and found a significant relationship between high levels of reported
well-being and learning. However, this only applied to informal learning that included
arts groups and night classes. Older adult learning may also have an effect on com-
munity engagement and increase community well-being [26].

Older adults have different reasons for continued learning than younger adults. In
many instances, learning for the older adult is a personal choice versus formal learning
for a degree or work, and therefore, requires interest and relevance for the older adult. It
has been found that there are two main motivations for continued learning by the older
adult, interest in the content and social factors [27]. When learning new technologies,
older adult learners come with pre-conceived ideas and attitudes on their self-efficacy
[28]. If this negative conception is too strong it may be difficult to accept learning a
new technology; however, supportive environment may help [28]. Digital literacy in
itself may be important for older adults as it can increase access to information [29] and
social connections [5].

The informal and social nature of learning seems to be valuable for older adults
who may benefit from constructivist design considerations, such as the program being
learner-centred, and learners having the opportunity for collaboration and sharing of
different perspectives. Furthermore, the knowledge and learning is part of the practice
of performing an activity [30]. In the current workshop design, all learning is embedded
in the practice of creating a digital story.

Two other aspects specifically considered in the current design were scaffolding
and planning for group sharing and knowledge construction. Participants’ computer
experience was expected to vary, and their zones of proximal development would also
vary. The zone of proximal development is the level to which an individual can attain
learning goals with the guidance of another, either a peer or facilitator, compared to
what they can attain on their own, as the task may be too difficult to achieve on their
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own [31]. Thus, to reach certain goals, scaffolding (support for learners), such as
through peers, artefacts, or facilitators, is needed. Scaffolds are supports designed to
help and guide the learner towards their achievement [32]. In the current workshop
design, the scaffolds had to be flexible and multiple to account for participants’ dif-
ferent skill levels coming into the program.

Another aspect that may be valuable for educational programs is a collaborative,
social environment where participants can share experiences and understanding. This
allows for multiple perspectives for reflective practice and negotiating meaning [30].
Furthermore, previous studies have found that older adults find leisure activities more
rewarding when they are social [27, 33]. In the current workshop design, all learning
occurs within a social and sharing environment.

3 Workshop Design

The workshop design was inspired by the work of the Center for Digital Storytelling
(now called StoryCenter), the Digital Storytelling Cookbook [34], creative writing and
film techniques. This combined generating stories in the workshops, emotion and
meaning exploration, picture and sound choices, editing, and a number of other areas.
The workshop was also designed to create as many shared experiences as possible so as
to create community and a social learning environment. Each participant worked on
their own digital story. The social opportunities became more limited as the participants
moved to the computers, where they were divided by a screen. However, a collabo-
rative environment was still maintained.

The workshop was designed with two specific phases, story creation and digital
creation.

Story Creation Phase: Since many participants had limited story writing experience,
it was important that they learn how to write a narrative script. As many of the learners
wanted to share their work and a piece of their lives with family and the community,
learning how to create a succinct and engaging narrative was a valuable starting point.
The second reason for starting without using computers in the workshop was that it
facilitated a writing group environment where participants could get to know each other
through sharing life narratives. This was valuable for creating a supportive, sharing,
community where learners felt they could explore issues that arose.

A digital story is not composed of individual parts which are combined but is a
unified piece. Therefore, it was necessary for participants to have a full story to work
with, and also to understand it as a digital story script and not just a story. For the
second iteration we implemented an introduction to the software, which provided
understanding of the digital story process as a whole, earlier in the workshop. This
helped to provide a rich understanding of the length of the story, number of pictures
and other aspects that differentiate digital stories from written stories.

Digital Story Creation Phase: After the participants had a script and a storyboard,
they moved to a computer lab (or brought their own laptop computers). At this point
learners were more focused upon their own stories and creating a multimedia experi-
ence. There were lessons on different aspects of using the program, editing, and
recording (see the following outline).
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Outline of Workshop (weekly)

Week 1: Introduction to the Research Study and Digital Storytelling Workshop
Learners are introduced to the research study and to digital storytelling. They will start
to think about the stories of their life.
Week 2: Intro to WeVideo, Practice Creating a Digital Story

Learners are introduced to the digital storytelling software. They are given photos,
music, sound clips, a video clip, and a voice clip then shown how to upload these, and
lay them out.
Week 3: Writing a Script (draft)

Learners will begin to explore the art of story writing and think about the story they
may want to tell. Activities are used to help them explore story ideas and get peer
feedback.
Week 4: Sharing Your Story and Editing

Learners bring their story to class and get an opportunity to share their drafts with
other learners and the facilitator who provide peer feedback.
Week 5: Images and Storyboarding

Learners bring their edited script and create a storyboard, deciding on which photos
go with each section.
Week 6: Voice, Sound, Music; Record the Narrative

Learners explore ideas of voice, sound and music, and start recording their stories.
Learners upload images, recording, etc.… to Wevideo and start to put their digital
story together.
Week 7: Record and Edit in WeVideo

Learners continue putting the pieces of their digital story together.
Week 8/9/10: Record, Edit, Final Touches, Publish.

Learners continue editing. They share their stories on the final session.

3.1 Further Design Consideration

Software Choice: During the design phase, we faced a difficult decision regarding
choice of software tools. We wanted software that would be easily accessible, simple,
could be accessed from multiple locations, had publishing options, and would suit our
demographic and workshop setting. The software also needed to meet the different
levels of computer skill and knowledge of the participants. Thus, we wanted a system
that had some built in scaffolding to provide users with ‘how to use the program’
information readily available.

We reviewed the existing software programs that were available in the summer of
2014. We also consulted researchers and programs that had experience with digital
storytelling. Of the available software programs, most were aimed at students and often
used to create ‘comic book’ stories. After careful consideration, our top three choices
were MS Photostory, PhotoStage, and WeVideo. After conducting further research we
found that MS Photostory was no longer supported and Photostage required
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installation, so it would appear ‘different’ on MACs and PCs. Thus we chose a software
program called WeVideo.

WeVideo was recommended by Bernard Robin (University of Houston) and is a
browser-based software application that does not change, regardless of hardware used.
Further, WeVideo has been adopted by StoryCentre (formerly the Center for Digital
Storytelling). The program has a full range of options and tools that can be used to
create digital stories, instructional videos, is online so can be accessed from any
computer, and produces a digital story with good quality MPEG-4 multimedia files that
can be viewed with most digital media players.

Technical Experience: We required no technical experience since we wanted to make
the workshop accessible to all. As expected, the participants ranged from those who
had worked with computers in their careers to those who had never used one. For this
reason, a ratio of at least one facilitator to five participants was used and additional
research assistants were brought in to help during the computer sessions.

Time Constraints: The initial workshops were based on two-hour sessions, occurring
once a week, for eight weeks. These time constraints were due to venue requirements.
In our initial design we realized this could be a limiting factor, but it was a design
restriction that we could not change. However, some venues allowed the workshop to
be extended to 10 weeks. Additionally, it was hoped that workshop participants would
do some work at home.

Story Style: Within digital storytelling there are many different forms. Sometimes
digital storytellers select a life history approach which is a retelling of a person’s life.
Others tell a complete short story with a beginning, middle, and end, seen more
frequently in the digital stories produced by those participating in StoryCenter’s
workshops. For our workshop we chose the latter. Participants were asked to reflect on
an event or moment in their lives that stood out. We also incorporated reflective
journals to help develop the theme, emotions, and personal understanding of the story.
While many of the stories did not take place over one incident, although some did, a
specific idea or lessons learned were incorporated. For example, one participant wrote
about her experiences a dancer until her body failed in later years due to arthritis. She
had to learn to accept her aging body and found new ways to dance.

3.2 Implementation

The first iteration of the workshop design took place in September of 2014. For the
second and third iterations, some changes were made based on feedback from partic-
ipants and observations by facilitators. Two specific adjustment made to the workshop
were familiarizing participants with a more comprehensive view of the process by
introducing participants to the digital storytelling software earlier and having extra
hours, tutorials, with facilitators outside of the workshop.

The first adjustment was to have an earlier session in the program focused on
creating a digital story in the chosen software. The participants were given photos,
sound, and other parts of a digital story and shown how to upload these. They were also
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given mini lessons in different aspects of the software (e.g., adding images and videos
to the ‘main track’ and editing narration in the ‘audio track’) and encouraged to play
around with the software.

From the initial feedback we also noted that participants were finding it difficult to
finish their stories given the amount of time. Our first adjustment was to have a
facilitator meet with individual participants outside of the workshop in one-on-one
learning sessions. However, this was not sustainable so tutorial groups were formed
with a set time for facilitators to work with multiple participants.

The viewing of the participants’ digital stories occurred in class. Special events were
also held where participants from multiple workshops (i.e., more than one workshop
was held at each venue) had an opportunity to showcase their work to family, friends,
and others in the community.

4 Method for Evaluation

The workshops took place in the Greater Vancouver area, Canada. The research grant is
a partnership grant where the researchers worked with community organizations to host
digital storytelling workshops for older adults. Participants were recruited through
advertisement (e.g., newspaper, community website) with the partnership facilities. The
digital storytelling workshops ran once a week for two hours, for 8–10 weeks
depending upon the centre and time restrictions. Three iterations of the program
consisting of 7 groups of 4–10 participants are reported here.

Participants: Participants were adults, aged 55+, who signed up for the digital sto-
rytelling workshop. A total of 40 participants, from all three initial iterations of the
workshop, filled out the final evaluation forms.

Instrumentation: Participants were given an anonymous survey at the end of the
workshop evaluating the program. A five-point scale was used to rate various aspects of
the workshop and to rate perceptions of digital skills improvement. There were also
open ended questions asking the participants what they liked best about the workshop
and what could be improved.

5 Results

The quantitative questions on the evaluation forms were analysed using IBM SPSS
Statistics V22, a statistical software package. For the open-ended questions, two
researchers coded the data and formed categories, continuously checking on their
agreement.

5.1 Workshop Evaluation

The workshop was evaluated on facilitation, process, and software used. All partici-
pants were able to use the software; however, varying levels of assistance were
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required. Some participants required more hands-on help from facilitators. Most of the
participants completed their digital stories during the course of the workshop and were
given the opportunity to share their work during the final session.

Almost two-thirds of participants found the workshop just right (see Table 1).
However, 28.2% of participants found it difficult, while a few participants found it easy

Table 1. Difficulty level of workshop.

Question Categories Frequency
(n)

Percent
(%)

I found the workshop Very Easy 0 0
Easy 3 7.7
Just right 24 61.5
Difficult 11 28.2
Very
difficult

1 2.6

Total 39 100.0

Table 2. Workshop evaluation.

Question Categories Frequency
(n)

Percent
(%)

Facilitator’s ability to communicate Very Poor 0 0
Poor 0 0
Fair 3 7.5
Good 9 22.5
Very Good 28 70
Total 40 100.0

Facilitator’s helpfulness Very Poor 0 0
Poor 0 0
Fair 1 2.5
Good 6 15
Very Good 33 82.5
Total 40 100.0

Process used to create digital story Very Poor 0 0
Poor 1 2.6
Fair 1 2.6
Good 16 41
Very Good 21 53.8
Total 39 100.0

Software used to create digital story Very Poor 0 0
Poor 2 4.3
Fair 3 7.9
Good 18 47.4
Very Good 15 39.5
Total 39 100.0
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and one found it very difficult. Overall this is a good outcome and would suggest the
workshop was accessible to most participants.

Overall most participants rated the workshop as being good or very good as can be
observed in Table 2. The facilitation was rated as being very good by most participants,
both in regard to communication (70%) and helpfulness (82.5%). Approximately 95%
of participants felt the process used was good to very good. The software used was also
rated high with close to 87% of participants rating it good to very good.

5.2 Skill Improvement

Participants were asked whether they thought their skills improved in specific digital
literacies and digital storytelling skills.

Approximately two-thirds of participants reported that they improved on computer
and computer software skills either slightly or moderately (see Table 3). A small
percentage reported no improvement, while almost one-quarter of participants reported
that their computer and computer software skills were very or extremely improved over
the course of the workshop. Just over one-quarter of participants reported no
improvement of their internet skills, with one-fifth reporting a slight improvement.
However a large number of participants (38.5%) reported moderate improvement in
their internet skills.

Table 3. Skill improvement.

Did skills improve: Categories Frequency (n) Percent (%)

Using a computer Not at all 4 10.3
Slightly 11 28.2
Moderately 13 33.3
Very 7 17.9
Extremely 4 10.3
Total 38 100.0

Using computer software Not at all 3 7.9
Slightly 10 26.3
Moderately 16 42.1
Very 7 18.4
Extremely 2 5.3
Total 40 100.0

Using the internet Not at all 11 28.2
Slightly 8 20.5
Moderately 15 38.5
Very 3 7.7
Extremely 2 5.1
Total 40 100.0
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As might be expected, the skill with the most improvement reported was digital
storytelling (Table 4). All participants reported some increase, with over three-quarters
reporting their skills were very or extremely improved.

5.3 Benefits and Improvements

The participants were asked open-ended questions about what they liked best and what
they would improve. Answers were sorted by similarity to each other and then themes
were identified.

What Participants Liked Best
Three major themes were identified from the open-ended questions regarding what
participants like most about the workshop. These are sharing/interactions with others,
digital story creation/learning, and facilitation.

Shared Social Experience
One major theme that emerged was the shared experience with other participants and
what that brought to the program. The environment allowed for participants to give
each other feedback, share stories, and socialize. This came out as an important aspect
of participants’ experience. Below is an example of some of the comments.

“The fellowship/moral support of fellow participants”
“Sharing the works of the other participants.”
“Interaction with other participants”
“Story sharing”
“Supporting each other”

These examples of some of the comments shows the comradery and appreciation
participants had of the shared learning experience.

Expression through Learning Story Creation
Some participants revealed that what they liked best was learning something new and
creating their own story. As one participant wrote:

“I liked learning the software and the process of putting the pieces together.”

Table 4. Skill creating a digital story.

Did skills improve: Categories Frequency (n) Percent (%)

Creating a digital story Not at all 0 0
Slightly 1 2.5
Moderately 10 25
Very 20 50
Extremely 9 27.5
Total 40 100.0
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There were also comments that showed the excitement of learning how to turn
pictures into living stories as expressed by these two participants

“Turning still photographs into a live picture, with sound and life. And also learning to build a
story”
“Able to tell and express the story of a picture with emotions.”

And as one participant wrote the best aspect was “Finding new ways to tell my story”
and another participant simply wrote that they “learned or discovered I can write
stories.”

The story creation could even be very empowering as expressed by a participant
who wrote, “The very organized and helpful approach to build an effective and
powerful story - it is a process that gives one a bit more self-respect!”

Helpful Facilitation
Another aspect that came up for many of the participants was facilitation. As outlined
earlier the program involved a high level of facilitation both during the workshop, and
outside the workshop when needed. This was appreciated by participants and can be
observed by comments such as,

“Friendly, kind assistance of the mentors”
“Approachable, supportive facilitators”
“Got opportunity to ask questions and get assistance when I got stuck”
“The facilitators teaching us something new”

Improvements
The major theme that appeared for needing improvements was related to time, or not
enough of it. These did not encompass one aspect of the program but different par-
ticipants felt they needed more time on different areas, as seen by these participant
comments.

“More editing time”
“We could have had more time to do research and work more on the timeline.”
“A lengthier course to help people like me who are not too computer savvy to grasp the
technological details”
“Needed a lot more time - in developing the story and in the lab.”

The need for time was the only consistent theme identified for the improvements in
the evaluation form. Other suggestions were very individual in nature and not easily
paired. Time limitations as a theme mentioned by participants is understandable as it
was a concern from the start. We described how we attempted to adjust for this through
tutorials. Even with the extra facilitation sessions, the later groups still had time come
up as something they would like more of as one person wrote “longer training”.

6 Discussion

Overall participants were satisfied with the digital storytelling process and work-
shop. They reported gaining skills in digital storytelling which may contribute to lifelong
learning. Hopefully, these new skills will encourage some of the participants to continue
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their exploration of digital storytelling. Furthermore, many participants also suggested
that theworkshop improved their digital skills. The learning of technologywas embedded
in the program, due to its necessity, andwas an added benefit. It was the authentic practice
of creating a digital story with technology in which the learning occurred.

Increasing digital literacy can be important for older adults. This project found that
a program in which older adults can learn technology through creating online artefacts
may be an effective way to digital literacy. Digital storytelling specifically requires
learning basic computer skills, as well as internet use if the participant is planning to
find pictures or music. Although using digital storytelling for digital literacy in schools
has been examined in previous research [11, 16], it should not be overlooked as an
interesting and fun way to increase older adults’ skills and understanding.

The program included a high level of scaffolding, particularly by guidance from
facilitators, since some participants needed the extra help and time to finish creating their
stories. As was reported by participants, this was appreciated and was seen as one of the
aspects that was most favorable. However, the sustainability of having many one-on-one
sessions is not realistic in many community programs. Time limitations was one of the
main factors affecting the need for extra sessions.

Although, for many, there was a high level of guidance, participants managed to
create their own individual stories with the freedom to express themselves and their life
narrative in new and meaningful ways. Moreover, they became digital producers and
not simply consumers producing artifacts that could be distributed among family,
friends, or whomever they wished. Similar to the work of Waycott [24], we found that
they were eager producers of digital content and found the program rewarding as noted
by the evaluation.

In regards to the level of difficulty of the program, participants mainly marked that
the workshop was just right or a little difficult. This places the workshop design within
most learners’ zone of proximal development, yet required the program to have a fair
amount of scaffolding built in. The one on one time with facilitators allowed for the
wide range of different digital skill levels.

What the older participants liked best about the program seemed a strong indication
of what made the learning a valuable experience for them. The opportunity for shared
experience, creative expression, and helpful facilitation appeared to have made the
program successful for the participants. Shared experience has come up in previous
work on leisure activities and learning as being important for older adults [27]. Similar
to the nurses in Stacey and Hardy [18], the older adults seemed to appreciate learning a
new way to express themselves and having the opportunity to do so.

Time as a difficulty was not surprising as we had restrictions due to venue
requirements. It also was due to the many dimensions that make up digital storytelling.
For example, some participants felt they needed more time writing, others needed more
time learning the program, others’ needed more time editing. Where time was needed
was individual, but more time was needed.

As time was a factor, we have slowly developed a way to increase time for par-
ticipant learning. We did this through tutorials which were optional and could be held
in many spaces (such as a library). The extra time and patience that the facilitators used
was appreciated. Having this allowed those that started with a higher level of computer
skills to move at the pace of the workshop, while others who entered with more limited
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skills could get the assistance they needed. One benefit with digital stories is that the
narrative is often the core of the composition. The focus on story creation earlier on
allowed for even the simplest of multimedia to be a powerful viewing/listening
experience. Although the initial theory of the two phases worked overall, adding the
one day to familiarize learners with the software, process and future expectations was
valuable for preparing learners. Simply showing them digital stories and discussing it,
was necessary, but having a quick initial activity helped to bring everything together.

We felt that our design was successful, but required the adjustments noted earlier in
the article. It is our position that design is not a stagnant process, but one that must be
evaluated, adapted and improved with each iteration. Each group will present with a
unique combination of context, varied backgrounds, and other factors that may require
further changes.

6.1 Limitations and Future Directions

This study was limited by the fact that it was a self-reported survey. Thus, participants
claimed to have learned something, but this was not specifically tested. However, the
fact that they created a digital story would suggest that they learned how to do this, but
for increased digital literacy skills this is dependent on self-assessment. This could be
improved by more rigorous assessment methods, but at the same time it comes back to
the demographic needs. The older adults in this study were there for their own reasons
and not to go into industry. Given this, a self-report that they have learned a few extra
digital skills and how to create a digital story is important.

However, this may not be critical as lifelong learning is more related to feeling
engaged and enjoying the experience. Furthermore, at this point the digital stories
created have not been analyzed. This will be done soon may provide a more thorough
understanding. The workshop also had a high level of support with a least two facil-
itators per group of up to 10 participants, it is difficult to determine what the success
would be with less individual support provided. Another possibility is that designs
could be longer or broken into two sections. Thus, participants could learn storytelling
techniques and development in one workshop series, and digital storytelling in another
workshop series. One area that would be interesting to follow up is in developing an
intergenerational program where youth and older adults can create together. This may
provide added intergenerational aspects and help with the issue of limited time. At the
Computer Supported Education Conference (CSEDU) during the presentation by
Hausknecht, Vanchu-Orosco, and Kaufman [9], a member in the audience (Aibhin
Bray) suggested that this program could be of benefit in the school system. Presenting a
lived history may help future generations empathize and understanding the challenges
and experiences of previous generations.

7 Conclusions

In conclusion, this book chapter examined the design and evaluation of a series of digital
storytelling workshops for older adults. Through the various iterations we were able to
make adjustments and improve on the original design. This adaptive approach provided
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insights into older adult learning through digital storytelling. The added advantage of
reported increases in digital skills was important to considering informal methods for
increasing digital literacy. Two valuable approaches to the design were creating a social
community and providing facilitation to adjust for different computer skills. Creating a
story that was shared gave older adults an opportunity to express themselves and explore
new ways to tell their life stories, creating a rewarding experience. Overall, the work-
shops were successful and can contribute to future designs and research.
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Abstract. This article studies the conditions of use of a VLE (Virtual Learning
Environment) by primary school teachers. It first presents a triangulated model
to explore Virtual Learning Environments’ adoption in primary schools. The
theoretical models cover three approaches: the social acceptance, the practical
acceptance and the situated acceptance. The situated acceptance of teachers is
studied according to the model by using activity theory and qualitative methods
(individual and collective interviews). Our study describes how teachers
(8 participants) perceived the role of the VLE in the evolution of their working
practices (maintaining, transforming or restricting existent practices), in their
relationship with parents and in the follow-up of their students.

Keywords: VLE · Acceptance · Activity theory · Primary school · Professional
practices

1 Introduction

The definition of Virtual Learning Environments differs from country to country. In UK,
the VLEs were designed mainly as pedagogical and collaborative and lately there were
added school management tools. In this view, a VLE is “learner centred and facilitates
the offering of active learning opportunities, including specific tutor guidance, granu‐
larity of group working by tutor and learners” [1]. By contrast, in France, the VLEs
were since the beginning designed as a unique access workspace, both for school
management and for learning activities. The initially management modules (marks,
absences) designed for virtual classrooms served then to design pedagogical applications
and collaborative group works. In both British and French systems, VLEs aim to
encourage communication and collaborative practices between the members of a school
community through tools – such as blogging and a messaging service – and to foster
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access to information (in regards to homework, for example) through the use of a digital
planner.

The last report of OECD (Organization for Economic Co-operation and Develop‐
ment) mentions that technologies are not sufficient to support teaching and instructional
purposes. They are simple tools in the hands of teachers and it depends on them to take
good use in their activities. Yet, our society is “not yet good enough at the kind of pedag‐
ogies that make the most of technologies (…). Adding 21st century technologies to 20th-
century teaching practices will just dilute the effectiveness of teaching” [2, p. 3]. VLEs
serve to carry out diverse activities, are intended for several distinct user groups (teachers,
students, parents, and staff), and can be exploited in very different contexts: in the class‐
room, at home or on the move. This complexity can limit the development of practices and
the motivation to use it. In this article we chose to evaluate the factors involved in VLEs
adoption in primary schools and to consider two processes: technology acceptance and
appropriation. When they explain acceptance, the existing studies focus either on indi‐
vidual factors (like satisfaction, effort expectancy) or practical factors (technological
features like ergonomic of the system), or, lately, contextual factors (like history and
evolution of professional practices). In this article, we propose to present the main theo‐
retical frameworks in the study of acceptance and to eventually describe a triangulated
model to evaluate technology adoption. Then we present a situated study analysing the
technology acceptance of teachers and the practices they develop.

2 Teachers’ VLE Acceptance Studies

Some studies analyse the teachers’ attitudes to and beliefs about this type of technology.
In their study, Kolias et al. [3] examined attitudes and beliefs of teachers from Finland,
Greece, Italy and the Netherlands after a first teaching experience with a computer
learning environment in order to see if they would be able to include technology in their
everyday practices. The study gives very promising conclusion about the possible use
of technology, but miss of real practice and acceptance observations.

Others studies analyse the teachers practices and the problems linked with the VLE
uses. Indeed, the VLEs have been mainly used in secondary education and higher
education. French studies showed that certain teachers had partly integrated VLEs in
their professional practices. Prieur and Steck [4] indicated that, although teachers recog‐
nized the pedagogical benefits of VLEs, they were not ready to endorse them due to poor
ergonomics, and to their lack of training and proficiency in IT tools. Teachers also felt
overworked and resisted the idea of extending the “school space-time continuum”
outside of school. For their part, Poyet and Genevois [5] identified differences in culture:
since VLEs are often seen as management tools for businesses, they may need to be
“translated” and the meaning adapted to the context of school. One of the ways to solve
this issue would be to use school-based metaphors (“notebooks”, “lockers”) instead of
bureaucratic terms (“messaging”, “agenda”). Poyet and Genevois showed how VLE
tools were unfamiliar to teachers and how the latter did not fully grasp their pedagogical
uses and benefits. This led to unsatisfying experimental phases in which teachers tested
the tool’s various functions, “without always having a full representation of the tool’s
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potentialities and specific limits”. This drew teachers to prefer using personal and
familiar tools (such as their own emails). Similar observations were made by Pacurar
and Abbas [6] who noticed that the VLE was perceived as a communication tool (through
the messaging service) and an administrative tool (assigning grades, writing down
absences), but that it “was not firmly anchored in pedagogical practices”, especially
when it came to using it during class time or to design class material. The prescribed
uses did not answer the real needs felt by teachers on a daily basis. These conclusions
are also given by Firmin and Genesi, [7] and Blin and Munro [8]. Bruillard [9] mentioned
the complexities in deploying VLEs when a variety of people are involved: teachers,
parents, students, school districts, local authorities, software publishers and the Ministry
of Education. Bruillard also noticed a paradox between the Ministry’s will to open
schools up to parents, and the actual low amount of parental implication. Teachers are
also concerned that parents may interfere in their pedagogical choices. These difficulties
are further amplified by the fact that teachers who use VLEs do not get institutional
recognition. Practitioners in the field have also felt disempowered since external compa‐
nies were called to design the VLEs. There is also the risk of creating inequalities or
even to exclude certain parents who are less equipped and trained in digital technologies.
Missonier [10] developed these points based on the design and the deployment of VLE
projects that were managed by local authorities and service providers. These approaches
have not always been very effective, since they depend on the project manager – who
may lack in transparency or carefulness – to solve disputes linked to functionalities or
uses. This, in turn, leads to different protagonists within the network to decrease their
commitment. Prieur and Steck [4] recommend implementing spaces for ideas “that
articulate the current practices of teachers, practices that can help foster the acquisition
of skills and the potentialities of different VLE tools, in order to develop possible instru‐
mentalisations”. This would help to adapt prescribed uses, depending on the context.

Voulgre [11] introduced a political dimension. Teachers are generally favourable to
arguments promoting the uses of VLEs: the latter are useful to catch up on classes
(illness, loss of grades), to retrieve previous work or to support students with schooling
difficulties. But the fact that not all children have Internet at home represents an
inequality, thus preventing teachers from fully using VLEs. Such a refusal is seen as a
“type of counter-power” against political injunctions. On the contrary, acceptance
factors are linked to the respect of hierarchy, of the institution and of the law (obligation
to use a VLE); other positive factors are linked to the values of solidarity and cooperation
that are promoted by VLE tools.

Other studies also point out the importance of technical infrastructure: access to the
computer classroom, number of computers in classrooms, Internet access, broadband
speed and technical support. The school institution’s management, the organisational
culture and VLE implementation strategies have all a great role in technology acceptance
[12–15]. Finally, lack of competences in technology, lack of confidence and lack of time
were mentioned [16]. In the end, all of these studies showed that the acceptance of VLEs
by teachers depended on practical considerations, as well as strategic concerns that were
both professional and political.

VLE began to be deployed now in primary schools. Only a few studies explored the
acceptance of VLE in these contexts. Berry [17] highlighted that primary school pupils
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can use VLEs and appreciate it in case of absence because they can easily get lesson
content and homework. Moreover, they have more confidence to discuss mathematics
problems on the VLE platform. But younger children differ greatly from students in
secondary or higher education in terms of their autonomy and their use of digital media.
So we are led to ask ourselves how primary school teachers take this factor into account
and more generally how they include such a new tool in their professional practices: are
they able to adapt or develop their practices or not and what are their reasons?

We need to evaluate how actual teaching practices can evolve in order to integrate
and make profit of the existing technologies. This is why we aimed in this field study to
identify the current teaching practices that constitute the core of professional activities
for primary school teachers. We also wanted to identify tensions that could lead us to
find ways to improve the design of VLEs and to provide recommendations for uses and
services.

3 Analyzing Acceptance and Appropriation

3.1 The Models of “Social Acceptance”

These approaches focus on human factors in the process of technological acceptance.
The main idea is that people’s perceptions and attitudes may play a major role in this
process. According to Davis [18] and his model TAM (Technology Acceptance Model),
acceptance can be explained through two factors: perceived usefulness and perceived
ease of use. These two perceptions influence the intentions to use the technology which,
in turn, influence its acceptance. Other attitudinal factors are later added: satisfaction,
performance expectancy, effort expectancy. This model is inspired by the theory of
reasoned action [19] which consider that behaviour is guided from inside by people’s
intentions. Other authors [20] talk about internal factors (like beliefs, convictions and
attitudes of users), and external factors (like support, training, technical infrastructure).
Some authors support the idea that internal factors take priority in the decision to use
an educational technology [21, 22] while others think that external factors are predom‐
inant [23]. When they study VLEs acceptance in particular, authors highlight the same
duality. While some support the major role of technical infrastructure like access to the
computer classroom, number of computers in classroom, Internet access and high speed
Internet access and institution management [12–15], others admit that causes of VLEs
reject are lack of confidence in technology and lack of time to train [16]. Other studies
show that it is actually the connection between the internal and the external factors that
matters: external factor (like institutional support, training) will subsequently shape the
beliefs and attitudes toward the technologies and then the intention to use those [24].

In primary teaching, technologies are less frequent, so there are not many studies on
this particular subject. Studies demonstrated the importance of self-confidence toward
computer use in the development of attitudes toward technologies and indirectly in the
intention to use the technologies [25–28]. Beside confidence, some authors outline the
role of perceived security in the acceptance of VLEs in primary school [29]. VLEs
suppose a functioning similar to that of social networks, with a unique access to content.
Teachers doubt their own possibilities of control and moderation in cases of on-line
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bullying and interrogate about the responsibilities in case of misappropriation of the
VLE by students. Also, they worry about the misuse identity by other colleagues. In
primary schools, these issues are particular important, because the students are particular
young and vulnerable to these forms of harassment.

Social acceptance approaches have nonetheless been subject to a number of criti‐
cisms concerning both methodological criteria and the models’ foundations [30]. One
criticism is that these studies have little practical relevance for the technological design
and improvement of the system. In effect, these studies indicate that a system is not
acceptable to the target group without giving any information about the changes and
adaptations required. Added to this is the fact that the research is based on small samples
that are not representative of the professional context, and use questionnaires (scale of
measurement) as the sole method of evaluation. Critics claim that such a method results
in a truncated, partial and rather disembodied picture of the meaning people attach to
the technology. However, in educational context, we retain the effort to specify precise
factors directly implied in technological acceptance: confidence in computer use, social
and institutional support, technological infrastructure and children’s security.

3.2 The Models of “Practical Acceptance”

This approach focuses on the technology characteristics (human factors and ergonomics)
and how the tool is implemented (support, training, participatory design). The prevailing
idea is that when technology is easy to use and well implemented (training is provided
and end users are included in the design process, for example) the device’s acceptance
is enhanced. In sum, the aim is not only to design a suitable product, but also a suitable
relationship to technology, and ultimately contribute to an acceptable user experience
for the individual [31].

According to Nielsen [32], the two most important attributes for technology accept‐
ance are usability and utility. Usability refers to the fact that people can easily use the
functions of a system. Utility refers to the capacity of the system to help users do their
tasks. In short, a technology easy to use and useful will be accepted by the users. To
these two attributes, Nielsen adds others: costs of the technology, compatibility, and
reliability. We have to mention that the notion of “usability” is different of that of
“perceived ease of use” in the previous social model. While the first refers to the effective
usability and is evaluated through user tests, the second refers to perceptions and subjec‐
tive attitude toward usability and is evaluated through questionnaires. The ISO 9241
norm specify that the three dimension of usability are: effectiveness (the accuracy with
which users achieve specified goals), efficiency (the effort required for users to do theirs
tasks) and satisfaction: what users think about the system.

Ergonomics specialists proposed a list of criteria to evaluate the usability of computer
interfaces. Bastien and Scapin [33] proposed eight criteria: guidance (means available
to orient the user throughout the interface), workload (interface elements that play a role
in the reduction of users’ perceptual and cognitive load), explicit control (the control
users have on the processing of their actions), adaptability (the system’s capacity to
behave according to users’ needs), error management (means available to recover from
errors), consistency (maintaining the interface choices in similar contexts), significance
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of codes (codes and names should be meaningful for users) and compatibility (match
between the users characteristics and task characteristics). Concerning the last criteria,
compatibility is particularly important when technologies are used by users with specific
characteristics (in terms of age, customs, perceptions, skills). For instance, technologies
designed to be used in primary schools, should be adapted to a public of young children,
who do not master writing, reading and have limited fine motor skills. So, the interfaces
should avoid using a lot of text content and complex pull-down menus; they should
prefer instead images and simple menus [34, 35]. Budiu and Nielsen [36] used specific
methods in order to evaluate children’s behaviour on the web (think aloud, card sorting).
They proposed a list of 130 recommendations for interfaces designed for children (aged
3 to 12), organised by the type of content (general interaction, navigation, images, videos
etc.). Generally, they recommend to use interactive content, sound and colours, use of
the metaphors and big buttons. They also advise to ensure children’s control over the
interface and to avoid sensory and cognitive overload.

These studies are important because they provide precious practical advising for
designers. The main criticism is that they are focused on functional aspects and do not
consider the intrinsic characteristics of user like emotions (pleasure, fun, amusement).
Recently, studies began to consider user as a real partner in design of a technology in
approaches like User Centred Design and participatory design [37, 38]. Participatory
design “relies on the collective generativity of stakeholders; in other words, it uses the
collective ability of stakeholders to generate or create thoughts and imaginings”
[39, p. 173]. In school technologies, participatory design suppose that teachers and
students can be actively involved in the design of their future tools so that these tools
would better meet their needs [40–43].

This approach focuses therefore on the technology conception, on ergonomic
improvements and on support to collaboration between designers and end users. In this
context, ergonomic approaches intend to prescribe recommendations and guidelines for
designers in terms of technological adaption to users ‘needs. However, these studies
remain focused on the functional aspects and on the performance of users with the
system. In addition, participatory design, mostly applied in industry, is less adopted by
the stakeholders in digital education. This is due, on one side, to the difficulty and high
cost of putting participatory design into practice and, on the other side, to the diversity
of educational contexts and high number of schools, with their own autonomy and
specific organization which make technological generalization difficult.

3.3 Appropriation and Situated Acceptance Models

According to Jonsson [44], appropriation is “the gradual process by which participants
successively become more proficient in using the tools” (p. 11) Unlike mastery, which
entails the acquisition of a skill, appropriation, in addition to a technical skill, includes
the competence to use the technology for carrying out an authentic task in a given
context. As such, appropriation is thought to be strongly linked to the notion of change.
Using a text editor at school changes practices very little, but being able to modify a
digital text without having to copy it out can change the importance traditionally attached
to writing. Bobillier-Chaumon [45] considers that the appropriation of a technological
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tool is a condition of its acceptance. When someone appropriates a tool, she contributes
to it and is able to innovate, and therefore use the tool for previously unforeseen purposes.
By making this contribution to the technology, the person can identify with it, make it
her own, give it meaning and therefore accept it. Bobillier-Chaumon proposes the notion
of situated acceptance, defined “as the way in which an individual – or a group or
organization – perceives the issues related to these technologies (strengths, benefits,
risks, opportunity) through their use in everyday situations, and reacts to them (favour‐
ably or not).” [46] What is taken into account here is the experience in a situation of
interaction between users and a certain technology that already exists. In this approach,
the object of study is not the perception or attitude towards technology but the practices
and activities carried out as part of a real job. The advantage of this approach is that it
brings into light for the first time dimensions like “history” and “context” and proposes
to look for acceptance directly in daily activities of end users.

Activity theory, as detailed by Engeström, Miettinen and Punamaki [47] and Kuutti
[48], provides more complete elements to quantify the context of use. Instead of referring
to uses, activity theory refers to an activity system: the user (subject) has a precise
objective and accomplishes it by using certain instruments (tools). He/she fits into a
social community (the group of people who intervene in the activity). This community
is regulated by certain operating rules (the norms and rules to respect in a given activity),
and respects specific divisions of work (the ways in which roles are distributed among
individuals).

Activity systems are characterized by contradictions (or internal tensions), which
favour and trigger innovation; such changes contribute to further development. There‐
fore, activity theory appears to be useful to qualify the context as well as to define the
dynamics at work when accepting and taking ownership of technology.

The teacher’s activity system is summarized in Fig. 1 and relates to the educator’s
daily practices. These practices occur with or without instruments, since they often take
the shape of direct communication in class, and can be supplemented with instruments
such as the board, posters, notebooks, etc. These practices follow rules that are specific
to the educational system and fit into an educational community composed of teachers,
students and parents. The division of work includes the effective practices inherent to
the profession and the ways in which the different tasks are distributed among the
different protagonists. In terms of the education and follow-up of students, teachers and
parents work together, but in different contexts. Each group’s responsibility is therefore

Fig. 1. Activity system [47].
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well defined. With the arrival of a new technological tool, used both in class and at home,
these differentiated roles and identities may come into conflict.

Furthermore, according to Rabardel and Bourmaud [49], the conditions needed to
implement human-machine interactions lead to the modification of the technology’s prop‐
erties and, consequently, to the readjustment of human conducts. This occurs through the
process known by Rabardel and Bourmaud as the instrumental genesis (a double process
of instrumentation/instrumentalisation). The tool therefore does not only exist for itself or
in an isolated way. It is socially embedded and fits within certain practices, habits and
social communities that guide its use and transform its characteristics.

3.4 An Analytical Model of VLE Adoption in Primary Schools

We have identified three categories of approaches. The first, social acceptance, focuses
on the individual perceptions and attitudes of prospective users but is not precise enough
to explain the raison why users develop them; the second, practical acceptance, concen‐
trates on the tool’s ergonomic characteristics; and the third analyses users’ activities and
hence the interaction between the technology and actual practices. We assume that
practical acceptance and situated acceptance can explain the social acceptance and that
the three approaches have to be combined to analyze the development of the uses and
the long term acceptance and appropriation. Consequently, we consider that acceptance
is a process that can be evaluated through three sets of factors:

• Technological factors (derived from practical acceptance approaches) grouped in
system quality factors (like usability) and design quality factors (participatory
design),

• Activity and task factors (derived from appropriation and situated acceptance
approaches) related to characteristics of professional activity like rules, prescriptions,
professional practices, objectives,

• Perception factors (derived from social acceptance approaches and from appropria‐
tion and situated acceptance one’s) related to individual opinions about the qualities
of the technology and it’s adaptation to task context (perceived ease of use, utility,
satisfaction, security and confidence in VLE’s use skills to design uses or solve
contradictions).

In the above diagram (see Fig. 2), the single arrow indicates a one-way relationship
between the two factor categories. The double arrow indicates a two-way relationship.
The technological factors (quality of the product, quality of support) influence the
perceptions of the tool, which in turn influence the tool’s appropriation and acceptance.
For their part, the activity and task factors (activity, practices, community) also influence
the perception factors. The creation of technology’s meaning is made during the actual
use. The use trials influence significantly the level of technology acceptation and appro‐
priation. The quality of use will build a new form of appropriation (by creating new
forms of practices and innovative use) and acceptance (through the lens of new emotions
and new benefits related to use). These two constructs will modify the initial perception
of the technology and the users’ perceptions on their technological skills. The retroactive
loop describes how appropriation (seen as mastery of the tool plus innovation) is decisive
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for the acceptance of the tool (seen as the subjective decision to start using the tech‐
nology) and vice versa.

Fig. 2. Model of VLE adoption: factors involved in the acceptance and appropriation of VLEs.

It is a dynamic model that may enable the plurality of viewpoints and situations to
be reconstructed. Dynamism of the model is important for explaining the principles of
technology adoption through articulation of factors issued of different theoretical
approaches. This model may restore a diversity of points of view and situations and the
formalisation of factors’ progression in context. In order to deepen this approach and
qualify the criteria of each factor, we propose to use triangulated methods [50] which
consists in using more than one method to study a phenomenon. In terms of method‐
ology, we propose a triangulation consisting of qualitative methods (interviews, elici‐
tation interviews, content analysis) and quantitative methods (questionnaires, analysis
of connection logs). The next section describes a first analyse using qualitative methods.

4 Field Study Methodology

According to this model, we choose to focus the first observations on teacher perception
about technological factor, activity and task factor and use to answer the questions “How
primary school teachers include a new tool like VLE in their professional practices? Are
they able to adapt or develop their practices or not and what are their reasons?” We
propose to use the activity theory to detect VLE acceptance and non-acceptance factors
according to contexts of use. The standards considered to define acceptance are linked
to the ways in which the profession is practiced, to social and work constructs and to
ways in which the VLE tool is used and deployed. The approach developed in this study
is essentially qualitative. We aimed to collect testimonies from teachers in which they
represented and perceived their experiences as they teached with and used a VLE.
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4.1 Observed Context and Participants

All participants in our study were part of the Versailles and Caen school districts (situ‐
ated near Paris). 6 schools were in the Versailles district and 6 were in the Caen district.
They volunteered to experiment with the VLE One for 2 years. At the time of our study,
26 teachers (in both districts) had volunteered to be part of the experiment and had
already used the VLE One for 3 to 6 months.

We questioned 8 teachers over the course of 4 individual interviews and 2 group
interviews (with 2 teachers in each interview). Among the teachers, two were school
principals who were also giving classes (in first and fifth grades). The other teachers
worked in first grade (2), second grade (1) and fifth grade (3) classes. The group of
participants was composed of seven women and one man. The schools were all situated
in urban areas, in the Versailles school district (6) and in the Caen district (2). The
average age of participants was of 46 years with a standard deviation of 15.

4.2 Description of the Tool

The VLE used in this study is entitled One. It was specifically designed for an elementary
school audience, with ergonomics and interfaces that are suitable for children [35, 36].
The One interface is therefore simple, intuitive and attractive (see Fig. 3). The collab‐
oration functions that are offered consist in a Messaging Service, a Blog and a Storage
Space. One also offers customization features (My Account, My Mood), notifications
(a News Feed, birthday notifications), organizational tools (Calendar) and a school
website. Each user has the option of customizing his/her profile with a picture and
personal information (motto, mood, information on favourite leisure activities, films,
music, food). Students are by default included in their class group and have access to
the content published in the group by the teacher.

Fig. 3. Interfaces for the pages « News Feed » « The Classroom » and « My Apps » in the VLE One.

When we were conducting our study, the VLE One had not yet offered services such
as the Planner notebook and the Multimedia notebook.
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4.3 Data Collection

Teachers participated to semi-structured interviews. These interviews lasted an hour and
a half on average and tackled the following themes: the teachers’ experience with TEL
(Technology Enhanced Learning), the school’s computer equipment, the teacher’s repre‐
sentation of the VLE, needs related to the VLE, the VLE’s usefulness, ease of use and
intentions of use, difficulties of use, and the implications of the VLE for the teaching
profession. Teachers could speak openly and were able to give their critical point of view
on various uses, share their own representations of the tool, and give their opinion on
functions that were being developed, such as the planner notebook, the digital parent-
teacher notebook and the multimedia notebook. They were also welcome to recount diffi‐
culties linked to the use of the VLE, using Flanagan’s critical incident technique [51].
Technological, task and perception factors considered in the model can so be described.

4.4 Analysing the Teachers’ Interviews

The interviews were entirely recorded and transcribed so that they could be systemati‐
cally studied [52]. We considered in our analysis the comments that associated One with
daily teaching practices, operating rules (linked to the educational system), the education
community (composed of teachers, students and parents) and the division of work (the
ways in which tasks are shared between different groups of people). We used the
sentence – a basic syntactic unit built around a verb – as the main unit to study the
transcripts. Sentences were identified as in the following example: “I showed them how
to make folders (sentence 1)/, but it is hard for the students (sentence 2)”. We also
distinguished between the comments that were rather favourable (supporting initiatives)
and the ones that were less favourable (difficulties in use). We proceeded to do counts
and percentage calculations to rank the different factors. We determined that the users
had accepted the VLE when they mentioned the successful ways in which they used it,
the adjustments they made or the contradictions they encountered and overcame. Cate‐
gories weren’t pre-established and we retained the themes that had been mentioned at
least three times.

5 Results

The analysis revealed 4 main themes (see Table 1), as well as 16 sub-factors (see
Table 2): (1) factors linked to the practice of the profession (the workload, raising
awareness of digital uses and habits, work recognition), (2) factors linked to pedagogical
monitoring (pedagogy, health and safety, emotions and attractiveness); (3) factors linked
to social and work-related organization (collaboration, communication, the reorganiza‐
tion of communicative practices), (4) factors linked to the tool’s use and deployment
(ease of use, usefulness, feedback, computer and network equipment, support and assis‐
tance). We will first present the results that stemmed from the four main factors; we will
then proceed to describe the sub-factors.
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Table 1. Main factor occurrences.

Factor Number of positive comments Number of negative comments
Profession 35 (15,56%) 90 (36%)
Pedagogical follow-up 54 (24%) 57 (22,8%)
Social organisation 88 (39,11%) 14 (5,6%)
The tool’s use and deployment 48 (21,33%) 89 (35,6%)
Total 225 (100%) 250 (100%)

Table 2. Sub-factor occurrences.

Sub-factor Number of positive comments Number of negative
comments

Factors linked to the practice of the profession
Workload 0(0%) 72 (28,8%)
Raising awareness on digital uses 20 (8,89%) 12 (4,8%)
Work recognition 15 (6,67%) 15 (6%)
Total 35 (15,56%) 90 (36%)
Factors linked to student monitoring
Pedagogy 20 (8,89%) 0 (0%)
Health and safety 4 (1,78%) 57 (22,8%)
Emotions and
attractiveness

30 (13,3%) 0 (0%)

Total 54 (24%) 57 (22,8%)
Factors linked to social and work-related organization
Collaboration 12 (5,33%) 0 (0%)
Communication 72 (32%) 8 (3,2%)
Reorganizing communicative
practices

4 (1,78%) 6 (2,4%)

Total 88 (39,11%) 14 (5,6%)
Factors linked to the tool’s use and deployment
Ease of use 27 (12%) 24 (9,6%)
Usefulness 9 (4%) 6 (2,4%)
User feedback 4 (1,78%) 39 (15,6%)
Computer and network equipment 0 (0%) 6 (2,4%)
Support and assistance 8 (3,56%) 14 (5,6%)
Total 48 (21,33%) 89 (35,6%)

5.1 Main Factors

In Table 1, we can see that the factors linked to social organization brought about the
largest number of positive comments (88), which means that the VLE played an impor‐
tant role in communication and collaboration practices within the school activity system.
Conversely, factors linked to the teaching profession and to the use and deployment of
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the VLE gathered the largest number of negative comments. The deployment and use
of the VLE therefore seem to raise questions linked to professional recognition and to
the practice of the teaching profession. It also raises issues regarding the alignment of
VLEs with school uses and habits. In the following paragraph, we present an analysis
according to each sub-factor (see Table 2), thus allowing us to refine each element.

5.2 Factors Linked to the Practice of the Profession

As we can see in Table 2, the perceived workload (triggered by the use of the VLE)
brought about the largest number of negative comments (72). In fact, teachers had the
impression that they needed to invest additional time to master the VLE’s functionalities
and to imagine interesting projects to do on the platform. They also felt that using the
VLE implied sustained and continuous work for new tasks that did not necessarily fit
into their areas of expertise, such as: taking pictures, downloading material on the
computer and then on the VLE, publishing blog posts, writing messages, and designing
teaching projects that included the VLE. Since these teachers did not have a dedicated
time slot to use these technologies, they had to use pedagogical time to become familiar
with such tools. Teachers also felt the weight of large workloads, with the impression
of having an ever increasing amount of informational solicitations. The VLE had indeed
been added to a number of pre-existing educational platforms: academic e-mail, the
career management platform “I-prof”, online training platforms, didactic platforms and
an online handbook of skills. Teachers therefore felt constantly submerged by a large
amount of data which they had to manage (email addresses, different login names and
passwords for each platform, various approaches and functions according to the different
resources…). They also felt overwhelmed by the informational content that they had to
focus on and prioritize (academic information, pedagogical information, event notifi‐
cations to sort and share…). Faced with the fear of having to work twice the amount
with a VLE, some teachers refused to publish their lessons on the VLE since they already
did the same thing using their own automation tools: “I already create the lesson on
“paper board”, so putting it up again (on the VLE)… I do not want to do that…”

Teachers made 20 positive comments about making students more responsible when
using digital tools. Teachers found that they had a part to play when training “students
to use digital tools responsibly”. On the other hand, some teachers found that parents
should be in charge of raising their children’s digital awareness (12 comments). These
teachers’ main arguments had to do with the fact that working on the students’ digital
responsibilities affected other teaching activities negatively. They also argued that such
digital tools were massively consulted by the children at home, such as when they
checked new messages. For these reasons, controlling digital tools should relate to the
private sphere. This opinion was not necessarily shared by parents who believed that,
on the contrary, the follow-up on digital practices should be done by the institutions that
set up the tools in the first place. We can therefore see that, within the “school-home”
axis, responsibilities and roles between teachers and parents may need to be redefined
within the teaching program, and the division of work would need to be more efficiently
coordinated (controlling and following up on uses).
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Work recognition was mentioned positively 15 times. Some teachers saw the VLE
as a way to highlight classroom work through the blog. Some activities, which had
previously been almost invisible to parents, could now be displayed, such as sporting
activities, class outings, and the work of the pupils themselves. The VLE then became
a tool that could help recognize the teacher’s and the students’ work. But such recog‐
nition is still limited due to parents not being fully involved in the VLE project and not
consulting these resources often (negative mentions).

5.3 Factors Linked to Student Monitoring

According to the teachers, the primary benefit of VLEs for students lied in the fact that
VLEs helped to build a more attractive and stimulating relationship based on emotions
(30 positive comments in Table 2). The VLE was a motivating tool for students and
allowed them to appreciate class work. In terms of pedagogy, the VLE was seen as a
benefit (20 positive comments) in the construction of verbal expression and student
communication. It was also positively viewed to raise awareness and autonomy when
students were working with computers. The VLE blogs were therefore often co-edited
by the teachers and the students.

However, teachers also expressed many fears linked to the children’s health and
safety (57 negative comments versus 4 positive ones). These fears related more specif‐
ically to possible abuses (bullying, insults) or to the misuse of communication and coor‐
dination tools. Teachers have no access to the children’s accounts and were therefore
unable to control the content of exchanged messages. Several teachers created a fictitious
student account to follow and control exchanges. This also allowed them to check the
layout quality of the information and documents that they published on the VLE. We
noticed that the teachers who had not used the platform in such an innovative way
weren’t as satisfied with the device. This example highlights the importance of offering
verification and surveillance functionalities for the teachers, with parent or student views
available. Another fear related to ways in which the children themselves could use the
VLE in transgressive ways. It is particularly difficult for teachers to authenticate infor‐
mation coming from the system, as the following example shows: “I received a parental
message, I do not know if it was the older brother or the parent who sent the message…/
… so I needed to go back to the paper notepad to write a note…/… on the notepad,
there’s the handwriting, the signature, we can quickly tell the difference between a
parent and a child”.

5.4 Factors Linked to Social and Work-Related Organization

VLEs were particularly appreciated as a tool supporting communication (72 positive
comments). Certain teachers, who created blogs, mentioned these blogs in the notepads
when information needed to be consulted. Teachers seemed to appreciate the positive
role that the VLE played in teacher collaboration (12 mentions). Sharing resources made
it easier to organize common activities and outings, and facilitated pedagogical work.

Negative comments (8) addressed the messaging service as a communication
method, highlighting the fact that this service did not distinguish between in-school time
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and out-of-school time. Teachers mentioned the need to change the settings so that
parents could only send messages outside of school time and to limit school-time
messages between students. Concerning the parents, such parameters would limit the
amount of last-minute intrusive messages that require additional work on the teacher’s
behalf during class time. Teachers have more control using the parent-teacher notepad.
Providing these settings could be useful as a first step. It would reassure teachers and
would give them time to set-up digital awareness activities for students and parents.

5.5 Factors Linked to the Tool’s Use and Deployment

Teachers reported finding the platform user-friendly (27 positive comments). They
considered the functionalities and information coherent and easily accessible through
the menu and the icons. The negative comments (24) were linked to the functionalities
in the VLE’s Document space: teachers would have liked to share folders rather than
files: “the children receive… [the files] just like that. It is not easy for them, we have a
Shared Document and everything is mixed together: music, stories. If the name of the
folder is a bit vague, they will not know”. There was also a lack of visibility as to who
consulted content and who connected to the platform. By following the news feed,
teachers managed to see the activity of other users (parents, students), but only if the
latter had modified a certain feature, such as their avatar or their motto. But feedback
could not be retrieved when users simply consulted the platform without leaving tangible
traces. “It is true that… if they do not change their mood or their motto, we do not know
if they have connected or not. It would be interesting for us users to know who saw the
content”. In order to obtain such data, teachers had to do an additional task which
consisted in sending a questionnaire through the parent-teacher notepad or by asking
the students if their parents had connected to the platform. Such feedback was important
in order to build ties with the different educational partners and to make sure that the
published information had actually been seen and received. Otherwise, teachers had
difficulties knowing if the system was really useful and effective.

The lack of computer infrastructure (equipment, networks…) was also seen as
hampering the acceptance of VLEs (6 comments). Teachers would have liked to use the
VLE in class with the students but they did not have enough computers and tablets. “we
would almost need to have computers in the class all the time to really use (VLEs) in
every day teaching”. Teachers also pointed out that all students did not have equal access
to VLEs: some had continuous access, while others had restricted access through their
parents; some students did not have Internet access at all. Finally, teachers mentioned a
lack of support and assistance. They did not feel adequately trained to use VLEs. Given
the fact that this was an experimental implementation phase, not all possible means were
used to support the teachers. On the long term, academic supervisors would need to get
involved in training and supporting teachers.
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6 Discussion and Conclusion

In this paper we presented three important models in the study of technological adoption.
The three models have their origins in different fields of research. The models of “social
acceptance”, like TAM and UTAUT were inspired by social psychology but applied to
management and marketing studies. The “practical acceptance” theories are specific to
ergonomists and designers. And finally, models of “situated acceptance” are also issued
from development psychology and lately applied to various fields, from change manage‐
ment to organization issues. The technological adoption issue is of general interest and
should not be limited to one singular approach. Our objective was to resume these
various models and to extract information that is salient for educational area. Factors
like usability for young children, teachers’ confidence in their computer use skills,
teacher’s perceived security toward children’s use and preexistent teaching practices are
example of important determinants of technology adoption in schools.

The study of teachers’ acceptance done according to the model shows that, in terms
of acceptance, the uses of the VLE One spurred tensions that were similar to the ones
described by Prieur and Steck [4] and Voulgre [11] in secondary education. We observed
contradictions between the artefact, the community and the rules as well as contradic‐
tions between the artefact and the division of work. The first type of contradiction was
linked to the subverted uses of the Messaging Service or the News Feed. There was also
a lack of digital access due to poor infrastructure in schools and in some homes. The
second type of contradiction was due to an excessive workload and an increase in the
teachers’ professional responsibilities through the extension of the “school space-time
continuum”. We recommend that decision-makers (the Ministry, school districts)
provide better information on VLE users’ responsibilities. When it comes to community
uses – such as the ways in which to use the messaging service or whether or not use
feedback indicators – we think that such decisions can be made at a local level through
discussions between the school administration, the teachers and the VLE publisher.
Depending on contexts and practices, certain modes of operation may or may not be
effective or acceptable.

There were fewer contradictions linked to the artefact itself. Teachers appreciated
the services offered by One as well as its ergonomics; they tried to adapt the VLE to
their professional practices. They did not hesitate to make requests to improve the tool.
They also agreed to help train children and their parents on digital best practices.
Teachers showed signs of acceptance in this area, but they still need to be given more
support and assistance to maintain such uses on the long term.

To conclude, the acceptance of this VLE seems to have been overall positive since
One was well designed and relatively adapted to the practices of the teachers involved.
The main problems are linked to the ways in which the tool is implemented. The recom‐
mendations formulated here are meant for the Ministry of Education and school prin‐
cipals. Clarifications need to be made concerning the limits of the school space-time
continuum and the rules of governance and communication. Such resolutions are rele‐
vant in a context in which very young children are concerned, since they are to use these
platforms without having prior social digital skills.
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