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Preface

Dynamic Behavior of Materials represents one of nine volumes of technical papers presented at the 2017 SEM Annual
Conference and Exposition on Experimental and Applied Mechanics organized by the Society for Experimental Mechanics
and held in Indianapolis, IN, June 12–15, 2017. The complete proceedings also includes volumes on: Challenges in
Mechanics of Time-Dependent Materials; Advancement of Optical Methods in Experimental Mechanics; Mechanics of
Biological Systems, Materials and Other Topics in Experimental and Applied Mechanics; Micro- and Nanomechanics;
Mechanics of Composite, Hybrid and Multifunctional Materials; Fracture, Fatigue, Failure and Damage Evolution; Residual
Stress, Thermomechanics and Infrared Imaging, Hybrid Techniques and Inverse Problems; and Mechanics of Additive and
Advanced Manufacturing.

Each collection presents early findings from experimental and computational investigations on an important area within
experimental mechanics. Dynamic behavior of materials is one of these areas.

The Dynamic Behavior of Materials track was initiated in 2005 and reflects our efforts to bring together researchers
interested in the dynamic behavior of materials and structures, and provide a forum to facilitate technical interaction and
exchange. In the past years, this track has represented an ever growing area of broad interest to the SEM community, as
evidenced by the increased number of papers and attendance.

The contributed papers span numerous technical divisions within SEM, which may be of interest not only to the dynamic
behavior of materials community but also to the traditional mechanics of materials community.

The track organizers thank the authors, presenters, organizers, and session chairs for their participation, support, and
contribution to this track. We are grateful to the SEM TD chairs for co-sponsoring and/or co-organizing the sessions in this
track. They would also like to acknowledge the SEM support staff for their devoted efforts in accommodating the large
number of paper submissions this year, making the 2017 Dynamic Behavior of Materials Track successful.

New Mexico Institute of Mining and Technology, Socorro, NM, USA Jamie Kimberley
Drexel University, Philadelphia, PA, USA Leslie Lamberson
National Institute of Standards and Technology, Gaithersburg, MD, USA Steven Mates

v



Contents

1 Effects of Adiabatic Heating Estimated from Tensile Tests with Continuous Heating . . . . . . . . . . . . . . . . . . . . . . . . . . 1
N. Vazquez Fernandez, M. Isakov, M. Hokka, and V.-T. Kuokkala

2 Effect of Pre-strain, Processing Conditions, and Impact Velocity on Energy Dissipation in Silicone
Foams and Rubber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Brett Sanborn and Bo Song

3 Strain Rate Sensitivity of Richtmyer-Meshkov Instability Experiments for Metal Strength . . . . . . . . . . . . . . . . . . . 13
Michael B. Prime

4 Impact Response of Density Graded Cellular Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Behrad Koohbor, Suraj Ravindran, and Addis Kidane

5 Dynamic Mixed-Mode Crack Initiation and Growth in PMMA and Polycarbonate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Balamurugan M. Sundaram and Hareesh V. Tippur

6 Dynamic Response of Alumina Ceramics Under Brazilian Disc Test Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Ping Hong Lin, Liren Tsai, and N.S. Liou

7 Digital Gradient Sensing Method to Visualize and Quantify Crack-Tip Deformations in Soda-Lime
Glass Under Static and Dynamic Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Balamurugan M. Sundaram and Hareesh V. Tippur

8 Construction of Phase Diagrams of Mg-Zn with Selected Rare Earth (R.E) Elements . . . . . . . . . . . . . . . . . . . . . . . . . 45
C.G. Fountzoulas

9 High Strain Rate Transverse Compression Response of Ballistic Single Fibers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Subramani Sockalingam, Daniel T. Casem, Tusit Weerasooriya, and John W. Gillespie Jr.

10 WIAMan ATD Polymeric Material Characterization for Under-Body Blast Environment Simulation . . . . . . . 57
Mostafiz R. Chowdhury and Dawn M. Crawford

11 Investigation of Transmission of a Shock Wave Through Thin Films . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Hongjoo Jeon and Veronica Eliasson

12 Experimental Testing and Computational Analysis of Viscoelastic Wave Propagation in Polymeric
Split Hopkinson Pressure Bar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
M. Bustamante, D.S. Cronin, and D. Singh

13 Mode I Rigid Double Cantilever Beam Test and Analysis Applied to Structural Adhesives . . . . . . . . . . . . . . . . . . . . 73
C.-H. Liao, B. Watson, M.J. Worswick, and D.S. Cronin

14 Brute Force Ceramic Constitutive Model Parameterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Brady Aydelotte and Brian E. Schuster

15 High-Strain Rate Compressive Behavior of a “Natural Soil”
Under Uniaxial Strain State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Huiyang Luo, Zhenxing Hu, Tingge Xu, Lei Guo, and Hongbing Lu

vii



viii Contents

16 Latest Results for Elasto-Plastic Identification at High Rates Using Inertial Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Sarah Dreuilhe, Frances Davis, Clive Sivour, and Fabrice Pierron

17 Mesoscale Modeling of Porous Materials Using New Methodology
for Fracture and Frictional Contact in the Material Point Method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
M.A. Homel and E.B. Herbold

18 Underwater Blast Response of Weathered Carbon Composite Plates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Helio Matos, Carlos Javier, James LeBlanc, and Arun Shukla

19 Characterization of a Visco-Hyperelastic Synthetic Gel for Ballistic Impacts Assessment . . . . . . . . . . . . . . . . . . . . . 109
A. Bracq, G. Haugou, B. Bourel, R. Delille, C. Maréchal, F. Lauro, S. Roth, and O. Mauzac

20 On the Microstructural Aspects of Shock Induced Failure in Magnesium Alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
C.L. Williams, J. Ligda, L. Farbaniec, and N. Krywopusk

21 High Speed Imaging Techniques to Study Effects of Pressure Waves from Detonating Explosive
Charges on Biological Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Thuvan Piehler, Nicole Zander, Rohan Banton, Richard Benjamin, Ray Sparks, Kimberly Byrnes,
Josh Duckworth, and Ben A. Bahr

22 Computational Study on the Driver Section Design of an Explosively Driven Conical Shock Tube . . . . . . . . . . . 127
Joel B. Stewart

23 Unidirectional Carbon-Epoxy Composite Plates Subjected to Extreme Marine Environment . . . . . . . . . . . . . . . . . 137
C. Javier, J. LeBlanc, and A. Shukla

24 Hybrid Computational and Experimental Approach to Identify the Dynamic Initiation Fracture
Toughness at High Loading Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Ali Fahad Fahem and Addis Kidane

25 High-Rate Mechanical Response of Aluminum Using Miniature Kolsky Bar Techniques . . . . . . . . . . . . . . . . . . . . . . 147
Daniel T. Casem, Jonathan P. Ligda, Brian E. Schuster, and Shane Mims

26 Application of 3D Digital Image Correlation In Ballistic Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Phillip Jannotti and Brian E. Schuster

27 Compaction Wave Propagation Characteristics in Polymer Bonded Explosives at Macro-Meso Scale . . . . . . . 163
Suraj Ravindran, Peter Malchow, Addis Tessema, and Addis Kidane

28 Direct Compression Loading Using the Pre-stretched Bar Technique: Application to High Strains
Under Moderate Strain Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
G. Haugou, H. Morvan, and N. Leconte

29 Compaction Wave Characteristics of Polymeric Foams Under Dynamic Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Suraj Ravindran, Behrad Koohbor, Peter Malchow, and Addis Kidane

30 Comparison of Numerical Simulations with Experiments of Blast-Induced Pressure Wave Impact
on a Surrogate Head Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Rohan Banton, Thuvan Piehler, Nicole Zander, Richard Benjamin, and Josh Duckworth

31 Pressure Sensing in Clay: A New Metric for Characterizing the Ballistic Backface Deformation
Response of Personnel Protection Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
M.H. Merrill, C.J. Kindle, and J.P. Thomas

32 Evaluation of Concrete Penetration Resistance Using Small Caliber Bullets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
Stephan Bless, Michael McAleer, and Rey Guzman

33 Dynamic Analysis of a Bi-stable Buckled Structure for Vibration Energy Harvester . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Masoud Derakhshani, Thomas Berfield, and Kevin D. Murphy

34 Effects of Strain Rate on Mechanical Properties and Fracture Mechanisms in a Dual Phase Steel . . . . . . . . . . . 209
Sukanya M. Sharma, Kishlay Mishra, Omar Rodriguez, Wilburn R. Whittington, Paul Allison,
Shrikant P. Bhat, Arun M. Gokhale, and Naresh N. Thadhani



Contents ix

35 Nonlinear and Inertant Acoustic Metamaterials and Their Device Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Prateek P. Kulkarni and James M. Manimala

36 Evaluation of Stress Equilibrium in Dynamic Tests on Agglomerated Cork . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Marco Sasso, Fabrizio Sarasini, Gianluca Chiappini, Edoardo Mancini, and Jacopo Tirillò

37 High Strain Rate Induced Phase Transition of Polymer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
G. Montella and C.M. Roland



Chapter 1
Effects of Adiabatic Heating Estimated from Tensile Tests
with Continuous Heating

N. Vazquez Fernandez, M. Isakov, M. Hokka, and V.-T. Kuokkala

Abstract The mechanical behavior of metastable austenitic stainless steels is strongly influenced by the strain induced
phase transformation of austenite into martensite. The phase transformation rate is significantly affected by the strain rate
and by the adiabatic heating at higher strain rates. Uncoupling of the effects of strain rate and adiabatic heating can lead to a
better understanding of the strain-induced martensitic transformation and allow more accurate material modeling. This paper
presents a preliminary analysis of the effects of adiabatic heating during a tensile test. The adiabatic heating as a function of
strain was calculated from the stress-strain curves obtained in adiabatic conditions. Then the tensile tests were carried out at
a lower strain rate while continuously heating the specimen at the same rate as obtained in the adiabatic conditions. With this
method, the thermal conditions of the adiabatic tests were reproduced in the low rate conditions, which would normally be
isothermal without the external heating. The martensite fraction was evaluated using the magnetic balance method. In this
paper, we present a detailed description of the experimental procedure and discuss the observed changes in the mechanical
behavior and microstructure of the studied steel.

Keywords Stainless steel • Adiabatic heating • Martensite transformation • Metastable austenite • Magnetic
balance method

1.1 Introduction

The successful product development in the steel industry is strongly linked with a proper understanding of the microplastic
deformation mechanisms of the material. Many applications require materials with optimal mechanical properties, such as
high strength, good weldability, good corrosion resistance, and good formability. To obtain the desired properties, many
modern steels have multiphase microstructures so that a suitable mixture of the mechanical properties of the different
phases in the steel fulfills the overall requirements. However, some microstructures can undergo phase transformations due
to the elastic and plastic deformations. These microstructures are often very complex and their behavior usually changes
significantly during the deformation as the phase fractions evolve.

In recent years, many researchers have focused their attention on the phase transformations in austenite containing steels.
Xu et al. [1] and Huang et al. [2] studied the effects of heat treatments and cold rolling reductions on the mechanical
behavior of different steels. These studies focused on the effects of the initial microstructures and processing parameters
on certain properties. However, their work did not provide many details on the microplastic deformation mechanisms
and the microstructural changes during the deformation. Therefore, further investigations are needed to understand the
microplasticity and its mechanisms, which depend on many factors including local chemical composition, temperature,
amount of deformation, and strain rate. Regarding the strain rate, it has been shown by Hecker et al. [3] that higher strain rates
result in less martensite formation. Moreover, lower deformation temperatures enhance the martensitic phase transformations.
This can be explained by the thermodynamics of the transformation, as the driving force for the phase transformation is higher
at lower temperatures. Significant adiabatic heating occurs usually at strain rates above �0.5 s�1 [4], when the heat induced
by the plastic deformation cannot dissipate fast enough from the material into the surroundings and, therefore, the temperature
of the material increases. However, many scientists [3–7] have suggested that also the strain rate could have a direct effect on
the martensitic transformation rate. Hokka [8] demonstrated that the phase transformation rates in the quasi-static conditions
are different from those in the dynamic conditions even at small plastic strains. Furthermore, Isakov [9] discovered that the
strain hardening rate after a strain rate jump from quasi-static to dynamic conditions decreases instantaneously following the

N. Vazquez Fernandez (�) • M. Isakov • M. Hokka • V.-T. Kuokkala
Tampere University of Technology, Laboratory of Materials Science, POB 589, FI-33101, Tampere, Finland
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2 N. Vazquez Fernandez et al.

jump. These two studies indicate that the phase transformation rate changes already at very low strains where the adiabatic
heating has not yet increased the temperature of the material notably.

The temperature change can be estimated from the stress-strain curves using the Taylor-Quinney coefficient. This
coefficient describes the fraction of the energy applied to the material that is converted into heat, as well as the amount
of energy that is permanently stored in the (defect) structure of the material. However, the formation of martensite is an
exothermal process. Thus, the temperature increases also due to the phase transformation itself, not only because of the
plastic deformation. Consequently, the temperature increase produced by the phase transformation is complex and difficult
to estimate precisely during high strain rate deformation. Moreover, Rusinek et al. [10] investigated the effect of adiabatic
heating and concluded that the Taylor-Quiney coefficient varies with plastic deformation between 0.82 and 1.00, implying
that the fraction of mechanical energy converted into heat changes during the deformation process of the material.

The aforementioned studies were qualitative and demonstrated that the martensitic phase transformation rate is influenced
by both adiabatic heating and the strain rate. However, more work is needed to understand the true effects of strain rate
and adiabatic heating on the micromechanisms of plastic deformation and martensitic transformation in austenitic stainless
steels. Therefore, this work presents an experimental method for uncoupling the effects of adiabatic heating from the effects
of strain rate on the mechanical behavior of the metastable austenitic steel EN 1.4318 using a tensile test with continuous
heating. The preliminary results presented in this paper give good examples of how the described experiments can help to
deepen the understanding of the effects of deformation induced phase transformations in this material.

1.2 Experimental Procedure

The test material is a metastable austenitic stainless steel EN 1.4318 (AISI 301LN) manufactured and supplied by
Outokumpu Stainless. Table 1.1 shows the chemical composition of the material. The samples were laser cut from a cold
rolled (2H/C850) sheet with a thickness of 2 mm. Figure 1.1 describes the geometry of the specimens used in the mechanical
testing, where RD is the rolling direction.

The material was tested at room temperature at the strain rates of 2 � 10�4 s�1, 10�2 s�1, and 1 s�1. The tests at the
lowest strain rate are essentially isothermal, the tests at 10�2 s�1 are quasi-isothermal and the temperature change is modest,
while the tests at the highest strain rate are more or less adiabatic. The increase of the specimen temperature during the high
strain rate test was estimated using Eq. (1.1):

�T .©/ D 1

� � c

Z
ˇT � d"p (1.1)

where ¡ D 7.9 Kg/m3 and c D 500 J/(Kg K) are the density and the heat capacity of the material, respectively, �T is the
temperature increase, and ˇ is the Taylor-Quiney coefficient, for which a value of 0.95 was used. Finally, the data obtained
from Eq. (1.1) (temperature increase vs. strain) was used to estimate a target heating rate for a low strain rate test with

Table 1.1 Chemical composition of EN 1.4318 in wt-%

C Cr Ni Mn Si Cu N Co Mo P S Fe

0.017 17.8 6.44 1.27 0.5 0.18 0.117 0.08 0.06 0.027 0.001 Bal

Fig. 1.1 Geometry of the sample used in the tensile tests. The dimensions are in mm
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Fig. 1.2 Equipment used in the tensile tests: (a) servohydraulic testing machine Instron 8800 with an insulated heating chamber and PID
controllers, (b) aluminum ring with the heating resistors, (c) heating resistors mounted on the pull rods with the sample and the extensometer
ready for a test

continuous heating. With this heating rate, the test at the low strain rate had macroscopically similar thermal conditions
as the high strain rate (adiabatic) test. The heating was synchronized with the tensile test so that the sample temperature
starts to increase immediately after the elastic part. Kendall et al. [11] have previously used a similar approach for testing
polymer composites, demonstrating that it is possible to simulate the performance of the material at high strain rate adiabatic
conditions by conducting low strain rate experiments with continuous heating and proper control of the temperature.

The low strain rate tests were carried out with and without the continuous heating to various final strains. Figure 1.2 shows
the experimental equipment used in this study. The tests were performed using an Instron 8800 servohydraulic machine with
a load cell of 100 kN (Fig. 1.2a). The hydraulic grips of the Instron were replaced with pull rods where the sample could be
mounted with pins (Fig. 1.2c). An extensometer with a gage length of 6 mm was used to measure the deformation.

The tests with the continuous heating were carried out inside an insulated chamber (Fig. 1.2a). In the chamber, the sample
was heated by two sets of heating resistors, which were independently controlled and heated to match the calculated heating
rate of the specimen. The first set of resistors (Fig. 1.2b) was fixed to an aluminum ring holding six individual resistors at a
fixed distance around the specimen. The temperature of the resistors was adjusted by a Eurotherm 2208 PID controller. The
annular resistors (Fig. 1.2c) were placed on the pull-rods and controlled by a Eurotherm 2408 PID controller. The temperature
of the sample was measured with 0.1 mm thick K-type thermocouples spot-welded on the gauge section of the specimen.
The temperature was monitored at three points: the center and the upper and lower parts of the gage section. The data
was recorded with a multilogger at a frequency of 1 Hz. Preliminary measurements were done to evaluate the temperature
gradients between the three thermocouple locations. However, no significant differences were observed.

A magnetic balance method was used to evaluate the martensitic phase fractions after the deformation. This method relies
on measuring the force required to detach a permanent magnet from the sample [12]. In this study, the permanent magnet
was a needle with a tip diameter of 1.5 mm. The martensite fractions were measured using an Instron 5967 machine with
a load cell of 5 N. The setup is shown in Fig. 1.3. The sample was placed on a non-magnetic sample holder, and two x-y
manipulators (Fig. 1.3a) were used to position the sample so that the magnetic needle was pointing exactly to the area under
examination. The load cell measured the force required to detach the magnetic needle from the sample surface, when the
actuator frame was moving upwards away from the sample (Fig. 1.3b). The force was measured at three locations along
the gage section to check whether the martensite phase fractions were homogeneous. The magnetic scale method requires
a calibration to convert the force values into martensite phase fractions. In this work, the calibration was obtained with a
Ferritoscope and Satmagan measurements carried out at Outokumpu Inc. The calibration values are presented in Fig. 1.4. A
linear calibration between the martensite fraction and the magnetic force can be used up to 50% martensite content, while
above this a nonlinear calibration is required.



4 N. Vazquez Fernandez et al.

Fig. 1.3 Experimental setup for the magnetic balance method: (a) sample holder and the x-y manipulators, and (b) a close-up of the magnetic
needle

Fig. 1.4 Calibration used for the magnetic balance method

1.3 Results and Discussion

Figure 1.5 shows the true stress - true strain curves for the austenitic stainless steel EN 1.4318 at three different strain rates of
2 � 10�4 s�1, 10�2 s�1, and 1 s�1, as well as the corresponding strain hardening rates. At the lowest strain rate (isothermal),
the material has a yield strength of 610 MPa. As the strain rate is increased to 1 � 10�2 s�1 and 1 s�1, the yield strength
reaches 640 MPa and 720 MPa, respectively. In contrast, the ultimate tensile strength decreases as the strain rate increases
(Fig. 1.5a). A very interesting feature in these plots is the shape of the curve, which differs from a standard ductile material
curve at the beginning of the plastic regime. The rapid hardening that starts after about 8% of plastic strain is due to the
phase transformation occurring in the material. The phase transformation induces a change in the mechanical properties
of the material, especially in the strain hardening rate and consequently the strain rate sensitivity at higher plastic strains.
According to previous studies [7], the phase transformation rate from austenite to martensite decreases with increasing strain
rate due to the adiabatic heating and, therefore, the strength of the material decreases as well. This behavior can be more
clearly analyzed from the strain hardening rates (Fig. 1.5b), where the strain hardening rate decreases with increasing strain
rate because the adiabatic heating slows down the phase transformation rate.

Figure 1.6 shows the true stress – true strain curve for the sample tested at the strain rate of 2 � 10�4 s�1 with the external
heating, the measured temperature of the sample, and the target temperature, which was calculated using Eq. (1.1) based
on the stress-strain data obtained at the strain rate of 1 s�1 (presented in Fig. 1.5). As can be seen in Fig. 1.6, the material
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Fig. 1.5 Results of the tensile tests at three different strain rates at room temperature: (a) stress-strain curves, and (b) strain hardening rates

Fig. 1.6 Stress-strain curve obtained at the strain rate of 2 � 10�4 s�1 with external heating, and the target and measured specimen temperatures

temperature resulting from the external heating is very close to the target temperature, having a maximum difference of
approximately five degrees. For all strains, the actual measured temperature of the specimen is either the same or lower than
the target temperature.

Figure 1.7a shows the stress – strain curve with the continuous heating at the strain rate of 2 � 10�4 s�1 and the stress
- strain curves at room temperature at the strain rates of 2 � 10�4 s�1, 1 � 10�2 s�1, and 1 s�1. The corresponding strain
hardening rate curves are presented in Fig. 1.7b. It can be clearly seen that up to 10% of true strain the sample with the
continuous heating has a similar stress-strain response as the sample tested at the same strain rate at room temperature,
which is expected since the difference in the material temperature between the specimens is only modest at this stage. It
is also noteworthy that after 10% strain the strain hardening rate of the externally heated material is clearly higher than
that of the material deforming in the adiabatic conditions (strain rate 1 s�1). In fact, the external heating in the low rate
conditions seems to have only relatively small influence on the strain hardening rate. The overall strain-hardening behavior
of the sample with the continuous heating is relatively close to that observed at the strain rate of 10�1 s�1, but notably
different from that of the strain rate 1 s�1, which was the basis of the heating calculations. The thermal softening effect
through increased thermal activation of dislocation motion cannot explain all the observed differences in the mechanical
response. The temperature of the specimen at 10% of plastic strain has increased only by about 15–20 ıC, which is very little
compared to the melting temperature of the steel. Furthermore, at higher strain rates the dynamic recovery of dislocations
is typically reduced leading to a higher hardening rate. This is also not evident in the stress – strain curves. Therefore, the
most likely explanation to the observed changes are the changes in the phase transformation kinetics during the deformation.
In fact, the Md temperature of the material is only slightly above room temperature, and therefore even a modest increase
in the specimen temperature can have a strong effect on the phase transformation rate. However, as shown in Fig. 1.7b,
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Fig. 1.7 Results of the tensile tests with and without continuous heating (a) the true stress – true strain curves, and (b) the strain hardening rates

Table 1.2 Results of the magnetic balance measurements

Strain rate True strain Thermal conditions Magnetic force (N) Martensite fraction

– (as-received 0%) – 0.0484 < 5%
2 � 10�4 (s�1) 10% Adiabatic heating simulated from the test at 1 s�1 0.455 �45%
2 � 10�4 (s�1) 10% Room temperature 0.514 �51%
2 � 10�4 (s�1) 16% Adiabatic heating simulated from the test at 1 s�1 0.585 �60%
2 � 10�4 (s�1) 21% Adiabatic heating simulated from the test at 1 s�1 0.604 �65%
2 � 10�4 (s�1) 26% Room temperature 0.723 �100%

the considerable external heating subjected to the material does not lead to similar strain-hardening behavior as observed
in the adiabatic deformation conditions. This indicates that there might be also other strain-rate dependent effects present
in addition to adiabatic heating. A cautioning remark should, however, be made; the tests presented here are based on
macroscopic material heating, i.e., the possible effects of adiabatic material heating in the grain level cannot be reproduced
with the current tests.

Table 1.2 shows the results of the magnetic balance measurements. The as-received material contains some martensite
that had formed already during cold rolling, and therefore the magnetic force obtained for the as-received sample is not
zero. The phase fractions measured from the sample deformed at the strain rate of 2 � 10�4 s�1 with the continuous heating
were compared with the phase fractions measured from the sample deformed at the same strain rate at room temperature.
The sample tested with the continuous heating was deformed up to 21% of true strain. Unfortunately, reaching exactly the
same amount of true deformation in a test was challenging and the samples had somewhat different amounts of deformation.
However, the measured phase fractions are considerably different, which clearly indicates that the phase transformation rate
in the room temperature test is much higher. Moreover, two tests with external heating were carried out at the strain rate
of 2 � 10�4 s�1 to the final deformations of 10% and 16%, corresponding to the maximum strain hardening rate and the
downward slope following the peak value. At 10% of deformation, the martensite phase fractions are 45% and 51% for the
samples with and without the heating, respectively. This is in agreement with the stress-strain behavior shown in Fig. 1.7.
The phase fractions evolve during the next 6% of deformation, and the martensite fraction increases to 60% in the sample
deformed with the continuous heating. However, further deformation from 16% to 21% of strain increases the martensite
fraction only to about 65%. The phase transformation rate is clearly decreasing, which is also evident in the hardening rate
that decreases rapidly after 10% of deformation. However, the hardening rate has a fairly constant downward slope between
the maximum and the end of the test at 21%. Based on the magnetic balance measurements, the phase transformation
rate decreases similarly to the strain hardening rate. The hardening rate is influenced by other factors as well, such as
increased thermal activation and dynamic recovery, both of which decrease the hardening rate, and therefore the decrease
in the hardening rate does not correspond exactly to the phase transformation rate. In fact, if one estimates the slope of the
hardening rate vs. strain plot after the maximum value, the slopes are quite similar for all stress strain curves, whereas the
upward slopes are significantly different for all cases. Therefore, it seems that the microstructural changes that occur before
approximately 15% have the strongest effect on the macroscopic behavior of the material.
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1.4 Conclusions

This work presents an experimental method for evaluating the effects of adiabatic heating on the mechanical behavior and
microstructural changes of a metastable austenitic stainless steel. The mechanical behavior of the studied material is strongly
affected by the strain rates that involve adiabatic heating, which affects the phase transformation rate. The method used in
this work allows experimental simulation of the adiabatic heating produced in a high strain rate test by applying the same
heating rate in a low strain rate test. The results show that the low strain rate hardening behavior of the studied steel in
a tensile test with external heating is between the observed isothermal and adiabatic mechanical behavior of the material.
The characterization of the phase fractions with the magnetic scale method shows that the external heating in a low strain
rate test somewhat decreases the martensitic phase transformation rate in the microstructure. It is noteworthy that based on
the preliminary results presented in this paper, adiabatic heating alone cannot fully explain the effect of strain rate on the
hardening behavior of the test material. There exists, therefore, clearly a need for future research on the topic.
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Chapter 2
Effect of Pre-strain, Processing Conditions, and Impact Velocity
on Energy Dissipation in Silicone Foams and Rubber

Brett Sanborn and Bo Song

Abstract Silicone foams and rubber are used in a variety of applications to protect internal components from external
shock impact. Understanding how these materials mitigate impact energy is a crucial step in designing more effective
shock isolation systems for components. In this study, a Kolsky bar with pre-compression and passive radial confinement
capabilities was used to investigate the response of silicone foams and rubber subjected to impact loading at different
speeds. Using the preload capability, silicone foam samples were subjected to increasing levels of pre-strain. Frequency-
based analyses were carried out on results from silicone foams and rubber to study the effect of both pre-strain and material
processing conditions on the mechanism of energy dissipation in the frequency domain. Additionally, effects of impact speed
on energy dissipation through silicone foams and rubber were investigated.

Keywords Silicone foam • Silicone rubber • Kolsky bar • Material processing • Frequency response

2.1 Introduction

Mitigation of high frequency components that are potentially damaging to internal electronics is a critical design concept
in applications ranging from portable electronics to defense applications [1, 2]. Selection of shock mitigation materials is
typically dictated by the ability of different materials to dissipate energy over a range of frequencies for a specific application.
Improved design in vibration control and shock-resistant packaging is achieved through better understanding of how the
constituent materials behave in those environments. Hyperelastic polymer foams and rubbers are used in applications for
vibration reduction and shock mitigation. Many factors such as stress-state, strain rate, and temperature may affect the
shock mitigation behavior of foams and rubbers in these applications. Silicone foams may also be subjected to pre-strain
during assembly or manufacture of components. Understanding the response of silicone foams in the frequency domain is
of paramount importance for applications where shock or vibration energies at specific frequencies may damage internal
components. In this study, the frequency-domain energy dissipation behavior of silicone foams and rubbers was investigated.
The silicone foam was subjected to varying levels of pre-strain under passive confinement to determine the effect of stress-
state on energy dissipation. Energy dissipation behavior of silicone foam and rubber is compared to try to discover the
mechanism by which silicone foam dissipates energy in the frequency domain.

2.2 Materials and Specimens

Silicone foam and rubber were evaluated in this study for energy dissipation capability. Silicone foam and rubber were
processed using the same chemistry; however, small pellets were introduced into the silicone foam mixture which produced
a porosity of approximately 50%, whereas the silicone rubber had essentially 0% porosity. This is clearly shown when the
densities of the foam and rubber were measured. The silicone foam had a density of 608 ˙ 21.85 kg/m3 while the silicone
rubber had a density of 1153 kg/m3. To investigate the effect of stress-state, the silicone foam was pre-compressed to strains
of 0, 13, 23.3 and 33.5% prior to dynamic loading while the silicone rubber was not held under pre-strain. Both specimen
types were confined in a steel tube in the experimental setup to provide passive lateral confinement. The silicone foam and
rubber were subjected to multiple impact speeds to study the energy dissipation behavior in the frequency domain.
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2.3 Experiments and Results

A Kolsky bar with pre-load capability was used to conduct experiments on silicone foam and rubber, as shown in Fig. 2.1.
A tapered tungsten striker was used to extend the frequency content of the incident pulse. The specimens were confined in
a steel tube surrounding the gage section of the Kolsky bar. Such passive confinement replicates the stress-state of shock
mitigation materials in real applications. Prior to dynamic loading, the silicone foam was confined in the steel tube and static
pre-strain was increased to different levels measured using a linear laser and photodetector system. After the pre-strain was
applied, the striker bar was fired to initiate dynamic loading. The incident, reflected, and transmitted signals were recorded
and subsequently converted to the frequency domain using FFT.

The energy dissipation behavior of silicone foam as a function of pre-strain for a single impact speed is shown in Fig. 2.2a.
As Fig. 2.2a shows, the energy dissipation capability of the silicone foam decreases with increasing pre-strain. For 0 and
13% pre-strain, the silicone foam dissipated nearly 100% of the impact energy over the entire frequency range. However, at
the highest level (33.5%) of pre-strain, the silicone foam only dissipated approximately 80% of the impact energy. Silicone
rubber, as shown in Fig. 2.2b, had a lower overall energy dissipation ratio (25%) compared to silicone foam. This suggests
that the silicone foam dissipates more energy through cellular structures than the matrix material. Furthermore, no trend can
be seen between impact speed and energy dissipation ratio for the silicone rubber.

In an effort to better understand the energy dissipation with respect to densification of the foam and rubber, the overall
energy dissipation ratio for all foam and rubber experiments is plotted against the final density of the specimen at the
conclusion of dynamic loading is shown in Fig. 2.3. The final density can be calculated by using the total engineering strain
that is reached as a result of quasi-static pre-strain and dynamic loading. The outside diameter is constant due to the confining

Fig. 2.1 Kolsky compression bar for passive confinement frequency-based experiments

Fig. 2.2 Energy dissipation behavior of silicone foam (a) and rubber (b) at different pre-strains and impact speeds
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Fig. 2.3 Energy dissipation ratio as a function of final density for silicone foams and rubbers

tube; with the initial mass known, the final volume and hence density are calculated. Based on the behavior shown in Fig. 2.3,
there appears to be a critical density between 1200 and 1400 kg/m3 at which the energy dissipation ratio begins to drop off to
a saturated value of 0.25. Hence, the state of densification of the material may be the driving factor determining the energy
dissipation capability of silicone foams and rubbers.

2.4 Summary

In this study, a Kolsky compression bar with a pre-load capability was used to subject passively silicone foams and rubbers
to different levels of pre-strain and dynamic loading to simulate the stress-state seen inside components. The silicone foams
and rubbers were evaluated for their energy dissipation capability in the frequency domain. The energy dissipation ratio of
silicone foam decreased when the foam was subjected to increasing pre-strain at the same impact velocity. At low levels of
pre-strain, the foam dissipated nearly 100% of the impact energy. The energy dissipation ratio of silicone foam was found
to be independent of impact speed. The overall state of densification of the material may be the driving factor for energy
dissipation. A critical density between 1200 and 1400 kg/m3 was identified at which the energy dissipation ratio dropped to
a saturated value of 0.25.
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Chapter 3
Strain Rate Sensitivity of Richtmyer-Meshkov Instability Experiments
for Metal Strength

Michael B. Prime

Abstract Recently, Richtmyer-Meshkov instabilities (RMI) have been used for studying strength at strain rates up to at least
107/s. RMI experiments involve shocking a metal interface with sinusoidal perturbations that invert and grow subsequent
to shock and may arrest because of strength effects. To use RMI strength estimates as calibration data for rate-dependent
constitutive models, one must understand the strain rates that apply to the strength estimate, but the strain rate varies spatially
and temporally during the instability. In this study, we use a series of numerical simulations to establish the strain rate(s) to
which the instability is most sensitive.

Keywords Richtmyer-Meshkov Instability • High-rate strength

3.1 Introduction

Recently, researchers have shown that Richtmyer-Meshkov Instabilities (RMI) are sensitive to strength at strain rates up to
at least 107/s [1–12]. Figure 3.1 illustrates an RMI experiment in the configuration fielded for recent experiments [3, 4]. As
shown in Fig. 3.1, in an RMI experiment the initial perturbations invert after shock, and the subsequent peaks are called
spikes and the valleys are called bubbles. Recent work has shown that the peak spike velocity, as shown in Fig. 3.2, is
quite sensitive to the deviatoric strength of the sample and offers advantages over using total spike growth as the measure
of strength [13]. As with the previous work using total spike growth [3, 4], the peak spike velocity is used to estimate an
average strength that best matches the data.

Since strength is generally a function of strain, strain, temperature and pressure, e.g., [14], and those properties vary
spatially and temporally during RMI growth and arrest, how useful is an average strength? We begin to explore this question
by examining the sensitivity to the strain rate-dependent portion of a constitutive model.

3.2 Modeling Approach

An RMI experiment was modelled using the Abaqus Explicit commercial finite element code [15] based on extensive
previous finite element modeling of RMI experiments [13]. A 2-D, plane strain model was used with the model domain
including two full wavelengths of the perturbation and 3 mm thickness of copper. Figure 3.3 is zoomed in on the right end of
the domain to show the 10 �m zoning and the perturbations with an amplitude �0k D 0.5. The top and bottom surfaces are
constrained in the vertical direction to simulate periodic behavior. For simplicity in the sensitivity study, a shock pressure of
30 GPa was applied at t D 0 to the left end of the domain. To minimize noise in the predicted velocities, the default linear
and quadratic coefficients for bulk viscosity were increased from 0.06 and 1.2 to 0.20 and 1.7. To sufficiently resolve the
velocity peak, the SCALE FACTOR parameter was used to reduce Abaqus’ default time increment by a factor of five.
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Fig. 3.1 A Richtmyer-Meshkov
instability experiment. The
perturbed surface of the sample is
accelerated by a shock. At later
time, the perturbations have
inverted

Fig. 3.2 An experimental PDV velocity spectrogram for ˜0k D 0.52 in copper shows a distinct velocity trace for the spike growth peaking at
2519 m/s

Fig. 3.3 The Abaqus model
simulated two full periods of the
sine wave perturbation using
Cartesian 2D plane strain
elements. The figure here shows
only perturbation region

The constitutive behavior was modeled using the Zerilli-Armstrong model with parameters for copper [16]. To allow
for model variations for the sensitivity study, the model was tabularized for use in Abaqus. For strain rate, Abaqus suggest
tabular data be given at regular logarithmic intervals, so we used strain rates of 10n/s with n D 4.0, 4.25, 4.5, : : : 7.75, 8.0.
The “parametric studies” capability in Abaqus was used to sequentially scale the magnitude of the stress-strain curve for
a given strain rate to 0.95 of its original value and repeat the simulation. The peak speak velocity for each simulation was
extracted and compare to the baseline simulation to estimate the sensitivity of the experiment to a given strain rate.
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Fig. 3.4 For the simulation with ˜0k D 0.5 and a 30 GPa shock, the peak spike velocity is sensitive to the strength model over a quite narrow
band of strain rates, peaking at 107/s

3.3 Results and Discussion

Figure 3.4 shows the encouraging results of the sensitivity study. This particular case is sensitive to a tight range of strain
rates, peaking at 107/s. Based on the standard logarithmic dependence of strength on strain rate [14], the result indicates that
the average strength could be characterized as effectively probing this single strain rate ˙ a small band and used as a single
point to calibrate a constitutive model.

Further work is needed. Similar sensitivity studies should be performed for strain, temperature, and pressure. As
appropriate based on those results, the average strength could be assigned to a point in (strain, strain rate, temperature,
pressure) space and used for calibrating a constitutive model that is dependent on all of the variables. Using a number of RMI
experiments with different shock loading, perturbation sizes, and initial temperatures, a reasonable span of conditions could
be evaluated and extend the usefulness for constitutive model calibration. The ability of the calibrated model to reproduce
the full range of experimental data would be the first check on the suitability of such a calibration scheme.
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Chapter 4
Impact Response of Density Graded Cellular Polymers

Behrad Koohbor, Suraj Ravindran, and Addis Kidane

Abstract Full-field deformation response of density-graded cellular polymers subjected to high velocity impact is
investigated experimentally. Recently developed experimental setup consisting of ultra-high speed imaging in conjunction
with digital image correlation is used to measure in-situ full-field deformation on density-graded polymeric foam specimens.
Loading of the specimens is performed using a direct impact configuration in a modified Hopkinson bar apparatus.
Discretely-layered foam specimens made from three distinct layers each with a different bulk density are subjected to direct
impact, while their deformation response is studied via ultra-high speed digital image correlation. Formation and propagation
of compaction waves from the impact side to the support end of the specimen are observed and analyzed. Spatial distribution
of inertia stress is determined from acceleration fields and density of the layers. Full-field stress distribution in the specimen
is later used to estimate the stress gradients within compaction waves. Mechanisms associated with the energy dissipation in
graded foam specimens are discussed.

Keywords Polymeric foam • Dynamic loading • Digital image correlation • Graded structure • Direct impact

4.1 Introduction

Rigid polymeric foams are used in a variety of applications due to their unique properties such as low density, relatively
high specific strength, great heat insulation and excellent energy absorption characteristics. The latter property is the main
reason behind the application of these materials in impact loading conditions. It is a well-established fact that the energy
absorption and strength of polymeric foams are highly sensitive to their relative density [1]. From a design standpoint, there
is always a trade-off between strength, energy absorption and weight of polymeric foams having different bulk densities.
To take advantage of all the aforementioned properties, while retaining the structural weight at a low level, the concept of
graded foam has been introduced in recent years. The fundamental idea in a graded foam structure is to have an integrated
part that is made of both high and low density foams, such that the overall weight of the structure remains low, while the
energy absorption characteristics are enhanced due to the presence of high density foam material [2].

Research on the concept of graded foam structures have drawn much attention in recent years. For instance, graded
syntactic foams capable of withstanding 60–75% compressive strain before failure were fabricated by Gupta [3]. Graded
foam structures with improved energy absorption performance compared with single-phase foams were fabricated by Cui
et al. [4]. Structure of stress wave propagation in functionally graded foams with different gradation functions were studied
by Kiernan et al. [5]. Zheng et al. [6] investigated one dimensional impact response of density-graded cellular materials
with different density distributions. Our objective in the present work is to implement a recently-developed experimental
approach [7–9] to characterize full-field deformation response of density graded cellular polymers. Density graded samples
with discretized layers each having a different bulk density are prepared in-house and subjected to direct impact loading.
High speed imaging in conjunction with full-field DIC measurements are utilized to obtain the distribution of displacement
and strain components in the specimen. Acceleration distribution is calculated from full-field displacement and is later used
to estimate full-field inertia stress in the specimen.
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4.2 Materials and Methods

Rigid closed-cell polyurethane foams with three different nominal densities are used to fabricate layered foam specimens
in this work. Figure 4.1 shows the quasi-static stress-strain curve for the three foams. Rectangular prism specimens with
dimensions 14 � 14 � 7 mm3 are extracted from these three foam materials. The layers are then bonded to form a three-
layered density graded structure of 21 mm total length. Layers are bonded together with a thin layer of highly-flexible strong
polyurethane adhesive. Flexibility of the interface is required here to accommodate the slight relative lateral deformation of
the foams and to minimize the shear stress developed within the interface [2]. To facilitate DIC measurements, front surface
of the graded specimen is polished and then speckled using conventional spray speckling method. As illustrated in Fig. 4.2a,
a narrow strip on the front surface of the specimen is intentionally left un-speckled to enable tracking of the layers’ interface
during deformation time.

A modified Hopkinson bar setup is used to apply impact loading on the specimen. Schematic drawing of our experimental
setup is shown in Fig. 4.2b. The specimen is fixed on the left hand-end of the transmitter bar with the use of a lithium grease,
which also serves as lubricant. A projectile is directly shot toward the specimen. The impact velocity of the projectile can be
controlled by adjusting the pressure inside the gas barrel. In the present work, the projectile velocity upon contact with the
specimen was measured as 90 m/s.

In order to measure the full-field deformation response of the specimen during impact time, a single high ultra-high speed
HPV-X2 camera (Hadland Imaging) was utilized. This camera facilitates acquisition of 128 images at the full0field resolution
of 400 � 250 pixel2 upon each trigger. Imaging rate is adjustable, and in this work, was selected to be 500,000 frames per
second, to facilitate recording the entire deformation of the sample. The camera was equipped with a 100 mm macro lens
(Tokina) providing an optical resolution of 100 �m/pixel. Illumination of the area of interest was provided by a metal arc
lamp (Lumen 200).

Images acquired by the camera were post-processed in the commercially available digital image correlation code Vic-
2D (Correlated Solutions). In this software, subset and step sizes of 13 pixel and 2 pixel were used for image correlation
respectively. Correlation was performed using an incremental algorithm to enable data acquisition at significantly large
deformation conditions, i.e. compressive strains >45%. A high order interpolation function (optimized 8-tap) was used
to convert discretized point measurements into continuous data. Correlation criterion was chosen to be zero normalized,
reported to be insensitive to the scaling of light intensity. Strain, velocity and acceleration fields were numerically calculated

Fig. 4.1 Nominal stress-strain curves of the foams with three different densities obtained from two sets of independent quasit-static experiments.
Elastic modulus, apparent yield stress and nominal densification strains are tabulated
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Fig. 4.2 (a) Camera view of the layered specimen, (b) schematic of the experimental setup consisting of impact setup and ultra-high speed camera

from the full-field displacement distribution. Temporal derivatives, i.e. velocity and acceleration were determined using
simple finite differences operations applied to the obtained displacement data. Note that the temporal smoothing of the
displacement data was first conducted using 2nd-order polynomials and a 5 �s smoothing window.

4.3 Full-Field Stress Measurement

Our main objective in this work is to adopt a recently introduced [7, 8] approach to measure the full-field axial stress in the
impacted specimen. To this goal, let us first consider the general dynamic stress equilibrium equation:

�ij;j C �bi D �ai (4.1)

where � ij denotes Cauchy stress tensor; � is mass density, bi is body force in i-direction and ai is the acceleration in i-
direction. Note that the density term in this work is itself a step-wise function of x, since the samples are made of layers
with different bulk densities. In uniaxial compression of a cubical specimen, as schematically shown in Fig. 4.3, and in the
absence of body forces Eq. (4.1) can be reduced to:

@�x

@x
D �ax (4.2)

where subscript x denotes the axial direction. The general solution to this differential equation is given by:

�x .L; t/ D �x .0; t/C
Z �DL

�D0
� .�; t/ ax .�; t/ d� (4.3)

which indicates that the total stress: (1) is indeed a location-dependent quantity, and (2) can be reconstructed from the stress
measured at the specimen end (i.e. x D 0) plus the integral term, which represents inertia stress.
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Fig. 4.3 Schematic of a
three-layered density graded
specimen fixed on one side and
subjected to direct impact applied
on its opposite end

Fig. 4.4 Contour maps showing the distribution of axial strain on surface at different times

Our main goal in this work will be to examine the full-field deformation and stress response of the impacted specimens
using the above-mentioned equations. It should also be noted that the material examined in this work is highly compressible,
thus, undergoes significant density change during deformation time. The formulation derived here is based on Lagrangian
description where acceleration and density are defined in the initial coordinate system. In this regard, the stress must also be
based on the First Piola Kirchoff definition. In the case of perfect uniaxial deformation, i.e. lateral and shear deformations
are negligibly small, Cauchy and First Piola Kirchoff stress definitions will be equivalent. Therefore, Eq. (4.1) remains
valid when using Cauchy stress along with Lagrangian acceleration and density. The assumption of uniaxial deformation is
validated in the forthcoming sections.

4.4 Full-Field Deformation Response

Contour maps showing the evolution of axial strain in the graded foam are presented in Fig. 4.4. The state of deformation
is shown to be symmetric about the center line and homogeneous in y-direction. Also, note that the lateral deformation is
minimal during the entire course of deformation. This means that there is an insignificant relative motion of the layers relative
to each other, and therefore, development of shear stress at the interface is negligible.

It is clearly shown in Fig. 4.4 that the high-density layer, located on the impacted side of the specimen is first partially
compressed during the first 20 �s of the impact. Then, the middle and low density layers located further from the impacted
end start and continue to compress. Finally, at t > 130 �s, after the complete densification of low density layer (located on
the support end), densification switches direction again and propagates back toward the impacted end of the specimen. This
behavior is more clearly indicated in Fig. 4.5 where axial strain curves extracted from the line

�
y D 0:5 (see Fig. 4.5a) are

plotted along the specimen axis.
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Fig. 4.5 (a) Geometry of the area of interest (AOI). (b) Variation of axial strain along specimen axis at different times extracted from the line
�

y D 0:5

Figure 4.5 indicates that the magnitude of axial strain remains nearly constant after t D 10 �s. Axial compression then
continues to evolve in the lower density layers. Finally, at t D 130 �s, when the deformation in the lowest density layer
reaches the densification strain, axial deformation followed by densification continue to develop into the middle layer.

4.5 Acceleration and Inertia Stress

Axial acceleration distribution along specimen axis was determined by taking double temporal derivative of the axial
displacement. Spatial variation of axial acceleration is plotted in Fig. 4.6 at various times. Acceleration curves in Fig. 4.6
show local peaks that are indicative of the location of the wave front. Tracking the location of acceleration peaks in time,
one can estimate elastic and plastic wave speeds in the specimen. In addition, there are several locations on each acceleration
curve where a change in the slope of the curve is observed. Such behavior is due to the stress wave passing through an
interface, changing its propagation speed as the result of a step-wise density change. Last but not least, it is clearly shown
that after t D 130 �s, axial acceleration changes sign. This sign change is the consequence of the propagation of compaction
wave back into the specimen after it reflects back from the distal end of the specimen.

Distribution of axial inertia stress is calculated using Eq. (4.3) and the acceleration data. Spatial variation of inertia
stress at different time step is plotted in Fig. 4.7. The distribution of inertia stress is such that during the first 20 �s after
the establishment of impact, high stress regions are formed on the impacted end of the specimen. This high stress region
gradually propagates through the entire length of the specimen at longer times. Significant spatial gradients seen on the
inertia stress curves can be used to pinpoint the compaction wave location, as well as measurement of compaction wave
thickness. Upon reflection of the stress wave from the distal end of the specimen, inertia stress switches sign and becomes
tensile. This tensile stress again traverses the entire length of the compressed specimen after t D 130 �s.

Our current research on this topic involves the extension of this work such that the stress gradients would be used to
estimate the compaction wave thickness during deformation time. Investigation of compaction wave thickness, along with the
study of compaction wave speed in different layers of a graded foam facilitated by the experimental methodology described
in this work enables a more in-depth insight in the characterization of damping mechanisms in density graded foams. In
addition, attempts are being made to conduct similar studies on graded foam structures with various layer thickness and
sequence.



22 B. Koohbor et al.

Fig. 4.6 Variation of axial acceleration along specimen axis at different times extracted over the line
�

y D 0:5 (see Fig. 4.5a)

Fig. 4.7 Variation of axial inertia
stress along specimen axis at
different times extracted from the
line

�

y D 0:5 (see Fig. 4.5a). Note
that a positive stress here means a
compressive one

4.6 Summary

Dynamic deformation response of an impacted graded foam specimen fabricated from layers with different bulk densities
was studied. An experimental setup consisting of a direct impact apparatus and a single high speed camera was used to enable
acquiring images from the specimen during deformation time. Full-field deformation response was studied through 2D digital
image correlation. Full-field strain maps extracted from DIC were used to identify the overall compressive response of the
graded sample. It was found that deformation is nearly uniaxial with insignificant lateral and shear deformation. Acceleration
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field was then calculated from full-field displacement and was used to characterize wave propagation in the specimen. Finally,
inertia stress distribution in the specimen was determined using acceleration data. Variation of inertia stress was found to
have significant gradients, whereas such spatial gradients are attributed to the compaction wave formed in the material.
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Chapter 5
Dynamic Mixed-Mode Crack Initiation and Growth in PMMA
and Polycarbonate

Balamurugan M. Sundaram and Hareesh V. Tippur

Abstract Mixed-mode dynamic crack initiation and growth in polymethymethacrylate (PMMA) and polycarbonate (PC) are
studied experimentally. A simple specimen geometry and loading configuration is used to generate various mode-mixities
during dynamic crack initiation and fracture. A Hopkinson pressure bar is used to rapidly load free-standing edge cracked
samples in reverse impact configuration. Using eccentric loading relative to the crack line, different mode-mixities at crack
initiation are achieved by increasing the initial crack length while keeping all other experimental parameters unchanged. A
relatively new full-field optical technique, Digital Gradient Sensing (DGS), along with ultrahigh-speed photography is used
to perform full-field measurements. DGS can measure instantaneous angular deflections of light rays due to elasto-optic
effects and provides two orthogonal stress gradients under plane stress conditions. The mode-I and -II stress intensity factor
histories of PMMA are evaluated via overdeterministic analysis of optically measured data. By quantifying critical stress
intensity factors evaluated at crack initiation, dynamic fracture envelopes can be developed.

Keywords Digital Gradient Sensing • Transparent Material • Mixed-mode Fracture • Dynamic Fracture • Polymer
Testing

5.1 Introduction

Dynamic mixed-mode fracture is rather common when materials and structures experience a combination of tensile and
shear loads simultaneously. Despite decades of research on dynamic fracture mechanics, crack initiation under mixed-mode
conditions is yet to be fully understood. This research is an experimental investigation of mixed-mode fracture behaviors of
transparent polymethylmethacrylate (PMMA) and polycarbonate (PC). These two polymers are widely used in engineering
practice for their characteristics such as optical transparency, stiffness, and resistance to cracking. One of the applications of
these materials is in transparent armor when used individually or as part of a layered system which authors have previously
studied [1–4]. Interestingly, there are limited studies on these materials in the monolithic state under mixed-mode dynamic
loading condition. Most reported works have used global measurements and/or complementary computational simulations
to recover fracture parameters such as crack initiation toughness and kink angle. However, this necessitates approximations
and creates gaps while interpreting the measured data.

With this background, the current work describes a simple specimen geometry and loading configuration to generate
different mode mixities under dynamic loading conditions. The stress intensity factor (SIF) histories are evaluated using
an optical method called Digital Gradient Sensing (DGS) [5] in conjunction with ultrahigh-speed photography. As DGS
is a stress gradient measurement, a simple 2D integration technique can be used to obtain in-plane stresses [6]. Using the
methodology to evaluate SIF histories previously outlined by the authors [1], SIF histories of five configurations for PMMA
are evaluated. The further work involves evaluating SIF histories for different the configurations of PMMA and PC and
develop dynamic crack initiation toughness envelopes.
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Fig. 5.1 Specimen geometry and
loading configuration used in
mixed-mode dynamic fracture
experiments. Values of a and e
used are listed in Table 5.1

e

a

50 mm

100 
mm

Line Load
Initial notch

Table 5.1 Values of a and e used
in Fig. 5.1 to obtain different
mixed-mode configurations (1–5)

Mode-I Config. 1 a D 6 mm, e D 0 mm
Mixed-Mode Config. 2 a D 6 mm, e D 15 mm

Config. 3 a D 9 mm, e D 15 mm
Config. 4 a D 12 mm, e D 15 mm
Config. 5 a D 15 mm, e D 15 mm

5.2 Specimen Geometry and Loading Configurations

SEN plate specimens of both PMMA and PC were machined from sheet stock. The specimens were of dimensions
100 mm � 50 mm � 8.6 mm (see Fig. 5.1). An initial notch was machined into each specimen and was further sharpened
using a razor blade. The notch length was varied to obtain different mode-mixities while the eccentricity (e) between the
loading point on the opposite face and the crack location was kept constant. Five different configurations, 1–5, were used to
produce various mode-mixities at crack initiation. This included the mode-I case in which eccentricity e D 0. The different
values of a and e used to obtain various configurations are listed in Table 5.1.

5.3 Experimental Details

The schematic of the experimental setup used for dynamic fracture tests is shown in Fig. 5.2. A Hopkinson bar (long-bar)
apparatus was used to load the sample [7]. A 6 feet long, 1-inch diameter long-bar with a cylindrical tip was held against an
unconstrained specimen placed on an adjustable platform. A 12-inch-long, 1-inch diameter striker held inside the barrel of a
gas-gun was used to impact the long-bar. Both the long-bar and the striker were made of AL 7075. The striker was propelled
towards the long-bar at a velocity (V) of 13.5 m/using a gas-gun. When the striker contacted the long-bar, a compressive
stress wave propagated along the bar before transmission into the specimen in contact. The notch on the opposite edge of the
specimen was subjected to tensile and shear stresses simultaneously by the reflected stress waves from the free edges of the
specimen.

A target plate decorated with random black and white speckles was placed behind the specimen at a fixed distance
(approx. 25 mm) to measure angular deflections of light rays in the region of interest using DGS. The speckle pattern was
photographed through the specimen using a Cordin-550 ultrahigh-speed digital camera with 32 sensors. Before loading
the specimen, a set of 32 reference images were recorded at a rate of 400,000 frames per second at a resolution of
1000 � 1000 pixels. When the striker contacted the long-bar, a trigger signal initiated recording a second set of 32 images
(at the same framing rate) of the fracture event. Thus each reference image had a corresponding image in the deformed
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Fig. 5.2 Schematic of the experimental setup used to study mixed-mode fracture of PMMA and PC

state. The corresponding reference and ‘deformed’ images from same sensor were paired and correlated to obtain in-
plane displacements, using which angular deflections of light rays were evaluated as a 2-D array of data in the field of
view.

5.4 Mixed-Mode Crack Paths

Figure 5.3a–e shows the photographs of the fractured PMMA specimens of various configurations, 1–5, respectively. The
crack growth occurred from right to left in these photographs, as indicated by the arrowhead in Fig. 5.3a. A single crack
initiated at the initial crack tip on the right edge in each of the specimens. It can be seen that the crack path changes from
mode-I to mixed-mode from Fig. 5.3a to b. From Fig. 5.3b to e the crack initiation angle can be seen to increase from 24.8ı
to 52.3ı even though the overall macroscale path appears nearly the same. The change in crack initiation angles suggests that
the crack initiates at different mode-mixities in each configuration.

5.5 Optical Measurements

The recorded reference and deformed images were correlated using ARAMIS image analysis software to obtain contours
of constant angular deflections around a propagating crack tip. Other details are avoided here for brevity [8]. The resulting
contours in Figs. 5.4 and 5.5 represent the angular deflections of light rays for two different configurations, 1 and 5, at
two different time instants (t D 0 �s represents the time at which the crack initiated). They represent the stress gradients
[5] in two mutually perpendicular directions in the x-z and y-z planes with (x, y) denoting the in-plane coordinates of the
specimen.
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Fig. 5.3 Photographs of fractured PMMA specimens (upper half ) for all configurations in sequence. The corresponding crack initiation angles
measured from enlarged near-tip images is shown in the right top corner

Fig. 5.4 Angular deflection contour plots (contour interval D 5 � 10�4 rad) proportional to stress gradients of (¢xx C ¢yy) in the x- (top row)
and y-directions (bottom row) for a PMMA specimen with a D 6 mm and e D 0 mm (Note that t D 0 in these correspond to the instant at crack
initiation)

5.6 Stress Intensity Factor Histories

SIF histories were evaluated using mixed-mode stress gradient crack-tip fields following the methodology described in
Ref. [3]. A compilation of mode-I and mode-II stress intensity factor histories evaluated form DGS for all configurations of
PMMA are plotted in Fig. 5.6. The time axis of each experiment was shifted such that t D 0 corresponds to the instant at
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Fig. 5.5 Angular deflection contour plots (contour interval D 5 � 10�4 rad) proportional to stress gradients of (¢xx C ¢yy) in the x- (top row) and
y-directions (bottom row) for a PMMA specimen with a D 15 mm and e D 15 mm (Note that t D 0 in these correspond to the instant at crack
initiation)

which the crack initiated at the initial notch tip as determined from the recorded images. At crack initiation, there exists both
KI and KII in config. 2 to config. 5 suggesting mixed-mode crack initiation. It can be seen that there is a monotonic reduction
in the magnitude of KI at initiation from config. 1 to config. 5. The KII histories, on the other hand, show an opposite trend
with a monotonic increase in magnitude of KII at initiation from config. 1 to config. 5. Further, KII values approximately
reach a plateau prior to crack initiation. In the post-initiation period, KI histories continue to increase while KII precipitously
drop in all the cases. An oscillatory decaying trend in KII about zero is also evident suggesting crack growth preference to
mode-I following crack initiation transient. Similar experiments were carried out using PC specimens to study its mixed-
mode dynamic fracture behavior and the SIF histories for all the configurations of PC can be evaluated. Using the measured
SIF histories, the dynamic fracture envelope of both PMMA and PC can be developed [9].

5.7 Summary

An eccentric reverse impact specimen geometry involving different crack lengths has been investigated for producing
dynamic crack initiation under different mixed-mode conditions. The results show that the crack initiation angle increases
with crack length when all other geometric and loading parameters remain fixed. The crack tip fields have been quantified
using the Digital Gradient Sensing method with ultrahigh-speed photography before, at, and after crack initiation. Using the
measured fields, the mixed-mode SIF histories are being evaluated in order to produce dynamic crack initiation toughness
envelopes and study post-initiation behaviors of both these polymers.
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Fig. 5.6 Mode-I and mode-II SIF histories for all configurations of PMMA
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Chapter 6
Dynamic Response of Alumina Ceramics Under Brazilian Disc Test
Conditions

Ping Hong Lin, Liren Tsai, and N.S. Liou

Abstract In the joint replacement surgery, the alumina ceramic are widely used as femoral heads for total hip replacements
as an alternative to metal parts. Alumina ceramic materials has good mechanical properties, corrosion resistance, wear
resistance, and biocompatible properties. However, the alumina ceramics typically exhibit brittle behavior thus limiting their
performance under certain conditions. Due to some machining difficulties, there is almost no direct measurement of dynamic
tensile properties of ceramics in the strain rate ranges between 500 s�1 and 5000 s�1. To understand dynamic tensile response
of alumina ceramics, Flattened Brazilian Disc method with Split Hokinson Pressure Bar was utilized. In this research, the
dynamic fracture process of the alumina ceramic at various tensile loading rates was studied. The effects of sample size were
also monitored and analyzed. This paper explores the feasibility of applying the tensile behavior of alumina ceramics to total
hip arthroplasty using a Brazilian Disc method.

Keywords Spilt Hopkinson Pressure Bar • Brazilian Disc • Alumina ceramic

6.1 Introduction

The development of alumina ceramics [1] is an important civilization of mankind. Therefore, from ancient times to the
present it has a long history, with the development and history of the evolution of new technologies. In recent years,
alumina ceramic materials continue to develop new products. It is a very wide range of Alumina ceramic materials have
good mechanical properties, corrosion resistance, abrasion resistance and biocompatibility applications, such as: industrial
applications, biomedical, precision materials, and even it can also be made of fibrous material. Alumina ceramics is a
common raw material. It has good conductivity, high hardness, low density, wear resistance, but also a high temperature
resistant materials. It is brittle nature, the advantage is able to withstand great compressive stress, but the disadvantage is not
able to withstand the tensile, bending load and cannot withstand plastic deformation.

From the past to the present, total hip arthroplasty [2] for the treatment of arthritis in elderly patients. In biomedical, joint
replacement surgery often use alumina ceramic as a material. Alumina ceramic materials have good mechanical properties,
corrosion resistance, abrasion resistance 3.5 and biocompatibility and prolonged effects on human implants [5]. Therefore,
it is used as a substitute for metal parts. Hip replacement surgery uses ceramic materials, but rarely explores its tensile
properties. In this study, the dynamic tension properties of ceramic materials were observed at strain rates between 500�1

and 5000�1.
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6.2 Equation

6.2.1 One-Dimensional Wave Equation

1. The SHPB experiment is mainly based on the one-dimensional wave theory of stress wave motion Eq. (6.1):

@2u

@x2
D 1

c2
� @

2u

@t2
(6.1)

2. The specimen is subject to strain rate and strain of the equation. The equation is derived by H. Kolsky [6]. Is show by the
following Eqs. (6.2) and (6.3):
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Where P" is obtained strain rate of the specimens, and " is obtained strain of the specimens. The strain signals are the incident
wave ("i), the reflected wave ("r) and the transmitted wave ("t) respectively. Then c is the elastic wave velocity of the bar
material, ls is the original gage length of the specimen.

When the test specimen reaches the dynamic equilibrium, it can be assumed that the stress at the front of the specimen
is � front and the stress at the front end of the specimen is �back.

�front D �back (6.4)

The stress balance is achieved by Eq. (6.4), and the strain and strain rate formula of the specimen are obtained. The
following Eqs. (6.5) and (6.6) are shown:
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6.2.2 Brazilian Disc Method Equation

Usually the tensile strength of the Brazilian disc is quasi-static test. Subsequently M. Iqbal and other scholars [7] have
verified that the following equation can be used for dynamic tensile tests:

Brazilian disc experiment has been used in rock for many years. The static rocking test was carried out using the rock
at the International Society of Rock Mechanics (ISRM) [8] and American scholar tests concrete tests [9]. According to the
Brazilian disc, the tensile strength is calculated in Eq. (6.7).

�t D 2PMax

� tDB
(6.7)



6 Dynamic Response of Alumina Ceramics Under Brazilian Disc Test Conditions 33

Fig. 6.1 The end of the
specimen is subjected to a
balanced load

6.2.3 Flattened Brazilian Disc Method Equation

The two ends of the plane are mainly to reduce and reduce the stress concentration. Both ends of the specimen are balanced
and capable of accurate contact. The main specimen fracture process ensures that the central position begins to crack and
travels along the load diameter. The Brazilian disc test encounters stress concentration problems, so the formula is not valid.
The main specimen is selected as the appropriate value of 2’, the specimen is subjected to the average radial load as shown
in Fig. 6.1. According to Wang and scholars [10] using Flattened Brazilian Disc (FBD) dynamic tension tests. The following
Eq. (6.8) is shown:

�t D K
2PMax

�DB
(6.8)

Where � t is tensile strength of the specimen, Pmax is subjected to the maximum load of the specimen. B is the specimen
thickness, D is the specimen diameter, K is a 2’ for load angle, and it is an important relationship coefficient. In calculating
K, it can be substituted into Eq. (6.9) using an approximation:

Where

k D
�
cos3˛ C cos˛ C sin˛

˛

�
8
�
cos˛ C sin˛

˛

� ˛

sin˛
(6.9)

6.3 Experiment Instrument Description and Procedure

6.3.1 Instrument Description

This study uses a spilt Hopkinson pressure bar, through several amendments to improve, therefore, it can be used for dynamic
experimental aspects of the test equipment. The main observation of materials under high strain rate response measurement
and change their mechanical properties. In the experiment, the mechanical impedance of the rod and the specimen is not
matched and the one-dimensional wave theory is applied. The mechanical properties of the test specimen under high strain
rate response are analyzed and studied. In the SHPB, they consist of a Pressure Chamber, a Striker, Incident Bar, and a
Transmitter Bar, as shown in Fig. 6.2.

6.3.2 Experimental Procedure

In this study, dynamic tests were performed using split Hopkinson pressure bars (SHPB) and Brazilian disc (BD) method
tests as shown in Fig. 6.2. First, place the Incident bar and the Transmitter bar, which is clamped on the two-bar end. Second,
set and adjust the signal amplifier (Amplifier). Let semiconductor strain gauge reaches the voltage balance. Third, adjust the
pressure chamber to start inflating. The striker is blown by the compressed gas. Fourth, the tensile load voltage is measured by
a semiconductor strain gauge. Finally, the Wheatstone Bridge modifies the initial signal and amplifies the amplifier signal to
the oscilloscope for recording. Figure 6.2 is represented. Then, the stress-strain curve of the dynamic tensile test is calculated
from the formula.

In the dynamic tensile test method is roughly divided into two test methods. The first way is to use direct tension testing.
The second way is to use indirect tension test [11]. For brittle materials such as ceramics, rocks are difficult to carry out
direct tension experiments and are subject to some limitations and are therefore carried out using the Brazilian disc method.
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Fig. 6.2 Spilt Hopkinson pressure bar equipment and Brazilian disc method

Table 6.1 Physical properties of SKD11

Young’s modulus E (GPa) Density ¡ (g/cm3) Poisson’s ratio ¤

209.09 7.85 0.3

Table 6.2 Experimental bar (unit: mm)

Bar diameter Incident bar Transmitter bar Striker

10 (0.039300) 1500 (59.05500) 1500 (59.05500) 400 (15.74800)

Brazilian discs are an experimental method of indirect tension. Therefore, it overcomes the direct tension test problem (for
example, the rod and the specimen are difficult to combine, the fixture shape is difficult to process). This experiment was
carried out using the Brazilian disc method.

6.4 Experimental Specimen and Bar Size

6.4.1 Experimental Bar

In this research experiment, the experimental bar material is mainly used in alloy tool steel (SKD11). SKD11 has a very
high wear resistance and high hardness, therefore, used it as an experimental material. The experimental bars are Young’s
modulus E D 209.9 GPa and Density ¡ D 7.85, Poisson’s ratio ¤ D 0.3, Bar diameter are 10-mm (039300), respectively, as
shown in Tables 6.1 and 6.2. And bar length is striker 400-mm (15.74800) and incident bar 1500-mm (59.05500), transmitter
bar 1500-mm (59.05500), respectively.

6.4.2 Specimen

In this study, experimental specimen material mainly used in alumina ceramic material, using it to explore total hip
arthroplasty material dynamic tensile test. This experiment was carried out using flat face Brazilian disc method. The main
problem of stress concentration can be reduced. Thus, the specimen was cut into two end faces. The specimen diameters are
6 and 8 mm (0.23600 and 0.31400) in diameter and 2-mm (0.07800) in thickness, as shown in Figs. 6.3 and 6.4.
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Fig. 6.3 Specimen diagram

Fig. 6.4 Specimen size diagram
(unit: mm)

Fig. 6.5 Stress – strain curve

6.5 Results and Discussion

The operation must be corrected before the experiment, and the correction positions are the end faces of the incident bar
and the transmitter bar, respectively. Thus ensure the integrity of their ends and the wave forwarding integrity. In this study,
the SHPB experiment and the Brazilian disk method approach were investigated. Stress-strain curves of alumina ceramics
were shown in Fig. 6.5. The trends of the stress-strain curves were found to be quite similar within the tested strain rate rage.
Figure 6.5 shows the stress-strain curves of alumina ceramic with seven different strain rates: 2340 s�1, 2258 s�1, 1746 s�1,
1656 s�1, 1543 s�1, 1706 s�1, 892 s�1 , 685 s�1. Found Table 6.3, elastic modulus between 260 and 792. Found Table 6.3,
Ultimate strength between 252 and 558.

Figure 6.8 shows the stress-strain curves of alumina ceramic with six different strain rates: 2153 s�1, 2085 s�1, 2011 s�1,
1810 s�1, 1439 s�1, 945 s�1. Found Table 6.3, elastic modulus between 224 and 621. Found Table 6.4, Ultimate strength
between 281 and 578.
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Table 6.3 Experimental results of Alumina ceramic, ∅6 (mm)

Strain rate (1/s) Young’s modulus (GPa) Ultimate strength (MPa)

2340 321.9 558
2258 481.1 349
1746 739.2 484
1656 500 514
1543 518.4 501
892 382.8 418
685 260.4 252

Table 6.4 Experimental results of Alumina ceramic, ∅8 (mm)

Strain rate (1/s) Young’s modulus (GPa) Ultimate strength (MPa)

2153 621.1 578
2085 561.1 500
2011 224.6 286
1808 529.9 452
1439 441.1 446
945 302.3 281

Fig. 6.6 Strain rate – time curve

The trend of stress-strain curves in the range of strain rates tested in Figs. 6.5 and 6.6 is very similar. And the strength of
the limit strength looks quite similar.

As shown in Figs. 6.5 and 6.7, they mainly begin to exhibit linearity to reach the maximum ultimate strength to produce
damage. Here, they indicate that they are pressed by pressure, and cracks are mainly generated from the point of contact
between the test piece and the rod. They are damaged from the loading point, and then expand to the center of the disc. Thus,
they observed the same trend from the figure.

When comparing the high strain rate performance between alumina ceramics diameter of 6 and 8-mm, as shown in
Figs. 6.5 and 6.7, it is quite obvious that alumina ceramic diameter of 8-mm is more sensitive to the strain rates and possess
higher and maximum ultimate strength. Figures 6.5 and 6.7 show the tensile strength values of alumina ceramics increasing
with the increase of the loading rate. Therefore, Diameter of 8-mm alumina ceramic possess better mechanical properties to
withstand dynamic tension loading.
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Fig. 6.7 Stress – strain curve

Fig. 6.8 Strain rate – time curve

At present, we use the parameters in addition to the size of the specimen to do the same, from the above two experimental
results that the diameter of 8-mm specimen tensile strength slightly higher than 6-mm, but the experiment is in the initial
stage, the lack of more data to compare, The future will be into the use of more different diameters of test pieces to analyze.
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Chapter 7
Digital Gradient Sensing Method to Visualize and Quantify Crack-Tip
Deformations in Soda-Lime Glass Under Static and Dynamic Loading

Balamurugan M. Sundaram and Hareesh V. Tippur

Abstract Transparent ceramic materials such as soda-lime glass pose unique challenges for visualizing and quantifying
deformations to characterize fracture and failure. The relatively low fracture toughness coupled with high stiffness and
elastic wave speeds create spatio-temporal challenges as deformations tend to be confined to a very small region around an
almost mathematically sharp crack that tends to propagate at �1500 m/s. Soda-lime glass show weak birefringence to be able
to use conventional photoelasticity. Interferometric methods often need elaborate coherent optics and are less attractive in
terms of experimental simplicity. Digital image correlation (DIC) techniques, on the other hand, require creating speckles on
the specimen surface which makes it difficult to locate a propagating crack-tip for evaluating fracture parameters precisely.
Also, achieving a good measurement resolution at conventional magnifications using currently fielded high-speed cameras
is difficult. Motivated by these overlapping factors, the feasibility of Digital Gradient Sensing (DGS) method to measure
crack-tip deformations near stationary and growing cracks in soda-lime glass is investigated in this work. Both quasi-static
and dynamic problems associated with crack initiation and growth are successfully demonstrated.

Keywords Digital Gradient Sensing • Transparent Ceramics • Soda-lime Glass • High-Speed Photography • Dynamic
Fracture

7.1 Introduction

Soda-lime glass (plate glass) is a common structural material. Its superior optical transparency, scratch resistance, high
stiffness, good chemical resistance and low-cost make it very attractive for structural applications. Further, understanding
the dynamic fracture behavior of transparent ceramics in general is important for life critical applications such as automotive
windshields, blast resistant structural cladding, etc. Performing full-field, non-contact measurement of deformations in
glasses is rather challenging due to high spatial and temporal resolution requirements. The lack of a simple, full-field,
non-contact optical technique to study glasses (and ceramics in general) needs attention.

In this context, the present research examines the feasibility of a full-field optical technique called Digital Gradient
Sensing (DGS) [1] to tackle this problem. In DGS the elasto-optic effects exhibited by transparent soda-lime glass subjected
to non-uniform state of stress are quantified by evaluating the angular deflections of light rays propagating through
the material. The angular deflection measurements represent two orthogonal in-plane stress gradients under plane stress
conditions. These stress gradients can be integrated to obtain the stresses themselves [2]. DGS has been extended here to
measure deformations in soda-lime glass and evaluate crack-tip stress intensity factors (SIFs) [3, 4]. The deformation fields
have been mapped and analyzed under both static and dynamic loading conditions.

7.2 Digital Gradient Sensing Method

In transmission-mode DGS method [1] random black and white speckles coated on a planar surface (‘target’) is photographed
through an optically transparent specimen. A white light is used to illuminate the target. The speckle pattern is first
photographed through the specimen in a no-load/undeformed state to obtain a reference image. When loaded, the specimen
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experiences non-uniform stresses that affect the local refractive index. Additionally, the specimen thickness changes non-
uniformly due to the Poisson effect. A combination of these two effects, known as the elasto-optic effect, cause the light
rays to deflect from their initial path when they propagate through the specimen. The speckle pattern is photographed again
through the specimen in this loaded/deformed state. The local deviations of light rays can be quantified by correlating speckle
images in the deformed and undeformed states to obtain in-plane speckle displacement components on the target plane. The
angular deflections of light can be computed if the distance between the specimen plane and the target plane is known (see
Ref. [1]). The local angular deflections are related to the gradients of in-plane normal stresses as,

	xIy D C�B
�
@
�
�x C �y

�
=@xI y

�
; (7.1)

where C� is the elasto-optical constant of the materials and B is its thickness.

7.3 Quasi-static Crack-Tip Fields

A 130 mm � 50 mm � 4.65 mm soda-lime glass SENB specimen of was used to perform three-point-bend test (see Fig. 7.1).
An initial notch of 10 mm length and 2 mm width was machined on one edge of the specimen. Initial notch was intentionally
kept wide to avoid premature failure. Instron 4465 testing machine was used to load the specimen in displacement control
mode. The schematic of the experimental setup used is shown in Fig. 7.1. A planar target plate decorated with random
black and white speckles was placed behind the specimen at a distance of 712 mm. A Point Grey Grasshopper3 digital
camera placed in front of the specimen (at a distance of 445 mm) focused on the target plate through the specimen was
used to record the speckle images during experiments. Two CFL lamps were used to illuminate the target plate uniformly. A
reference image was recorded through the crack-tip vicinity at no-load condition. As the load increased gradually, the camera
recorded images at 15 frames per minute. The images in the deformed state of the specimen were correlated with the one in
the reference state using ARAMIS

®
image analysis software. The measurements were converted to angular deflections on

the specimen plane using paraxial approximations and mapping function based on the principle of pin-hole camera. Thus
obtained angular deflection fields in two orthogonal in-plane directions for a select load level of 880 N is shown in Fig. 7.2.
A heavy white line is overlaid on the contour plot to represent the initial notch. Using the methodology described in Ref. [1],
the SIFs were evaluated.

The mode-I SIFs evaluated from the load-cell measurements and the sample geometry [3] can be expressed as,

KI D F S

Bw3=2

3.�/1=2
h
1:99 � � .1 � �/

n
2:15 � 3:93 .�/C 2:7.�/2

oi

2 .1C 2�/ .1 � �/3=2 ; � D a

w
(7.2)

Load

10 mm

Specimen

50
 m

m

120 mm

60 mm

Initial notch-tip

Fig. 7.1 Specimen geometry and the SEN three-point-bend setup used
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Fig. 7.2 Angular deflection contour plots (contour interval D 8 � 10�6 rad) proportional to stress gradients of (¢x C ¢y) in the (a) x- and, (b)
y-directions near the notch-tip for a soda-lime glass specimen under quasi-static three-point bending load

Fig. 7.3 Comparison of mode-I stress intensity factors from DGS data and Eq. (7.1)

where F is the applied load, S is the span, B is the thickness of the specimen, w is the width of the specimen and a is the
initial crack length. The mode-I SIFs obtained from the regression analysis of measured DGS data at various load levels are
plotted in Fig. 7.3 along alongside the ones obtained analytically from Eq. (7.1). A good agreement between both can be
seen. Further, DGS can also be used to visualize and quantify contact-point deformations in soda-lime glass (see Ref. [5] for
details).

7.4 Dynamic Crack-Tip Fields

A rectangular SEN specimen of dimension 150 mm � 100 mm of thickness 5.65 mm was used for conducting dynamic
experiment. An initial notch of 12 mm length and 300 �m width was machined on one edge of the specimens. The specimen
dimension and loading configuration is shown in Fig. 7.4. An area loading on the edge opposite to the edge with the initial
notch was used to dynamically load a free standing specimen.
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Fig. 7.4 Specimen geometry and
loading configuration used to
perform dynamic fracture
experiments

100 mm

15
0 

m
m

12 mm

5.65 mm

Impact load

Initial notch-tip

Fig. 7.5 Schematic of the experimental setup used for performing dynamic fracture experiments on soda-lime glass

The schematic of the experimental setup used for dynamic fracture tests is shown in Fig. 7.5 [6]. A Hopkinson pressure
bar was used to load the sample. A 6 feet long, 1-inch diameter long-bar with a blunt wedge shaped tip was held against
the unconstrained SEN specimen. A 12-inch long, 1-inch diameter striker held inside the barrel of a gas-gun was used to
impact the long-bar. Both the long-bar and the striker were of the same diameter and made of maraging steel to eliminate
the impedance mismatch between them. The striker was launched towards the long-bar using a gas-gun. When the striker
contacted the long-bar, a compressive stress wave propagated along the bar before getting transmitted into the specimen in
contact generating stress wave loading.

Figure 7.6 shows the angular deflections in the x- (top row) and y- (bottom row) directions at various time instants. The
time t D 0 corresponds to the instant at which the crack initiates at the original crack-tip. Here the crack propagates from
right to left of the specimen as indicated by the arrow head in the first contour plot. A white line is overlaid to the plots to
depict the crack path along the x-axis. The crack follows a self-similar path during the window of observation consistent with
mode-I loading configuration. Further, these crack tip fields can be analyzed to extract fracture parameters including crack
speed and the dynamic SIF histories [7].
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Fig. 7.6 Angular deflection contour plots (contour interval D 4 � 10�6 rad) for a soda-lime glass SEN specimen subjected to dynamic edge
loading

7.5 Summary

In this research the feasibility of transmission-mode DGS to study fracture mechanics of soda-lime glass has been
demonstrated under static and dynamic loading conditions. By optically mapping the crack-tip deformations in soda-lime
glass – a relatively stiff, very brittle, low fracture toughness material – the possibility of investigating transparent ceramics
optically is revealed. The static mode-I SIFs evaluated by analyzing the notch-tip deformations in three-point bend SEN
specimens agree well with the analytical counterparts. The SIF histories under dynamic loading conditions can be evaluated
by analyzing the optical fields shown in Fig. 7.6.
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Chapter 8
Construction of Phase Diagrams of Mg-Zn with Selected Rare Earth
(R.E) Elements

C.G. Fountzoulas

Abstract Rare earth alloys are a relatively new group of materials. Magnesium is the lightest structural metal, which is used
in a variety of markets and applications, each one using the unique physical and mechanical properties of the element and
its alloys. Addition of RE can refine the grains and weaken the anisotropy to improve its ductility and produce thermally
stable precipitates with high melting point (above 620 ıC), an improvement over precipitates of the Mg-Zn system. The
high temperature strength and creep resistance of Mg alloys, such as ZK60, which is Mg alloyed with other elements often
aluminum, zinc, manganese, silicon, copper, rare earths and zirconium, are improved by the addition of various amounts
of rare earth elements (i.e. 0.5, 1.5, and 2.5 wt%). The Phase Diagrams and thermodynamic properties of these alloys are
necessary for the modeling and development of materials and processes for innovative applications involving rare-earth based
materials. However, there are very few known phase diagrams of Mg and magnesium alloys with rare earth elements. In this
work we study the construction of the phase diagram of Mg-Zn alloyed with Pr, a light R.E. element, Y, and Er, a heavy R.E.
element respectively using the Thermo-Calc [1] commercial software.

Keywords Phase diagram • Mg-rare earth elements alloys • Thermo-Calc • Modeling

8.1 Introduction

Aluminum and magnesium are the lightest metallic materials used for structural applications with densities of 2.70 g/cm3

and 1.738 g/cm3 respectively. Aluminum and magnesium are the third and the eighth most abundant element on the earth’s
crust, 8.1% and 2.1% respectively [2]. It is an alkaline earth element (Group II) that crystallizes in a hexagonal structure
(hcp-A3). Magnesium alloys have excellent strength-to-weight ratio, good fatigue and impact strengths, and relatively large
thermal and electrical conductivities [3]. Magnesium compounds are used as refractory material in furnace linings for metal
production such as iron and steel, and nonferrous metals, glass, and cement [3]. Due to its small density it has numerous
applications in the aeroplane and missile construction. Magnesium components are widely used in industry and agriculture.
Other uses include: removal of sulphur form iron and steel, photoengraved plates in the printing industry; reducing agent
for the production of pure uranium and other metals from their salts; flashlight photography, flares, and pyrotechnics [3].
Magnesium alloys are one of the most promising light-weight materials for automotive, aerospace, consumer electronic
(computer-camera, and cell phone), and biomedical applications due to its biodegradability [4]. It is being used in the
automotive industries in steering column parts, shift actuators, valve covers and housings, brackets, and intake manifold
blades [3]. However, poor ductility and secondary processing induced crystallographic asymmetry (texturing) caused by its
hexagonal closed pack (HCP) crystal structure constitute the major limitations of Mg. According to Tekumalla et al. [5],
its limited ductility is due to few available slip systems and the activation difficulty of non-basal slip at room temperature.
However, development of new magnesium based alloy have overcome this limitation. Rare earth metals (RE) addition is
promising, by weakening the texture and improving the deformability of Mg [5]. In addition, the hard eutectic phases formed
also improve the strength of the alloy [5]. It is believed that the strengthening of Mg by the addition of RE is caused by a
solid solution strengthening mechanism and a precipitation hardening mechanism [5].

According to Tekumall et al. [5], the Mg-RE based alloys are useful in automotive industry as superior light metal-alloys
in cast or wrought condition. The Mg-RE alloys are also used in biomedical applications as biodegradable implant materials
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that help in healing of the tissues and leaving no implant residues. To be used in such applications, the Mg-RE alloys must be
fabricated economically with simple processing. The Mg-RE phase diagrams indicate that each RE behaves uniquely when it
is added as a dominant alloying element [4]. In this work we study the construction of the phase diagram of Mg alloyed with
1, 2, 3, 4, and 5% Pr, Y, and Er, respectively alloyed with 0–100% Zn, using the material models of Thermo-Calc commercial
software library.

8.2 Modeling and Simulations

The commercial software Thermo-Calc was used to construct the phase diagrams of the above mentioned alloys, using
only the existing thermodynamic models of the software library. Figure 8.1a shows the phase diagram of Mn-Zn system
constructed using the Thermo-Calc library. Figure 8.1b shows a detailed phase diagram of Mg-Zn [4] constructed with the
aid of CALPHAD software optimization [6], which is part of the Thermo-Calc software, using the heat of formation of
the intermetallic compounds obtained from experimental, and first principle calculations. Figure 8.1a shows a peritectic
invariant metallurgical reaction at 16.70 Zn w/o and 620 ıC that does not appear in Fig. 8.1b. Figure 8.1a shows phase ’3,
which corresponds to solid solution of Zn in Mg. Figure 8.1a shows above 15% Zn a Zn (HCP) single phase, However,
Figure 8.1b shows various Mg-Zn phases.

Figure 8.2a–d shows the phase diagrams of Mg-Zn alloys containing 1%, 2%, 3% and 5% Pr respectively. The
presence of praseodymium (Pr) has affected the peritectic invariant reaction, stoichiometry, temperature and appearance.
The stoichiometry and temperature of the peritectic has been changed from 16.70% Zn and 620 ıC (Fig. 8.1a) to 20% Zn
and temperature 618 ıC to 612 ıC with increasing Pr stoichiometry f1%–5%]. The simulations showed that two new phases
appeared, a BCC and DHCP microstructures, which qualitative resembles, although remotely, the various phases appear in
Fig. 8.1a, of unknown composition.

Figure 8.3a–d shows the phase diagrams of Mg-Zn alloys containing 1%, 2%, 3% and 5% Y.
Figure 8.3a–d shows the phase diagrams of Mg-Zn alloys containing 1%, 2%, 3% and 5% yttrium (Y) respectively. The

presence of yttrium has also affected the stoichiometry and temperature of the peritectic invariant reaction. The peritectic
stoichiometry varied from 16% to 18% 20% 21% and 25% with increasing amount of Y. The peritectic temperature varied
as 614 ıC, 610 ıC, 602 ıC, 600 ıC and 593 ıC with increasing Y composition. No new phases appeared, although a “knee”
at higher compositions than the peritectic composition and lower temperatures lower than the peritectic invariant reaction
(Fig. 8.3d, 63% Zn and 593 ıC), a possible indication of different metallurgical reaction.

Fig. 8.1 Mg-Zn phase diagram: (a) using thermodynamic models of Thermo-Calc library; (b) derived from Islam et al. [4]
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Fig. 8.2 Phase diagram of Mg-Zn-Pr: (a) 1% Pr; (b) 2% Pr; (c) 3% Pr; (d) 5% Pr

Figure 8.4a–d shows the phase diagrams of Mg-Zn alloys containing 1%, 2%, 3% and 5% erbium (Er) respectively. No
new phases appear. The peritectic stoichiometry varied from 14.75% to 16%, 17%, 19% and 20% with increasing amount
of Er. The peritectic temperature varied as 612 ıC, 610 ıC, 607 ıC, 607 ıC and 602 ıC with increasing Y composition.
No new phases appeared, although a “knee” at higher compositions than the peritectic composition and lower temperatures
lower than the peritectic invariant reaction (Fig. 8.4d, 62% Zn and 539 ıC), a possible indication of different metallurgical
reactions.

8.3 Conclusions

The phase diagrams of Mg-Zn alloys with the addition of 1%, 2%, 3% 4% and 5% (w/o) praseodymium (Pr), yttrium (Y) and
erbium (Er) were constructed with the aid of the thermodynamic models in the library of the commercial software Thermo-
Calc. The Mg-Zn phase diagram constructed with the aid of the Thermo-Calc and it was compared with the published by
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Fig. 8.3 Phase diagram of Mg-Zn-Y: (a) 1% Y; (b) 2% Y; (c) 3% Y; (d) 5% Y

Islam et al. [4]. The latter was constructed with the aid of CALPHAD software optimization [6], which is part of the Thermo-
Calc software, using the heat of formation of the intermetallic compounds obtained from experimental, and first principle
calculations. The Mg-Zn phase diagram we constructed was different than the constructed by Islam et al. [4], whose interim
phases did not appear in ours.

However, it was shown that the addition of the rare earth metals, Pr, Y and Er affect the composition and temperature of the
invariant metallurgical reaction (peritectic) and the stoichiometry of the solid solution of the R.E. element in the Mg-Zn alloy
system. Detailed phase diagrams of the Mg-Zn-R.E systems can be constructed with the aid of Thermo-Calc, by modifying
the thermodynamic models of the Thermo-Calc by using available experimental data and improved thermodynamic model,
such as Gibbs free energy of the R.E. metals.
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Fig. 8.4 Phase diagram of Mg-Zn-Er: (a) 1% Er; (b) 2% Er; (c) 3% Er; (d) 5% Er
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Chapter 9
High Strain Rate Transverse Compression Response of Ballistic
Single Fibers

Subramani Sockalingam, Daniel T. Casem, Tusit Weerasooriya, and John W. Gillespie Jr.

Abstract Ballistic impact onto fiber-based personnel protection armor systems induce multiaxial loading in the affected
impact zone that includes axial tension, axial compression, transverse compression and transverse shear. The influence of the
transverse compression response of ballistic fibers at high rates of loading is not well understood. In this study, high strain
rate transverse compression response of aramid Kevlar KM2 and ultra-high molecular weight polyethylene (UHMWPE)
Dyneema SK76 single fibers are investigated. Micron scale single fibers are transversely compressed at high loading rates in
a small diameter Kolsky bar with optical interferometry to measure strains in the bars. The fibers exhibit a nonlinear inelastic
behavior in transverse compression. Comparison of high rate and quasi-static response indicate a smaller contact area growth
and a stiffer material response at higher rates of loading for both types of fibers.

Keywords Kevlar • UHMWPE • Ballistic Impact • Transverse Compression • Fibers

9.1 Introduction

Kevlar KM2 and Ultra-high molecular weight polyethylene (UHMWPE) Dyneema SK76 fibers are used in personnel
protection ballistic impact applications [1, 2] in the form of multi-layered flexible textile fabrics and laminated composites.
These polymeric fibers exhibit a fibrillar structure [3] and lend themselves to such applications due to their superior
specific axial tensile strength and specific tensile modulus. The fibers experience multi-axial loading [4, 5] including axial
tension, axial compression, transverse compression and transverse shear during impact. While axial specific toughness and
longitudinal wave speed are important fiber properties contributing to the ballistic performance [6], the role of transverse
properties, the effect of transverse loading on the longitudinal strength degradation and the associated macro, micro and
sub-structural damage mechanisms during impact are not well understood. Under quasi-static (QS) transverse compression,
both Kevlar KM2 and Dyneema SK76 fibers exhibit a nonlinear inelastic nominal stress-strain behavior [7, 8] with a very
small elastic limit of about 1%. This inelastic behavior influences the intensity of fiber bounce and the evolution of axial
strains and subsequent fiber failure during impact [9]. The Kevlar KM2 fibers also show a reduction in tensile strength when
subjected to prior transverse compression [5, 10, 11]. In this work we build upon our previous QS work to investigate the
high strain rate (HSR) transverse deformation behavior of Kevlar KM2 and Dyneema SK76 single fibers.
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Fig. 9.1 Schematic of single fiber HSR transverse compression (not to scale)

9.2 Experimental Set Up

The HSR experimental set up involves compressing a single fiber in a smaller diameter Kolsky bar set up as shown in
the schematic in Fig. 9.1. The steel incident and transmitted bar diameters are 3.175 mm and 0.283 mm respectively. A
semiconductor strain gage on the incident bar is used to record the input pulse. Optical instrumentation using a normal
displacement interferometer (NDI) is used at the free end of the transmitted bar to record the particle velocity [12]. The
compressive load per unit length (F) and displacement (u) of the fiber are measured in real time. Compressed width (2w) and
contact width (2b) is measured post-test at different applied load levels. The fibers are compressed at nominal strain rates
(velocity divided by original fiber diameter) in the range of 10,000–90,000 1/s and the corresponding particles velocities are
in the range of 0.20–1.10 m/s. The high strain rate achieved in Kolsky bar is seven orders of magnitude higher than the QS
strain rate of 0.0059 1/s. The applied strain rate is varied by controlling the pressure applied to accelerate the striker bar.
However, in this set up it is difficult to control the applied maximum nominal strain at a given strain rate. A more detailed
explanation of the experimental set up is given in [12].

9.3 Results and Discussion

The experimental nominal stress � D F
d nominal strain " D u

d (d is the undeformed fiber diameter) response for Kevlar KM2
and Dyneema SK76 fibers is shown in Fig. 9.2. Both Kevlar KM2 and Dyneema SK76 fibers exhibit a nonlinear inelastic
response with negligible strain recovery during unloading. The nonlinearity is attributed to both geometric stiffening due to
growing contact area and material softening.

Figure 9.3 shows confocal microscopy images of both types of fibers subjected to the highest strain rates. It is seen that
the fibers are compressed uniformly along the length. The length (L) of the compressed fiber is measured to be the same as
the diameter of the transmitted bar.

The normalized effective contact width defined as 2weff D 2wC2b
2

as a function of maximum applied nominal strain is
shown in Fig. 9.4. The general trend for both fibers is that the contact area growth at higher rates is found to be smaller than
the quasi-static rate of loading. This may be attributed to the smaller time scales associated with higher rates such that there
is not sufficient time for the inter-fibrillar damage to occur resulting in smaller width growth. This observation also indicates
that inter-fibrillar interactions and associated adhesive stress may be strain rate dependent.
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Fig. 9.2 HSR experimental nominal stress strain (a) Kevlar KM2 (b) Dyneema SK76

Fig. 9.3 Confocal microscopy images of deformed fibers at high strain rates (a) Kevlar KM2 at 75,000 1/s to 65% nominal strain (b) Dyneema
SK76 at 54,117 1/s to 70% nominal strain

The intrinsic material behavior is isolated from the total response using the measured contact area by defining true stress
as � D F

2weff
. The original fiber cross section is assumed to be a circle and the compressed fiber cross section is assumed

to be a rectangle. The compressed cross sectional area is estimated as 2weff � (2r � u). The cross sectional area remains
approximately constant at different nominal strain levels and appears to be independent of the strain rate for Kevlar KM2.
Whereas for Dyneema SK76, an increase in cross sectional is observed at quasi-static rate of loading which is attributed to
the higher degree of fibrillation through atomic force microscopy (AFM) analysis [8]. At higher rates, the cross sectional
area is found to slightly decrease with increase in the applied nominal strain. Further AFM investigation is needed to better
understand this trend in Dyneema SK76 fibers.

The true strain is obtained by equating the internal energy to the external work done given by Eq. (9.1). The true strains
are computed incrementally using trapezoidal rule to evaluate the integrals in Eq. (9.1). The normalized compressed cross
sectional area is found to be approximately constant as shown in Fig. 9.5b.

Z A

A0

Z "eff

0

�eff d"eff dA D
Z u

0

F du (9.1)
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Fig. 9.4 Normalized effective width (a) Kevlar KM2 (b) Dyneema SK76

Fig. 9.5 Normalized cross sectional area (a) Kevlar KM2 (b) Dyneema SK76

The true stress strain response obtained by imposing a constant volume is shown in Fig. 9.6. Comparison to representative
QS response indicates a stiffer material response in both Kevlar KM2 and Dyneema SK76 at higher rates. The Kevlar KM2
data may be grouped into three different strain rates – 24,700, 71,200 and 84,100 1/s. While there is only marginal difference
in the true stress-strain response among these HSR groups, the response is significantly stiffer compared to the QS. Similarly,
Dyneema SK76 data may be grouped into – 9550, 25,400, 55,800 and 58,750 1/s. Dyneema SK76 true stress-strain response
is more scattered compared to Kevlar KM2. This may be due to the higher diameter variation (15.0–20.0 �m) in Dyneema
SK76 fibers compared to the Kevlar KM2 which has a consistent diameter of 12.0 �m.

9.4 Conclusions

This paper presented the HSR transverse compression response of Kevlar KM2 and UHMWPE Dyneema SK76 ballistic
fibers in a smaller diameter Kolsky bar. The fibers exhibit nonlinear inelastic behavior under large compressive strains under
HSR transverse compression in the range of 10,000–90,000 1/s. The true stress strain behavior of the fiber is determined
by removing the geometric nonlinearity using the measured contact area. Both types of fibers display a smaller contact
area growth and a stiffer response at higher rates compared to QS rate of loading. Further investigation is required to better
understand the fibrillation mechanisms in these fibers during HSR transverse compression.
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Fig. 9.6 True stress strain behavior (a) Kevlar KM2 (b) Dyneema SK76
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Chapter 10
WIAMan ATD Polymeric Material Characterization for Under-Body
Blast Environment Simulation

Mostafiz R. Chowdhury and Dawn M. Crawford

Abstract Material characterization is one of the critical challenges facing the anthropomorphic test device (ATD) modeling
community because of the lack of adequate material models and inconsistency between material models available in
different computational Finite Element codes. The WIAMan modeling and simulation team systematically characterized
the material properties using experimental data for 8 polymeric materials used in key components in the WIAMan ATD
Tech Demonstrator. Two modeling teams independently developed finite-element model of the WIAMan ATD in vertical
accelerative loading using 2 different modeling platforms (LS-DYNA and Velodyne). The WIAMan FEM has successfully
supported the design and development of the WIAMan ATD, the world’s first biofidelic ATD for vertical accelerative
loading. The approaches to derive the material parameters, constitutive material models, and the fitting algorithms are
briefly discussed in this paper. A brief comparison of the whole-body simulation results of an ATD response to those of
the corresponding test data due to vertical accelerative loading shows strong confidence in the predictive capability of the
WIAMan ATD FE model.

Keywords Under-body blast • Finite element model • WIAMan ATD • Polymeric material characterization

Historically, the Live-Fire Test and Evaluation (LFT&E) Community has been using the Hybrid III physical manikin for
vehicle survivability and occupant safety assessment [1]. The Hybrid III in its best form (originally intended for automotive
crash safety), is inadequate, has usability issues, and lacks the biofidelity to determine the risk of vehicle mounted occupant
injury in an under-body blast (UBB) environment [2–4]. The Warrior Injury Assessment Manikin (WIAMan) Engineering
Office (EO), sponsored by the Director, Operational Test and Evaluation (DOT&E), and executed by the Army, has been
developing a biofidelic anthropomorphic test device (ATD) to enable the LFT&E community to address the deficiencies
associated with the use of the Hybrid III ATD to assess the risk of mounted Soldiers’ injuries subjected to UBB [5].

A finite-element (FE) virtual modeling tool has been developed to support the design and development of the WIAMan
ATD. Material characterization is one of the critical challenges facing the ATD modeling community because of the lack
of adequate material models and inconsistency between material models available in different FE codes. The WIAMan
modeling and simulation (M&S) team systematically characterized the material properties using experimental data for
eight polymeric materials used in key components in the WIAMan ATD Technology Demonstrator (TD) [6]. Figure 10.1
shows a schematic of polymeric material definitions in the WIAMan ATD. Two modeling teams independently simulated
the WIAMan ATD in vertical accelerative loading simulations using two different modeling platforms (LS-DYNA and
Velodyne). The approaches to derive the material parameters, constitutive material models, and the fitting algorithms are
briefly discussed in this enhanced abstract. A brief summary of the whole-body simulation results of an ATD response due
to vertical accelerative loading are also presented to illustrate the predictive capability of the derived material models.

10.1 WIAMan Finite Element Model

The success of an FE model depends primarily upon the model’s ability to predict the necessary physics and interactions of
the simulated environment. Material characterization is one of the critical challenges facing the ATD modeling communities
because of the lack of adequate material models and inconsistency between material models available in different FE codes
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Fig. 10.1 WIAMan ATD TD polymeric material definition

[4, 7]. The WIAMan M&S effort arguably addressed these critical ATD modeling challenges in their undertakings. The
WIAMan M&S team used experimentally derived material data to construct material models for the FE models developed
using two independent modeling platforms [8, 9].

Material characterization was used to determine material model parameters specific to the two finite element modeling
codes (LS-DYNA and VELODYNE) for eight polymeric materials used in key components in the WIAMan ATD TD. There
are multiple constitutive models in each of the FEM codes used in this effort. LS-DYNA has a variety of material models that
can model polymeric materials behavior using an empirical or rational approach [9–11]. VELODYNE has their own material
models mostly inclusive of those available in the LS-DYNA code. The constitutive material models that these two codes
used in their numerical simulations were derived from the same experimental data. Thus, the inconsistency between material
models used by two different codes is of little concern since the simulation results were compared and verified against
the same set of test data with a common reference threshold. The use of two FE codes in solving an identical simulation
environment also provided an opportunity to test the hypothesis that vertical accelerative response simulation of the ATD is
independent of solver types given that the material models are derived from the same source. The approaches to derive the
material parameters, constitutive material models and the fitting algorithms are available in the literature [12]. Finally a brief
summary of the whole-body simulation results (both models) of an ATD response due to vertical accelerative loading are
compared for the same experimental data to document the predictive capability of the material models.

10.2 LS DYNA Material Models

The LS-DYNA material characterization was performed with multi-rate compression and tension testing on most of the
plastic and rubber materials used in the dummy. Material models were created based on all of the available characterizations.
Typically, an Ogden or Bergstrom-Boyce (BB) material model was used for soft materials such as the flesh [13]. The material
models were subsequently validated in the subassembly level validation.

Table 10.1 features the polymer materials used in the LS-DYNA WIAMan model and lists where these materials are used;
what material model is used to represent them; the strain rate range used to fit the material models; and the material library
identification number.
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Table 10.1 WIAMan LS-DYNA polymer materials

Material name Anatomic location(s) LS-DYNA material model Strain rate range fitted Material library ID

Butyl Rubber 75
Shore A

Compliant elements;
spine rubber

*MAT_OGDEN_RUBBER T: – C: 1–850 58

Proflex 30 Pelvis flesh *MAT_BERGSTROM_BOYCE_RUBBER T: 0.003–300 C: 0.01–950 59
E1030AL Flesh-other *MAT_BERGSTROM_BOYCE_RUBBER T: 1–90 C: 1–850 60
XE1031 Foot flesh *MAT_OGDEN_RUBBER T: – C: 1–600 61
FD70 Foot plate *MAT_SIMPLIFIED_JOHNSON_COOK T: 1–75 C: 1–150 62
Delrin Calcaneus cap *MAT_SIMPLIFIED_JOHNSON_COOK T: 1–50 C:40–600 63
TC892 Pelvic bone *MAT_SIMPLIFIED_JOHNSON_COOK T: 1–80 C: 1–550 64
Rencast 6425 Tailbone *MAT_SIMPLIFIED_JOHNSON_COOK T: 1–300 C: 1–160 65
ISODAMP Heel plug *MAT_OGDEN_RUBBER T: 1–300 C: 1–160 68

Note: T is tension and C is compression

Fig. 10.2 VALTS test simulation schematic

10.3 Whole-Body ATD Model Simulation Results

An illustrative example of the system-level, whole-body response prediction is shown in Figs. 10.2 and 10.3. The whole-body
test results came from the Johns Hopkins University Applied Physics Laboratory (APL) Vertically Accelerated Load Transfer
System (VALTS) tests that impacted the seat and the floor at prescribed velocity profiles associated with a peak velocity and a
time to peak (TTP) based on the target input conditions for sub-injurious UBB loadings used for the WIAMan biomechanical
research investigations. Total mass of the WIAMan TD FE model was 79.8 kg for the LS-Dyna case compared to the mass
of the physical prototype of 82.7 kg, which included external sensor wiring not present in the model. Figure 10.1 shows a
whole-body system-level test configuration in which the ATD with no personal protective equipment (PPE) was tested at the
APL VALTS for a loading profile having an amplitude of 4 m/s at a 5-ms TTP. Both floor and seat were subjected to the
amplitude and the TTP with different loading profiles discussed in the simulation results section. Figure 10.3 compares the
experimental and simulation responses of the WIAMan ATD for the lower extremity at the heel and mid-tibia sensor regions.

10.4 Conclusion

The WIAMan ATD FE model used the experimentally derived multi-rate compression and tension material test data from the
same source to extract material model parameters for their respective analytical ATD models for eight polymeric materials.
Material models were created based on a number of available characteristic models. Typically, an Ogden or BB material
model was used for the soft materials. The material models were subsequently validated in the subassembly level validation.
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Fig. 10.3 Matched-pair validation results for the lower extremity at the heel and mid-tibia sensor regions for the simulation and the experiment

There is room for improvement in the material model fitting process; however, because of the good comparison (acceptable to
a degree that serves the purpose of evaluating the evolving ATD design iterations) of experimental and simulation results for
whole-body test cases, the model parameters extracted in the effort were deemed appropriate. Intra- and inter-comparisons
of model simulation results for both FE codes with the identical experimental test cases indicated good correlations. The
use of two FE codes in solving an identical simulation environment also provided an opportunity to extract two data points
for the same simulation environment thus providing an increased degree of confidence in the model predictability. Finally,
a quick comparison of the whole-body simulation results of an ATD response to those of the corresponding test data shows
strong confidence in the predictive capability of the WIAMan ATD FE model.
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Chapter 11
Investigation of Transmission of a Shock Wave Through Thin Films

Hongjoo Jeon and Veronica Eliasson

Abstract The aim of the present experimental study is to find physical laws of shock wave transmission through thin films.
A horizontal shock tube was used to produce a planar shocks with incident shock Mach numbers of Ms D 1.20, 1.34, 1.39,
and 1.46 onto thin polyester films. The test section of the shock tube was constructed such that it could hold either a single
or multiple layers of 12.7, 25.4, or 50.8 �m thick films. High-speed schlieren photography and high-frequency pressure
transducers were used to evaluate the shock wave interactions with the films and the subsequent film breakup. Following
incident shock wave impingement, the transmitted and reflected shock waves displayed different strengths, depending on the
incident shock Mach numbers and the film thicknesses.

Keywords Shock wave propagation • Transmission of a shock wave • Thin films • Shock wave attenuation • Schlieren
photography

11.1 Introduction

A polyester film has excellent thermal, mechanical, and chemical properties so it is widely used for many purposes including
packaging for barrier protection. In particular, the polyester film is used in food packaging for fresh products, such as raw
meat, poultry, fish, and shellfish. Therefore, it will be crucial to find a method to effectively kill infectious bacteria after food
packaging during storage conditions. Loske et al. [1] investigated possible applications of shock waves in food preservation
and demonstrated significant reduced number of microorganism using repeated shock waves in certain foods. In addition,
Gnanadhas et al. [2] showed that shock waves could be used to treat biofilm infections on medical devices. In the current
study, the transmission of a shock wave through polyester (ductile) or aluminum (brittle) films is quantitatively investigated
with different incident Mach numbers and polyester film thicknesses.

11.2 Experimental Setup

Figure 11.1 shows a schematic side view of a horizontal shock tube. The horizontal shock tube has a driver, a driven section,
and a test section. The driver and driven sections have a length of 648 mm and 1860 mm so that a 2-D planar shock wave
can be observed in the test section [3, 4]. Different thicknesses of plastic membrane were used to create incident shock Mach
numbers of Ms D 1.20, 1.34, 1.39, and 1.46. Four pressure transducers (S1 and S4: PCB 113B21, S2 and S3: PCB 113B31,
flush mounted with 100 mm distance) are equipped on the top of the test section to measure overpressure and incident shock
Mach numbers, Ms, and transmitted shock Mach numbers, Mt. A z-folded schlieren setup is used to visualize shock waves
together with a high-speed camera (Phantom V711) and a continuous light source (Cree XLamp, XP G-2 LEDs, Cool White)
[3, 4].
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Fig. 11.2 Schematic detailed view of the test section

Figure 11.2 shows a schematic detailed view of the test section. In the current study, a unique polyester film holder was
designed to study the shock wave transmission through a polyester film. A single layer of polyester films (h D 12.7, 25.4, or
50.8 �m thick) was mounted using O-rings and bolted joints to prevent gas leakage between the test section and the polyester
film holder.

11.3 Results

Figure 11.3 represents a series of high-speed schlieren photographs of shock wave transmission through a 12.7 �m thick
polyester film at the incident Mach number of 1.46. The time t D 0 corresponds to the arrival of the incident shock wave
at the sensor S1. In Fig. 11.3a, the incident shock wave approaches the polyester film holder, which is located in the center.
After the incident shock wave impacts the polyester film, the transmitted and reflected shock wave are generated by the
impedance mismatch, see Fig. 11.3d, e. The pressure behind the incident and reflected shock waves expanded the polyester
film and finally the film broke up after a threshold pressure, see Fig. 11.3f.

Based on the arrival time of shock waves at pressure transducers, the incident and transmitted shock Mach numbers are
calculated and the results are presented in Fig.11.4. Higher incident shock Mach numbers, Ms, resulted in higher transmitted
shock Mach numbers, Mt, and the transmitted shock Mach number was decreased with increasing thickness of the films. It
was expected that the transmitted shock wave through a brittle material (aluminum film) could be stronger compared to a
ductile material (polyester film) since brittle materials absorb relatively little energy when subjected to stress. However, it
is interesting that the transmitted shock Mach number through aluminum films observed lower than that through polyester
films except the 25.4 �m thick aluminum film with Ms D 1.39 and 1.46. In these cases, the transmitted shock wave was
merged with another shock wave caused by early breakup of aluminum films. Therefore, it can be concluded that the shock
wave transmission is more depending on the material density rather than brittle and ductile behavior.
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Fig. 11.3 A series of high-speed schlieren images of shock wave interaction with a 12.7 �m thick polyester film at the incident Mach number of
1.46 (304 � 184 pixels) (a) t D 329 �s (b) t D 377 �s (c) t D 425 �s (d) t D 472 �s (e) t D 520 �s (f) t D 567 �s

Fig. 11.4 Incident shock Mach numbers versus transmitted shock Mach numbers with different thicknesses of polyester (poly) and aluminum (al)
films
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Chapter 12
Experimental Testing and Computational Analysis of Viscoelastic Wave
Propagation in Polymeric Split Hopkinson Pressure Bar

M. Bustamante, D.S. Cronin, and D. Singh

Abstract The use of polymeric bars in the traditional Kolsky or Split Hopkinson Pressure Bar (SHPB) has been suggested
by several authors as a means of improving coupling to low impedance materials and to increase incident wave rise time
to assist in achieving dynamic equilibrium when testing soft materials. However, one aspect that must be addressed in
this application is viscoelastic wave propagation leading to wave attenuation and dispersion. The amount of dispersion
and attenuation depends on the bar material selection and incident wave signal. Viscoelastic wave propagation has been
successfully addressed in Polymeric SHPB through experimental determination of the wave propagation coefficients, and has
been investigated through analytical techniques; however, there is no widely accepted method for computationally modeling
these events, which would benefit test apparatus design and optimization.

To address this challenge, experimental impact tests were undertaken on a polymeric SHPB utilizing 2.5 m long acrylic
(PMMA) bars with various strikers (0.712 m bar, 0.459 m bar, steel sphere) and impact velocities. The response was measured
using the incident bar strain gauge signal and a Photon Doppler Velocimetry apparatus to measure the incident bar end
velocity. The apparatus was computationally modeled using a commercial explicit finite element code and a viscoelastic
Ogden material model. Parameter identification was undertaken using optimization software.

The experimental test results were repeatable for all strikers and impact velocities, with the amount of attenuation and
dispersion being highest for the sphere impact, compared to the striker bars. The computational model and optimization
was applied to the incident bar strain gauge data to identify the material coefficients. The dominant material properties were
dependent on the nature of the striker, but were able to accurately represent the incident and reflected wave signals. The
resulting models were then validated using the PDV data using cross-correlation, demonstrating numerical robustness.

Keywords Polymeric Split Hopkinson Pressure Bar apparatus • Impact test • Viscoelastic bar • Computational model •
Cross-correlation

12.1 Introduction and Background

The testing and characterization of materials at high deformation rates (e.g. �1000 s�1) is commonly undertaken using
the Kolsky [1] or Split Hopkinson Pressure Bar apparatus [2], enabling uniform deformation rates and relatively large
deformations. However, the testing of low impedance materials such as polymers, elastomers, and biological tissues presents
some challenges due to the low stiffness and low wave speed in these materials [3]. These challenges manifest as low signal
to noise ratios on the transmitter bar and difficulty achieving dynamic equilibrium of the test sample.

Two common approaches for testing low impedance materials include the use of traditional metallic bars with a pulse
shaper to lower the rise time of the incident wave and embedded load cells at the bar ends [4]; and the use of polymeric bars
in a Polymeric Split Hopkinson Pressure Bar (PSHPB) apparatus (Fig. 12.1). The benefit of using polymeric bars is that they
provide a longer signal rise time enabling dynamic equilibrium in the test sample without pulse shaping, and they improve
the transmitter bar signal to noise ratio due to lower bar impedance, which is on the order of soft tissues [4] and elastomers.
However, one challenge with the PSHPB apparatus is the need to account for viscoelastic attenuation and dispersion of the
incident, reflected, and transmitted stress waves, as the waves travel from the strain gauge station at the mid-length of the
bar to the bar end. Polymethyl methacrylate (PMMA) is often used in PSHPB [5] and is known to be viscoelastic based on
measured material properties [6], and dynamic materials testing using this bar material [7]. Experimentally, this challenge
has been successfully resolved through experimental calibration of the bars using the method proposed by Bacon [8] and
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Fig. 12.1 Polymeric Split Hopkinson Pressure Bar (PSHPB) apparatus schematic

Table 12.1 Free-end incident
bar tests

Striker type Striker velocity (m/s) Averaged velocity (m/s)

Short 4.770 4.82b

4.791
4.898
6.235 6.24b

6.220
6.269
7.091 7.07b

7.043
7.063

Long 4.609 4.58b

4.585
4.551
5.563 5.55b

5.553
5.535
6.686 6.64b

6.598
6.645

Sphere 7.554 7.57b

7.578
9.168a 9.13
9.119
9.110
10.330 10.36b

10.380
10.380

aExperimental test used for optimization model
bExperimental tests used for model validation

validated for the apparatus described in this study by van Sligtenhorst [3] and Salisbury [7]. Analytical methods (e.g. [9])
have demonstrated that, with some reasonable assumptions, the response of viscoelastic impact and bar response could be
approximated analytically; however, the presented data could not be implemented directly in a computational model. A
computational model of the apparatus is beneficial to investigate different apparatus configurations, evaluate challenges with
alternate configurations, and provide guidance for new experimental tests. The aim of this study was to generate an initial
set of experimental data, identify the material parameters of the bars using inverse methods, and validate the model with
additional impact scenarios.

12.2 Methods

The experimental testing was undertaken using an existing PSHPB apparatus (Fig. 12.1), using only the incident bar
(25.4 mm diameter, 2438 mm length) and three striker bars: long striker (PMMA, 25.4 mm diameter, 712 mm length),
short striker (PMMA, 25.4 mm diameter, 459 mm length) and a sphere (steel, 25.4 mm diameter). The striker bars were
launched at three different impact velocities and the strain gauge (CEA-13-250UW-120, Micro-Measurements) signal on the
incident bar was amplified (2210B Signal Conditioning Amplifier, Vishay) and recorded (BNC-2110, National Instruments)
at a frequency of 2 Mhz. Three repeats were undertaken for each test. High speed imaging was used to measure the velocity of
the striker and the incident bar end velocity was measured using a Photon Doppler Velocimetry (PDV) (1550 nm wavelength,
Ohio Manufacturing Institute) apparatus. A total of 26 tests were undertaken (Table 12.1).
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Fig. 12.2 Schematic of incident bar, striker and instrumentation (top) and corresponding axisymmetric computational model (bottom)

Table 12.2 PMMA incident bar
material properties, Ogden
constitutive model

�1 (GPa) 3.776
’1 1
G1 (GPa) 0.0065 “1 0.001
G2 (GPa) 0.0492 “2 4.79
G3 (GPa) 0.0418 “3 29.0
G4 (GPa) 0.1353 “4 12,840

An axisymmetric finite element model of the apparatus was created for analysis in a commercial finite element code (LS-
Dyna, R7.1.2) (Fig. 12.2). The PMMA bar was modeled using an Ogden material model, with elements �0.40 mm in size,
based on a convergence analysis. An initial sensitivity study was undertaken to evaluate the Ogden material parameters and
range of parameters, followed by an optimization study using a response surface methodology (LS-OPT Version 5.2, LSTC,
Livermore, CA). The optimization used a polynomial sampling and D-optimal methodology with a space filling algorithm.
Convergence was evaluated using a tolerance criterion using multi-objective function including: Mean Squared Error (MSE),
Curve Matching, and Peak Values. The model predictions were compared to an independent set of data based on peak values
and shape to verify the model predictions for a wide range of impact conditions.

12.3 Results

The experimental test results (Fig. 12.3) show the incident and reflected waves from the strain gauge as well as the bar end
velocity. The experiments were very repeatable with impact velocities varying by C1.6% to �1.3% from the average for
a given impact condition. Furthermore, the wave processing technique from Salisbury [10], based on free-end calibration,
provided an excellent prediction of the wave shape, arrival time, and bar end velocity. The results from the sphere impact at
18 psi firing pressure (9.168 m/s impact, Table 12.1) were used for the optimization model.

The optimization analysis was preceded by several initial analyses to identify parameter sensitivity, evaluate variations in
impact velocity on the response outcome, and to identify appropriate limits for the parameters. The final optimization analysis
converged after approximately eight iterations, but was run as long as 20 iterations (Fig. 12.4). In all cases, the analysis was
robust and converged to the same material parameter values (Table 12.2). The remaining experiments (excluding the sphere
at 18 psi) were simulated using the computational model (Fig. 12.3, long striker Vaverage D 4.58 m/s), and were compared to
the experiments using cross-correlation (Table 12.3) [11].
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Fig. 12.3 Typical experimental result for bar free-end test, demonstrating test repeatability (9.13 m/s average impact velocity)

Fig. 12.4 Optimization analysis convergence, predicted and computed responses

Table 12.3 Computational
model and experiment
comparison

Measurement data Striker type Cross-correlation rating

Strain data Short 0.988
Long 0.970
Sphere 0.997

Free-end velocity Short 0.984
Long 0.990
Sphere 0.993

12.4 Discussion and Conclusions

Twenty six experimental impact tests were undertaken comprising three different strikers, three different impact velocities
for each striker, and three repeats of each test (two repeats for the sphere at 7.57 m/s). The test apparatus and measurement
diagnostics demonstrated very good repeatability (Fig. 12.3). Wave attenuation and dispersion were more prevalent for the
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Fig. 12.5 Computational model compared to experimental test, example for long striker

spherical striker, which is why this was selected for determination of the material parameters. Only one single case (sphere
at 9.168 m/s) was used for material parameter identification; however it was important to undertake initial sensitivity studies
to identify an appropriate range of values for the material properties and to identify the number of parameters for the Ogden
model. Additional material model parameters were considered but did not improve the goodness of fit for the constitutive
model. The optimization analysis was applied to the measured strain gauge data using a multi-objective function. Initial
evaluations identified that a mean squared error approach was limited in ability to address the rapid change in slope of the
response on the rise and decay of the waves. The curve fitting algorithm was better suited to address the rapid changes in slope
of the strain gauge signal, but required an additional criterion (peak values) to ensure convergence. Convergence was achieved
within approximately eight iterations of the optimization software, and continuing the analysis for additional iterations did
not significantly change the optimized material parameters. Model validation was undertaken using independent data and
test conditions, and demonstrated excellent agreement with the experimental results and the PDV measurements (Fig. 12.5).
Comparison was undertaken using cross-correlation to evaluate the shape and magnitude of the curves with values ranging
from 0.970 to 0.997, indicating excellent agreement. The developed model can be applied to provide guidance for new
configurations of the PSHPB apparatus.
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Chapter 13
Mode I Rigid Double Cantilever Beam Test and Analysis Applied
to Structural Adhesives

C.-H. Liao, B. Watson, M.J. Worswick, and D.S. Cronin

Abstract Computational modeling and design using structural adhesives in dynamic events, such as vehicle collisions,
requires material properties across a range of deformation rates. In this study, the analysis of the rigid double cantilever
beam (RDCB) geometry [7, 8] has been evaluated to measure the critical mode I energy release rate (GIC) and the traction-
separation response of a structural adhesive at quasi-static rates. Standardized test geometries such as the tapered double
cantilever beam (TDCB) are used to measure GIC; however the large specimen size is not conducive to measuring properties
at high deformation rates and requires additional tests to determine the full traction-separation curve for an adhesive. In
contrast, the low mass and size of the RDCB enables use of this geometry for dynamic testing, which will be the focus of
future research. Importantly, the RDCB test can provide the entire traction-separation curve of the adhesive from one test.
A first series of experimental tests at quasi-static deformation rates identified high variability in the measured response. This
variability was reduced by using a new fixture to improve alignment and maintain constant bond-line thickness, highlighting
the sensitivity of this method to small variations in sample geometry. In addition, the surface preparation method was crucial
to reducing variability in the measured response and achieving primarily cohesive failure in the bond. In this study, the
RDCB analysis method was applied to a toughened epoxy structural adhesive. The average measured maximum traction
and separation-to-failure of the structural adhesive were 35.3 MPa and 0.214 mm respectively. The average critical energy
release rate of the tested adhesive was 3497 J/m2. Future investigations will consider optical measurement of displacement
on the sample, enhanced data analysis methods, and dynamic testing of adhesive using the RDCB geometry.

Keywords Structural adhesive • Energy release rate • Cohesive zone model • Mode I test • Material characterization

13.1 Introduction and Background

Adhesive joining of similar and dissimilar materials has become an attractive lightweighting strategy, driven by the need
to reduce emissions and improve the Corporate Average Fuel Economy (CAFE) through vehicle weight reduction [1, 2].
Adhesives enable joining of lightweight multi-material structures, use of thinner gauge materials, and can improve structural
stiffness compared to traditional joining techniques. Further, reduced design cycle time can be achieved through the use of
accurate and validated computational vehicle models to assist in assessing vehicle performance and crashworthiness. Thus,
effective implementation of adhesive joining technologies in vehicles requires characterization and material parameters for
computational modeling.

Cohesive zone modelling (CZM) is a damage mechanics based approach to simulate the failure response of an adhesive
joint, utilizing traction-separation response of the adhesive subjected to mode I or mode II loading [3]. Depending on the type
of adhesive, the shape of the traction-separation curve can vary, but bi-linear or trapezoidal traction-separation relationships
are often used [3].

Double cantilever beam (DCB) and tapered double cantilever beam (TDCB) test methods are often used in standardized
mechanical tests (ASTM D3433; ISO 25217:2009) to measure the mode I critical energy release rate (GIC) of adhesives [4].
This measure represents the energy required to propagate the crack over a unit area, and is an important input parameter
for CZM. The DCB and TDCB tests have different data reduction methods such as the Compliance-Based Beam Method
(CBBM) for DCB and Simple Beam Theory (SBT) for TDCB to determine the interface property [5] from the measured
data. However, these tests do not provide adhesive peak traction and must generally be supplemented with additional testing
(e.g. butt joint) to obtain peak traction values to complete the traction-separation response [6]. During the DCB tests, crack
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Fig. 13.1 (a) RDCB specimen for soft biological adhesive [7]; (b) RDCB specimen for industrial adhesives [8]

propagation within the adhesive is generally measured optically; however, due to the unstable crack growth, the data reduction
methods that are dependent on the crack length measurement can potentially provide unreliable mode I critical energy release
rates. This is often the case when testing brittle materials, such as non-toughened adhesives. Lopes et al. [5] identified the
CBBM data reduction method for DCB to be more reliable than the methods that rely on measuring crack propagation.
Difficulty in measuring crack growth in bonded samples poses technical challenges, especially when high deformation rate
material properties are required for impact scenarios. The test sample geometries used in the standardized tests also tend to
have high masses. For example, a TDCB sample constructed to the ASTM D3433 standard using A36 steel has a mass of
2045 g. This high mass can lead to large inertial effects, prohibiting testing at high rates.

More recently, Dastjerdi et al. [7] introduced a small specimen geometry (Fig. 13.1a) termed the rigid double cantilever
beam (RDCB) with the benefit of measuring all mode I material properties (maximum traction, initial stiffness of the adhesive
and maximum separation) in a single test. This geometry was applied to measure the critical energy release rate (GIC)
from the traction-separation curve for soft biological adhesives. The analysis did not require in-situ measurements of crack
growth of the adhesive, but relied on the measured force and crosshead displacement measured using a linear variable
differential transformer (LVDT), along with the initial sample dimensions. This method provides a full cohesive traction-
separation response, so additional testing to measure the maximum traction is not required. Further, the small geometry and
correspondingly small mass are well suited for testing at higher deformation rates. The original test specimen geometry
(Fig. 13.1a) was updated to increase the second moment of area so that the adherend could be considered rigid (Fig. 13.1b),
allowing for the testing of higher stiffness and higher strength materials (soft elastomers and thermoset polymers) [8], while
following the same analysis for soft adhesive.

A comprehensive material model of an adhesive joint should predict adhesive response over a wide range of deformation
rates, from quasi-static to high strain rate. An important component of this response is the mode I critical energy release
rate, maximum traction, maximum separation, and initial stiffness. The focus of this study was to apply the RDCB test
methodology to a commercially available toughened structural adhesive to measure the critical energy release rate and
adhesive traction-separation response in mode I (tension) loading using a single mechanical test.

13.2 Method

In the current study, the dimensions of the adherend were updated to meet the rigidity assumption for the higher stiffness
and higher strength structural adhesive investigated in this study. The adherends used in this study (Fig. 13.2) were machined
from 6.2 mm thick structural steel with yield strength of 345 MPa and a Young’s modulus of 210 GPa. The final mass of
the tests samples was approximately 54 g. The adhesive investigated in this study was a 2-part toughened impact resistant
structural epoxy adhesive [#07333, 3M Corporation]. The samples were cured 30 min at 80

ı

C [9] using a forced convection
oven (Binder ED-53).

The surfaces of the adherends were grit blasted (Fig. 13.3b) to increase the surface roughness for bonding, and
subsequently cleaned with methyl ethyl ketone to remove potential contaminants. Preliminary tests showed that the
roughened surface reduced variability of the force-displacement response and increased the force at failure. The pre-crack
was created by applying corrective fluid to mask part of the surface of the adherend so the adhesive did not bond to the metal
(Fig. 13.3c), producing nominal bond length, b, (Fig. 13.2b) of 13.25 mm. The adhesive was applied using a single bead on
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Fig. 13.2 (a) RDCB – specimen geometry (all dimensions are in mm); (b) RDCB specimen showing the bond length b and crack tip a0

Fig. 13.3 (a) Adherends before surface treatment; (b) specimens surface after grit-blasting; (c) masked bonding surface; (d) specimen fixture; (e)
test samples placed in fixture

each of the adherends. The test sample was then placed into the curing fixture (Fig. 13.3d) to keep the adherends in the same
plane and maintain uniform bond-line thickness using shims of the desired bond-line thickness (Fig. 13.2b).

After curing and removal of excess adhesive, the bond-line thickness and bond-line length of each specimen were
measured using an opto-digital microscope (VHX 5000, KEYENCE) (Fig. 13.4).

The tests were conducted using an Instron Model 4465-Standard test machine with a 5 kN capacity load cell (Fig. 13.5).
The nominal cross-head speed was 0.0115 mm/sec, corresponding to the lowest crosshead speed of the test frame. This test
velocity along with an average bond thickness of 0.641 mm led to a nominal strain rate of 0.018 s�1 in the adhesive. A total
of nine specimens were tested.

In this study, the experimentally measured load cell force, F, and pin displacement,�, were used in the equations derived
by Dastjerdi et al. [7, 8] to calculate the separation at the crack tip, ı, and traction, T, using Eqs. (13.1) and (13.2) respectively.

ı D b

L
� (13.1)

T .ı/ D
�

L

B.L � a0/
2

��
2F C�

dF

d�

�
(13.2)
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Fig. 13.4 RDCB specimen bond length and thickness

Fig. 13.5 RDCB test setup with
a close-up look of a sample
mounted onto the grips

Where ‘b’ is the bond line length, ‘L’ is the length between the edge of the sample and the point of loading, ‘B’ is the
adherend thickness, and ‘a0’ is the crack length. The derivative term dF

d� , was calculated using a sixth order central difference
scheme in this study. The critical energy release rate GIC, was computed by numerically integrating the traction-separation
response generated from Eqs. (13.1) and (13.2) using a first order forward difference scheme. This analysis assumes the
second moment of area of the adherend is large enough to be considered rigid relative to the adhesive, which is contrary to
the DCB and TDCB tests where the adherends are deformable and the adherend compliance is taken into account to measure
the critical energy release rate. The rigidity of the substrate was verified using the non-dimensional ratio, ˛, derived by
Dastjerdi et al., which is a function of the elastic moduli and geometry of the adherend and nominal loading slope measured
during the tests (Eq. (13.3)).

˛ D
 
1C Bb3Sint

�
.1C 
/ ˛0

s C ˛0
b

�
3L2E

!�1
(13.3)

Where ‘Sint’ is the initial slope of the cohesive law, ‘�’ the is Poisson’s ratio of the adherend (0.3 in this study), ‘E’ is the
Young’s modulus of the adherend (210 GPa in this study) and ‘’’s’ and ‘’’b’ are defined by:
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and
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Where ‘h’ is the height of the adherend (19 mm in this study). An ˛ value of 1.0 corresponds to a rigid adherend. The
geometry and material chosen for this study led to an ˛ value of 0.992, supporting the assumption of the rigid adherend. The
use of crosshead displacement, as measured using an LVDT, was assessed by measuring pin displacement optically from a
video captured using a DLSR camera using an image tracking software (Tracker, Open Source Physics) [10].

13.3 Experimental Results

The bond-line length and thickness were measured for each sample (Table 13.1) to be used in sample-specific analysis for
each test.

The measured LVDT displacement and pin displacement from the video tracking software were compared to assess the
fixture compliance (Fig. 13.6).

The force-displacement responses for each test were recorded (Fig. 13.7a). The average maximum force measured was
592 N (standard deviation 46 N). Equations (13.1) and (13.2) were applied to the measured data to obtain the mode I traction-
separation curves (Fig. 13.7b). The traction-separation response was, in turn, used to calculate the energy release rate for each
test (Fig. 13.7c).

Table 13.1 RDCB specimens
bond line length and thickness

Adhesive bond
characteristics

Bond length,
B [mm]

Bond thickness
[mm]

RDCB-IRSA-3 13.46 0.637
RDCB-IRSA-5 13.04 0.697
RDCB-IRSA-6 13.52 0.681
RDCB-IRSA-7 12.67 0.604
RDCB-IRSA-8 13.05 0.655
RDCB-IRSA-9 12.51 0.730
RDCB-IRSA-10 13.27 0.584
RDCB-IRSA-11 13.72 0.586
RDCB-IRSA-12 13.12 0.590
Average 13.15 0.641
Standard deviation 0.393 0.054

Fig. 13.6 LVDT displacement of a tested specimen compared to optically tracked pin displacement
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Fig. 13.7 (a) Force vs crosshead displacement curves; (b) mode I traction-separation curves; (c) energy release rate vs. separation

The maximum traction and critical energy release rates were calculated for each test (Fig. 13.8). The average peak traction
was 35.32 MPa (standard deviation 2.84 MPa) while the average critical energy release rate was 3.497 kJ/m2 (standard
deviation 0.375 kJ/m2). The maximum separation (i.e. the crack opening at which the traction returned to 0 MPa) was also
measured for each test. The average maximum separation was 0.214 mm (standard deviation 0.018 mm).

Evaluation of the test sample fracture surfaces identified a predominantly cohesive failure with small amount of interfacial
failure (Fig. 13.9).

13.4 Discussion

Early tests where grit-blasting was not performed (not included in the current study) on the adherend surface led to interfacial
failure being observed and significant variability in the force to failure, highlighting the importance of surface preparation.
The current surface preparation (grit-blasting) resulted in primarily cohesive failure, meaning that the failure occurred
within the bond line rather than between the adhesive and adherend surface. This demonstrated that it is the properties
of the adhesive that are measured, rather than the interaction of the adhesive and adherend surface. Improvements to ensure
adherend alignment and consistent bond line thickness through a bonding fixture improved the consistency of the test results.

Some machine compliance was found in these tests, manifesting in the pin displacement and the cross head displacement
responses showing different loading slopes (Fig. 13.6). There was also some initial slack in the test apparatus, the effect
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Fig. 13.8 Cohesive strength and critical energy release rate in mode I for each specimen

Fig. 13.9 Representative
adhesive fractured surfaces of
RDCB specimens

of which was visible in the initial toe-region of the force-displacement results (Fig. 13.7a). Since the traction calculation
is a function of pin displacement, accurate measurement of pin displacement is critical. As the focus of this study was to
assess the ability of the test methodology [8] to identify the traction-separation response of a toughened structural adhesive,
modifications to the test methodology were outside the scope of the current study. However, the results from the current
study suggest that future testing should include optically tracked pin displacements rather than crosshead displacement
measurements.

Following the softening region of the traction-separation curves, negative traction regions were calculated. This was due to
the steep decrease in force over relatively small displacements once the peak force was reached (Fig. 13.7b). These negative
traction regions then carried over as a drop in energy release rate vs separation results (Fig. 13.7c). Therefore, the critical
energy release rates were reported from the point of maximum separation.

Comparing the measured critical energy release rate and peak traction to the three different types of adhesive previously
tested using this methodology [8], the structural adhesive investigated in this study had three and half times higher strength
compared to the strongest adhesive previous tested (an epoxy based adhesive) and eight times the fracture toughness of the
toughest adhesive (a polyurethane based adhesive). In previous studies the adhesive thickness was nominally 30 �m and
the adherends had mirror polished surfaces compared to the 0.641 mm average bond-line thickness and grit-blasted surfaces
in the current study. The bond-line thickness is known to affect fracture toughness [11] and a mirror or polished surface
generally leads to poorer adhesion between the adhesive and adherend.

With stronger adhesives, the assumptions used to develop the original analysis should be reviewed since the original
analysis was validated by testing softer biological adhesives and generic commercial adhesives that have lower toughness
than the structural adhesive used in this study. Of particular importance, the assumption that the point of rotation lies at the
edge of the sample (Fig. 13.10a) should be investigated as a compression region in the adhesive bond-line (Fig. 13.10b) may
exist which was not initially taken into consideration when developing Eqs. (13.1) and (13.2).
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Fig. 13.10 (a) Original free body diagram analysis with the centre of rotation located at the edge of the adherend; (b) proposed free body diagram
analysis introducing the offset centre of rotation, which results in compressive stresses in the bond line

13.5 Conclusions

RDCB specimens were tested under quasi-static loading to measure the adhesive stiffness, maximum traction and maximum
separation of a toughened structural epoxy adhesive for mode I loading. The small geometry of the RDCB sample and
relatively straightforward test setup provides an alternative to standard test methodologies to obtain the critical energy release
rate along with the full-traction-separation response. The adherend geometry and material properties were selected to meet
the assumption of rigid adherends as defined in the original analysis of the specimen geometry. The specimen preparation
used in this study, including grit-blasting and a custom fixture to ensure good alignment of the adherends, produced repeatable
experimental results. Furthermore, grit-blasting the adherend surface was found to increase the failure force and produced a
predominantly cohesive failure.

Compared to the results reported by Dastjerdi, the adhesive investigated in this study exhibited a higher cohesive strength
and critical energy release rate. An improved analysis for a stiffer adhesive will be part of the next steps of research that
will include an enhanced analysis of the stresses in the bond line and include optically tracked pin displacement for an
accurate measure of crack opening. Furthermore, the calculated GIC values from RDCB tests should be compared to the
values measured from standard tests such as DCB and TDCB and a validated numerical model of the RDCB test should be
used to examine the updated RDCB analysis.

Acknowledgements This study would not have been possible without the adhesive material provided by 3M of Canada and the preliminary work
that Luis Trimiño carried out on the geometry of the rigid double cantilever beam specimen. The authors would also like to thank the Natural
Sciences and Engineering Research Council of Canada (NSERC), 3M Canada, Honda R&D Americas and ArcelorMittal Dofasco for supporting
this research.

References

1. Martinsen, K., Hu, S.J., Carlson, B.E.: Joining of dissimilar materials. CIRP Ann. Manuf. Technol. 64, 679–699 (2015)
2. Del-Colle, A.: Obama Announces 54.4 mpg CAFE Standard by 2025: Hearst Communication. Popular Mechanics. http://

www.popularmechanics.com/cars/a7015/obama-announces-54-6-mpg-cafe-standard-by-2025/?click=pm_latest (2011)
3. da Silva, L.F.M., Campilho, R.D.S.G.: Advances in numerical modelling of adhesive joints. In: Springer Briefs in Computational Mechanics,

p. 17. Springer, Berlin (2012)
4. ASTM Standard D3433-99: Standard Test Method for Fracture Strength in Cleavage of Adhesives in Bonded Metal Joints. ASTM International,

West Conshohocken (2012)
5. Lopes, R.M., Campilho, R.D.S.G., da Silva, F.J.G., Faneco, T.M.S.: Comparative evaluation of the double-cantilever beam and tapered double-

cantilever beam tests for estimation of the tensile fracture toughness of adhesive joints. Int. J. Adhes. Adhes. 67, 103–111 (2016)

http://www.popularmechanics.com/cars/a7015/obama-announces-54-6-mpg-cafe-standard-by-2025/?click=pm_latest


13 Mode I Rigid Double Cantilever Beam Test and Analysis Applied to Structural Adhesives 81

6. Marzi, S., Hesebeck, O., Brede, M., Kleiner, F.: A rate-dependent cohesive zone model for adhesively bonded joints loaded in mode I. J. Adhes.
Sci. Technol. 23, 881–898 (2009)

7. Dastjerdi, A.K., Pagano, M., Kaartinen, M.T., McKee, M.D., Barthelat, F.: Cohesive behavior of soft biological adhesives: experiments and
modeling. Acta Biomater. 8, 3349–3359 (2012)

8. Dastjerdi, A.K., Tan, E., Barthelat, F.: Direct measurement of the cohesive law of adhesives using a rigid double cantilever beam technique.
Exp. Mech. 53(9), 1763–1772 (2013)

9. 3M Company, ed.: Safety Data Sheet: Impact Resistant Structural Adhesive. St. Paul (2016)
10. Brown, D.: Tracker Version 4.95: Licensed under GNU General Public License. http://www.cabrillo.edu/~dbrown/tracker/. Aptos (2016)
11. Tvergaard, V., Hutchinson, J.W.: Toughness of an interface along a thin ductile layer joining elastic solids. Philos. Mag. A. 70(4), 641–656

(1994)

Chi-Hsiang Liao currently pursuing a Master degree in Impact mechanics and material characterization group at University of Waterloo. The
author’s focus of the research is on surface treatment of aluminized ultra high strength steel for adhesive bonding and characterizing the adhesive
joint through mechanical testing. Presenting author currently resides in Waterloo, Ontario, Canada.

http://www.cabrillo.edu/~dbrown/tracker


Chapter 14
Brute Force Ceramic Constitutive Model Parameterization

Brady Aydelotte and Brian E. Schuster

Abstract We conducted simplified long rod impact experiments which were instrumented with flash X-ray and Photon
Doppler Velocimetry (PDV). The time resolved experimental data was used to fit a geomaterials model using both 2D and
3D simulations. It was found that the 2D simulations could not fit the experimental data satisfactorily. The 3D simulations
were much more successful with some limitations.

Keywords Impact • Ceramic • Damage • Constitutive model • Optimization

14.1 Introduction

Material model parameterization is a vital part of continuum scale modeling efforts. But it is often a challenge. Complex
models often require a great deal of experimental data to parameterize or worse, there may not be a straightforward way
to deduce an important material model parameter from existing data. This means that the modeler must often employ
incomplete data in the search for reasonable model results. Experimental point measurement techniques such as Velocity
Interferometer System for Any Reflector (VISAR) [1] or Photon Doppler Velocimetry (PDV) [2] which can be employed
across a sample surface have become widely available. High speed imaging can provide full-field measurements of quantities
like displacement. These techniques and the concurrent availability of tremendous computational power, naturally lead to
greater interest in numerical material model calibration efforts.

Ballistic experiments range from very simple laboratory projectiles and targets to complex, realistic targets and projectiles.
As such, they can expose a range of behaviors which impact experiments with cleaner boundary conditions, such as Kolsky
bar and parallel plate shock experiments, may not. We have combined multiple channels of PDV measurements with full
field flash X-ray measurements to provide greater insight into the process of long rod penetration into an unconfined boron
carbide target.

Here we discuss our efforts to parameterize a complex geomaterial model, Kayenta [3], using the Dakota optimization
toolkit [4] and the arbitrary Eulerian Lagrangian simulation package, ALEGRA [5].

14.2 Results

We conducted a series of impact experiments by forward launching 93 weight percent tungsten heavy alloy rods into hot
pressed boron carbide cylinders purchased from CoorsTek. PDV probes were used to measure the rear surface velocity of
the center of the boron carbide target at several different points. One hundred and fifty kilovolt flash X-ray heads were
used to measure the depth of penetration of the projectiles in the targets during the penetration experiment. One particular
experiment, an impact at 517 m/s, is the focus of this study.

The ALEGRA hydrocode [5] was used to construct 2D axisymmetric and 3D quarter symmetry models of this experiment
using an Eulerian mesh description. We used the embedded Dakota [4] capability in ALEGRA in an effort to calibrate the
Kayenta [3] geomaterials model using both depth of penetration (DOP) and rear surface velocity data. A uniform resolution
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Fig. 14.1 A comparison of (a) 2D and (b and c) 3D impacts 70�s post impact. Notice that the 3D impacts show significantly more rod penetration.
In 3D, additional fractures are free to form, allowing greater penetration
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Fig. 14.2 A comparison of the actual rear surface velocity measured by PDV and the best 2D and 3D calibration simulations. The 3D simulations
replicate the gross features of the experimental velocity history, but leave much to be desired. The 2D calibration effort was essentially unsuccessful

of 3 cells across the radius of the rod was used for all simulations to make the 3D simulations of tractable size and duration
for running hundreds of simulations. The 2D simulations were run on 4 processors, and the 3D simulations were run on 64
processors.

As evident in Fig. 14.1, significant differences exist between the 2D and 3D simulated results. Crack patterns can change
from model paramterization to parameterization, but the overall differences between 2D and 3D simulations are essentially
similar. It appears that in 3D, the ceramic target can more easily break into pieces allowing the rod to penetrate. Imposing
axisymmetry on the problem appears to provide extra constraints on how the damage forms, making penetration more
difficult. As can be seen in Fig. 14.2, neither the 2D nor 3D calibrations to the PDV data were extremely successful, but the
2D calibration effort was far less successful at replicating the rear surface velocity history of the experiment.

Fitting the depth of penetration data was similarly challenging.
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Chapter 15
High-Strain Rate Compressive Behavior of a “Natural Soil”
Under Uniaxial Strain State

Huiyang Luo, Zhenxing Hu, Tingge Xu, Lei Guo, and Hongbing Lu

Abstract Dynamic compressive behavior of a synthetic “natural soil” was investigated on an 85-ft split Hopkinson pressure
bar. The “natural soil” was prepared by mixing a sorted dry clay and assorted dry Mason sand. The as-received moist clay
(obtained from Boulder, Colorado) was first pulverized into powders, which were subsequently dried in oven at 105 ıC for
2 days. The as-received Colorado Mason sand was dried under the same conditions. Then the clay was sieved to powers
with dimensions smaller than #50 (0.3 mm) using ASTM E-11 standard sieves. The “natural soil” was obtained by mixing
at different ratios of clay and sand at 5:100, 10:100, 20:100, 100:100 weight ratios. The mixed soil was capped inside a
hardened steel tube, by two tungsten carbide rods at both ends in contact with the bars. This assembly was subjected to
repetitive shaking to consolidate the soil to attain a desired bulk mass density; it was then placed between the incident steel
bar and the transmission bar for dynamic compression. Through measurements of both axial and transverse responses of
the cylindrical soil sample under confinement, both volumetric and deviatoric responses were determined. Both dry and
water-saturated soil samples were characterized at high strain rates. The effects of different mixed ratio of clay/sand, and
the water-saturation on the compressive behavior were investigated. The compressibility as a function of axial stress was
determined. These results are compared with pure clay and sand samples.

Keywords Long split Hopkinson pressure bar • Saturated • Mason sand • Clay • Uniaxial strain

15.1 Introduction

The mechanical behaviour of soil under relatively high stress and high strain rate, important for developing constitutive
models, has not been well characterized. In order to simulate soil under blast, computational modeling relies heavily on
development of multiscale, multiphase hybrid Lagrangian particle-continuum computational approach. Such simulations
require accurate constitutive data for soil under high strain rates encompassing a wide range of loading conditions [1–6].
Recently, a modified split Hopkinson pressure bar (SHPB) with the use of pulse shaping has been used to characterize the
mechanical behaviour of soil under high strain rates, confined by a steel sleeve under moist condition at high strain rates [7–
10]. A soil specimen was directly sandwiched between incident and transmission bar ends, and confined by a cylindrical tube
with the same inside diameter as the bar diameter. This arrangement gives uncertain initial mass density in soil. Recently, we
developed a technique to resolve this problem, to allow preparation of sand specimen with consistent initial mass density for
dynamic compression [11]. We investigated the compressive behavior of Boulder clay [3], Mason sand [4], dense Eglin sand
[12] and glass beads [13] at high strain rates. The constitutive behavior of soil/sand at high strain rates has been reviewed
[14], and the modelling was made to simulate the dynamic response of soil under blast [15].

In this study, a “natural soil” was prepared by mixing a sorted dry clay and assorted dry sand. One type of natural sand
obtained from the region around Boulder, Colorado, was chosen as the test material; it was purchased in Longmont, Colorado
(Colorado Materials), and referred to as Colorado Mason sand [1, 4, 5]. A clay obtained from the region around Boulder,
Colorado was chosen as the material for testing [1, 5, 6]. The clay was obtained from a stockpile of soil from a construction
site on the University of Colorado Boulder campus, and is referred to as Boulder clay. The clay was processed to remove
all particles greater than the #50 sieve size, and thus provided a more homogeneous and consistent material for experiments.
Our technique was used to prepare soil specimens with consistent mass densities for experiments on a long SHPB. This
technique was combined with other techniques developed in the recent years, including the use of strain gage attached to the
outer surface of a confining cylinder tube [16, 17], to investigate the compressive behavior of soil under high strain rates.
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15.2 Experimental Aspects

In this investigation, a 24.4 m long modified SHPB was used to apply dynamic compression on soil with relatively high
compressive strain with a pulse shaping technique, which can reach certain long loading times (up to 3.4 ms). The SHPB,
as shown schematically in Fig. 15.1a, consists of a solid 304 L stainless steel incident bars (Young’s modulus 196 GPa,
density 8.0 g/cm3, and bar wave speed 4950 m/s) and a strain data acquisition system. The length of the incident bar and the
transmission bar are 8.7 m and 3.7 m long, respectively, they have the same outer diameter of 19 mm.

To obtain soil samples with consistent mass densities, we used an assembly to prepare soil specimen [3, 4, 11–13]. This
assembly was then inserted directly between two bar ends of the SHPB apparatus for dynamic compression. Two cemented
tungsten carbide (WC) rods with diameters of 12.7 mm were used for soil assembly then were inserted into high carbon
steel hollow cylinder with outside diameter 19 mm for confinement. It is noted that the WC rod has a mechanical impedance
value (the product of mass density, bar wave speed, and cross sectional area) that is 97% of the corresponding values for
the stainless steel bars with a diameter of 19 mm. Therefore, the dispersion due to the mismatch of the mechanical impedance
between each bar end to insert rod can be neglected.

The as-received clay has moist content; the clay is in form of irregular large clumps. Steel hamper was used to crush the
clay clumps into smaller chunks/powders. The clay clumps was placed in a convention temperature chamber for drying at
105 ıC for 2 weeks. Subsequently the dried clay was sorted by #50 sieve (0.30 mm), to obtain dry clay samples. The as-
received uncompacted Mason sand also contains moisture; it was dried at the same temperature chamber at 105 ıC for 2 days.
Then the dry #50 Boulder clay and dry assorted Mason sand were mixed at the given mass ratios to form synthetic “natural
soil” with four weight ratios of 100:100, 20:100, 10:100, and 5:100. The soil was first poured into the hollow steel cylinder
with one end closed by the WC rod. Then the soil was filled in the hollow cylinder assembly, to form a dry soil specimen.
When it is not compacted, the dry mass density was 1.52 g/cm3 with length/diameter ratio of 0.816, except the pure clay
specimen which has initial density of 1.30 g/cm3. For the saturated soil specimen, water was added into the chamber; the
water was weighted by digital balance (Denver Instrument APX-300, 1 mg resolution). The open assembly was placed inside
a vacuum chamber for 30 min, to remove air bubbles and make the water evenly distributed inside the soil. Then another
brass rod was used to cap the testing chamber. A schematic diagram is shown in Fig. 15.1b. The net mass of the soil (2.0 g)

Fig. 15.1 Modified SHPB setup for dynamic compaction of “natural soil”. (a) Schematic of SHPB apparatus; (b) schematic of test section of the
soil assembly (polar coordinates defined)
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was determined by weighing the overall assembly and then subtracting the tare (steel sleeve and inserted rods). The length
of the cavity occupied by soil was measured and controlled by change in distance of the two end surfaces of the two rods.
These values were then converted into bulk mass density of the soil specimen. To prepare fully saturated soil, the length of
soil was controlled so that extra water can be added through the gap between WC rod and the inner surface of the sleeve.

A strain gage was attached onto the external surface of the confining steel sleeve on the circumferential direction. The
lateral deformation of the soil sample was measured by the strain gage, and the radial/circumferential stress was calculated
from the strain considering a linear elastic response of the confining cylinder under lateral deformation below 0.2%. This
arrangement allows characterization of dynamic volumetric and deviatoric behaviours of soil. Further analysis yields other
relationships, such as the void ratio - pressure relationship at high strain rates. In each experiment, the soil assembly was
sandwiched between incident and transmission bars on SHPB, supported and aligned by two aluminum fixtures attached
to the lateral surface of the ends of the incident and transmission bars. Compact loading was applied through WC rods in
contact with incident and transmission bars.

Brass 260 disks of 7.6 mm in diameter with thicknesses varying from 1.6 to 3.1 mm were used as pulse shapers in the
SHPB experiments by placing them on the impact surface of the incident bar. A thin layer of Dow Corning High-vacuum
grease (McMaster #2966 k52) was used at the interface between the pulse shaper and the incident end of the bar. A 2.13 m
long steel striker, with the same diameter as that of both the incident and transmission bars, launched by compressed air
in a gas gun, impacts the pulse shaper and generates a desired compressive wave traveling in the incident bar to induce a
nearly constant strain rate in the soil specimen. Trap momentum was used to apply a single loading. A HBM Genesis digital
oscilloscope (15-bit resolution, 25 Ms/s sampling rate) was used to acquire strain signals through Wheatstone bridges and
a Vishay 2310B signal conditioning amplifier (Gain 1–11,000 continuously varying; 180 kHz frequency response, 180 kHz
bandwidth and ˙0.02% linearity) connected to the strain gages.

A hollow cylinder was used to confine soil specimen passively. For a specimen confined by a hollow cylinder within
the elastic range, the calculation for the confining radial and circumferential pressures, as well as circumferential strain has
been well documented [16, 17]. The polar coordinates with r and � are defined in Fig. 15.1b. In this study, we used the
confinement method for dynamic compression of sand on SHPB to characterize the hydrostatic and deviatoric behaviors
of soil at high strain rates. Since the incident bar is the same as the transmission bar, the calculation follows the previous
approach [18]. With the known axial, confining stress and strain histories, the mean stress (e.g., hydrostatic pressure, isotropic
stress) component �m and the volumetric dilatation "m are well documented, as well as the octahedral shear stress £oct [16,
17]. With the known values for hydrostatic and shear stresses, the hydrostatic and deviatoric behaviors of soil under multi-
axial stress states can be determined at high strain rates. Thus, the known stresses can be used as input for the modeling
in the future. In this investigation, all tests were conducted at room temperature ( 23 ıC) and near 26% relative humidity
environment. Under each testing condition, eight or more specimens were tested to ensure reproducibility of experimental
results, and the average values are reported.

15.3 Results and Discussion

The physical properties of Boulder clay and Mason sand have been measured according to ASTM soil testing standards [5,
6]. For Boulder clay, the relevant grain size distribution parameters are determined as D10 < 1.7 � 10�4 mm, D30 < 0.001 mm,
D50 D 0.001 mm, and soil index properties are used to determine the liquid limit LL D 43 and plasticity index PI D 22.
Boulder clay is classified as a low plasticity clay (CL) according to the Unified Soil Classification System (USCS). The
specific gravity Gs was measured as 2.70. From the standard Proctor compaction test, an optimal water content of 18%
corresponds to the maximum dry unit weight of 17.5 kN/m3. The clay has an apparent preconsolidation stress of 0.30 MPa,
a compression index cc of 0.23, and a recompression index cr of 0.041. For the Colorado Mason sand, the relevant grain size
distribution parameters are determined as D10 D 0.20 mm, D30 D 0.44 mm, D60 D 0.90 mm. The sand is classified as poorly
graded sand (SP) according to the USCS. The specific gravity Gs was measured to be 2.62 g/cm3. The minimum void ratio of
0.50 corresponds to a maximum dry density of 1.74 kg/m3, while the maximum void ratio of 0.78 corresponds to minimum
dry density of 1.47 kg/m3.

Typical SHPB results are shown in Fig. 15.2 for dry soil under a strain rate in the range of 400–600 s�1. The mean stress-
volumetric strain curve (Fig. 15.2a) and compressibility e-log p curves are shown in Fig. 15.2b, reported as the average
strain rate and average stress-strain curves. In Fig. 15.2a, the stress is plotted in logarithmic scale while the strain is plotted
in linear scale. In these semi-logarithmic plots, the stress follows approximately a two-segment linear relationship with the
corresponding strains. The first linear segment occurs within the initial 2% compressive strain, most likely due to elastic
deformation of soil grains. It is referred as soil grain-level elastic behaviour, similar to the situation under quasi-static
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Fig. 15.2 SHPB results of dry soil with different mixture levels. (a) Mean stress-volumetric strain curves; (b) compressibility e-log p curves

compression [19]. The second linear segment on a semi-logarithmic scale occurs at compressive strains larger than 4%.
It is perhaps associated with sand grain compaction through grain crushing, rearrangement of crushed fragments and intact
grains under higher pressure. This stage can be referred to as grain-level plastic behaviour. At compressive strains between
2% to 4%, there is a gradual transition region. Since the dry soil is not compacted in its natural stacking stage with minimum
disturbance during the preparation before sandwiched between two bar ends, the mean stress-volumetric strain curve of soil
has a small oscillated stage in the elastic and transition regions. However, the grain-level plastic stage shows that it deformed
in smooth curves. It is noted that the pure clay has an initial density of 1.32 g/cm3, lower than 1.52 g/cm3 for the soil, the
curve of pure clay has weak mechanical properties than that of soil contained sand. Under lower ratios of clay/sand in soil
(5:100 mix soil and 10:100 mix soil), the curves are very close to that of pure Mason sand. For other two ratio of soil mixtures
(20:100 and 100:100), the first two stages are similar to the pure clay, while it converges to the curves of pure sand and the
low ratio of clay/sand in soil during grain-level plastic stage.

Figure 15.2b shows the compressibility of dry soils as a function of pressure. The relationship is given in terms of the void
ratio, e, and the applied axial stress, ¢z, often termed as p used in the soil mechanics. The measurement of both radial and
circumferential stresses and strains in the soil sample in this work made it possible to report the relationship under high strain
rates. A linear segment clearly appears in the e-log p curves for dry soils, representing an exponent relationship between e
and p. The e-log p curve during unloading also follows nearly a linear relationship. At these high strain rates, four soils with
the clay/sand ratios of 0:100, 5:100, 10:100 and 100:100 has the close e-log p curves; while the pure clay have higher void
ratio and easier compressibility, and the 20:100 soil mixture is associated with less compressibility.

Figure 15.3 shows the average SHPB results for fully saturated soil under strain rate of 400–600 s�1. These are mean
stress-volumetric strain curve (Fig. 15.3a) and compressibility e-log p curves (Fig. 15.3b). In Fig. 15.3a, the stress is plotted
in logarithmic scale while the strain is plotted in linear scale. In these semi-logarithmic plots, the stress-strain curves are
curved. They do not follow two-segment linear stage as shown Fig. 15.2a, due to the fact that the water has carried load. The
soils mixed at four lower ratios of clay/sand have higher mechanical properties than those of pure clay and pure sand under
saturated state. At high strain level, in larger than 12% and high stress level (200–300 MPa), all curves converge and are
close to each other. It indicated that water carried more load in soil than situations for pure clay or sand.

Figure 15.3b shows the compressibility of saturated soils as a function of pressure in terms of the e-log p curves. Figure
15.3b shows a linear segment before preconsolidation, representing an exponential relationship between e and p; it becomes
curved for saturated soils. The e-log p curve during unloading also follows nearly a linear relationship. At these high strain
rates, four soils with the clay/sand ratios of 5:100, 10:100, 20:100 and 100:100 have e-log p curves close to each other,
indicating that the clay/sand ratios did not have significant effect when water in the saturated soil is capable to carry load. The
pure clay has higher void ratio and easier compressibility, and the pure sand has the lower void ratio and less compressibility.
As compared with dry soils, water plays more significant role, for load-bearing capability than the sand grains. The soil with
lower clay/sand ratios has stiffened the mechanical properties under water saturated state, and pure clay and pure sand have
reduced mechanical properties.
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Fig. 15.3 SHPB results of saturated soil with different mixture levels. (a) Mean stress-volumetric strain curves; (b) compressibility e-log p curves

15.4 Conclusions

The dynamic compressive behaviour of synthetic natural soil under stiff confinement was investigated using a long split
Hopkinson pressure bar (SHPB) at high strain rates (400–600 s�1) up to 350 MPa compressive stress. Soil samples under six
mixing ratios (Boulder clay to Mason sand) sand at 0:100 (pure clay), 5:100, 10:100, 20:100, 100:100 and 100:0 (pure sand)
at dry initial mass densities 1.52 g/cm3 were compressed at high strain rates. Fully water-saturated soil samples were also
characterized at high strain rates. Using a strain gage attached on the external surface of the confining tubes, both the bulk and
the deviatoric responses were determined. The curves of mean stress-volumetric strain and compressibility e-log p curves
under 3D stress state of soils are determined up to 32% compressive strain. Stronger saturation effects have been identified
for soil than clay and sand. The stress-strain relationships follow an exponential power relationship for dry soil. At high
level of strain and stress, water has strengthened the soil mechanical properties. These results can be analysed further for
constitutive modelling and for mesoscale simulations to understand the dynamics of soil under high pressure and high rate
deformation.
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Chapter 16
Latest Results for Elasto-Plastic Identification at High
Rates Using Inertial Impact

Sarah Dreuilhe, Frances Davis, Clive Sivour, and Fabrice Pierron

16.1 Introduction

The behavior and failure mechanisms of materials often change at high strain rates when compared with their quasi-static
response. In automotive manufacturing the use of aluminum alloys has doubled in the last decade as the introduction of
aluminum frames can reduce the body weight. During crash events these aluminum alloys can reach strain rates of 104 s�1
[1] and understanding their dynamic response is necessary to design safe vehicles. In this paper, inertial impact tests coupled
with ultra-high speed imaging and the virtual fields method were used to identify the high strain rate elasto-plastic properties
of Al6082-T6.

16.2 Materials and Methods

A series of inertial impact tests were performed using the gas gun facilities at the Solid Mechanics and Material Engineering
Group at Oxford. The gas gun was used to fire cylindrical projectiles at a nominal speed of 50 m/s. Each aluminum specimen
was L = 48 mm by w = 31 mm with a thickness of 4 mm (Fig. 16.1). A grid with a pitch of 0.6 mm was adhered to the
surface of the sample using an epoxy glue. An ultra-high speed camera (HPV-X, Shimadzu) was used to capture images of
the sample during the impact test. Light gates inside the gas gun barrel were used to trigger the flashes and a custom make
trigger between the waveguide and the projectile was used to trigger the camera. A total of 128 images were recorded using
the HPV-X at a rate of 5 Mfps.

The grid method [2] was used to obtain time-resolved maps of displacement from the collected images. The resulting
displacement was smoothed temporally using a 3rd order low pass Butterworth filter with a normalized cut-off frequency of
0.09. The smoothed displacement was double differentiated to obtain maps of the acceleration. Before calculating the strain,
the displacement was spatially smoothed using a robust filter. The calculated strains and acceleration fields were used as
inputs to the virtual fields method.
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Fig. 16.1 Schematic of the impact rig

16.3 Virtual Fields Method

The principle of virtual work is derived from an integral form of equilibrium equations [3]. Ignoring body forces the following
equation is obtained:

W�

ext‚ …„ ƒZ
Sf

T � u� dS �

W�

int‚ …„ ƒZ
V
� W �� dV D

W�

acc‚ …„ ƒZ
V
� a � u� dV (16.1)

where T is the traction vector, � is the stress tensor, a is the acceleration vector, � is the density of the material, and u� and
�� are the virtual displacement vector and associated virtual strain tensor, respectively. Assuming a state of plane stress and
imposing a virtual displacement of u�

1 D 1 and u�
2 D 0, the first integral in Eq. 16.1 will equal the average stress in the x1

direction. This set of virtual fields also cancels out the contribution of internal virtual work, Wint, leaving only the inertial
virtual work, Wacc. Replacing the integrals with discrete sums the following equation was found:

�1.x1; t/
x2 D � x1 a1.x1; t/

S
: (16.2)

In Eq. 16.2, the overbars indicate averages over the line or area specified in the superscript. By varying the value of x1,
the average stress for any transverse section can be identified from the acceleration. To identify the elasto-plastic material
parameters, a set of non-linear equations is minimized. The cost function to be minimized is sum of the squared difference
between the average stress in each section calculated from the acceleration (Eq. 16.2) and the average stress in each section
calculated using the constitutive model. The identification is iterative; the cost function is evaluated for several different
combinations of the material parameters (through the constitutive model) searching for the set of parameters that minimize
the cost function. In this study, a linear elastic model with linear hardening was used to describe the elasto-plastic response
requiring two parameters to be identified, the yield stress, �0, and hardening modulus, H.

16.4 Results and Discussion

A total of nine aluminium specimens were successfully tested at two impact different speeds. The values of the yield stress
and hardening modulus identified can be found in Table 16.1. Previous studies in the literature show that Al6082-T6 shows
limited strain rate sensitivity. This is confirmed by the present results, at least for the yield stress. The hardening modulus
for low speed impact presents very high scatter, which was expected as the value is very small and therefore, will be hard to
identify. At higher speed, the values are more stable as more plastic strain is introduced in the specimen. This can be seen
also in Fig. 16.2. At lower speeds, the maximum strains are around 3% and the strain rate maps show that the large strain
rate values only last for a few microseconds. Looking at the faster impact, plasticity builds up longer leading to much larger
strains.

In the future, optimized virtual fields which minimize the influence of experimental noise will be explored to determine
if the hardening modulus can be more accurately identified. The presentation will also report data on 316L stainless steel.
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Table 16.1 Identified plastic properties of Al 6082-T6

Low speed

Specimen name �0.MPa/ H .MPa/ Maxk1k.%/ Impact speed .m:s�1/

AL30 280 50 4.2 51

AL26 252 1173 3.5 56

AL23 264 1352 3.7 57

AL14 270 946 5.7 56

AL07 259 2095 3.3 57

Mean ˙ std 266 ˙ 9.7 1123 ˙ 661 4.1 ˙ 1.0

Quasi-static ref. ˙ std 282 ˙ 1.3 1002 ˙ 78.7 1.5 ˙ 0.03

High speed

Specimen name �.MPa/ H (MPa) Max k1k (%) Impact speed .m:s�1/

AL28 265 2081 7.1 132

AL24 276 1913 7.1 128

AL12 281 1613 7.4 130

AL11 280 1326 7.9 131

Mean ˙ std 275 ˙ 6.5 1734 ˙ 289 7.4 ˙ 0.4

Quasi-static ref. ˙ std 282 ˙ 1.3 1002 ˙ 78.7 1.5 ˙ 0.03

Fig. 16.2 Longitudinal strain and strain rate maps at some particular times
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1. Moćko, W., et al.: Compressive viscoplastic response of 6082-T6 and 7075-T6 aluminium alloys under wide range of strain rate at room
temperature: experiments and modelling. Strain 48(6), 498–509 (2012)

2. Badulescu, C., Grédiac, M., Mathias, J.D.: Investigation of the grid method for accurate in-plane strain measurement. Meas. Sci. Technol. 20(9),
095102 (2009)

3. Pierron, F., Grédiac, M.: The Virtual Fields Method: Extracting Constitutive Mechanical Parameters from Full-Field Deformation Measure-
ments. Springer, New York (2012)



Chapter 17
Mesoscale Modeling of Porous Materials Using New Methodology
for Fracture and Frictional Contact in the Material Point Method

M.A. Homel and E.B. Herbold

Abstract Using a new damage-field gradient partitioning approach to fracture and frictional contact in the material point
method (MPM) we have demonstrated a capability to produce mesh-independent predictions of particle size distribution in
simulations of comminution of brittle materials. Here, we apply this new methodology to simulate damage and dynamic
loading in mesoscale models of porous, heterogeneous materials. Simulations are validated against experimental data, and
we discuss the advantages and limitations of this new methodology.

Track: Dynamic Behavior of Materials
Session: Dynamic Behavior of Geomaterials

Keywords Material point method • Fracture • Comminution • Fragmentation • Contact • Brittle • Porous
• Heterogeneous

17.1 Background

Porous heterogeneous materials have a complex constitutive response, where continuum properties that describe the stiffness,
strength, softening, shear bulking, and compaction are governed by microscale mechanisms. For example, concrete has a
hierarchical structure with heterogeneity that spans many length scales; there are sub-micron particulates within the mortar,
coarse aggregates in the 100 micron to centimeter range, porosity with 10–100 micron pore sizes, and the possibility for
micro fractures and interface failures spanning these scales. Similarly, natural geomaterials such as sandstone and granite
may have multiple levels of porosity, aggregates of varying strength, and a distribution of initial flaws, all of which must
be accounted for to predict the material response. Advances in imaging and experimental methods continue to enhance our
understanding of the microstructure of these materials and our ability to estimate the physical properties of the discrete
phases that comprise the microstructural heterogeneity. However, even with a perfect description of the microstructure and
the properties of the individual phases, there are many technical challenges to predicting the continuum response of the bulk
material in complex loading paths.

Our focus is on mesoscale modeling of the mechanical response of these materials, whereby we explicitly resolve the
microstructure features with length scales 1-2 orders of magnitude below that of the representative volume element (RVE),
and apply a continuum description to capture the effect of features below the resolvable scale. For example, mesoscale
simulation of a 1mm3 volume of a high-performance concrete might resolve pores down to 10 microns, but the nanometer
“gel porosity” within the calcium-silicate-hydrate cement paste would be accounted for by including a compaction model in
the continuum description of the paste.

To simulate continuum compaction, damage, or softening for the bulk material it is necessary to account for fracture,
contact, large displacements, and large deformation while accurately representing the complex geometry of the mesoscale
model. As failure progresses in these materials, fracture and fragmentation cause an initially solid material to evolve into a
(locally) granular state that undergoes comminution with successive fracture and division of particulates. This complicates
the numerical solution by extending the range of length scales in the problem since the dimensions of a representative
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material element may be many orders of magnitude greater than that of the finest particles produced. Inevitably, there are
computational limitations to the range of particle sizes that can be resolved, and it is therefore necessary to use a continuum
approximation to describe the material response of a collection of the finest particles. As these particles flow, the continuum
deformation can be quite large, introducing an additional challenge to numerical simulation. Many common numerical
simulation methods are inadequate to this task, which has motivated the development of new approaches.

One promising approach is the material point method (MPM), a mixed Eulerian-Lagrangian approach in which the
material state is defined by Lagrangian particles and the equation of motion is solved on a fixed computational mesh [1–4].
This approach has four key advantages, that make it well suited for mesoscale modeling of porous heterogeneous materials.

(i) The problem geometry is initialized through particle creation, avoiding the need for mesh generation, allowing for direct
use of voxelized microCT data in defining material microstructure (cf. [5]).

(ii) The method avoids the advection errors that occur in Eulerian and ALE methods, allowing for the use of complex
constitutive models to describe the response of each phase in the material (cf. [6]).

(iii) The fixed computational mesh eliminates mesh entanglement that occurs in Lagrangian methods, allowing for robust
simulation of the large deformation that occurs when during material failure at the grain and pore scales (c.f. [2]).

(iv) The method automatically prevents interpenetration at contact surfaces, and frictional contact can be computed
efficiently—an important consideration in modeling pore collapse and compaction [7].

The traditional MPM method has two important limitations that can limit its ability to simulate the mesoscale response of
porous heterogenous materials. The first is the velocity field smearing error, which arises when particles in difference damage
states occupy the same grid cell (sharing a common velocity gradient) and which can manifest as a dependence of the
softening response on both the grid resolution and the relative velocity of the particles to the background mesh [8]. The second
limitation is that frictional contact requires an a priori partitioning of material into contact groups, which adds significant
cost to the simulation of granular materials and it does not allow for frictional “self contact” at internal pore surfaces or at
newly formed fracture surfaces. There are modifications to the MPM that address these limitations through the introduction
of explicit fracture and contact surfaces [9, 10], but such approaches have not yet been demonstrated to describe the complex
3-D crack topologies and large displacement contacts that occur in simulations of comminution of porous heterogeneous
materials. To address these limitations in the MPM, we have developed the damage-field gradient (DFG) partitioning method,
which was presented along with full algorithmic detail and verification examples in [11]. Here we will provide only a
conceptual summary of the method, and give examples to illustrate its value for mesoscale simulation.

17.2 Methods

In the material point method, strong discontinuities (i.e. fracture and contact interfaces) are accounted for by defining two
coincident computational grids, each describing a continuous velocity field, so that material on either side of an interface can
map to its own grid. The DFG-partitioning method is a way to dynamically repartition each particle into one of these two
velocity fields based on the relative location of the particle to a fracture surface. The key to the effectiveness of the method in
complex problems is that it is not actually necessary to construct or track fracture surfaces, rather the partitioning is defined
based on a smooth kernel field constructed from a scalar damage measure at each particle. Figure 17.1a shows a notional
damage field for a notched tensile test specimen, where we observe that the gradient of the damage field is normal to the
ideal fracture plane.

Figure 17.1b shows the particle partitioning around a damage field that describes a curved crack. To partition the material
into contact pairs it is necessary only to identify regions where adjacent particles have opposing damage field gradients. This
is done as part of the MPM solution algorithm where nodal masses velocities and forces are computed from the state of the
particles surrounding the node. First, the damage-field gradient is computed at each node based on the infinite norm of the
gradient field surrounding the node. Then, when particles are mapped to that node, the sign of the dot product of the particle
and grid-node gradient vectors is used to determine whether the particle maps to the A or B field at that node. In this way,
contact pairs are automatically constructed from the damage field. A separability criterion is also evaluated to ensure that
contact surfaces only form where the damage state is sufficient to represent a fracture surface.

The damage-field gradient partitioning approach can be applied to an arbitrary scalar field, and can solve the self-contact
class of problems that are challenging with an a priori material partitioning. To do this, a scalar contact flag is defined
at each particle at problem initialization, either by computing the density gradient or by “painting in” a surface flag in
algorithmically generated problem geometries (Fig. 17.2a, b). With the surface flag so-defined, the damage-field gradient
partitioning algorithm is modified slightly so that surface particles are treated as fully damaged (this does not affect the
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Fig. 17.1 Concept of the damage-field gradient partitioning showing (a) damage-field contours in a tensile bar, and (b) particle partitioning around
a curved crack (Adapted from [11])

Fig. 17.2 Self contact with field-gradient partitioning. (a) Surface flags for a granular material, (b) surface flags for a porous material, (c) effective
damage gradient and field partitioning at contact surface (Adapted from [11])

constitutive response of the surface particle), which naturally leads to separation or frictional contact at the surface, as shown
in Fig. 17.2c. Additionally, this approach accommodates frictional contact between these prescribed surface particles and the
damaged particles at fracture surfaces. In this way, it becomes possible to efficiently model fracture and subsequent granular
flow that may significantly change the contact topology relative to the initial configuration.

The performance of the DFG partitioning method was evaluated with a series of quantified verification tests, as reported
in [11]. Snapshots of the key results are shown in Fig. 17.3, which demonstrated (a) the DFG-partitioning method produces
a fracture energy consistent with the constitutive model parameters in a notched Charpy impact even as the mesh resolution
is varied, (b) the self-contact approach produces the correct response for frictional contact with large deformation and
displacement, (c) the method is efficiently implemented in a 3-D parallel code, and (d) the method produces dynamic fracture
response in agreement with experimental results. These verification results give confidence in the method when it is applied
to complex mesoscale models where the correct material response is unknown.

A key capability of the DFG partitioning method is its ability to robustly simulate comminution in brittle materials
with mesh-independent predictions of fragment velocities and size distributions compared to other methods. This was
demonstrated in [11] by simulating the crushing of a brittle disk using both a traditional single-field MPM and the DFG-
partitioning method, producing the results shown in Fig. 17.4. Here we see that the traditional “single-field” MPM solution
has a strong dependence of fracture energy on mesh resolution, manifesting in an increase in velocity and fracture surface
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Fig. 17.3 Test problems for the DFG-partitioning method from [11] to verify (a) fracture energy, (b) large-deformation frictional self-contact,
(c) 3-D fragmentation, and (d) dynamic crack propagation and branching

area (i.e. decreased fragment size) as the mesh is refined. In contrast, the DFG partitioning method gives more consistent
results at all resolutions. To our knowledge, the MPM/DFG-partitioning approach is the only method that has demonstrated
the ability to simulate comminution of brittle materials with this degree of mesh independence, making it uniquely suited
for the task of mesoscale simulation where the spatial resolution that can be used to model a single grain will generally be
limited by computational resources.

17.3 Results

To demonstrate the application of the method to mesoscale simulation, we model the compaction of a porous heterogeneous
material, defining the initial microstructure from a scanning-electron micrograph of a high-strength concrete. A thresholding
is applied to the image to extract three phases, pore space, a mortar, and a hard aggregate. The material model for each
solid phase is linear elastic-perfectly plastic with a time-to-failure fracture model and a Weibull distributed tensile strength.
The material is compressed between steel platens under a distributed compressive load, and there is a gap to allow lateral
expansion between the sample and the lateral boundaries. Figure 17.5 shows the simulation results for the compression of the
porous heterogeneous material. Initially, the failure propagates from the stress concentrations at pore surfaces and interface
failures between the mortar and aggregate. We see the fracture surfaces slide and open, producing the shear bulking effect.
As the loading continues the mortar material fragments and continues to flow, increasing the load on the hard aggregates.
Fracture in the aggregates initiates from pore surfaces, and transgranular fractures start to form. Finally the material flows to
fill the space, with force chains forming in the damaged material as it is recompressed.

This example illustrates the challenging numerical aspects in modeling failure in porous and heterogeneous materials, and
shows the capabilities of the new DFG partitioning method for this class of problems.

17.4 Conclusion

The DFG partitioning method enhances our capability for multi-scale simulation of porous brittle materials, including
geomaterials, concrete, sand, as well as the post-failure response of ceramic materials. This capability will lead to deeper
understanding of the relationship between microscale mechanisms and bulk material properties, supporting the development
of enhanced constitutive models and improving the performance of engineered materials.
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Fig. 17.4 Comminution of a brittle disk simulated using (a) the traditional single-field MPM, and (b) damage-field gradient partitioning. The
DFG-partitioning method gives more consistent results for the fragment size distribution and velocity as the mesh is refined (Adapted from [11])



102 M.A. Homel and E.B. Herbold

Fig. 17.5 Application of the MPM with damage-field gradient partitioning to mesoscale simulation. (a) Initial state of the two-phase porous
material, (b) fractures propagate through the mortar from pore surfaces and aggregate interfaces, (c) large displacement and sliding at fracture
surfaces, (d) comminution of the mortar material, and initiation of fracture in the aggregate phase, (e) propagation of transgranular fractures, (f)
stable final state under applied compressive load
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Chapter 18
Underwater Blast Response of Weathered Carbon Composite Plates

Helio Matos, Carlos Javier, James LeBlanc, and Arun Shukla

Abstract An experimental study was conducted to evaluate the response of weathered unidirectional composite plates
subjected to near-field blast loading. The composite materials in this study are carbon-epoxy composite plates with a [45,
�45]s layup and was subjected to simulated marine aging through submersion in seawater baths for 70 days at 65 degrees
Celsius in order to simulate approximately 20 years of real life operating conditions. Experiments were performed by fully
clamping the specimen plates to an air-backed enclosure in a water tank. An RP-503 explosive was placed underwater behind
the composite structure to be loaded. During the experiments, transducers measured the pressure emitted by the explosive,
and three high-speed cameras captured the entire event. Two of the cameras were placed apart facing the specimen to
measure full-field displacements through 3-D Digital Image Correlation analysis. Results show that the diffusion of water
into the composite material leads to degradation of the blast response behavior as well as a loss of flexural strength and
modulus.

Keywords Weathered composites • Accelerated aging • Property degradation • Blast loading • Digital image correlation

18.1 Introduction

In this study, an experimental investigation was conducted to evaluate the response of weathered unidirectional composite
plates subjected to near-field explosive/blast loading. This research arises from the concern of damage to naval and marine
composite structures such as ships, submarines, and underwater vehicles [1, 2]. During the service life of these structures,
their mechanical properties degrade due to the continuous exposure to an aggressive environment [3]. In undesirable
circumstances, marine structures can be further subjected to shock and/or blast loadings. If the degradation of mechanical
properties is not accounted for under these highly dynamic conditions, the damages and losses could be fatal.

The leading cause of property degradation in composites in a marine environment is the diffusion of water into the matrix
material [3]. The diffusion process is relatively well established and can be described by a diffusion coefficient that is a
function of many parameters such as temperature, the composition of resin and curing agent, fillers, and so on. The value
for diffusion coefficient, and the theoretical models used to describe the diffusion, varies in previous studies of diffusion in
composites [4–10]. The aim of this study is to better understand how a composite plate’s blast performance is affected by
long time exposure to sea water. This work experimentally analyses the dynamic response of weathered composite plates
subjected to near-field underwater blasts from explosives.
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18.2 Experimental Procedures

18.2.1 Composite Material

The composite materials used consists of four unidirectional carbon fiber sheets with a [45, �45]s layup. These materials
were manufactured by the University of Rhode Island students at TPI Composites Inc. in Warren, RI. The composites were
made from two layers of C/� 45ı biaxial carbon fabric and an epoxy resin/hardener mixture. Also, the resin/hardener is a
100/30 weight mixture of the RIMR135/RIMH137 epoxy from Momentive Performance Materials Inc. in Waterford, NY.
The epoxy mixture was drawn into the fabric by Vacuum Infusion at a constant pressure of 730 mmHg. After hardening,
curing was performed by placing the composite plate in an oven at 70 ıC for 10 h. The final product was a 1.26 mm (0.050
in) thick composite plate with 1% void content (measured in accordance to ASTM Standard D2734 [11]) and 60% fiber
volume content.

18.2.2 Weathering Facility

The composite materials are placed in a 3.5% NaCl solution (prepared in accordance to ASTM Standard D1141 [12]). Four
water heaters (Model LXC from PolyScience in Niles, IL) are used to maintain a temperature of 65 ıC. The composite
materials in this study are exposed to the salt water for consecutive 70 days. Experiments are initiated immediately after the
specimens are removed from the salt water exposure to avoid moisture loss as suggested by ASTM Standard D5229 [13].

18.2.3 Blast Facility

To perform the blast experiments, the 1.26 mm (0.050 in) thick carbon-epoxy composite plate is fully clamped inside an
1800 L (475 gallons) water tank. The water tank has an inner 45 L (12 gallons) air chamber. The composite specimen
is clamped between the water and air chambers with a 25.4 (1 in) all-around clamping width; leaving a 254 � 254 mm2

(10 � 10 in2) exposed area as shown in Fig. 18.1.
An RP-503 explosive was used to load the composite structure; it is submerged in the water, centered to the specimen,

and placed at a 152 mm (6 in) standoff distance. Two dynamic pressure transducers (PCB 138A05, PCB Piezotronics Inc.
in Depew, NY) are located next to the specimen and explosive at 152 mm (6 in) and 203 mm (8 in) distances from the
explosive. During the experiments, a Dash 8HF data acquisition system (from AstroNova Inc. in Warwick, RI) captured the
pressure data at 2 mega samples per second. Furthermore, two Photron SA1 high-speed cameras (from Photron USA Inc.
in San Diego, CA) are placed 14ı apart outside the blast facility and used to capture high-speed images of the specimen at
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Fig. 18.1 Blast facility experimental setup
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Table 18.1 Experimental cases
details

Cases Layup
Standoff
distance, mm (in)

Weathering
exposure,
days

45s_0WD [45,�45]s 152 (6) 0
45s_70WD [45,-45]s 152 (6) 70

Fig. 18.2 Logarithmic
relationship between diffusivity
and temperature

Ln(D) = ln(C) - Ea/RT
ln(C) = 13.9 [ln(mm2/s)]
Ea/R = 9302 [ln(mm2/s)K]

R2 = 0.9833

10,000 frames per second. The photographs from the high-speed cameras are captured through optically clear windows in
the tank. These images are later used for the Digital Image Correlation (DIC) analysis. The composite specimen is coated
with high-contrast speckle pattern for the DIC analysis. The experimental cases and its details are summarized in Table 18.1.
Each experimental case has been repeated three times to validate the results.

The high-speed images are analyzed using commercially available DIC software (VIC3D 7 from Correlated Solutions,
Inc., Columbia, SC) to measure full-field displacements across the viewable surface of the specimen. Previous work [14]
outlines the calibration procedures that validate the accuracy of the DIC results when capturing images through an optical
window. For this study, the in-plane displacement errors are �1%, and the out-of-plane errors are �2%.

18.3 Results and Discussions

18.3.1 Weathering

Since the activation energy (Ea) for a material is constant, a mass diffusion study can be performed at various temperatures
to obtain the acceleration factor (AF) of submersion at for the material a specific temperature. For this study, moisture
absorption was measured for composites submerged in 3.5% NaCl solutions at 5, 25, 45, 65, and 85 ıC in accordance to
ASTM Standard D5229 [13] and the logarithmic relationship between diffusivity and temperature was obtained as shown
in Fig. 18.2.

After obtaining the activation energy for the composite material, AF can be found as the ratio of working over experimental
diffusion rates as shown in Eq. (18.1) [15–17]. Additionally, the submersion experiments are performed at a constant
temperature (T1 D 338 K), but the service temperature (T2) can vary depending on application; hence, AF is application
dependent. Assuming an average ocean temperature of 16 ıC, 70 days of submersion approximates to 20 years of service.

AF D Ce� Ea
RT2

Ce� Ea
RT1

D e.
Ea
R /

�
T2�T1
T1T2

	
(18.1)
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Fig. 18.3 Composite’s center point (a) displacement and (b) velocity measured by DIC

18.3.2 Blast Response

The blast performance of the non-weathered and 70 days weathered composite plate is illustrated in Fig. 18.3 in terms of
center point displacement and velocity. At t D 0, the underwater explosive (UNDEX) is ignited. The specimen deforms
towards the camera between t D 0 and 5 ms. Soon after detonation, a cavitation bubble forms underwater and it engulfs the
specimen’s surface. Since the cavitation bubble is a vacuum, the specimen deforms out of plane towards the bubble between
t D 5 and 10 ms. At about 25 ms the bubble collapses onto the specimen’s surface causing a rapid deformation towards the
camera. Throughout the loading event, some differences are observed between the non-weathered and weathered composite.
The weathered composite reached higher displacements (in turn, higher strains) as shown in Fig. 18.3a. Also, the weathered
composite reached higher velocities, especially during bubble collapse (inferring loss of stiffness) as shown in Fig. 18.3b.

18.4 Conclusions

This work experimentally analyzed the dynamic response of weathered composite plates subjected to near-field underwater
blasts from an RP-503 explosive. This work shows that weathered composites have degraded dynamic properties; leading to
higher deformation and velocities when subjected to explosive loading. Moreover the higher velocities infer a loss of stiffness
that could not be accomplished through saturation alone; hence, there are further degradation mechanisms in play.
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Chapter 19
Characterization of a Visco-Hyperelastic Synthetic Gel for Ballistic
Impacts Assessment

A. Bracq, G. Haugou, B. Bourel, R. Delille, C. Maréchal, F. Lauro, S. Roth, and O. Mauzac

Abstract Understanding the human body response during impact has become a primary concern, especially in the field
of ballistic impacts. Among various materials employed as human body substitutes, synthetic gel named SEBS is used
in the present study. Mechanical characterization from quasi-static to very high strain rates are performed allowing the
constitutive modeling of the gel material and its implementation in an explicit finite element code. Tensile testing are
completed using appropriate tensile fixtures and specific strain measurement and point out a hyperelastic behavior (strain over
300%) with strain rate sensitivity. Compression tests are performed from static strain rates to dynamic strain rates using for
very high strain rates polymeric split Hopkinson bars and high-speed imaging. Mooney-Rivlin hyperelastic material model
with specific strain rate dependence is implemented using optimization process by inverse method of dynamic compression
testing results for material parameters identification. The material law is employed during modeling of direct impact of less
lethal kinetic energy projectiles over various velocities and gives satisfactory results compared to the experimental impact
analysis.

Keywords Soft tissue simulant • Mechanical characterization • High strain rate • Constitutive modeling • Impact
modeling

19.1 Introduction

The past decade had seen the rapid increase in ballistic impact studies, especially to understand the human body response,
as well as to improve protective equipment. Among various materials employed as human body substitutes such as ballistic
gelatin, clay and rubbers, a synthetic gel named SEBS (styrene-ethylene-butylene-styrene) has shown many benefits such as
its transparency, mechanical consistency and environmental stability [1, 2]. Then it leads the French Ministry of the Interior to
adopt this soft material as tissue simulant for blunt ballistic impact analysis. Although gel transparency allows direct impact
analysis using high-speed camera and provides information on the back face deformation as wall displacement, volume of
deformation, these macroscopic information do not allow a direct evaluation of a blunt ballistic trauma. Thence the authors
focus their research on the use of numerical tools as finite element method for impact modeling to obtain more accurate
data and extend information as strain, strain rate, pressure. Indeed, recent studies have studied ballistic blunt trauma and
more precisely behind armor blunt trauma (BABT) through finite element modeling [3, 4]. However to obtain proper data,
a material model must be determined to correctly describe its mechanical behavior over a large range of strain rates with
experimental tensile and compressive testing.

The compliant nature of the gel and its low mechanical impedance require the use of adequate device. A previous research
on SEBS gel depicts an interesting fixture design as well as strain measuring method to obtain valid and expendable tensile
testing. Moreover, authors have dedicated their study on the mechanical characterization of the SEBS gel in compression at
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high strain rates [5]. They use the well-known Hopkinson bars or Kolsky bars to obtain the material response [6]. As several
authors, polymeric split Hopkinson bars are adopted to correctly characterize the compressive behavior of such soft materials
at very high strain rates [7, 8]. However, literature review is not sufficient to obtain usable true stress-strain curves over a
wide range of strain rate for the studied material. Actually, SEBS gel is obtained by mixing SEBS powder and mineral oil
producing 30 wt% SEBS with a styrene/elastomer ratio of about 30/70. Consequently tensile and compressive testing are
performed at very high strain and strain rates using dedicated machine and measuring system.

19.2 Experimental Study

Based on literature, tensile testing are conducted using aluminum fixture with a specific design including the tensile sample
[2]. Indeed, fixture shape allows to the sample to be only maintained by its shoulders. Black spots are drawn on the specimen,
their local deformation leads to calculate the true stress-strain response. Actually, through the use of high-speed camera,
measuring the black spot deformation, it results in the longitudinal and transverse strain measurements. It conducts to
the validation of incompressible material assumption, quasi-constant engineering strain rate as well as homogeneity of
deformation. Several tests are performed from 0.07 to 59.5 s�1 and true stress-strain curves at different strain rates are
presented in Fig. 19.1 (left). It can be highlighted that the material has a hyperelastic behavior (strain over 300%) with a
strong strain rate dependence. Conventional compressive tests are also completed over a range of strain rate. It is important
to note that, despite the use of lubricant, only engineering stress-strain curves can be presented until 40% strain in Fig. 19.1
(right). Likewise, a strain rate sensitivity is pointed out, where the stress increases with the strain rate.

During ballistic impacts, the gel block used as soft tissue simulant is subjected to very large compressive at dynamic
strain rates. Therefore, extensive effort is made to characterize the material at very high strain rates. Polymeric split
Hopkinson pressure bars (SHPB) of 20 mm in diameter are employed along with high-speed camera to observe the specimen
deformation during loading. Dedicated data processing software is adopted to determine the material response through the
analysis of strain gauges recording data placed on the input and output bars.

Experimental apparatus and material low impedance result in the gel mechanical response from 440 to 1520 s�1. Figure
19.2 presents typical strain gauges raw signals allowing the material characterization. However, even though multitude of
precautions are undertaken, high-speed imaging reveals non-homogeneous deformation during loading which prevents the
use of stress-strain curves determined at high strain rates for direct material constitutive modeling. Nevertheless, modeling
compressive testing, especially the Hopkinson bars can be employed to identify material model parameters and will be
depicted afterwards.
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19.3 Numerical Study

As experimental testing highlights a hyperelastic behavior, the authors take an active interest in hyperelastic material models.
Ogden material model is one of the most use to describe non-linear material response until 600–700% strain [9]. This model
can be described with a strain energy density function Eq. (19.1) based on principal stretch.
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For particular values of material constants (N D 2 ,’1 D 2 ,’2 D � 2), Ogden model can be reduced to the Mooney-Rivlin
material model [10]. This latter model is chosen for the few parameters to identify. Each mechanical testing is assumed to
be at constant strain rate. In such case, model parameters can be identified for each strain rate. �1 parameter is constant
and is identified from tensile testing. On the other side, �2 is function of strain rate and its identification is based on
compression testing. Each �2 parameter considered at constant strain rate is determined through the use of multi-objective
optimization using global response surface method. Load measurements and strain gauge recording data are used to find
a suitable parameter respectively for each quasi-static and high strain rate. The implementation of such constitutive model
with special care for strain rate filtering is conducted in the explicit finite element code Radioss (Altair Hyperworks). In a
concern of blunt trauma assessment, the authors decide to replicate on gel block the impact conditions of Bir reference cases,
which are performed on postmortem human subjects (PMHS) [11]. These tests consist in the impact of round rigid projectile
on the mid-sternum of PMHS. They represent important information in terms of autopsy results and quantitative data (load,
sternum deflection). Model validity is evaluated by comparing experimental and numerical impact testing on gel block at
different impact velocities. Figure 19.3 illustrates qualitative comparison of experimental impact (left) of 140 g projectile
with 37 mm in diameter on gel block of size 25 � 25 � 25 cm, at 20 m/s and numerical modeling (right). It can be affirmed
that numerical modeling and consequently constitutive material law is correctly described with an excellent representation
of gel deformation.

To go further on the model effectiveness, experimental and numerical impact testing are carried out at several velocities:
12, 20 and 30 m/s. Gel wall displacement in function of time is chosen to correlate experimental and numerical testing (see
Fig. 19.4). This comparison highlights satisfactory model abilities to describe blunt ballistic impacts by considering finite
element modeling limits at very high deformation.

19.4 Conclusion

With an aim of assessing blunt ballistic trauma through the use of soft tissue simulant, mechanical characterization testing
are performed on SEBS gel sample at various strain rates. Hyperelastic behavior with strain rate sensitivity is pointed out
through specific tensile and compressive testing. Very high strain rates (until 1520 s�1) are achieved using polymeric SHPB
system. Numerical tools are adopted and a material constitutive law is implemented in the explicit code Radioss. Mooney-
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Fig. 19.3 Experimental (left) and numerical (right) impact testing on gel block at maximal deflection
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Fig. 19.4 Experimental and numerical gel wall displacement in function of time at impact velocities: 12, 20 and 30 m/s

Rivlin hyperelastic model is chosen and parameters are identified through the use of optimization by inverse method. Each
mechanical testing and its numerical modeling are used to identify each parameter associated to a constant strain rate.
Considering strain rate dependence in the constitutive model, experimental and numerical replications of Bir reference
cases on gel block are performed at various impact velocities. Qualitative and quantitative data prove the model abilities
to reproduce accurately blunt ballistic impacts. Therefore, extensive study on the evaluation of injury risk will be the focus
of future investigations.
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Chapter 20
On the Microstructural Aspects of Shock Induced Failure in Magnesium
Alloys

C.L. Williams, J. Ligda, L. Farbaniec, and N. Krywopusk

Abstract The microstructural aspects of shock induced plasticity and consequent failure in metals were studied using
AZ31B and AMX602 magnesium alloys which were mechanically processed via Equal Channel Angular Extrusion
(ECAE) and Spinning Water Atomization Process (SWAP) respectively. Results show that microstructure and microstructure
evolution can strongly influence the mechanical response and consequent failure of these materials. Failure in both ECAE
processed AZ31B-4E and AZ31B-4B/C magnesium alloy was dominated by debonding of the matrix magnesium from large
Al-Mn-rich intermetallic inclusions and/or cracking of inclusions after the passage of shock stresses ranging from 1.5 to
4.5 GPa. However, the failure characteristic in the SWAP AMX602 magnesium alloy was distinctly different from that of
the AZ31B magnesium alloy for the similar shock stress range. Numerous isolated cracks were observed around the spall
plane possibly emanating from nucleation sites other than the Al2Ca intermetallic inclusions in AMX602. The spall surfaces
of the AMX602 samples were striated possibly due to corrosion of the SWAP powder prior to green-compaction. Mixed-
mode failure was observed in all three materials possibly due to homogeneous and heterogeneous nucleation, growth, and
coalescence of nanovoids and microvoids respectively.

Keywords Microstructure • Magnesium • Failure • Spall • Intermetallic

20.1 Introduction

The relative high strength-to-weight ratio of magnesium alloys has drawn considerable attention in high strain-rate
applications such as those experienced in shock compression. However, the response of magnesium (Mg) and magnesium
alloys under shock compression has not been extensively explored when compared to other lightweight metals such as
aluminum. Magnesium has a hexagonal closed pack (HCP) lattice structure and therefore, has limited slip systems compared
to their Face Centered Cubic (FCC) and Body Centered Cubic (BCC) counterparts. Due to their limited slip systems, they
are relatively difficult to form mechanically at room temperature, which makes their use in practical applications very
challenging.

Deformation slip in magnesium occurs on the basal, prism, and pyramidal planes. The Critical Resolve Shear Stress
(CRSS) for basal slip in Mg at room temperature is quite low, approximately 1 MPa and therefore, basal slip is the dominant
deformation mode [1]. In addition to basal slip f0001gh�12–10i, other secondary slip systems such as prismatic f10–10gh11–
20i and pyramidal f10–11gh11–20i slip can be activated at slightly elevated temperatures. Similar to basal slip, the Burgers
vector for slip on the prismatic and pyramidal planes is in the hai direction. Therefore, basal, prismatic and pyramidal slip
systems represent only four independent slip systems and hence cannot accommodate deformation along the hci direction
and do not satisfy the five independent slip systems required for arbitrary homogeneous deformation [2]. In order to satisfy
the von Mises criterion [2], hc C ai slip or deformation twinning may be activated.

Shown in Fig. 20.1 are the f10–12gh10–11i extension and f10–11gh10–12i contraction twinning systems commonly
observed in HCP materials such as Mg alloys with f10–12g extension twins being the dominant deformation mode at
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Fig. 20.1 f10–12gh10–11i
extension and f10–11gh10–12i
contraction twinning systems
commonly observed the HCP
materials

low temperatures. In addition to the extension and contraction twinning systems, double twinning can also occur in HCP
materials. For double twinning, the contraction twin of the f10–11g type is nucleated first then an extension twin of the
f10–12g type is nucleated within the contraction twin. Fracture has previously been observed to originate largely from
compression twins or shear bands that develop from compression twins [3–5].

The f10–12g extension twin plays an extremely important role on the shock response of magnesium alloys. When the
HCP lattice is compressed along the basal plane, extension twins are nucleated and then reorients with respect to the parent
grain by 86.3ı. The reoriented lattice of the twinned region is favorable to de-twinning during tensile release along the c- axis
of the twinned region. Recent shock studies by Renganathan et al. [6] on single crystal magnesium show distinctly different
shock response between the a-axis and c-axis. They found that the single crystal Mg exhibited strong anisotropy under shock
compression and release. The release portion of the velocity profile was featureless for a-axis loading which is in contrast to
the structured feature observed for c-axis.

The shock response of magnesium and magnesium alloys has not been well characterized when compared to other metals
such as aluminum, copper, or titanium. However, some limited work on magnesium and magnesium alloys exist in the
open literature. For instance, Schmidt and his colleagues [7] studied the spall response of AZ31B-H24 at room temperature
conditions and reported a spall strength value of approximately 1.5 GPa at the onset of incipient spall. Furthermore,
McQueen et al. [8] estimated the spall strength of AZ31B from the free surface velocity profiles obtained by Marsh [9] to be
approximately 0.8 GPa. Kanel et al. [10] studied the effects of initial temperature on the spall strength of Mg95 (99.95% Mg
by weight) and found that as the initial temperature approaches the melting point of Mg95, the spall strength drops due to the
spontaneous nucleation of point defects at elevated temperatures. Also, the effect of microstructure on the shock response of
Elektron 675 was studied by Hazell et al. [11] and their research show that the spall strengths in the extrusion direction were
higher than those obtained in the normal direction due to the presence of striations of small grains. Recent work by Farbaniec
et al. [12] showed that the strengthening of AZ31B-4E magnesium alloy by ECAE-processing resulted in adverse effects
on its microstructure and spall behavior because of the process-induced cracking of intermetallic inclusions and their weak
interface strengths. This ongoing research will improve the current knowledge on the shock response of two magnesium
alloys processed via ECAE and SWAP.

20.2 Materials and Methods

The 152.4 mm � 152.4 mm � 12.7 mm ECAE plate was obtained by extruding AZ31B-H24 through a die using a hybrid 4E
route. The 4E route implies that the plate was rotated about the plate normal by 180ı after the first pass, 90ı after the second
pass, and 180ı after the third pass (a total of four passes [13]). The plate processing temperature was varied from 498 K during
the first two passes then was dropped to 473 K on the last two passes. The extrusions were performed with a backpressure
of ranging from 4.14 to 6.89 kPa and the extrusion speed was 4.6 mm/min. The nominal grain size resulting from the ECAE
process was approximately 3 �m. A similar extrusion procedure was employed for producing the AZ31B-4B/C square bar
using the 4B/C route. Recovery specimens with dimensions of 19 mm diameter and 3 mm thick were fabricated using wire
electro-discharge machining (EDM) from the through-thickness direction of the plate and bar. Listed in Table 20.1 are the
measured density and wave speeds from which the elastic constants were calculated. The values listed in Table 20.1 are
consistent with those reported in the open literature.

On the other hand, the AMX602 plate was obtained from noncombustible AMX602 magnesium alloy ingot using
the SWAP process [14]. The resulting AMX602 powder was then green compacted and hot extruded to produce a
25 mm � 102 mm plate. The nominal grain size resulting from the SWAP process was less than 0.8 �m. Similarly, recovery
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Table 20.1 Measured wave speeds, density, and calculated elastic constants for AZ31B-4E

Long. wave speed Shear wave speed Density Bulk modulus Lame’s constant Elastic modulus Shear modulus Poisson ratio
CL (km/s) CS (km/s) ¡ (kg/m3) K (GPa) œ (GPa) E (GPa) � (GPa) v

Average 5.820 3.065 1773.75 37.867 26.758 43.596 16.664 0.308
Std. dev. 0.020 0.009 5.355 0.218 0.211 0.136 0.054 0.001

Table 20.2 Measured wave speeds, density, and calculated elastic constants for AMX602

Long. wave speed Shear wave speed Density Bulk modulus Lame’s constant Elastic modulus Shear modulus Poisson ratio
CL (km/s) CS (km/s) ¡ (kg/m3) K (GPa) œ (GPa) E (GPa) � (GPa) v

Average 5.701 3.220 1806.35 33.737 21.251 47.413 18.729 0.266
Std. dev. 0.020 0.008 1.163 0.022 0.014 0.031 0.012 –

Fig. 20.2 Pole figures for (a) AZ31B-4E magnesium alloy and (b) AMX602-SWAP magnesium alloy

specimens with dimensions of 19 mm diameter and 3 mm thick were fabricated using wire electro-discharge machining
(EDM) from the through-thickness direction of the plate. Listed in Table 20.2 are the measured density and wave speeds
from which the elastic constants were calculated.

20.3 Experimental Techniques

Ex-situ (recovery) shock experiments were conducted using a single stage 102 mm (slotted bore) diameter gas gun. All
recovery experiments were executed using the standard plate impact technique, which was previously described by Williams
et al. [15, 16]. All plate impact experiments for this investigation were symmetric, that is, both flyer and target materials
were identical. A series of charged pins were used to determine the flyer velocity and the uncertainty associated with the pin
positions was determined to be less than 1.0 � 10�4 mm, corresponding to an accuracy associated with the final velocity of
the flyer of less than 2%. Laser alignment was used to determine the tilt, which was normal to within 0.5 mrad.

20.4 Results

The nominal Hugoniot Elastic Limit (HEL) for the AZ31B-4E and AMX602 were previously determined from in-situ shock
experiments to be approximately 0.181 ˙ 0.003 GPa [12] and 0.187 ˙ 0.012 GPa [17] respectively. The corrected spall
strengths for AZ31B-4E and AMX602 were estimated at various shock stresses ranging from approximately 1.5 GPa to
5.0 GPa in accordance with [18] to account for elastic-plastic effects. The corrected spall strength for the AZ31B-4E samples
exhibit approximately 5% reduction between 1.7 GPa and 4.6 GPa shock stress [12]. However, the AMX602 samples show
an 8% increase in the spall strength as a function of shock stress [17] similar shock stress range. The spall strength as a
function of shock stress of the AZ31B-4B/C material is yet to be determined.

The pole figures for as-received AZ31B-4E and AMX602-SWAP are shown in Fig. 20.2. The c-axis in Fig. 20.2a is
oriented almost parallel to the normal direction (normal to the plane of the pole figure), which in this case is the shock
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Fig. 20.3 SEM micrographs of the residual microstructure of AZ31B-4E shock loaded to �1.3 GPa (�300 m/s). Spallation in the interior of the
sample is shown in Fig. 20.3a. The areas labeled (a), (b), and (c) in Fig. 20.3b are shown in higher magnifications in Fig. 20.3c.

loading direction for the AZ31B-4E. However, the AMX602-SWAP exhibits a fiber texture with the c-axis oriented about
the extrusion direction; the shock direction in this case is also the plate normal direction. Pole figure for the AZ31B-4B/C

material is yet to be determined. Ex-situ recovery experiments were conducted on all three materials in accordance with the
techniques employed by Williams et al. [16] to study spall failure characteristics and identify failure initiation sites in all
three magnesium alloys.

The Scanning Electron Microscopy (SEM) micrographs in Fig. 20.3 show the residual microstructures of AZ31B-4E
shock loaded to approximately 1.3 GPa (�300 m/s). The AZ31B-4E sample failed internally by spallation but did not
separate into two halves as shown in Fig. 20.3a. Large aluminum-manganese-rich (Al-Mn) intermetallic inclusions are widely
distributed throughout the AZ31B-4E microstructure (Fig. 20.3b). These intermetallic inclusions crack and de-bond from the
matrix magnesium under shock compression as shown in Fig. 20.3b, c and are potential failure initiation sites for spallation.
The spalled sample shock loaded to approximately 1.7 GPa also suggests that these intermetallic inclusions act as initiation
sites for spall failure (Fig. 20.4). It is clearly evident from Fig. 20.4 that the spall surface is populated with these intermetallic
particles. As a consequence, they are perhaps responsible for the reduction in the spall strength as a function of shock stress
between 1.7 and 4.6 GPa reported by Farbaniec et al. [12].

Recovery experiments were also conducted on AMX602 magnesium samples in order to study the spall failure
characteristics. As shown in Fig. 20.5a, the sample shock loaded to 0.8 GPa (�200 m/s) exhibited numerous isolated cracks
in the vicinity of the spall plane; spanning approximately 1500 �m. The cracks are normal to the shock loading direction.
Some of these isolated cracks are connected by smaller cracks, which are almost parallel to the shock direction as revealed
in Fig. 20.5b. A magnified view of the crack interior is shown in Fig. 20.5c and it reveals a mixed-mode failure consisting
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Fig. 20.4 SEM micrographs of the spall surface for the recovered sample shocked at approximately 1.7 GPa (�400 m/s). (a) Location of the spall
surface under interrogation, (b) an enlargement of the area labeled (b) in Fig. 20.4a, c an enlargement of the area labeled (c) in Fig. 20.4a revealing
Al-Mn-rich intermetallics

Fig. 20.5 SEM micrographs of the (a) residual microstructure of the failed AMX602 magnesium shock loaded to approximately 0.8 GPa
(200 m/s). (b) An enlarged view of two vertical cracks in (a) connected by a horizontal crack. (c) A magnified view within the crack shown
in (b)

Fig. 20.6 SEM micrographs of the failed AMX602. (a) Recovered sample shock loaded to approximately 1.7 GPa (400 m/s). (b) A magnified
view within the striated region shown in (a). (c) A magnified view of (b) showing voids within the striated region

of microvoids and nanovoids. The cause of the nanovoids is yet to be explored but may have resulted from homogeneous
nucleation from the nano size intermetallic Al2Ca inclusions or vacancies. Furthermore, at 1.7 GPa (�400 m/s) shock stress,
the sample totally separated by spallation and the failed surface is striated as shown in Fig. 20.6a. A closer look at the striated
surface (Fig. 20.6b) reveals nanovoids as shown in Fig. 20.6c.

The AZ31B-4B/C magnesium samples were shock loaded to approximately 0.8 GPa (�200 m/s) and 1.7 GPa (�400 m/s)
in order to study the failure characteristics. At 0.8 GPa shock stress, there were no visible sign of spallation. However, the
failure character was similar to that observed in the AZ31B-4E magnesium. Cracking and debonding of the Al-Mn rich
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Fig. 20.7 SEM micrographs of the failed AZ31B-4B/C. (a) Recovered sample shock loaded to approximately 0.8 GPa (200 m/s) and recovered
sample shock loaded to approximately 1.7 GPa (400 m/s)

intermetallic inclusions from the matrix magnesium were generally observed as shown in Fig. 20.7a. Similar observations
were made for the sample shock loaded to approximately 1.7 GPa but in this case spallation was evident in the interior of the
material. Also, Cracking and debonding of the Al-Mn rich intermetallic inclusions from the matrix magnesium were quite
severe (Fig. 20.7b).

20.5 Summary

Recovery experiments and SEM analyses show that the large manganese-rich particles present in both AZ31B-4E and
AZ31B-4B/C magnesium alloys acted as failure initiation sites, which perhaps is responsible for the reduction in spall strength
of the AZ31B-4E. Also, the spalled surface of the AZ31B-4E magnesium exhibited mixed-mode failure by nanovoids and
microvoids. In contrast, the AMX602 magnesium shock loaded to 0.8 GPa exhibited multiple cracks within a wide region
and mixed mode failure was observed within the cracks. However, the spalled surface created at approximately 1.7 GPa was
striated with nanovoids within the striated surface. The aforementioned results warrant further in-depth studies to determine
the reasons for nucleation of nanovoids in both materials and also the reasons for the striated failed surface in the AMX602
magnesium alloy.
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Chapter 21
High Speed Imaging Techniques to Study Effects of Pressure Waves
from Detonating Explosive Charges on Biological Materials

Thuvan Piehler, Nicole Zander, Rohan Banton, Richard Benjamin, Ray Sparks, Kimberly Byrnes, Josh Duckworth,
and Ben A. Bahr

Abstract Threshold shock-impulse levels required to induce cellular injury and cumulative effects upon single and/or
multiple exposures are not well-characterized. There are very few in vitro experimental model with blast pressure waves
generated by using explosives in the laboratory for investigating the effects of primary blast induced traumatic brain
injury. Hence, it is critical to develop a reliable experimental research tool in the laboratory to study how functional and
structural alteration or damage at the cellular and tissue levels following explosive blast impacts for future improvement
of detection and subsequent treatment and protection. US Army Research Laboratory (ARL) developed the unique in vitro
indoor experimental platform that uses military explosive charges to accurately represent battle-field blast exposure and to
probe the effects of primary explosive blast on dissociated neurons and tissue slices. We believe this is one of the controlled
experimental methods to analyze, characterize primary explosive blast induced cellular injury, and understand threshold
injury phenomenon.

Keywords High speed imaging • Pressure waves • Explosive charges • Neurons • Tissues

21.1 Introduction

There are very few in vitro experimental models with blast pressure waves generated by using explosives in the laboratory
environment for investigating the effects of primary blast-induced traumatic brain injury. Hence, it is critical to develop
a novel in vitro indoor experimental model that uses military explosive charges to more accurately represent battlefield
blast explosives and to study how functional and structural alteration or damage at the cellular and tissue levels following
real explosive blast impacts cognitive performance for future improvement of detection and subsequent treatment of mild
traumatic brain injury, as well as improving personal blast protection equipment for our soldiers.

21.2 Experimental Setup

All explosive tests were performed in a 6- � 10- � 6-m blast room certified for testing up to 25 g of explosive. Figure
21.1 shows a schematic of the overall experimental setup. Neuronal cell cultured samples or tissue slices were contained
in a water-filled aquarium (30.5 � 34.5 � 65 cm, poly methyl methacrylate (PMMA) construction aquarium) (Fig. 21.2a).
The thickness of the aquarium walls was 0.2 cm. The tank was filled with water maintained at 37 ıC by a heating element
coupled to a small stirring device. The clear walls of the aquarium enable a visual record of the water shock passage and its
interaction with the cell cultured samples.
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Fig. 21.1 Schematic of the experimental setup showing the positions of cyclotrimethylenetrinitramine (RDX) explosive charge, aquarium tank,
and sample

Fig. 21.2 Spherical RDX charge: (a) matching hemispherical charges (b) fully assembled 1.7-g spherical charges

Fig. 21.3 Blast-induced injury of cells: (a) Side–on pressure measurement setup, and (b) Face-on pressure measurement setup. Both (a) and (b)
show the location of pressure sensors with samples submerged in aquarium tank before each test

Spherical cyclotrimethylene trinitramine Class 5 (C3H6N6O6; RDX Class V, 1.7 g weight) charges are composed of
matching hemispherical charge and used to generate the primary blast. Each hemispherical charge has a nominal mass of
0.85 g and is pressed to a density of 1.77 g/cm3 (98.4% theoretical maximum density, TMD). Figure 21.2a shows matching
hemispherical charges and Fig. 21.2b shows an assembled spherical charge of RDX. The spherical RDX explosive charge
detonates 116 cm above the ground with RP-87 detonators.

Three piezoelectric high-frequency dynamic pressure sensors (ICP model 102A, PCB Piezotronics Inc., Depew, NY) were
modified for underwater use and used to measure the shock wave pressure histories at a position of 2 cm above the cultured
samples using a custom-designed pressure gauge holder. For cellular blast impact study, all pressure gauges were mounted
on top of the cell culture plate with a custom-designed lid, submerged approximately 10.2 cm underwater, and positioned
side-on to the blast wave direction. The caps were designed such that the pressures in different rows or columns of the well
plate could be measured by moving the pressure sensors to the desired locations (Fig. 21.3a). For tissue slice blast impact
study, all pressure gauges were mounted on top of the tissue sample bag, submerged in the aquarium approximately 10.2 cm
under water, and positioned face-on to the blast wave direction (Fig. 21.3b). Two free-field air-blast pencil probes (model
137A23, PCB Piezotronics Inc., Depew, NY) were positioned in front of the aquarium to measure the free-field air-shock
pressure before the shock wave entered the water medium Pressure-time history traces, peak overpressure, high speed images
were recorded for each blast.
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Fig. 21.4 Typical side-on pressure-time history signature recorded in air at 45 cm standoff distance
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Fig. 21.5 Typical side-on pressure history signature in water at 45 cm standoff distance from RDX explosive

21.3 Results

Details of the blast-induced cellular injury experimental procedures and results have been previously reported [1–4]. Figure
21.4 illustrates a side-on pressure-time history (molecules in the leading shock are not reflected by the gauge element)
observed in air at a 45 cm standoff distance from the point of initiation. The peak pressure was measured at 55 kPa. Figure
21.5 shows a typical side-on pressure history in water measured above the sample well plate for the same standoff distance of
45 cm. The peak pressure was measured at 84 kPa. The time duration of the pressure excursion was approximately 100 �s.

In work with neurons, physical insults from explosive blast created axonal beadings and caused an influx of sodium ions.
Figure 21.6 shows images of the neuron morphology of sham (Fig. 21.6a), and injured cells (Fig. 21.6b) following multiple
blast exposures of ca. 10 psi. There is evidence of a couple of axonal beads in the control and sham cells but significantly
more beading is present in the injured cells.

21.4 Conclusions

A comprehensive experimental approach to investigate the primary blast effects on brain cells is reported. The work involved
an accurate modeling of the RDX explosive for blast wave propagation and interactions with the 24-well plate. More real-
time or near real-time points are needed to better elucidate the mechanical injury mechanisms, particularly in the case of
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Fig. 21.6 Morphology of cells 24 h after exposure to multiple explosive blast of ca. 10 psi. (a) Sham cells that were transported to blast site but
were not injured, and (b) injured cells subjected to multiple blast. Arrows denote locations of selected axonal beads. Scale bars represent 50 �m.
Inset displays magnified image of beads. Inset scale bars represent 10 �m

repeated blast injury. Finally, the development of threshold parameters for cell injury and death are needed. Together, this
information can help aid in the treatment and diagnosis of brain injuries, as well as in the design of better head protective
equipment.
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Chapter 22
Computational Study on the Driver Section Design of an Explosively
Driven Conical Shock Tube

Joel B. Stewart

Abstract The work presented in this paper investigates the use of a shock tube designed to propagate a shock wave through
the air (commonly denoted as “air blast”) resulting from the detonation of an explosive charge. This explosively driven
shock tube has a conical geometry, which allows for the use of relatively small charges to approximate the Friedlander
waveform due to the free-field detonation of much more massive explosive charges. Both previous experimental data and
new computational work are presented to illustrate the influence of various design parameters of the shock tube’s explosive
charge and driver section—the portion of the tube that confines the explosive charge and transitions to the main tube section
confining the flow—on the resulting air blast.

Keywords Air blast • Shock tube • Hydrocode • Explosively driven shock tube • Explosive

22.1 Introduction

Shock tubes have been used for centuries to provide controlled environments for the propagation of shock waves through
fluids and the study of the interaction of these waves with structures of interest [1]. Shock tubes generally fall under the
category of either compression-driven shock tubes, which generate the air blast using high pressure gases combined with
burst discs, or explosively driven shock tubes, which generate the air blast by detonating explosive charges. Each category
of shock tube has its own set of advantages and disadvantages, which have been discussed elsewhere (e.g., [2]) and will not
be touched on in this paper.

This paper is concerned with the design of explosively driven shock tubes.1 There are various parts that comprise an
explosively driven shock tube and, in this paper, some basic components will be denoted as follows:

1. Explosive driver charge – the explosive material used to generate the air blast
2. Driver section – the portion of the tube that confines the explosive charge and transitions to the channel section

(a) Driver housing section – the part of the driver section that houses the explosive charge and includes the entry of the
shock tube

(b) Driver transition section – the part of the driver section that connects the driver housing section to the channel section
of the shock tube

3. Channel Section – the portion of the shock tube designed to confine the air blast

Stewart and Pecora [4] investigated the use of a 17ı (full angle) conical shock tube with an explosive driver charge to
approximate the free-field shock wave moving through air due to a large (relative to the explosive driver charge) explosive
detonation. The computational study presented in this paper seeks to build upon the previous research by looking in more
detail at various modifications to the explosive charge and driver section in an explosively driven 10ı (full angle) conical
shock tube. Specifically, the influence of these modifications on the air blast downstream of the shock tube’s driver section
will be investigated.

1The work presented in this paper is drawn from a larger effort documented by the author in an internal ARL technical report [3].

J.B. Stewart (�)
US Army Research Laboratory, Aberdeen Proving Ground, MD, 21005, USA
e-mail: joel.b.stewart2.civ@mail.mil

© The Society for Experimental Mechanics, Inc. 2018
J. Kimberley et al. (eds.), Dynamic Behavior of Materials, Volume 1, Conference Proceedings
of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-62956-8_22

127

mailto:joel.b.stewart2.civ@mail.mil


128 J.B. Stewart

22.2 Computational Approach

The Lawrence Livermore National Laboratory shock physics code ALE3D [5] was used for all computations shown in
this paper. All computations were performed in 2D axisymmetry with 0.5 mm per square computational zone. This mesh
resolution resulted in problems sizes of approximately 10 million elements. The Arbitrary Lagrangian Eulerian (ALE)
formulation was used in all calculations to weight the mesh toward the steel shock tube walls as well as toward the shock
front by assigning a higher weight to the artificial viscosity in the air. All pressures listed in this paper are overpressures and
all reported impulses are obtained by integrating these overpressures over time (i.e., impulse per unit area).

Pressure time histories due to air blast have a distinct shape in the mid and far fields (i.e., the regions beyond the fireball
where all loading is due to the air shock, rather than some combination of the air shock and product gases). Friedlander [6]
suggested an equation to describe the shock profile that agrees well with experimental pressure data in the far-field region of
a free-field blast environment. In the mid-field region (i.e., beyond the fireball but where the peak incident overpressures are
still large–greater than 14.7 psi), Dewey [7] recommended the following modified form of the Friedlander waveform:

P.t/ D PSe�˛t
�
1 � t

tC
	
; (22.1)

where P is the time-dependent overpressure at the gauge location, PS is the peak overpressure, t is the time after the air blast
arrival, tC is the positive phase duration, and ˛ is a fitting parameter (the original Friedlander equation may be recovered by
setting ˛ D 1=tC).

The Friedlander waveform is an idealized representation of a free-field air blast, without any influence of shock reflections
(either from the ground or from shock tube surfaces). Since the shock tube is a tool designed to approximate the free-field air
blast, it is instructive to compare the shock tube data in the mid-field region back to a modified Friedlander waveform.
Therefore, in some of the plots presented in the following pages, shock tube experimental and computational data are
compared against the modified Friedlander waveform of Eq. (22.1). For the comparison, the peak overpressure, PS, and
the distance from the charge to the gauge location are obtained from the experiment or computation while the corresponding
values of tC and ˛ are obtained from ConWep [8]. The air blast time of arrival, t0, is adjusted to line up with the data being
compared against (typically t0 needs to be adjusted on the order of 10% to line up with the shock tube data).

Prior to conducting a computational study on geometries for which no experimental data exist, an attempt was made to
ensure that the experimental data presented in reference [4] for a 17ı (full angle) conical shock tube could be replicated
computationally with reasonable accuracy. The shock tube in that article was 1.933 m long and used a 14.5 g cylindrical
composition C4 (C4) driver charge, 28.2 mm in diameter and 15.2 mm long, placed with its rear surface flush with the entry
of a conical steel driver section. The minimum diameter at the entry of the driver section was 32.0 mm, with a 101.6 mm
outer diameter, which transitions after 233.2 mm to the constant 4.8-mm-thick channel section. Both ends of the shock tube
were open to the air. The ALE3D calculations neglected both the blue foam centering device for the explosive charge and
the Teledyne RISI RP-83 detonator. For computational purposes, a Jones-Wilkes-Lee (JWL) model was used to describe
the C4 product gases and detonation was described using programmed burn with point initiation at the center of the back
surface. Air was described using a tabular equation of state and the steel was modeled as 4340 steel using a Steinberg-Guinan
rate-independent strength model with a Mie-Grüneisen equation of state.

A comparison of the computational results with experimental results, taken from shot seven of reference [4], is shown in
Fig. 22.1 along with a modified Friedlander waveform taken from ConWep and corresponding to the free-field detonation of
an 861.8 g (1.9 lb) sphere of C4 at the specified gauge distance from the charge. All data are taken at the exit of the 1.933 m-
long shock tube (i.e., 1.918 m from the closest surface of the C4 charge), where the inner diameter of the shock tube is
0.61 m. The data shown in Fig. 22.1 were taken 0.15 m off-axis (referred to as “OA” in the plots); data were also collected on
the shock tube axis but are not presented here. Both the computational pressures (Fig. 22.1a) and impulse (Fig. 22.1b) under-
predict the experimental results. The arrival of release waves from the shock tube exit, resulting in a pronounced negative
pressure phase, is captured in the ALE3D calculation; obviously, the modified Friedlander waveform does not exhibit this
behavior since release waves due to exiting the shock tube would not be present in a free field detonation.

In general, the ALE3D computational results shown in Fig. 22.1 were deemed to qualitatively replicate the experimental
data from reference [4] sufficiently well in terms of the peak pressure, time of arrival, and impulse (per unit area) to warrant
proceeding with the parametric study detailed in the next section. Therefore, the same computational approach (i.e., mesh
resolution, ALE weighting, air and steel material models, etc.) will be used in the next section to investigate the influence
that various design choices for an explosively driven 10ı conical shock tube have on the resultant loading profile downstream
of the explosive charge. All explosive charges considered for this parametric study are 50/50 pentolite (modeled using a JWL
EOS with programmed burn) as opposed to the C4 used previously. This change was made due to experimental considerations
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Fig. 22.1 Comparison of experimental (taken from reference [4]) versus computational data 15 cm off the axis of symmetry and at the exit (192 cm
from the nearest surface of the C4 explosive driver charge) of a 17ı shock tube (a) overpressure and (b) impulse per unit area

(pentolite is castable and should lead to increased repeatability compared to the putty-like C4). The explosive charge has the
detonation initiated at a point located at the center of the back surface.

For all following computations, a 10ı (full angle) conical channel section 2.5 m long with 4.8-mm-thick steel walls is
used. The exterior geometry of the driver section is a cylinder with diameter 3.5 times that of the explosive charge (for the
special case of the conical frustum, “diameter” refers to the smallest diameter). In this paper, the driver section of the shock
tube will frequently be referred to as two separate sections: (1) the piece housing the explosive charge, which is denoted as
the driver housing section; and (2) the part connecting the driver housing section with the channel section of the shock tube,
which is denoted as the driver transition section. The interior geometry of the driver housing section corresponds to that
of the explosive charge (i.e., cylindrical in all but the frustum case) before immediately transitioning to a conical geometry
in the driver transition section for mating with the channel section of the shock tube. The length of the driver transition
section is always taken to be 2 times the charge diameter and the channel section of the shock tube is always 2.5 m long.
All computational data that follow are computed at a fixed gauge axially 2.0 m downstream of the nearest charge surface
and radially halfway between the tube axis and the shock tube wall (off-axis data are considered due to the data containing
numerical noise on the axis of symmetry). The length of the tube is taken to extend well beyond the gauge location so that
release waves from the exit do not complicate the analysis.
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Fig. 22.2 Schematic of shock
tube driver section

chgBacking 
material

air gap 2D

D

L

3.5D 10°

Driver section material

Table 22.1 Computational test matrix for 10ı shock tube study

Configuration

Driver
section
material Backing material Air gap (mm)

Charge
geometry Charge L/D

Charge
diameter
(mm)

Charge
mass (g)

Baseline 4340 steel Air None Cylinder 1.0 16.0 5.0
50% mass (L/D D 1) 12.7 2.5
50% mass (L/D D 0.5) 0.5 16.0
150% mass (L/D D 1) 1.0 18.3 7.5
150% mass (L/D D 1.5) 1.5 16.0
200% mass (L/D D 1) 1.0 20.1 10.0
200% mass (L/D D 2) 2.0 16.0
L/D D 2 12.7 5.0
Frustum 10ı conical frustum 1.25a 16.0
Air gap 2.0 1.0
Steel back 32 mm 4340 steel Cylinder
Al back 32 mm 7075 Al None
Al driver 7075 Al Air

ameasured with respect to the smallest diameter (reported as “charge diameter”)

Fig. 22.3 Zoomed-in view of the
ALE3D shock tube entry section
geometry for the baseline shock
tube design (the red material
represents pentolite, the grey
represents the steel shock tube,
and the blue represents air)

22.3 Computational Results

The influence of various driver section (e.g., geometry and material) and explosive charge (e.g., geometry and size)
modifications on the downstream loading profile is investigated in the following paragraphs for an explosively driven
10ı conical shock tube. Figure 22.2 depicts a schematic of a general shock tube driver section and Table 22.1 lists the
computational test matrix used for this investigation. As an example, Fig. 22.3 shows a zoomed-in view of the ALE3D
geometry used for the baseline design, with the design parameters defined in Table 22.1 for the various iterations.

Figure 22.4 presents the ALE3D pressure profile for the baseline driver section design with a 5 g driver charge (see
Table 22.1) obtained 2.0 m downstream of the nearest charge surface and halfway between the axis and shock tube wall
(approximately 93 mm off-axis for this baseline design). Also included in the figure is the modified Friedlander waveform
for a 544 g (1.2 lb) pentolite charge obtained from ConWep (as mentioned in Sect. 22.1, the modified Friedlander parameters
were obtained by inputting ALE3D’s peak pressure and distance from the charge to the gauge into ConWep). The shock
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Fig. 22.4 Pressure loading measured 2.0 m downstream of the driver charge surface for the baseline design of the 10ı shock tube driver section
and 5 g driver charge compared with a modified Friedlander waveform obtained from CONWEP for a 544 g (1.2 lb) pentolite charge

tube waveform appears to diverge from the modified Friedlander around 3.2 ms; this divergence is likely due to the entry of
the tube being open rather than due to release waves from the exit of the tube since the shock has only just arrived at the
exit, another 0.5 m downstream from the point at which the data is gathered, around 3.2 ms. Even with this divergence, the
loading profile of this baseline case does, in general, provide a good approximation of a modified Friedlander waveform.

Figure 22.5 shows the resultant air blast as a function of shock tube driver explosive mass. For each mass (other than the
baseline), two configurations are shown: Fig. 22.5a shows the aspect ratio being held constant (L/D D 1) while the diameter
and length are modified, whereas Fig. 22.5b shows the diameter being held constant (D D 16.0 mm) while the charge length is
modified. Both configurations result in similar peak pressures relative to the baseline case; however, a comparison of Fig. 22.5
indicates that the longer charges (L/D > 1) do a worse job of approximating the desired modified Friedlander waveform. For
the controlled aspect ratio pressure profiles of Fig. 22.5a, the peak pressures appear to be increasing at approximately half
the rate of the mass (i.e., doubling the mass yields a roughly 50% increase in peak pressure). In general, Fig. 22.5 indicates
that a shock tube with a fixed conical angle is sufficiently flexible to produce a range of loading profiles approximating a
modified Friedlander waveform simply by increasing the explosive mass; furhtermore, it demonstrates that controlling the
aspect ratio to have an L/D D 1 or less results in a better approximation of the desired modified Friedlander waveform.

The influence of placing a backing material behind the driver charge is investigated in Fig. 22.6. In this case, a 32-mm-
thick disc of either 4340 steel or 7075 Al is placed directly behind the explosive charge (see Fig. 22.2) to minimize energy
losses due to product gases escaping out the back of the shock tube; the diameters of these backing discs are the same as the
outer diameter of the driver section (i.e., 3.5 times the explosive charge diameter). Figure 22.6 shows that the pressure peak
calculated at the gauge location 2.0 m downstream from the charge surface is increased substantially (nearly 70% for the
steel backing) relative to the baseline case where the product gases freely escape. The aluminum backing material results in
a slightly lower peak pressure relative to using a steel backing material. The shock structure does appear to be significantly
noisier when using either aluminum or steel as a backing material and the loading profile deviates somewhat from a smooth
modified Friedlander waveform. In fact, the shock profiles when using a backing material other than air (Fig. 22.6) look
qualitatively similar to the shock profiles from having long charges (e.g., the L/D > 1 cases in Fig. 22.5b). One possibility for
this similarity is that both designs mitigate the influence of release waves from behind—in the first case due to the relatively
high shock impedance backing material and, in the second case, due to the detonation through a relatively longer, narrow
channel—and, for similar reasons, generate more secondary shocks in the driver section relative to the baseline case that are
then propagated downstream through the shock tube channel section.

Finally, a number of other modifications, all using a 5 g explosive charge, were investigated and are presented in Fig.
22.7. Using a frustum geometry for the driver charge (and coincident driver section) instead of the more easily manufactured
conical geometry increased the peak pressures by 6%. Introducing an air gap between the explosive and driver section walls
in the cylindrical case also resulted in higher pressures (5.0% higher peak) relative to the baseline. Increasing the cylindrical
charge’s L/D from 1 to 2 resulted in a more than 15% decrease in peak pressure relative to the baseline design, while changing
the driver section’s material from steel to aluminum decreased the peak pressure by 23.5%. Fabricating the entire shock tube
out of aluminum results in practically the same downstream pressure profile (not shown here) as simply making the driver
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Fig. 22.5 Influence of driver charge mass on the pressure profile of the 10ı shock tube measured 2.0 m downstream of the driver charge surface
(a) fixed aspect ratio (L/D D 1) and (b) fixed charge diameter (D D 16.0 mm)

section aluminum; this result implies, as might be expected, that the channel section primarily serves to propagate the shock
waves downstream and does not contribute notably to the downstream pressure profile.

One seemingly counter-intuitive observation from Fig. 22.7 is that the introduction of an air gap between the explosive
charge and the radial wall of the driver section yields an increase in the downstream pressure relative to the baseline design,
which has the explosive charge in contact with the wall. The reasoning for this phenomenon is as follows. The primary blast
wave generated when the driver section is in contact with the detonating charge will indeed be slightly stronger than the
primary blast wave generated when there is an air gap between the detonating charge and the radial driver section walls;
this difference in the primary shock wave strength is to be expected due to release waves at the explosive-air interface when
an air gap is present. However, there are also reflected shock waves that are generated behind the detonation wave, some of
which combine downstream with the primary blast wave generated from the detonation front, and it is this combined shock
wave that is measured downstream.

When the driver section wall is in contact with the detonating charge, reflected shock waves are generated at the wall-
explosive interface (and transmitted back through the product gases) from the velocity component of the curved detonation
wave that is normal to the radial wall; much of these reflections get lost out the open end of the shock tube into the surrounding
air. In contrast, when an air gap is introduced between the explosive charge and the wall of the driver section, release waves
decrease the pressures at the explosive’s radial surface, as would be expected, but the impact of the expanding product gases
with the wall generates a reflected shock wave back through the explosive products (see the top half of Fig. 22.8), which
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Fig. 22.6 Influence of a backing plate behind the 5 g driver charge on the pressure profile of the 10ı shock tube measured 2.0 m downstream of
the driver charge surface
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Fig. 22.7 Influence of various modifications to the driver section and 5 g driver charge on the pressure profile of the 10ı shock tube measured
2.0 m downstream of the driver charge surface

then gets transmitted downstream and eventually combines with the primary air blast. The shock waves reflected back into
the product gases when an air gap is present are moving toward the axis and down the shock tube due to the direction of the
expanding gases when they impact and, therefore, fewer of these shock waves are lost out of the open end of the shock tube.
In either case, the secondary shock reflection (and subsequent reflections off the axis and shock tube wall) gets transmitted
into the air downstream and eventually combines with the primary air blast due to the detonation wave.

Table 22.2 lists the peak overpressures for all the various designs (see also Table 22.1) and the percent difference of these
peak pressures relative to the baseline. Using a steel backing disc in the driver section resulted in the highest peak pressure
relative to the baseline (higher even than doubling the explosive mass) whereas using an Al driver or halving the explosive
mass resulted in the lowest peak pressures.

22.4 Conclusions

This paper has detailed a computational study focused on the design choices related to explosively driven conical shock
tubes. Earlier experimental work done by the author using a 17ı shock tube was compared with ALE3D computational data
to demonstrate the ability of the computational approach to capture the main features of interest (e.g., the pressure loading
profiles and impulse per unit area). This computational approach was then used to conduct a parametric study on the influence
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Fig. 22.8 Pressure contours at 2 microseconds after detonation showing the detonation wave and shock reflections through the explosive driver
charge (red boundary line) for the baseline case with no air gap between the driver charge and the steel walls (bottom half ) and for the case with a
2 mm air gap (top half )

Table 22.2 Peak Pressures (gauge) in 10ı shock tube study

Configuration Charge mass (g) Peak overpressure @ 2 m (psi) % diff from baseline

Baseline 5.0 21.92 0.0
50% mass (L/D D 1) 2.5 12.77 �41.7
50% mass (L/D D 0.5) 13.33 �39.2
150% mass (L/D D 1) 7.5 27.29 24.5
150% mass (L/D D 1.5) 27.02 23.3
200% mass (L/D D 1) 10.0 32.85 49.9
200% mass (L/D D 2.0) 36.14 64.9
L/D D 2 18.54 �15.4
Frustum 23.23 6.0
Air gap 5.0 23.02 5.0
Steel back 36.72 67.6
Al back 33.27 51.8
Al driver 16.76 �23.5

of various driver section (e.g., geometry and material) and explosive charge (e.g., geometry and size) modifications on the
downstream loading profile for an explosively driven 10ı conical shock tube. The study was conducted to investigate the
influence of these parameters on the air blast 2.0 m downstream of the explosive charge and to determine shock tube driver
modification options that might be used to tailor the air blast arriving downstream at a test location. This work will be used to
inform future design choices required when tailoring the blast wave generated by the explosively driven conical shock tube.
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Chapter 23
Unidirectional Carbon-Epoxy Composite Plates Subjected to Extreme
Marine Environment

C. Javier, J. LeBlanc, and A. Shukla

Abstract An experimental investigation was conducted to understand the dynamic behavior of Carbon-Epoxy (CE)
composite plates after prolonged exposure to accelerated aging conditions. Specimens were submerged in an elevated
temperature deionized water bath of 3.5% salt content for 0, 35 and 70 days, simulating saline marine environments. Two
cases of unidirectional carbon fiber orientation were studied; composite plates of orientation [0ı, 90ı] symmetric, and [˙45ı]
symmetric. Blast experiments were performed on bi-axially clamped specimens using a shock tube apparatus to investigate
the dynamic behavior of the material. All experiments were conducted for each exposure time and fiber orientation scheme.

Keywords Weathered composites • Accelerated aging • Material degradation • Shock loading • Digital image
correlation

23.1 Introduction

The marine community has an interest in using composite materials for the construction of underwater vehicles and several
components for off-shore structures due to their high strength to weight ratio and increased corrosion resistance. During
operation, these structures are subjected to aggressive marine environments that can degrade their performance over time.
The diffusion of water into an epoxy matrix has been studied extensively [1], as well as the effect of salt water on composite
materials [2]. The effect of water diffusion into an epoxy matrix is of particular concern when composite structures are
subjected to dynamic loading. Therefore, there is a need to investigate how composite materials respond to shock events
once the material has been exposed to marine environments.

23.2 Experimental Details

A total of four plies of [0ı, 90ı] carbon fiber, and [˙45ı] carbon fiber were used to manufacture the CE plates. The plates
were submerged in a 3.5% salt water solution at 65 ıC for 0, 35 and 70 days, in order to simulate marine environments.
The temperature was maintained at 65 ıC to accelerate water diffusion into the matrix. After exposure to the salt water bath,
specimens were bi-axially clamped and subjected to a controlled and concentrated air blast using a shock tube. Figure 23.1
shows a schematic of the experimental setup.

The shock tube is 8 m in length and is composed of four separate sections: driver section, driven section, converging
conical section, and reduced diameter muzzle. A Mylar diaphragm separates the driver and driven sections. The driver section
is pressurized using helium gas. Under critical pressure, the diaphragm bursts, releasing a pressure wave. The pressure wave
develops into a shock wave as it travels down the length of the shock tube. The shock wave impacts the specimen and the
pressure from the impact is reflected back into the muzzle. The reflected pressure is the loading that the specimen experiences.
Two high speed cameras were used to employ 3D DIC and track the out of plane displacement of the composite panels during
shock loading. Images were taken at 20,000 frames per second.
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Fig. 23.1 Top view of shock tube experimental setup

Fig. 23.2 Full field out of plane displacement evolution for the 0 and 35 day weathering cases, for both fiber orientations

23.3 Results

Due to similarities between the 35 and 70 day exposure time, only the 35 day case is presented. The 35 day weathered
specimens displayed dramatically different behavior after being subjected to a dynamic shock loading, as seen in Fig. 23.2.
The shock wave arrives at 0.10 ms, at which point the specimens begin to observe out of plane displacements. At 0.25 ms,
the area of deflection has increased for all cases. It can be seen that the area of deflection extends in the direction of the
fiber orientation. At 0.40 ms, the area of deflection has propagated to most of the CE plate. However, the 35 day weathering
case for the [0ı, 90ı] plates developed a region of high deflection at the center of the specimen. Maximum out of plane
displacement occurs at 0.55 ms. The maximum out of plane displacement occurs at the center of each specimen, where the
shock tube is positioned. The 35 day weathering case for the [0ı, 90ı] plates exhibited similar out of plane displacement than
the [˙45ı] fiber orientation case. Due to similarities between the 0 and 35 cases for both fiber orientations, it is concluded
that fiber orientation did not play a major role in the diffusion of water into the epoxy matrix.
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Chapter 24
Hybrid Computational and Experimental Approach to Identify
the Dynamic Initiation Fracture Toughness at High Loading Rate

Ali Fahad Fahem and Addis Kidane

Abstract In this work, a new hybrid computational and experimental method is proposed which can be used to extract
the dynamic fracture parameters in engineering materials at high loading rate. Torsional Hopkinson Bar is used to load an
aluminum spiral notched specimen in mode I fracture configuration at different loading rate. A tubular specimen with spiral
crack at 45

ı

made of Aluminum 6061-T6, was used for the experiment. Using the experimental measured torque value
as input computation analysis is performed to identify the dynamic initiation fracture toughness of the material. For the
computational analysis, finite element is implemented in Abaqus. The result show that the dynamic stress intensity factor is
loading rate sensitive, giving Kd

Ic Š .1:2� 0:2/KIc: The crack initiation time is also influenced by the rate of loading.

Keywords TSHB • Dynamic initiation fracture toughness • High loading rate • 3D–digital image correlation • FEM

24.1 Introduction

Intermediate and high strain rate properties of materials are a subject of interest in the mechanical researcher community
for long time. These types of loading commonly exists in most materials used for day-to-day activities. The behavior of
most engineering materials changes with strain rate [1]. So far, the mechanics community have developed computational
and experimental methods to identify the behavior and properties of materials with a wide range of strain rates. Fracture
mechanics is one branch of solid mechanics which started with the work of Griffith in 1920 [2]. Today, there are few
successful methods to estimate the fracture toughness of materials, KIc, at quasi-static condition. On the other hand,
determining the dynamic fracture initiation toughness of materials under dynamic loading conditions is still a great challenge.
Currently, there is no a single standard method to identify the dynamic fracture toughness of materials, though there are many
mathematical models and analysis for dynamic fracture of materials [3–6].

Recently, a new approach has proposed to evaluate the quasi-static and the dynamic fracture toughness of materials by
loading under pure torsion load [7–10]. One of the main challenge with the technique is, there is no a closed form equation
that can be used to extract fracture parameters directly from experimental results. Instead, a combined experimental and
numerical method is adapted to measure and extract the fracture initiation toughness of materials.

In this work, a recent result on the dynamic fracture toughness KId
C , of aluminum obtained from the proposed method

is presented. An aluminum specimen with 45o spiral crack was loaded under pure torsion using a torsional split Hopkinson
apparatus. The torsional load creates a mode I fracture loading on the crack line that is pre-notched at 45o. The torque
measured in the experiment was used as input for FE model performed in ABAQUS and the fracture parameters were
extracted.

A.F. Fahem (�)
Department of Mechanical Engineering, University of South Carolina, Columbia, SC, 29208, USA

Department of Mechanical Engineering, University of Al-Qadisiyah, Al-Diwaniyah, Qadisiyah Province, Iraq
e-mail: afahem@email.sc.edu; fahem.usc@gmail.com

A. Kidane
Department of Mechanical Engineering, University of South Carolina, 300 Main Street, Columbia, SC, 29208, USA
e-mail: kidanea@cec.sc.edu

© The Society for Experimental Mechanics, Inc. 2018
J. Kimberley et al. (eds.), Dynamic Behavior of Materials, Volume 1, Conference Proceedings
of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-62956-8_24

141

mailto:afahem@email.sc.edu
mailto:fahem.usc@gmail.com
mailto:kidanea@cec.sc.edu


142 A.F. Fahem and A. Kidane

Fig. 24.1 Schematic of torsional split Hopkinson bar (TSHP) and spiral notch specimen

24.2 Experimental Setup

A Torsional Split Hopkinson Bar (TSHB) shown in Fig. 24.1, is used to generate dynamic torsional load. The details of the
device and its working principle are available in literature [11, 12], however for completeness, the overview of the details
will be presented.

The TSHB apparatus consists of incident and transmitter bars made of Aluminum 7075-T651, clamping mechanism
and a torque pulley. The entire system is supported on an I-beam frame. The clamp system is used to hold the input bar at a
specified position and store torsional elastic energy between the clamp and the rotary actuator. The rotary actuator determines
how much elastic wave can be generated and hence determines the strain rate and applied stress on the specimen. In order
to generate the dynamic torsional load, the clamp system will be released suddenly, allowing the stored torsional load to
propagate along the bar through the specimen. Strain gages positioned at a mid-length of the incident and transmitter bars
will record the incident, transmitted and reflected strain waves. In addition, 3D digital image correlation is used to measure
the full field deformation of the specimen directly.

A tubular Aluminum 6061-T6 specimen with a 45o spiral crack shown in Fig. 24.1 was used for the experiment. The
specimen has outside diameter of 18.5 mm, inside diameter of 12.7 mm and gage length of 60 mm. A spiral crack was made
on the outer surface of the tube by using 4-axis CNC machine with a crack depth of 1.9 mm, crack ligament of 1 mm, and
45o with respect to the specimen axis

24.3 3D Digital Image Correlation

3D–Digital image correlation was used to measure full field deformation near the crack on the curved surface. Two high-
speed cameras, SAX2 by Photon Inc., were used at a frame rate of 100,000 frames/sec. The region of interest around the
crack face was speckled with white and black flat paint, which gave minimally reflective finish once dried as shown Fig. 24.2.
This method will enable us to measure the deformation and strain on the specimen directly. Measuring the crack initiation
time accurately has been difficult in dynamic fracture experiment [13]. The displacement and strain fields obtained for the
DIC are used to measure the crack initiation time accurately.
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Fig. 24.2 Typical speckle pattern and strain field around the spiral notch of the specimen

Fig. 24.3 Finite element model

24.4 Finite Element Setup

All the stress and strain waves measured experimentally were measured on the outer surface of the specimen and it is difficult
to measure the local stress close to the crack tip in this type of specimen. So, the Finite element analysis was used to get
the stress and strain near the crack tip and extract the fracture parameters. A three-dimensional element, C3D20H, was
used as shown in Fig. 24.3. Since the torsional load is constant along the gage length, only the quarter of the gage length
was modeled with 90ı spiral crack to reduce the number of elements. The modeling parameters and information such as,
boundary conditions, number of elements, element type, etc. are available for an interested reader with extensive details in
Fahem 2016 [8].

24.5 Results and Discussion

Typical strain signals measured by the strain gages attached on the bars are shown in Fig. 24.4. Incident, reflected and
transmitted strain waves are extracted and shown in Fig. 24.5.

The strain signals shown in Fig. 24.5. are used to calculate the torque applied on the specimen by using one-dimensional
wave equations shown in Eq. (24.1). The effective impulse torque used in the analysis is the average of the torque on a both
side of the specimen given by Eq. (24.1).

T1.t/ D 2GJ

D
.�I.t/C �R.t// ; T2.t/ D 2GJ

D
.�T.t// (24.1)

The torque calculated from the incident signals using Eq. (24.1) are shown in Fig. 24.6.
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Fig. 24.4 Typical waveform as measured by the strain gages

Fig. 24.5 Merge of a typical incident, reflected and transmitted strain

Fig. 24.6 Torsional impulse load measured

Using the torque value presented in Fig. 24.6, as input data, the fracture parameters are extracted using FM model
discussed above. Overall, as shown in Fig. 24.7, the shear stress distribution in the mid layer of a cross section area is
non-liner. Also, the stress is symmetric about a line connecting the bar center with the crack tip.
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Fig. 24.7 Stress distribution near the crack tip for two different crack size configurations of Aluminum 6061

Fig. 24.8 Stress intensity factor- time for aluminum 6061

Fig. 24.9 Stress intensity factor- time for aluminum 6061

Figures 24.8 and 24.9 shows the stress intensity factor for different experiment conducted at different rate of loading.
As clearly shown, the stress intensity factor is strain rate sensitive, increasing with loading rate increase.
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Table 24.1 Loading rate and
dynamic initiation fracture
toughness Alu. 6061_T6

PK �
MPa

p
m
�
=s tf �Sec. Kd

Ic

�
MPa

p
m
�

(Kd
Ic=KIc)

120 110 32 1.1
150 170 36.1 1.245
200 160 43.492 1.5

From the DIC results and the DSIF’s trend, the Dynamic Initiation toughness was identified for each loading rate. In
general, the experiments show that the dynamic initiation fracture toughness is higher compared with the quasi-static value,
Kd

Ic Š .1:2� 0:2/KIc: The time of initiation (tf ) is influenced by the rate of loading too, as shown in Table 24.1.

24.6 Conclusion

A dynamic mode I fracture of Aluminum 6061-T6 is investigated using a Torsional Hopkinson Bar and spiral notch specimen.
The torque applied on the specimen is measured by using the well-known wave equation in a Hopkinson Bar. The torque
is then used as input for the FM model. The fracture parameters are extracted directly from the FE model. A digital image
correlation method was used to measure a full-field displacement and identify the fracture time It was demonstrated that the
proposed hybrid numerical-experimental approach is visible to measure the mode I fracture initiation toughness of materials
under dynamic loading conditions. It was noticed that the aluminum material used in this work was rate sensitive, showing
high stress intensity factor at a higher loading rate.
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Chapter 25
High-Rate Mechanical Response of Aluminum Using Miniature Kolsky
Bar Techniques

Daniel T. Casem, Jonathan P. Ligda, Brian E. Schuster, and Shane Mims

Abstract The compressive stress-strain response of 99.999% pure aluminum at strain-rates ranging from 5 k/s to 1 M/s is
presented. Experiments were conducted using optically instrumented miniature Kolsky bars. Samples were machined from
25 um thick rolled annealed foils using a laser mill and a focused ion beam. They were oriented such that the compression
axis of each sample is along the direction of the foil thickness so that the final dimensions of each cylindrical sample was
nominally 25 um long and 50 um in diameter. The grain size of the material, as well as its texture, was determined by
EBSD. The results are compared to published pressure shear plate impact data on the same material at similar strain-rates.
It is found that the mini-Kolsky bar data contains a large amount of scatter, which is attributed to the relatively large grain
size compared to the small sample volume. In spite of this scatter, it is observed that the flow stresses measured using the
miniature Kolsky bar methods are substantially lower than those measured with pressure shear plate impact even at similar
strain-rates. Potential reasons for this discrepancy include texture effects in the samples and pressure hardening that is present
in the pressure shear experiment but absent in the Kolsky bar.

Keywords Kolsky Bar • Split Hopkinson Pressure Bar • High strain rate • Micro-compression • Aluminum

25.1 Introduction

High strain-rate mechanical properties are typically obtained using the Split Hopkinson Pressure Bar, or Kolsky Bar, the
operation of which is well documented (e.g., [1]). Common arrangements in compression use bars made of steel or aluminum
with diameters between 12 and 25 mm, and can be used to obtain strain-rates in the range of 1000/s to 10,000/s. To
achieve higher strain-rates, smaller bars must be used. The analysis of a sample deformed by a Kolsky bar depends upon
the existence of one-dimensional (uniaxial stress) linear elastic wave propagation within the bars. In practical terms this
means that the wavelengths of the stress waves in the bars need to be substantially greater than the bar diameter. For very
high strain-rate experiments, these wavelengths are very short, and therefore require bars of suitably small diameters. In
addition, requirements for a state of quasi-static equilibrium within the sample requires small sample sizes. This is because
small samples equilibrate faster when loaded at a given strain-rate. Therefore small bar sizes are required as they are more
compatible with small samples.

At the US Army Research Laboratory we have developed Kolsky bars with diameters as small as 127 um and have used
them to test metallic samples with dimensions as small as 25 um at strain-rates exceeding 1 M/s. Interferometers are used
for instrumentation to obtain the data normally obtained with strain gages which are impractical at these size scales. Because
of the small size of the samples, we refer to these as micro Kolsky bars (uKB) but it is emphasized that the fundamentals of
their operation are otherwise the same as conventional bars. These and related systems have been discussed previously [2–7].
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Fig. 25.1 EBSD scans of the edge of the foil (the thickness direction is vertical)

Fig. 25.2 SEM image of a typical sample. In this case, the height is 28.18 um and the diameter is 50.47 um

This paper presents a study on 99.999% pure aluminum. Strain-rates over a range of 5 k/s to 1 M/s were obtained using
two different miniature bars; details of both are given below. This data is compared to data obtained on the same material
using the Pressure Shear Plate Impact technique (PSPI) at overlapping strain-rates [8].

25.2 Material

The material studied here was in the form of nominally 25 um thick 99.999% pure annealed aluminum foil. Actual thickness
was closer to 29 um. It was provided to us by the authors of [8], and was the remaining stock of material that they used for
their pressure shear experiments. EBSD scans of the edge of the foil are shown in Fig. 25.1. The rolling texture and the large,
elongated grains are apparent, with the lower image showing an exceptional case. Cylindrical samples were machined from
the foil 50 um in diameter such that the axis of the cylinder (the compression axis) is along the thickness direction. Only the
cylindrical surface was machined, i.e., the ends of the samples are the original surfaces of the foil faces, leading to a length
to diameter ratio of about 1:2. Initial machining was completed using a femtosecond pulsed laser mill. The final stage of the
machining was done with a Focused Ion Beam (FIB). A typical sample is shown in Fig. 25.2. Of particular note is the large
grain sizes in relation to the sample size, which would be present in the samples in a random fashion (no characterization of
the grain size or orientation within each individual sample was made).
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Input Bar
L = 42 mm
D = 305 um

Striker
L = 10 mm
D = 279 um

Output Bar
L = 21 mm
D = 127 um

TDI

NDI

Fig. 25.3 The bar used for the high rate experiments (100 k/s to 1 M/s). The bars and striker are made from high strength tool steel and the
aluminum sample is shown in red. Because of the small sizes, the bars are instrumented with interferometers. Not to scale

25.3 High-Rate Bar

Two uKBs were used for these experiments. The first was used for strain-rates between 100 k/s and 1 M/s, and is shown in
Fig. 25.3 (not to scale). The bars and striker are made from high strength tool steel. Because of the small bar diameters,
interferometers are used to make measurements of the stress waves in the bars rather than strain gages. A transverse
displacement interferometer (TDI) is used at the mid-point of the input bar and a normal displacement interferometer (NDI)
is used at the free-end of the output bar. This is explained in more detail in [4, 5]. The input bar is 42 mm long and 305
um in diameter. The output bar is 21 mm long and 127 um in diameter. The TDI requires a diffraction grating which is
machined into the side of the input bar with a FIB. This requires a small flat on the side of the bar, which is polished along
its entire length to avoid any impedance (area) changes along the bar. For this reason, the cross-sectional area of the input
bar is slightly reduced, and is the reason for using a slightly undersized projectile (279 um diameter).

Conventionally the input and output bars have the same diameter (and impedance). This is not the case here, nor in the
low rate bar discussed next, and requires some explanation. The input bar diameter of 305 um is considerably larger than the
127 um output bar. A small diameter (127 um) was preferred because the associated low impedance matched the samples
in terms of their mechanical response; the bars possessed both the temporal resolution for the high strain-rates and the force
sensitivity to measure the very low forces generated when compressing the sample. However, we encountered difficulties
with projectile impacts at these small scales (see [7]). Much better alignment is achieved with projectiles/strikers around
300 um in diameter, and were still able to carry the high frequency signal components (rise times as small as 0.1 us were
consistently measured) needed for the high rate experiments. The only downside of using the larger input bar is that we
lose the ability to accurately measure the force between the input bar and the sample and experimentally check specimen
equilibrium. However based on simulation results (not included here) we do not believe this to be an issue. We therefore rely
only on the output bar for the measurement of specimen load (and hence specimen stress). A similar approach was taken
in [9].

Positioning of samples and bars are achieved with various mechanical and piezoelectric stages and grippers. All samples
are lubricated with vacuum grease.

25.4 Low-Rate Bar

Strain-rates in the range from 5 k/s and 100 k/s were achieved using the uKB shown in Fig. 25.4. Because of the lower
strain-rates, longer duration loading pulses are needed, which requires longer bars and strikers. Because of the difficulty in
machining long, small diameter bars precisely, a much larger 3.18 mm diameter, 305 mm long input bar was used. As above,
we do not use this bar for a measurement of the force applied to the sample. To retain an adequately sensitive measure of
force, a 283 um diameter, 102 mm long output bar is used. A smaller diameter output bar such as the 127 um bar used
previously would have been preferred but was not available with the longer length needed for these experiments.

Because of the large diameter of the input bar, strain gages are used instead of the TDI on the input bar (Kyowa KSP-2-
1 K-E4). Because of the small sample gage length, very low magnitude input pulses are needed to achieve strain-rates in the
desired range, on the order of 40–60 u. For this reason, semi-conductor gages are used rather than standard foil gages; the
former are approximately 70 times more sensitive than the latter.

The small diameter aluminum striker is used simply because it proved difficult to fire an input bar-matched striker (steel,
3.18 mm diameter) at the low-speeds necessary to generate the desired input pulses. In other words, it was easier to fire a
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Strain-gage NDI

Input Bar
L = 305 mm
D = 3.18 mm

Aluminum Striker
L = 95 mm

D = 1.59 mm

Output Bar
L = 102 mm
D = 283 um

Sample

Fig. 25.4 The bar used for the “low” rate experiments (5 k/s to 100 k/s). The bars are made from high strength tool steel and the striker from
7075-T6 aluminum. Because of the larger input bar diameter, strain gages can be used. The sample is not shown. Not to scale
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Fig. 25.5 Pulses measured for a test with the high rate bar. Note they are in terms of velocity, as measured by the interferometers (this is why the
reflected pulse, which is tensile, is positive, i.e., particle motion in the same direction as that of the input pulse)

lower impedance striker at a higher speed than a higher impedance striker at a low speed. The fact that the low impedance
striker rebounds from the input bar back into the gun barrel at a substantial portion of the firing velocity did not cause
problems in our gun system. However, it should be considered by readers who may wish to try a similar approach.

25.5 Results

Results from a high-rate experiment, about 500 k/s, are shown in Figs. 25.5 and 25.6. Figure 25.5 shows the particle
velocity measured by the interferometers. Positive velocities are downrange, i.e., in the direction the projectile is fired.
These measurements are similar to typical strain measurements except that a tensile reflection is positive in the same sense
as the other two pulses. This is not the case for strain measurements, and may appear unusual to readers accustomed to that
data. The stress-strain curve, along with the strain-rate, for this sample is shown in Fig. 25.6.

Results from a low-rate experiment are shown in Figs. 25.7 and 25.8. Figure 25.7 shows the stress waves, in this case
measured by strain gages on the input bar and an interferometer on the output bar. The velocity data of the interferometer
has been converted to strain for easy comparison. (Note because of the diameter mismatch of the bars, we do not expect
"i C "r D "0, which assumes bars of equal impedance; again this is mentioned for readers used to more conventional
systems). The stress-strain data from this experiment, along with the rate, is shown in Fig. 25.8.

Figure 25.9 shows a summary of all of the uKB experiments performed on this material, using both bar arrangements,
in terms of true stress at 0.2 true strain, plotted against rate of true strain at 0.2 true strain. Also plotted is data for 1100-O
aluminum, using conventional servo-hydraulic and Kolsky bar methods on macro-scale (L D D D 5 mm) samples. This is
included for comparison, as data in this range of strain-rates was unavailable with the 99.999% pure aluminum which is the
subject of this study. A shear strength measured from [8], from a PSPI experiment at about 5 GPa, is also shown.
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Fig. 25.6 Stress-strain curve for a 99.999% pure aluminum micro-compression sample using the high-rate bar
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Fig. 25.8 Stress-strain curve for a 99.999% pure aluminum micro-compression sample using the low-rate bar
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25.6 Discussion and Conclusion

A major goal of this research is to compare the results from uniaxial stress uKB experiments to those from the PSPI
experiments, which has a large superimposed pressure, since similar strain-rates are achieved. This was the main reason
for using the 25 um thick foil supplied by the authors of [8], since this was the same material used in the PSPI. The results
clearly show (1) large scatter in the uKB data and (2) a large discrepancy in the shear strength between the two methods.
The main problem with the uKB data is that overall the samples do not contain enough grains to be representative of
continuum properties. The PSPI does not suffer from this problem because, although the foil may not contain many grains
through its thickness, the large lateral extents of the PSPI specimen lead to an averaging of the response over many grains
at the measurement location. This likely leads to the large amount of scatter in the uKB data, and makes any conclusion
regarding the strain-rate hardening of this material from that data inconclusive. That being said, the large difference between
the strength measured by PSPI, at 400 MPa, and the range measured by the uKB, between 150 and 250 MPa, at similar
rates, cannot be ignored. There are reasons to expect this discrepancy, for example the orientation of the material as loaded
in the different experiments, or a pressure hardening effect present in the PSPI (e.g., [10, 11]) but absent in the uKB. We
are currently planning future experiments in this area that will use larger uKB samples, on the order of 150 um, possibly
machined from bulk material instead of rolled foils. This should greatly reduce the scatter in the uKB experiments and lead
to more reliable results.
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Chapter 26
Application of 3D Digital Image Correlation In Ballistic Testing

Phillip Jannotti and Brian E. Schuster

Abstract Digital image correlation has been identified as a promising technique for use in terminal ballistic research;
however, the limited resolution of ultra-high-speed cameras requires coarse speckle patterns not consistently achievable by
conventional methods like spray painting. Thus, a robust and automated speckling technique that can apply a speckle pattern
with appropriate speckle size and density is desired. The current study outlines an efficient, repeatable means of applying a
high-quality black-on-white speckle pattern to test specimens. The speckle patterns were designed digitally and reproduced
on the samples using a 3-axis mill coupled to a permanent marker with a custom-made, spring-actuated marker holder.
By automating the process, the resulting speckle pattern is significantly more consistent compared to traditional specking
techniques like spray painting or using a permanent marker manually. It also allows for precise control of the speckle size,
density, and speckle pattern randomness. The method outlined in this work is capable of easily achieving 0.2–4 mm speckles
and can generate speckles at a rate of 1–2 speckles per second. Example patterns ranging in size from 10 � 10 mm to
200 � 200 mm are shown which required as little as 5–10 min to complete (each containing 600 speckles). High-velocity
impact experiments were then performed on 6.35 mm thick aluminum plates that were speckled using the described technique
to demonstrate the high-rate, localized deformation that takes place during an impact event. It emphasizes the extreme spatial
and temporal difficulties of using digital image correlation for ballistic research and the need for a tailored speckle pattern.

Keywords Digital image correlation • DIC • Speckle pattern • Terminal ballistics • Deformation

26.1 Introduction

A critical need exists to understand the mechanical response of materials during impact events. The typical data collected
during terminal ballistic research is the ballistic limit, or V50, which represents the velocity at which a particular
armor/material is defeated by a particular projectile 50% of the time. Little emphasis is commonly placed on extracting
quantitative data which describes the material behavior or state during the impact. On the other hand, fundamental studies
which thoroughly characterize the mechanical response of materials often involves quasi-static testing of simple sample
geometries under ideal loading conditions. Such studies must draw correlations between observed failure mechanics and the
actual ballistic response. Even dynamic mechanical testing, which examines materials at more relevant strain rates, is unable
to probe the material deformation at stress states which reflect the inhomogeneous, multi-axial character of a ballistic event.
This emphasizes the need to develop time-resolved impact experiments which identify the relevant physics and quantify the
deformation behavior, e.g., displacement and velocity histories, strain evolution, etc.

Significant progress has been made in coupling in situ diagnostics with traditional ballistic testing. High-speed
photography and flash X-ray radiography have become a standard technique employed to help visualize the real-time failure
mechanics of armor materials and systems. Unfortunately, there is limited ability for quantification. More recently, photonic
Doppler velocimetry (PDV) has become a popular point measurement tool for examining displacement- and velocity-time
histories based on Doppler shifted laser light. Interpreting the data can sometimes be complicated due to the complex nature
of the loading. Finally, digital image correlation (DIC), especially stereo or 3D DIC, has seen widespread usage in a variety of
quasi-static and dynamic studies for more than a decade. It offers the ability to make full-field measurements of displacement,
velocity, and strain. However, the application of 3D DIC to terminal ballistics has largely been limited by camera technology
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due to spatial and temporal concerns (resolution, frame rate, and record time) [1–3]. Currently, a number of ultra-high-speed
CMOS camera systems, like the Shimadzu HPV-X2 and Specialized Imaging Kirana, have become popular options for DIC
research boasting an adequate combination of resolution (400 � 250 pixels or 924 � 768 pixels), frame rate (5 Mfps), and
record time (128 or 180 frames).

The basic concept of 3D DIC is to precisely track a speckle pattern with multiple cameras [4]. With proper knowledge
of the relative positioning of the cameras in space, achieved through calibration, the deformation history of the pattern can
be used to extract displacement, velocity, and strain evolution. In addition to advanced high-speed cameras, a high-quality,
high-contrast speckle pattern is a necessity for DIC analysis. Typical speckle patterns consists of black dots on an even white
background. The method used to apply the speckle pattern ranges widely and is largely considered an “art”. The most popular
method of speckling a target is by spray painting which can be quick and easy, however, the results are largely inconsistent
and thus should be avoided if possible. This is due to variability in speckle size, poor contrast, unpredictable speckle sizes
and speckle densities. Many advocate for the use of permanent markers to manually apply speckles to a material surface, but
this is time-consuming and produces patterns that are not optimal or easily reproduced. Because different speckle patterns
invariably affect measurement resolution and accuracy, methods of speckling which produce consistent and reliable results
are preferred. Wherever possible, efforts should be made to remove the art (variability) aspect of speckling that makes pattern
quality high dependent on the skill of the individual, and replace it with automation and design. Some improvements can be
made with the use of control consistency with masks (or stencils) and ‘stamp-like’ rollers, but these methods can suffer from
paint bleed and difficult adjustment of speckle parameters (size and density), respectively.

The focus of this work is to discuss a methodology. A 3-axis mill with a custom-made, spring-actuated permanent marker
holder is used to produce speckle patterns which enables automated, high-quality, and consistent speckling of samples for
producing high-quality speckle patterns that can be tailored for the specific requirements of the testing. A 3-axis mill with a
custom-made, spring-actuated permanent marker holder is used to produce speckle patterns in an automated and repeatable
fashion. The process of designing and applying the patterns is outlined, and example patterns are shown. Lastly, high-velocity
impact experiments were performed on 6.35 mm thick aluminum plates which were patterned using the described method.
The results demonstrate the spatial and temporal considerations when applying DIC to terminal ballistics, but also shows the
utility of DIC.

26.2 Methods

A commercially-available 3-axis mill (Inventables X-Carve) was used to control a permanent marker, which was held in
a custom-made fixture (see Fig. 26.1). The mill has a 1000 � 1000 mm X-Y work area and 65 mm Z- range. Also, there
is one motor per axis controlled via a motor shield. The marker holder consisted of a polycarbonate tube which mounted

Fig. 26.1 (a) Image of automated speckle generator which is composed of a 3-axis mill with spring-actuated marker holder mounted to the Z-axis
motor, (b) marker holder assembly and (c) an exploded view of the marker holder
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to the Z-motor of the mill. The marker was press-fit into a polyethylene bushing, which allowed the marker to easily slide
vertically in the tube, but with minimal free play to improve speckling accuracy. A second bushing, called a pusher, sat on top
of the marker. A spring placed between the top cap and pusher allowed the marker dot sizes to be adjusted based on spring
weight and pre-load, which varied the applied load on the marker and increased or decreased the speckle size. A bolt from
the cap to the pusher was used to vary the applied preload on the spring by changing the gap between the two components.
The plunge depth and rate as well as dwell time of the marker can also be manipulated to achieve the desired speckle size.
Finally, permanent markers with varying tip sizes ranging from 0.2 to 4.0 mm were used to provide additional flexibility.
Depending on the imaging system being used for the DIC experiment, it is possible to optimize the setup to produce ideally
sized speckles [5, 6]. For example, if an appropriate speckle size is chosen to be approximately 3 pixels across, then for a
camera sensor with 400 � 250 pixels and FOV of 40 � 25 mm, the speckle can be made 0.3 mm across.

Once the speckle size and parameters to produce a given size speckle were determined, a digital speckle pattern was made.
A speckle generating software (Speckle Generator, Correlated Solutions) was used to produce a pattern of 50:50 black/white
coverage. The digital pattern was improved through image processing and saved as a high-quality bitmap. The bitmap was
converted into a toolpath (Aspire Software, Vectric Ltd.). Prior to applying the speckle pattern, the aluminum (6061-T6) test
samples were scuffed using 600-grit SiC paper and cleaned thoroughly. The samples were then painted with matte white
primer (Rust-Oleum(R) Professional Aluminum Primer). The samples were then mounted in the mill and the toolpath was
sent to the motors via a G-code parser (GRBL, Open-Source program).

26.3 Results

Image analysis was used to assess the spatial resolution of the patterning technique and the resulting speckle size. An example
of the image analysis method is shown for a speckle pattern with regular spacing of 2 mm which spanned approximately
50 � 50 mm (see Fig. 26.2). The spatial resolution was determined by autocorrelation. Figure 26.2b shows normalized 2D
autocorrelation data which denotes the correlation of the reference image with a shifted copy of itself. When the speckles in
the shifted copy overlap speckles in the reference image a sharp signal peak is observed. By determining the distance between
the peaks, the speckle spacing was computed and compared with the expected spacing. The patterning spatial resolution was
found to be around 3%, or as low as 50 microns. Lastly, when varying parameters to achieve a certain speckle size, the
speckle size was assessed using a binary distance transform of the speckle pattern image. By converting the speckle image
to binary (white background and black speckles), the distance transform gave the radial distance from edge to center. For
example, the average speckle size in Fig. 26.2a was found to be 0.67 mm in diameter, as shown in 26.2c.

Fig. 26.2 Data analysis of a speckle pattern. (a) Black-on-white speckle pattern with 2 mm dot spacing, (b) autocorrelation plot, and (c) distance
transform plot with inset showing a magnified view of the data
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Fig. 26.3 Images of speckle patterns. (a) 10 � 10 mm pattern, (b) magnified view of 10 � 10 mm pattern, (c) 50 � 50 mm pattern, and (d)
200 � 200 mm pattern. In (a), (c), and (d) a U.S. penny is placed next to the patterns for size comparison

Once the patterning resolution and speckle size generation were understood, randomized speckle patterns were generated.
Speckle patterns ranging from 10 � 10 mm to 200 � 200 mm are shown in Fig. 26.3. The patterns shown in Fig. 26.3a, d
represent the smallest and largest patterns that can be reliably produced using a permanent marker. Figure 26.3c represents a
typical pattern used when impacting targets with a 0.25–0.50-caliber projectile. A U.S. penny is shown for size comparison.
Note that the patterns in Fig. 26.3a, c, d utilized a 0.4, 1.0, and 4.0 mm-tip marker, respectively. It was found that speckle sizes
of 0.2–4.0 mm were achievable. In addition to enabling automated and repeatable speckle patterns, the technique described
in this work allows for complex patterning. For example, in Fig. 26.4, five speckle patterns were applied to one sample, all
centered on a planned test location. This allowed greater flexibility when designing experiments than previously possible.
Another advantage is the ability to add supplemental markings in the speckle pattern, such as fiducials and lettering (see the
inset in Fig. 26.4). The complexity of these patterns is not possible using manual patterning techniques.

In order to demonstrate the utility of the speckle patterning technique, terminal ballistic experiments were performed.
The tests consisted of 6.35 mm thick aluminum plates impacted by 12.7 mm diameter copper spheres at 1200 m/s. For
reference, the cameras used in this work were Specialized Imaging Kiranas recording at 2 Mfps equipped with Nikon
200 mm macro lenses. The cameras were placed at approximately 25ı apart. Other details of the experiment are given
in Table 26.1. Figure 26.5 shows selected high-speed images which illustrates the highly localized deformation that takes
place in tens of microseconds. The bulge was 18 mm across prior to failure, and displaced nearly 9 mm in less than 15
microseconds. Beyond this point, several issues complicated the DIC analysis including limited depth-of-field (DOF) and
specular reflection. Unfortunately, if the FOV and stereo angle cannot change, little can be done regarding the DOF. Perhaps,
the penetrator/target dimensions can be scaled down slightly to reduce the maximum displacement. Specular reflection can
be mitigated by implementing cross-polarization of the illumination source and the cameras. Specifically, a linear polarizer
is placed on the light source, and another linear polarizer is placed on the camera lens rotated 90ı relative to the light source
polarizer. Because specular reflections maintain polarization, crossed linear polarizers eliminates glare.
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Fig. 26.4 Image of a metal disk which contains five individual patterns with fiducials and logos. The inset shows a magnified view of a typical
25 � 25 mm speckle pattern which includes fiducials placed at the corners of the pattern as well as a company logo all drawn by automated-
patterning

Table 26.1 DIC report detailing specifics about the data analysis

Camera Specialized Imaging Kirana

Sensor/digitalization 924 � 768/8-bit
Camera noise 0.9%
Lens/imaging distance (mm) 200 mm F-mount macro/1150 mm
Sampling rate 2 MHz
Pixel/mm 7 pixels D 1 mm
Speckle size (pixels) 5–7
ROI (mm) 132 � 110 mm
Speckles across bulge section 14
Subset/step 29/4
Interpolation/correlation criterion Optimized 8-tap/NSSD
Pre-smoothing None
Displacement noise 0.04 pixels, 5 �m

Figure 26.6 demonstrates the strain and strain rate at failure for the deforming 6.35 mm Al plate. Clearly the maximum
von Mises strain occurred at the base of the rear surface bulge. This represents the point of greatest strain localization. The
circumferential and radial tensile strains were maximum at the tip of the bulge, while the radial compressive strain was
maximum at the base of the bulge. Also note the substantial strain rates experienced by the deforming metal plate during
ballistic impact, reaching 104–105/s. This is several orders of magnitude above strain rates achieved by typical high rate
mechanical testing techniques like Kolsky bar testing which is around 102–103/s.
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Fig. 26.5 Selected high-speed images acquired during penetration of 6.35 mm aluminum plates by 12.7 mm copper spheres fired at 1200 m/s.
The images were acquired using Specialized Imaging Kiranas at 2 Mfps, with a 25ı angle between each camera

Fig. 26.6 Selected strain data collected by post-processing the speckle images acquired during the ballistic event at t D 10 us. (a) von Mises
strain, (b) circumferential strain, (c) radial strain, strain rates in (d) X and (e) Y, and (f) shear strain rates

26.4 Conclusions

A methodology is presented for applying speckle patterns to samples intended for DIC experiments. A desired speckle
size and pattern density can be generated in an automated fashion using a permanent marker coupled to a 3-axis mill by a
spring-actuated holder. The speckling technique was found to be capable of rapidly applying speckles ranging in size from
0.2–10.0 mm with a lateral spatial resolution of approximately 50 microns. With those considerations in mind, the marker tip
size, plunge depth and rate, spring preload, spring weight, and dwell time can all be manipulated to achieve a the designed
speckle pattern. The resolution can be improved with a higher precision mill, but the observed resolution was found to be
appropriate for the size and complexity of patterns used for most high-speed cameras and ballistic impact experiments.
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Chapter 27
Compaction Wave Propagation Characteristics in Polymer Bonded
Explosives at Macro-Meso Scale

Suraj Ravindran, Peter Malchow, Addis Tessema, and Addis Kidane

Abstract Gas-gun direct impact experiments are performed to characterize the compaction wave propagation in polymer
bonded explosives (PBX). The digital image correlation based experiment setup is developed to capture the full-field
deformation field at a temporal resolution of 200 ns with a spatial resolution that can vary from 8 �m/pixel to 100 �m/pixel.
The experiment is conducted at an impact velocity of 56 m/s for both macro and meso-scale. The compaction velocity is
calculated from the macro-scale full-field measurement. From the displacement field, using inertia stress calculation, the
stress across the specimen is calculated at the macro scale. The meso-scale deformation mechanisms associated with the
dissipation of the compaction wave was identified to be the plastic deformation of the binder and fracture of the crystals.

Keywords Compaction • PBX • Direct impact • Shock

27.1 Introduction

Polymer bonded explosives (PBX) are the class of granular composites with high explosive solid crystals dispersed in a
lean binder matrix. The impact-induced explosion of this material is a complex process that involves multiple length scale
features [1–3]. It is believed that the failure initiation of this materials that lead to complete failure is started in the order
of few microns. Therefore, full-field deformation measurements at high spatial and temporal resolution are essential in
understanding the multiscale failure mechanisms that leads to such events.

Recently, high resolution-high speed deformation measurement techniques were developed with the help of digital image
correlation (DIC) to obtain the displacement field at multiple length scales [4–8]. This experimental method is promising
in measuring strain field at small length scales at high temporal resolution. With the help of this technique, recently it was
shown that the strain localization plays an important role in the deformation behavior of polymer bonded explosives [9, 10].

In this study, results from direct impact experiments at macro and meso-scale is presented. The main objective of the
work is to understand compaction wave propagation in polymer bonded sugar at multiple length scales. The compaction
wave stresses are estimated using information from the macro-scale experiment and a recently developed non-parametric
method [11–13]. In addition, the compaction wave velocity is calculated by locating the compaction front in the spatial stress
profile.

27.2 Materials and Methods

In this study, polymer bonded sugar (PBS), a mechanical simulant of the polymer bonded explosives was used. The specimen
constituents were sugar crystals and plasticized hydroxyl terminated polybutadiene (HPTB). Constituents proportion used
in PBS is shown in Table 27.1. The specimen was prepared by using the following steps: first, the HTPB was mixed with
TDI and DOS in the proportion indicated in Table 27.1, followed by adding sugar crystals. The mixture was kept in an oven
for 6–7 h in a vacuum assisted oven at 80 ıC. The partially cured mixture was then cold pressed into billets of diameter
25.4 mm in a steel mold at 30 MPa. These billets were kept in an oven at 80 ıC for 120 h for the complete curing of the
samples. Specimens of dimensions 20 � 18 � 18 mm were extracted from the billets using a milling machine. Finally, these
specimens were polished in order to remove the deformed layer from the surface of the specimen.
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Table 27.1 Material constituents
and composition

Material constituents Composition (% of weight)

Sugar crystal 87.5
Hydroxyl-terminated
polybutadiene (HTPB)

9.00

Di-octyl sebacate (DOS) 2.40
Toluene diisocyanate
(TDI)

1.10

Fig. 27.1 The speckles obtained for macro and meso-scale experiments

Table 27.2 Imaging and post-processing parameters

Macro-scale imaging parameters Macro-scale postprocessing parameters Meso-scale imaging parameters
Meso-scale postprocessing
parameters

Magnification �75 �m/pixel Subset size – 13 � 13 Pixel Magnification �10.66 �m/pixel Subset size – 9 � 9 Pixel
Field of view – 30 � 18.75 mm Step size – 3 Field of view – 4.2 � 2.6 mm Step size – 1
Inerframe time � 0.5 �s Filter size – 9 Inerframe time � 0.5 �s Filter size – 9

Specimen density was measured to be 1.34 gm/cm3. Speckles need to be applied in order to facilitate the specimen for
DIC measurements on the surface. For the macro-scale and meso-scale measurements, a speckle size of 225–375 and 30–
50 �m were required. The macro scale speckles were obtained using a spray paint. For macro scale speckles, a thin layer of
the white base coat was applied on the surface of the sample, followed by a black paint spray on the surface. Whereas, the
meso-scale speckles were prepared by using toner powder. In order to make meso-scale speckles, the following procedure
was developed: first, a thin layer of white paint was applied on the surface, before the drying of the paint, toner powder was
applied by using an airbrush. After the complete drying of the paint, the particles appeared to be strongly adhered to the
surface. The macro-scale and meso-scale speckles obtained using this method is shown in Fig. 27.1.

A complete schematic of the experimental setup that was developed for this study is shown in Fig. 27.2. The experimental
setup is comprised of two components, (1) loading device, (2) high speed camera with the optical assembly. The loading
of the sample was performed using a modified configuration of the split Hopkinson bar setup (SHPB) as shown in Fig.
27.2. Experiments were conducted by shooting a projectile made of polycarbonate at the specimen. Speckles have been
applied at the tip of the projectile to measure the velocity of the projectile in-situ. A high-speed imaging system for macro-
scale measurement consists of a camera from Shimadzu (HPV-X2) with 100 mm Tikona lens. Whereas, for meso-scale
measurement, a high magnification long distance extension tube from Navitar was used. Illumination for the macro-scale
was provided using a Metal Arc Lamp (Lumen-200). The high magnification imaging requires a higher amount of light,
therefore a flash light from Photogenic was used in the meso-scale experiment. The images for both the experiments were
captured at two million frames/second. The complete details of post-processing and imaging parameters for macro and
meso-scale measurements are given in Table 27.2.

27.2.1 Full-Field Stress Calculation

The compaction wave forms upon impact and propagates along the specimen. During the compaction wave propagation,
the stress in the material is purely due to the material acceleration (inertia stress). In order to calculate the inertia stress, we
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consider the impact scenario as shown in Fig. 27.3. Assuming, dynamic stress equilibrium (i.e. momentum conservation),
the nominal inertia stress can be calculated. Interestingly, along line AB at the center as shown in Fig. 27.3, uniaxial strain
assumption is valid until the lateral relief wave reaches the center. Assuming axial surface displacement is equal to the spatial
displacement along AB, the axial stress along line AB can be calculated using Eq. 27.1. First Piola Kirchoff’s stress is equal
to true stress (Cauchy’s stress) for uniaxial strain assumption.

First Piola-Kirchoff stress,

P11 .X1; t/ D
X1Z

0

�o
@2u

@t2
dX1 (27.1)

Where ¡0 is the initial density, @2u
@ t2

is the acceleration that can be obtained by numerically differentiating the displacement
field obtained from DIC.

27.3 Results and Discussion

27.3.1 Full-Field Axial Strain

The full-field contour plots of axial strain evolution with time is shown in Fig. 27.4. It is clearly seen that a compaction wave
is formed and propagates along the loading direction. Axial strain behind the compaction front is close to 7% whereas the
region in front of the compaction front is undisturbed, yielding an axial strain close to 0%. The compaction wave is planar
at t D 5 �s, however, it transforms to a non-planar front as it traverses across the specimen. This is due to the lateral relief
wave generation at the top and bottom edges of the specimen on the impact face.
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Fig. 27.4 Full-field axial strain with time
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Fig. 27.5 (a) Axial stress along the undeformed axial coordinates (X1), (b) Compaction wave front location with time

27.3.2 Axial Stress

The axial stress along line AB (see Fig. 27.3) is calculated using Eq. 27.1. Axial stress along the axial coordinate (X1) is
shown in Fig. 27.5. Interestingly the stress behind the compaction front is nearly constant and close to 25 MPa, and stress
ahead of the front is nearly zero. Compaction wave front was located by finding the maximum stress gradient location of the
stress and plotted in Fig. 27.5b. The slope of the linear fit gives the compaction velocity of 505 m/s.

The axial stress at a different axial location along line AB (see Fig. 27.3) are plotted with time in Fig. 27.6. at X1 D 0 mm,
the rise time is close to 9 �s, which increases to 12–13 �s at X1 D 6 mm. In addition, at X1 D 0,1, and 2 mm the peak stress
is dropping after t D 16 �s which indicates the arrival of the lateral relief at the center of the specimen. Interestingly, the
peak stress is dropping with distance, which shows the dissipation of the energy during the propagation of the compaction
wave. We discuss the energy dissipation mechanisms in the upcoming section.

27.3.3 Mesoscale Deformation Mechanisms

The contour plot of local axial strain field is shown in Fig. 27.7. A highly heterogenous strain field was seen with high strain
localization within the compaction band. Ahead of the of the finite thickness wave front, the strain is nearly zero. In order to
compare the strain field with the corresponding microstructure, the microstructure is marked with region A and B. Region A
shows the location of a crystal and location B is a polymer binder area between the crystals. Interestingly, the axial strain on
crystal at region A shows a significantly high value, close to 15%. Conversely, the sugar crystal is brittle in nature, as result,
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Fig. 27.7 The meso-scale local strain field and corresponding microstructure

a low strain is expected. Therefore, the high strain in crystals is due to the microcracks in the crystals as a result of high
compressive force transfer between the crystal. The observed large compressive strain in the region B is due to the plastic
deformation of the soft polymer binder. The energy dissipation mechanisms during the compaction wave propagation are,
therefore, crystal fracture and plastic deformation of the polymer binder. This could be the main reason for the peak stress
drop while the compaction wave travels across the specimen.

27.4 Summary

An experimental setup was developed to perform the macro and meso-scale deformation measurement under dynamic
loading conditions. The macro-scale measurement shows the propagation of compaction wave front at 505 m/s. Compaction
wave stress was estimated using the displacement field obtained from DIC. It was seen that the compaction wave strength
decreases as it propagates across the specimen due to dissipation of energy. The energy dissipation mechanisms such as
crystal fracture and plastic deformation of the binder were identified from the meso-scale deformation measurement.

Acknowledgement The financial support of Air Force Office of Scientific Research (AFOSR) under Grant No. FA9550-14-1-0209 is gratefully
acknowledged.
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Chapter 28
Direct Compression Loading Using the Pre-stretched Bar Technique:
Application to High Strains Under Moderate Strain Rates

G. Haugou, H. Morvan, and N. Leconte

Abstract The mechanical properties of ductile materials are of high interest in the domain of energy absorption, high speed
forming processes, machining processes and ballistics. The range of the intermediate strain rates has always been required
for the main testing devices, particularly for classical Split Hopkinson Pressure Bars. But due the transient aspect of the
loading conditions, high ductility levels and moderate rates of strain are not easily to attain. As the length of the striker
is mostly limited to 1 m due to practical reasons, the duration time of metallic strikers is theoretically close to 0.4 ms
and then limited to 0.04 in total strain at 100/s. However, it is admitted that a long duration time is required to determine
mechanical responses when high plastic strains are observed under real-life conditions. The technique of the pre-stretched
bar is a good candidate to determine high strain responses of metallic materials up to fracture for the range of moderate rates
of strain. The main challenge consists in the initiation of the elastic waves’ system to load samples under direct compression.
The authors propose here a new configuration of the pre-stretched technique where the pre-stretched part is preserved but
the compression loading generated through the sample is radically modified with comparison to the tensile testing version
developed by Albertini in the 700. The strategy is based on FEM approach to generate a representative model of the classical
pre-stretched bars combined with analytical calculations. The experimental tests are performed on samples extracted from
Aluminum and brass alloys so as to validate the modified pre-stretched bars designed for compression loadings at moderate
strain rates.

Keywords Pre-stretched bar • Compression • Moderate strain rate • High ductility • FEM modeling

28.1 Introduction

Kolsky bars apparatus – composed of two cylindrical bars equipped of strain bridges – generate a transient elastic waves’
system once the striker hits the incident bar. The elastic waves’ system is used to determine the typical response of the sample
sandwiched between the incident and transmitted bars [1–3]. The duration time £ of the incident wave depends on the wave
speed C and the length L of the striker, whatever the speed of the striker. Most of the time, the length L of the striker is
limited to 1 m at most due to practical restrictions (the mass of the striker, friction with the launcher). Some authors have
proposed disposals to launch long projectiles (over 2.5 m) by using a U-shaped projectile coupled with a hydraulic system
[4]. For a conventional 1 m long metallic striker, the duration of the pulse generated by the impact (assuming that the wave
speed is the same in the striker and in the incident bar) is generally limited to 0.4 ms. Based on this limitation in time to load
the sample, the total strain of the sample is directly limited by the duration time that depends on the strain rate level. For a
strain rate of 100/s, the total strain is limited to 0.04. Therefore, it is generally admitted that Kolsky bars cannot be employed
or adapted in order to characterize high ductility metals up to fracture at moderate strain rates. Fortunately, the pre-stretched
bar technique is an alternative method that allows to load specimens up to fracture thanks to higher duration times than
those generated by strikers’ impact. Until now, this technique is useful for tensile loadings of rounded or flat metallic alloys
samples [5–9]. Here, the authors propose to generate directly compression testing conditions although the challenge has
recently been achieved. However, a difficulty concerns the fracture of the sacrificial disk of the locking system depending on
the preload value [10]. The present design gives the possibility to avoid any inversed set up subjected to discussions (loss of
stiffness on the connectors, impedance mismatches) and also ensures samples’ loading by simply varying the preload value.
It is not possible to generate a compression elastic wave due to risks of bending of the incident bar.
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28.2 Design of the Pre-stretched Compression Testing

The technique of the pre-stretched bar is a not a common set up in comparison with classical SHPB developed for different
loadings modes [11–15]. In fact, the pre-stretched technique allows testing materials with high ductility. The principle of
compression loading generated using an incident wave developed in tension is detailed hereafter. The base technique is kept,
but the location of both locking and tensioning mechanisms [7] is modified as illustrated in Fig. 28.1. The locking mechanism
is positioned at point A, and it consists in locking any displacement of the incident bar. Once the fixed condition is applied
to the incident bar, a second mechanism placed at point B put the incident bar in tension up to a nominal value F. Therefore,
a hydraulic jack is in contact with a cylindrical connector welded on the incident bar. As the free end of the bar is locked, the
incident bar stores elastic energy between points A and B. The cylindrical specimen is sandwiched between point C and D
before being tested. The condition to load the sample under compression consists in the release of the elastic energy stored
in the pre-stretched zone by the break of a fuse at the position A [7]. The force F is defined as a function of the mechanical
and geometrical properties of the specimen and the wished strain rate. The amplitude of the reflected and transmitted pulses
depends also on these statements.

Practically, the cylindrical bars are aligned using guides spaced with a gap of 400 mm threaded on a rigid framework
composed of I-beams (Figs. 28.2a, b). The bars are equipped with full strain bridges so as to capture incident, reflected
and transmitted pulses generated during the test. Gauge G1 is used to measure the force of the pre-stretched zone whereas
gauges G2 and G3 are useful for the detection of incident, reflected and transmitted, respectively. The position of gauge G4
is suitable for the check of forces’ equilibrium during the loading of the sample. The bars are calibrated as velocity and force
sensors so as to calculate precisely the behavior laws by using the three typical elastic waves. The typical pulses are recorded
using a high speed numerical oscilloscope. The amplitude of the incident pulse depend on the force F, the section S and the
Young’s modulus E of the bar according to Hooke’s and Hugoniot’s laws (relation 28.1).

"INC.t/ D 4 � F

� � D2 � E
(28.1)

Its duration time £ is a function of the length L of the pre-stretched part of the incident bar and the wave speed propagating
along the incident bar and noticed C (see relation 28.2).

� D 2 � L

C
(28.2)



28 Direct Compression Loading Using the Pre-stretched Bar Technique: Application to High Strains Under Moderate Strain Rates 171

Fig. 28.3 Incident pulse of pre-stretched bar and classical SHPB 400/s for an Al. sample

Fig. 28.4 (a) View of the cylindrical connectors (b) High speed imaging of the compression tests

Here, the length of this part is equivalent to a striker with a length of 3.4 m, thus a duration time of 1.5 ms. As a
consequence, it is now permitted to reach a total strain " of 0.14 at 100/s according to relation (28.3).

" D � � P" (28.3)

28.3 Preliminary Tests and Results

A comparison of incident pulses generated by conventional SHPB and pre-stretched SHPB is done and presented in Fig.
28.3 for compression tests at 400/s. The duration time is multiplied here by 3 in comparison with Classical SHPB testing and
gives the possibility to reach high ductility level at the moderate strain rate theoretically announced in relation 28.3.

A preliminary test consists in the check of the influence of the connectors threaded at the end of each bar as depicted
in Fig. 28.4a. To this end, the bars are placed in contact without sample, and the aim is to ensure that the incident wave is
completely transmitted to the output bar without reflected disturbances. Here, the error is estimated lower than 0.5%. High
speed imaging is a useful tool to extend the behavior law. As shown in Fig. 28.4b, the retro lighting provides a shadow of the
sample so as to catch its evolution in function of time up to 110, 000 frames/s (Photron APX RS3000 – 128 � 32pi).

A set of compression tests have been performed on Aluminum [140–2800]/s and Brass [500–2200]/s using the pre-
stretched Split Hopkinson Compression Bars and a classical SHBP (Fig. 28.5a). The samples have a diameter equal to
4.05 mm and 2.6 mm in thickness (average values). The analysis of the elastic waves’ system is done using David© software
[16] where the governing equations are classically implemented for the calculation of the mechanical properties of the tested
alloys with associated strain rates (Fig. 28.5a). In Fig. 28.5b, the strain/stress flow curves obtained for both Hopkinson
devices are compared, in the particular case of Aluminum alloy.
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Fig. 28.5 (a) Flow curves of Aluminum and Brass coupons at moderate and high strain rates (b) Flow curves of Aluminum at 450/s (Pre-stretched
bar and classical SHPB)

28.4 Concluding Remarks

A pre-stretched Split Hopkinson Compression bar has been designed. It allows varying the pre load value of the loading
system. The controlled break of a brittle fuse ensures the generation of an incident tensile wave propagating along the input
bar. The duration time of this pulse gives the opportunity of determine the compressive flow curves of high ductility metals
at the early 140/s from a total strain of 0.2 and an energy storage of few 50 MJ/m3; which is not attainable using Classical
SHPB.
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Chapter 29
Compaction Wave Characteristics of Polymeric Foams Under Dynamic
Loading

Suraj Ravindran, Behrad Koohbor, Peter Malchow, and Addis Kidane

Abstract The continuum scale shock wave theory has been extensively used to characterize the compaction wave
propagation in polymeric foams. However, experimental full-field measurements are scarce to validate such shock wave
models. In this study, dynamic experiments with the help of ultra-high speed imaging in conjunction with digital image
correlation (DIC) to characterize the compaction wave propagation in polymeric foams. A direct impact is applied on a
polymer foam sample using a Hopkinson bar apparatus. The experiment is conducted by shooting a projectile directly at
the specimen at an impact velocity of 90 m/s. Typical characteristics of the compaction wave such as compaction wave
velocity, compaction wave profile, full-field particle velocities are obtained from the DIC measurements. Furthermore, using
a non-parametric method, inertia stress and hence the full-field axial stress is calculated across the compaction wave.

Keywords Compaction • Foams • Direct impact • Shock

29.1 Introduction

High energy absorption characteristics makes foam materials attractive to packaging and impact damage protection
applications [1]. Designing strong structures for impact protection requires a detailed characterization of foams under
different impact loading conditions. Numerous theoretical, numerical and experimental studies have been performed in
the past decade to predict the material behavior of the foams under impact loading. A well-known rate independent rigid
perfectly plastic locking model (RPPL) was developed and used to predict the strength enhancement in wood under impact
loading [2]. This model has been extensively used to predict the behavior of foams under dynamic loading conditions.
Most of the experiments to validate such models are devised with the help of boundary measurements [3] and could not be
used to diagnose and observe the deformation mechanisms. In addition, in the case of a compaction wave propagation, the
spatial variation of the stresses makes it difficult to estimate the stress and strain induced in the specimen with the boundary
measurement techniques.

With the advent of digital image correlation, (DIC) [4] it enables us to measure the full-field deformation fields at a
variable spatial and temporal resolution [5, 6]. Recently, the displacement field from DIC has been used to estimate the
inertia stress in order to get the constitutive response of solid foams, metal and rubber [7–9]. This technique is promising in
estimating stress across the specimen and has been extensively used in rigid foams [10–12]. However, the work was focused
on obtaining the stress-strain relation and never dealt with the compaction profile. In this study, the compaction wave stress
is estimated across the specimen length by adopting the method presented in [10]. Furthermore, other compaction wave
parameters such as particle velocities, elastic wave velocity and compaction wave speeds are estimated.

29.2 Materials and Methods

Specimens of dimension 21 � 14.5 � 14.5 mm3 was extracted from a block of foam received from General Plastics. The
nominal density of the specimen is about 154 kg/m3. Prior to the experiment, specimens were polished using silicon carbide
papers of grit size from 300–1200 �m to have a good surface finish for speckling. The final dimensions of the samples are
shown in Fig. 29.1. Considering the resolution of the imaging system, a speckle size of 200–400 �m was required for DIC
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Table 29.1 Imaging and post-processing parameters

Imaging parameters Post-processing parameters

Field of view – 30 � 18.75 mm2 Subset size – 13 � 13 Pixel2

Pixel to length ratio – 75 �m/pixel Step size – 3
Inerframe time – 1.5 �s Matching algorithm – zero normalized

measurements. The speckling of the specimen was done by using an airbrush. First, a thin layer of white paint was applied
on the surface of the specimen followed by spraying black paint on the surface. The speckling pattern obtained using this
method and the grey scale intensity curve are shown in Fig. 29.1.

A schematic of the experimental setup used in this study is shown in Fig. 29.2. The experimental setup is comprised of a
loading device and a high-speed imaging system. The loading of the sample was performed in a direct impact configuration
of the split Hopkinson bar setup (SHPB). In this type of experimental setup, the specimen is loaded by propelling a projectile
at the specimen using a gas-gun. An 88 mm long projectile made of polycarbonate was used in this study. The projectile
velocity was close to 90 m/s. It should be noted here, no measurements from the strain gage was used in this study, since
we were interested in estimating only the inertia stress during the compaction wave propagation. The high-speed imaging
system consisted of a high-speed camera from Shimadzu (Model HPVX-2) attached with a 100 mm Tikona optical lens.
Illumination was provided using a Metal Arc Lamp (Lumen-200). The images were captured at 666666 frames/second. The
details of post-processing and imaging parameters are given in Table 29.1.
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Fig. 29.3 Depication of the direct impact of foam

29.2.1 Data Analysis

Figure 29.3 depicts the direct impact scenario and the coordinates adopted in the inertia stress calculation. When the projectile
impacts the specimen, a compaction wave is generated and propagates across the material. During the propagation of the
compaction wave the stresses in the material is predominantly due to inertia. Using dynamic stress equilibrium equations
(i.e. momentum conservation), the nominal inertia stress can be calculated as given by Eq. 29.1.

First Piola-Kirchoff stress,

P11 .X1; t/ D
X1Z

0

�o
@2u

@t2
dX1 (29.1)

Where, ¡0 is the initial density, @2u
@ t2

is the Lagrangian acceleration. Since the foam used in this study is low density, a
uniaxial strain assumption will be valid across the cross section. In that case, First Piola Kirchoff’s stress is equal to true
stress (Cauchy’s stress). The Lagrangian acceleration can be obtained numerically by differentiating the displacement field
obtained from DIC with respect to time.

29.3 Results and Discussion

29.3.1 Particle Velocity

The time evolution of the full-field particle velocity in the X1-direction is shown in Fig. 29.4. It illustrates the propagation
of the compaction wave along the loading direction. The compaction wave front is planar for the entire duration of the
propagation of the wave in the material. The planar front allows us to use a 1-D compaction wave propagation analysis to
study the characteristics of the compaction wave. Behind the wave front, the particle velocity is close to 90 m/s and it is
nearly constant after t D 24 �s. Ahead of the compaction front, the particle velocity is not zero indicating the propagation
of an elastic precursor before the generation of the compaction front. Elastic wave front propagation and its velocity are
discussed in the next section.

29.3.2 Particle Velocity Along Axial Location and Wave Speeds

In order to see the profile of the particle velocity, as well as to calculate the velocity of the elastic precursor and compaction
wave, we have plotted the particle velocity along the undeformed axial locations as seen in the Fig. 29.5. Interestingly, the
particle velocity has two wave profiles in the beginning (t D 12, 15, and 18 �s), and this is due to an elastic precursor
propagation ahead of the compaction front. After the precursor reaches the distal end of the sample, it reflects to the material.
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The compaction wave profile formed after the elastic precursor is shown at t D 36, 60, 84, and 108 �s. The particle velocity
is constant behind the front indicating a complete compaction of the material.

In order to calculate the velocity of the elastic precursor and the compaction wave, the elastic wave front and compaction
wave fronts are obtained. The location of the elastic front is obtained by finding the maximum of the absolute value of the
particle velocity gradient (max(jdUp/dX1j). The elastic front marked in Fig. 29.5 shows a particle velocity in the range of
15–20 m/s. The location of the elastic front (Xe) with time is shown in the Fig. 29.6a and the elastic precursor velocity
was calculated as 740 m/s. Particle velocity behind the compaction front is nearly constant indicating the attainment of a
quasi-steady condition. The compaction front location with time is plotted in Fig. 29.6b and the slope of the linear fit gives
the compaction wave velocity of 140 m/s.

29.3.3 Inertia Stress

Inertia stress is calculated using Eq. 29.1. The inertia stress along the axial coordinates are shown in Fig. 29.7. At t D 24 �s,
a two-wave profile is observed due to the propagation of the elastic precursor. After, t D 24 �s, the wave reflects from the
distal end as a tensile wave, see t D 48 �s. This reflected elastic wave releases the stress from 2.4 MPa to 0.5 MPa at the
impact face. The elastic precursor decays its amplitude due to multiple reflections. At the same time, it continues movement
of the projectile to further compresses the material which increases the inertia stresses to 1.5 MPa from 0.5 MPa at the impact
end, see t D 72, 96 and 108 �s.
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29.4 Summary

An experimental setup was designed to characterize foams under impact loading. Direct impact experiments were conducted
in a low-density foam to describe the compaction wave propagation in the material. The particle velocity profile shows a
two-wave structure during the propagation of the elastic precursor. The elastic precursor and shock velocity was calculated
to be 740 m/s and 140 m/s respectively. Also, the inertia stress was calculated from the full-field displacement obtained from
DIC.
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Chapter 30
Comparison of Numerical Simulations with Experiments
of Blast-Induced Pressure Wave Impact on a Surrogate Head Model

Rohan Banton, Thuvan Piehler, Nicole Zander, Richard Benjamin, and Josh Duckworth

Abstract There is an urgent need to protect the warfighter from blast-induced injuries such as traumatic brain injury and its
subsequent cascading effects. To that end the current research has adopted a systematic numerical approach to investigate the
intracranial pressure loading on a surrogate brain model impacted by pressure waves from an RDX explosive. A tetrahedron
meshed model of a human head form filled with representative brain simulant material was placed in an Eulerian air domain
and subjected to simulated blast waves. The numerical results were compared against experiments using 1.7 grams of RDX
explosive placed 180 mm from a surrogate head form filled with brain simulant. Both the experimental and simulated results
revealed dominant compressive pressure loading and volumetric tensions in the anterior regions of the brain simulant. Further,
calculated and experimental results also revealed focal regions of elevated pressure loading in the posterior region resulting
from reflected waves from the back of the skull. This study was performed as a basis for understanding the internal wave
mechanics and their impacts on the brain simulant subjected to real blast effects and to serve as a genesis to improve protective
head equipment for the warfighter.

Keywords Blast traumatic brain injury • Intracranial pressure waves • RDX explosive • skull • surrogate brain

30.1 Introduction

Blast induced injuries leading to traumatic brain injuries (TBI) in military personnel have gained heightened awareness in the
recent conflicts in Iraq and Afghanistan. This is primarily due to the asymmetrical nature of the conflicts and the extensive
use of improvised explosive devices (IEDs) [1]. Other factors contributing to the rise in blast traumatic brain injuries (bTBI)
include improvements in personnel armor, as well as trauma evacuation and emergency care, allowing survival of previously
fatal injuries [2]. Injuries related to blast have been categorized as (1) Primary blast injuries – injuries associated with direct
blast impact to the head and body, (2) Secondary blast injuries – injuries resulting from blast associated fragment or debris,
(3) Tertiary blast injuries – injuries resulting from the blast victim being thrown against stationary objects, and (4) Quaternary
blast injuries – injuries develop from a variety of physical processes associated with explosive detonation such as thermal,
toxic detonation products [1–3]. From the four stated categories of related blast injuries, the mechanisms leading to injuries
in categories (2) and (3) are comparable to mechanical trauma that have been studied through clinical [4], experimental
and computational research such as injuries occurring from a fall [5], automotive collisions [6], and contact sports [7]. The
mechanism of traumatic brain injuries from categories (1) and (2) are rarely understood. In particular, the role of primary
blast impact to the head is still unclear.

To unravel the mechanism leading to bTBI from primary blast waves, researchers have reconstituted (within the
laboratory) the free field conditions resulting in blast wave evolution from explosive detonation. Among the experimental
techniques employed were compress-driven air shock tube [8–10], explosively-driven shock tube [11], and laboratory scale
real explosive blast experiments [12]. These techniques were used to study animal models, surrogate head models, and post
mortem human specimens, subject to blast impact [9–15]. While the results produced from these experiments have provided
insightful information of the pressure loading and strains experienced in the brain, only a few selected regions of interest
were investigated, leaving open the possibility that key findings and recorded information were missed from unexplored
spatial regions of the brain.
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To aid in the understanding of the intracranial wave mechanics in the spatial regions of the brain, computational efforts
were also performed using a range of head forms. Several teams have utilized simplified surrogate head models composed
of water/gel used as brain simulant enclosed with polycarbonate or Poly(methyl methacrylate) (PMMA) skull [14, 16] to
study egg-shaped and spherical-shaped head forms. These numerical models with surrogate head forms were reasonably
validated against shock tube generated blast wave experiments. However, they lack the appropriate human head geometry
which governs the flow dynamics around the head, which in turns affects the net mechanical load on the head, thus further
influencing the intracranial wave dynamics in the brain. More biofidelic head forms generated from segmentation of magnetic
resonance images (MRI) consisting of scalp, skin, bone, CSF, brain showing gray and white matter, and nasal cavity have
emerged [15, 17–19]. While these detailed models are more representative of the human head forms and have become more
anatomically correct, they are rarely validated against blast experimental data. Limited validation of these detailed model are
starting to emerge to include the work of Ganpule et al. [15] where a finite element (FE) model of a human head generated
from MRI data consisting of skin, skull, subarachnoidal space, and brain was developed and validated against surface pressure
impact to the skull of a dummy head placed in a compress-driven shock tube. Wang et al. [20] also developed an anatomically
correct FE head model from MRI data that was validated against blunt frontal impact on cadaveric head [21]. Subsequent
simulations with the FE head model were performed showing frontal, back, and lateral blast loading impact to head using
simulated TNT explosive of mass ranging from 250–450 g placed at a standoff distance of 1 m.

To address the need for more direct comparison of computationally developed head forms subject to blast impact with
experimental data we adopted the following approach. We developed a tetrahedron meshed model of a human head form
filled with representative brain simulant material placed in an Eulerian air domain and subjected it to simulated blast
waves. The numerical results were compared against blast experiments using spherical cyclotrimethylene trinitramine Class
5 (C3H6N6O6; RDX Class V, 1.7 g weight) charges. The following sections provide a brief descriptions of the experimental
and computational approach followed by comparison of the numerical model results with the experimental data.

30.1.1 Experimental Procedure

Figure 30.1, shows the experimental setup for detonation of 1.7 gram of RDX explosive charge placed 180 mm from a
PMMA surrogate head model. The head model was rotated downward 20ı to create a horizontal alignment between the
RDX charge and the impact point at the nasion on the skull. Two free-field air-blast pencil probes (ICB model 137A23,
PCB Piezotronics Inc., Depew, NY) were placed at the same distances from the charge to measure the pressure loading
imparted to the head. The evolution of the experimental blast waves from the charge to the surrogate head was captured
using high-speed shadowgraph imaging for visualization using the techniques outlined and developed by G. Settles [22]. The
blast conditions were selected to be within the pressure loading threshold for survivability according to the Bowen curves
[23] These curves correlate the probability of fatality to specific blast levels and durations of exposure for a human standing
in the path of an explosive blast [23]. In this experiment, the pressure loading produced by the charge on the surrogate head
at the selected standoff distance falls within the survivability level on the Bowen curve. That is the probability for fatality
was less than 1%. However, while the blast loading at this distance produce low fatality chances, the impact loading to the
head still produce intracranial pressures which could lead to mild traumatic brain injuries. We investigated the intracranial
pressure in the surrogate head by placing piezoelectric high-frequency dynamic pressure sensors (ICP model 102A, PCB
Piezotronics Inc., Depew, NY) at protruding depths of 5 cm into the surrogate head model at location in the front left, top
and back of the skull (see Fig. 30.1).

Figure 30.2, shows a hemispherical cutaway of the surrogate head filled with a biogel used as brain simulant. The biogel
was composed of Poly(styrene-b-ethylene-co-butylene-b-styrene) triblock copolymer (SEBS) mixed with mineral oil [24].
SEBS powder and mineral oil were mixed at a polymer loading of 5 vol %, heated to 120 ıC and intermittently mixed
for 3 h to obtain a homogeneous solution without any visible undissolved SEBS powder. The sample was cooled to room
temperature to verify gel formation. The gel was then heated to 60 ıC to melt the gel and enable pouring into the pre-formed
skull. After filling, the skull was held at 60 ıC for 2 h to remove air bubbles entrapped during the filling process. The skull
was then cooled to room temperature and any remaining openings were filled with a silicone sealant to prevent the gel from
creeping out of the skull and reducing the final fill level. All the blast experiments performed on the surrogate head model
were conducted in a 6- � 10- � 6-m blast room certified for testing up to 25 g of explosive.



30 Comparison of Numerical Simulations with Experiments of Blast-Induced Pressure Wave Impact on a Surrogate Head Model 183

Fig. 30.1 Experimental setup for RDX blast propagation onto PMMA head model with instrumented pressure gauges. RDX explosive (1.7 gram)
was positioned to hang in air while maintaining a level standoff distance of 180 mm from the nasion point of the PMMA head model. Pencil
gauges were positioned 180 mm from the RDX charge to capture the pressure loading delivered to the head model

Fig. 30.2 Hemi-spherical
cutaway showing surrogate head
model filled with biogel

30.1.2 Computational Procedure

Figure 30.3a, shows the midsagittal view of the surrogate head model used in the blast simulations for direct comparison to
the blast experiments performed (Fig. 30.3b). To obtain the computational geometry, 3D laser scan was performed on the
experimental PMMA skull model (Fig. 30.3b). The 3D laser scan data was processed and converted to Solid Works CAD
geometry where the internal contours of the skull was used to generate the surrogate brain part. A tetrahedron mesh overlay
on the skull and brain surrogate head model was later performed using Sandia National Laboratory Cubit software package.

To carry out the blast simulations of the head impact, the shock physics code CTH was employed [25]. This code utilizes
a finite volume solution scheme that solves the conservation equations of mass, momentum and energy for each material
inserted in a fixed spatial mesh. CTH uses a two-step, second order accurate Eulerian solution algorithm. The governing
equations are solved first using a Lagrangian step followed by a second remap step. In the Lagrangian step, a Lagrangian
representation of the governing equations is solved explicitly across each timestep. The initial mesh is distorted to allow for
material motion while not permitting mass flux across the cell boundaries. Subsequently, a remap step is performed where
the distorted cells from the prior step are remapped back to the initial fixed mesh.

The complete material insertion into the CTH code included the head model (which consists of the surrogate skull
and brain), the explosive charge and the surrounding air. To capture the material response of the head model to the blast
impact appropriate equation-of-state (EOS) and strength models were utilized. The EOS representations for the skull and
brain surrogate utilized an elastic compressible equation of-state model for the volumetric response [25] and a linear elastic
perfectly plastic constitutive strength model for the skull and a Maxwell viscoelastic model for the deviatoric (shear) response
for the brain [2, 7].

At the start of the simulation (Fig. 30.3a) the head model was placed at a standoff distance of 180 mm from an RDX
charge in surrounding air. A programmed burn initiation model was used to start the detonation of the RDX explosive while
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Fig. 30.3 (a) Blast simulation setup and numerical representation of surrogate PMMA head model showing midsagittal view of surrogate head
model (b) Experimental set-up of surrogate head model filled with bio gel material

Fig. 30.4 Comparison of simulations (left) with experiments (right) of RDX initiation and blast wave propagation toward surrogate PMMA head
model from180 mm standoff distance at time 140 �s. The explosive reaction products are shown to drive the shock front (Reaction product denoted
as blue in simulation and dark brown in experiment)

expanding detonation product gases were represented by a Jones-Wilkens-Lee (JWL) EOS. A nonlinear tabular EOS model
was also used to represent the surrounding air. Adaptive mesh refinement (AMR) capabilities were also used to track and
refine the expanding propagating shock front as it moved through the spatial domain.

All the simulations were performed on the Defense Supercomputing Resource HPC computing systems using 64 processor
running on 2 nodes in a parallel computation. To capture the details in the head model, the adaptive mesh was refined down to
cell sizes on order of 1.5625 mm. A typical simulation required 34 h of CPU time for all calculations running out to 1 msec.

30.1.3 Comparison of Numerical Results with Blast Experiments

To create an accurate representation of the loading imparted to the head surrogate the numerical model was used to track
the evolution of the blast waves. The results were compared to shadow graph images of the shock waves captured from the
blast experiments. Figure 30.4 shows an instance in time of the shock wave propagation at 140 microseconds after the RDX
initiation. Both the simulations and the experiments shows a leading shock front propagated by the reaction products shown
in blue for the simulation and black for the experiments. In both the simulation and experiments a secondary initiation was
also revealed at the center of the reaction cloud. The qualitative comparison between the simulations and the experiments
shows good agreement for the blast wave propagation from a distance of 180 mm from the surrogate head model.

To measure the incident pressure imparted to the head, two pencil gauges shown in Fig. 30.1 were employed. The
results from the gauge measurements are shown in Fig. 30.5. The recorded results from gauges c-5 and c-6 produced peak
overpressure measurements on the order of 377 and 310 kPa respectively. The calculated results of 300 kPa also compared
well with the experimental measurements for the blast evolution shown in Fig. 30.4.

Following the incident pressure wave impact to the skull, Fig. 30.6 shows both a reflected wave from the skull as well as a
transmitted wave through the skull into the anterior regions of the surrogate brain material. Early time simulations in Fig. 30.6
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Fig. 30.5 Comparison of calculated overpressure history with pencil gauge data at 180 mm standoff distance from explosive charge

Fig. 30.6 Comparison of simulated blast wave impact on a surrogate head model with experiments at time 0.2 msec for a standoff distance of
180 mm from the explosive charge. The tracer particles shown are used to track the pressure history transition from the air to the skull

shows the intracranial pressure wave expansion from the impact point to the mid-region of the brain. Tracer particles were
placed spatially throughout the surrogate brain material to capture the calculated pressure loading. The tracer 10 shown in
Fig. 30.6 was positioned to match the location of pressure sensors used in the experiments. Figure 30.7 shows the comparison
between the calculated pressure histories from tracer 10 compared with the recorded results from the pressure sensors. From
Fig. 30.7, the surrogate brain material experienced both compressive and volumetric tensile loading. The recorded results
show peak compressive loading of 95.47 and 57.83 kPa at times 0.237 and time 0.249 msec. Strong volumetric tension of
�38.46 kPa were also recorded at times 0.24 msec and 0.263 msec followed by later time volumetric tension �36.27 kPa at
time 0.459 msec. The calculated results show reasonable agreement with the experimental data. Early time peak compressive
loading of 82.34 kPa was captured at time 0.244 msec followed by a decrease in the compressed loading of 62.2 and 56.07 kPa
at times 0.297 msec and 0.472 msec. The calculation also revealed early time volumetric tension of �4.76 kPa at 0.267 msec
followed by �31.46 kPa at time 0.499 msec. At later times (after 0.59 msec) the trend in the calculation shows a deviation
from the recorded data.

Figure 30.8 below shows more qualitative agreement between the simulation results (left) and the shadow graph images
(right) of the shock pressure propagation that impacted the surrogate head at time 0.33 msec. From the shadow graph image
(right) the surrogate head experienced both a primary insult from the first shock wave followed by a secondary shock wave.
This secondary shock wave was also captured in the simulation (left) but weakened in strength as the wave propagated toward
the surrogate head model. Additionally, the simulation also captured the intracranial pressure distribution showing a focal
region of elevated pressure at the back of the skull resulting from the internal reflected wave off the back of the skull. The
simulated result also showed strong intracranial pressure in the anterior region of the surrogate brain.
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Fig. 30.7 Calculated pressure histories compared with recorded gauge data at location 5 cm in the anterior region of surrogate brain. Results show
recorded and calculated peak pressure of 95.47, and 82.34 kPa at times 0.237 and 0.244 msec respectively

Fig. 30.8 Comparison of simulations (left) with experiments (right) of RDX blast wave impact to surrogate head model. Simulations show the
mid-saggital view of intra-cranial pressure waves reflecting off the inside back skull into incoming pressure waves. Secondary initiation in the
experiment produced a second shock wave which impacts the head at a later time after the first wave. Simulation results show break-up of a weak
secondary shock wave

30.2 Results and Discussion

In summary, this study represents a concerted effort to address the need for more direct comparison of computationally
developed head forms subject to blast impact with real blast experimental data. More specifically, the effects of early time
blast impact loading on a surrogate head model was investigated both computationally as well as experimentally. The results
revealed sequential shock pressure waves impacting the surrogate head captured via high resolution shadow graph images.
This double impact has the potential for elevated damage to the brain beyond the initial damage incurred under a single shock
loading. Better experimental diagnosis are needed to capture the influence of the secondary shock wave.

While shadow-graph images provide excellent external flow visualization around the surrogate head there remains a
need for internal visualization of the wave mechanics inside the closed skull. The computational models employed in this
work was used to fill that void by showing strong intracranial pressure loading in the anterior region of the surrogate brain
with elevated focal regions of high pressure distribution in the posterior region. The quantitative comparisons between the
calculated results and internal pressure sensors showed reasonable agreement. Both the calculated and experimental results
showed compressive loading followed by volumetric tensile loading. The action of these peak positive and negative pressure
loading could induce tearing and shearing in brain tissue. No direct comparison of shear stresses were conducted in this
study. However, we are building our model to account the biomechanical shear response.

As of the writing of this manuscript additional comparison of the calculated results with experiments were not completed
but will be presented in a future paper. However, we can conclude that the primary pressure load imparted to the head
surrogate is a dominant injury mechanism. We are developing and validating our numerical models through parallel efforts
with physical surrogate head forms subjected to real blast loading.
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Chapter 31
Pressure Sensing in Clay: A New Metric for Characterizing the Ballistic
Backface Deformation Response of Personnel Protection Equipment

M.H. Merrill, C.J. Kindle, and J.P. Thomas

Abstract Clay indentation depth is traditionally used to quantify the performance of personnel protection equipment (PPE)
under non-penetrating ballistic impact events. However, plastic deformation of the clay ‘witness’ media or backing following
an impact event does not have a direct correlation to risk of injury. Alternative methods for assessing PPE have been
developed including instrumented test dummies or gel-based surrogates, but results from these methods are not backward
compatible with decades of existing clay witness data. Adding clay pressure measurements to the current clay-indent
methodology will provide time-resolved data related to impact load transmission through the PPE that may better quantify
the risks for biological damage. Four different commercial pressure sensors (piezoelectric and piezoresistive types) were
selected and tested in air and clay using a shock tube and a step-less pressure generator with various conditioning and data
acquisition methods. For both sensor types, sensitivity changed by only a few percent in clay compared to air, and both were
able measure the amplitude, rise time, and shape of pressure waves in the clay media. The piezoresistive sensors appear to
be better suited to this application due to their smaller size (necessary for helmet testing), greater bandwidth and resonant
frequency, and superior mechanical robustness with lower sensitivity to radial loading and mounting torque variations.

Keywords Pressure Sensing • Dynamic Characterization • Ballistic Testing • Soft Armor • Shock Tube

31.1 Introduction

The state of the art in PPE testing lacks scientific links to modes of human injury [1, 2]. Adding clay impact pressure
measurements to the current testing methodology would provide a relevant metric (transmitted load), but the viability of this
advancement requires clay-pressure sensor systems that are accurate and repeatable. The commercial sensors selected for
testing in this study are summarized in Table 31.1; their signal-bandwidth characteristics are shown in Fig. 31.1a. The
piezoelectric sensors were ‘integrated electronic piezoelectric’ (IEPE) devices with on-board amplification to boost the
signal levels and avoid cable-length interaction problems. The piezoresistive sensors use a strain-gage bridge on a silicon
diaphragm; signal conditioning is simple, but the output is much lower in magnitude than the IEPE voltage signals. Several
conditioning/acquisition systems were utilized in this study including the PXIe-4462, 4492, 4331, and 6361 modules from
National Instruments, and a 1 MHz-bandwidth IEPE conditioner by PCB (model 438C05). As shown in Fig. 31.1a, the
available data acquisition methods fully covered the range of sensor capabilities.

31.2 Shockless Pressure Step Generator

An Aronson Shockless Pressure Step Generator (Modal Shop Model 9907C Series) was used to measure sensor response. The
pressure sensors were threaded into a steel plug which was inserted into the system. A large reservoir was then pressurized
to the desired step pressure using helium gas. A poppet valve actuated by manual impact rapidly exposed the pressure sensor
to the full reservoir pressure. The pressure step rise time for this system is 20–40 microseconds and the maximum pressure
is 1000 psi. A typical calibration included 3–5 identical runs at each of 4–5 pressure levels; a straight line fit was used to
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Table 31.1 Pressure sensor specifications

PCB: 105C02 PCB: 113B21 ME: 8511A MS: EPIH

Sensor type Piezoelectric Piezoelectric Piezoresistive Piezoresistive
Max pressure (psi) 200 400 5000 300
Sensitivity (mV/psi) 50 25 0.1 0.3
Resonant frequency (kHz) >250 >500 >1000 >1700
Length (in) 0.9 1.5 0.9 0.7
Approximate cost (USD$) 1100 585 1410 1130
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Fig. 31.1 (a) The four sensor types, their signal level vs bandwidth (20% of resonance), and data acquisition capabilities (cross-hatched). (b)
Nominal 100 psi pressure step responses; the inset shows the rise times

determine the sensor sensitivity (output voltage per unit pressure). The supplied conditioner and data acquisition system with
the Aronson device is limited to piezoelectric sensor types, so we used another system (voltage supply and data acquisition)
to measure the response of the piezoresistive sensors. More than 40 sensors in all were tested. Measured sensitivities for the
PCB:113B21 sensors and the two piezoresistive sensor models were typically within 1–2% of manufacturer specifications.
Calibrations run with a clay covering on the sensor face showed only minor differences. For example, an MS:EPIH sensor
showed changes in sensitivity of less than 2.3% (0.2889, 0.2835, 0.2848, and 0.2824 mV/psi) for a series of calibrations with
and without clay. The ME:8511A sensors were particularly impressive; they fell within specified calibrations even at 100 psi,
which is only 2% of full-scale (5000 psi). In contrast, the PCB:105C02 sensors showed inconsistent behavior with changes
in sensitivity as high as 30–40%. This sensor was highly sensitive to radial pressures on the barrel near the sensing face. A
polymer adapter plug was used to adapt the sensor to the Aronson plug, and the measured sensitivity would change by as
much as 2� as the adapter was tightened beyond finger tight.

The response of the sensors to a step pressure is summarized in Fig. 31.1b for the four sensor types. The PCB: 105C02
sensors (black) had a tendency to overshoot the pressure and also showed some ringing. The other piezoelectric sensor (PCB:
113B21 – blue) showed the expected piezoelectric response with a step followed by a decay in the signal due to the inherent
time constant decay. As seen in the inset, the two piezoresistive sensors showed faster rise times. Many of the sensor runs
showed slight overshoot in pressure, possibly due to variations associated with poppet actuation.

31.3 Shock Tube Testing

A two-inch diameter shock tube (PCB 901A10) with circumferential ports in a polycarbonate extension (see inset of Fig.
31.2a) was used to test the sensors. Two sets of sensors were examined at different axial locations along the shock tube to
measure pressure wave attenuation with distance. Unless otherwise noted, conditioned sensor outputs were zeroed to remove
DC bias and low-pass filtered at 20% of the reported resonant frequency. All of the presented data corresponds to a nominal
40 psi (in air) shock caused by bursting 0.01 inch thick Mylar films with nitrogen at a driver pressure of 300 psi. For the
clay-pressure measurements, the polycarbonate extension was partially filled (back end) with Roma Plastilina No 1 clay.
The first set of sensors were located 1.5 inches in clay from the clay-air interface and the second set were 3.5 inches from
the interface. The entire polycarbonate extension system with clay and sensors was thermally conditioned per PPE testing
requirements in a 95 ıF oven with clay test block verification [2].
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Fig. 31.2 Shock tube results for a nominal 40 psi air shock. (a) Typical response in air for all four sensor types; the inset shows the shock tube
extension. (b) Frequency spectrum for the sensors compared to the ideal Friedlander wave. (c) Responses from two (identical) test runs showing
the effects of a different data acquisition rate. (d) Shock tube response in air and clay for PCB 113B21 sensors. The inset shows the early time
response. Port 5 and Port 9 are located 1.5 and 3.5 inches deep in the clay, respectively

Typical shock tube results are shown in Fig. 31.2a with two responses for each sensor type. They all exhibit the same basic
pressure-time profile except for the 105C02 sensors (black traces), which show a markedly different peak magnitude and
wave shape. In most PPE assessment applications, the primary measurement will be the peak pressure, which is less likely to
be affected by test fixture reflections that would alter the wave shape. However, the peak pressure overshoot by the 105C02
sensors, similar to that seen with the Aronson tests, highlights their unsuitability for PPE testing applications. Unfiltered
responses are shown in Fig. 31.2b along with the response of an ideal Friedlander wave. The 105C02 shows resonances (the
minor peaks) as low as 60 kHz and the 113B21 at roughly 400 kHz. The piezoresistive sensors, by comparison, did not show
any sign of resonance up to 1 MHz. In Fig. 31.2c, the responses for two “identical” air shocks with data acquisition rates of
100 kHz and 2 MHz show insignificant differences.

Figure 31.2d shows nominally identically shock tube runs with the PCB:113B21 sensors in air and clay. The peak
pressures measured in the clay were more than double those in air, but attenuated with clay transit distance �7–10%/inch.
The peak pressure approximately corresponds to expectation by considering a 1D wave impacting a rigid boundary
(transmitted D 2X incident). The pressure wave has a different in shape in clay than in air, and transmission appears to
be slower than in air (roughly 833 fps compared to 1960 fps as measured in Fig. 31.2d). However, it is difficult to resolve the
signal from internal reflections in the clay as the pressure wave pass back and forth through the 7 inch clay plug in less than
1 ms. Recent improvements in the shock tube extension design will allow for additional measurements including the in-air
incident and reflected pressure wave to fully understand the in-clay pressures for shock tube measurements.

31.4 Conclusions & Future Work

In-clay pressure sensing is shown to be a viable mechanism to add quantifiable, time-resolved data to existing clay witness
testing of soft armor. Commercial piezoresistive and piezoelectric sensors were evaluated both in clay and air media using
an Aronson shockless pressure step generator and a shock tube. All tested sensors, except for the PCB:105C02, showed
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consistent sensitivities (output voltage per unit pressure) under repeated calibrations with the Aronson system, in air and with
clay packing. The shock tube results showed higher bandwidth from the piezoresistive sensors with resonant frequencies
greater than 1 MHz. Overall, the ME series of piezoresistive sensors appear to be optimal for our future implementation.
Ongoing efforts include additional shock tube testing and ballistic testing of PPE with sensors embedded in clay witness
media and silicone gel replacements for the clay. Future efforts will seek to link time-resolved pressure data to specific risk
levels for biological damage.
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Chapter 32
Evaluation of Concrete Penetration Resistance Using Small Caliber
Bullets

Stephan Bless, Michael McAleer, and Rey Guzman

Abstract Small caliber armor-piercing bullets were fired at two difference types of concrete, 3.5 ksi or 10 ksi. The projectiles
all had the same diameter, 5.6 mm, but had different lengths, and hence different masses. Exit velocity was measured.
Therefore the data provided information for penetration resistance as a function of impact velocity, projectile mass, and
concrete strength. Data were fit with a Poncelet equation. Superior fits were achieved when both the inertial term and strength
terms were included. The empirical Poncelet parameters were compared with those computed from conventional cavity
expansion analysis that includes both inertia and compressive strength. The cavity expansion model provided a good fit to
residual velocity as a function of impact velocity for the 3.5 ksi targets but not the 10ksi targets.

Keywords Poncelet • Concrete • Bullets • Residual Velocity • Penetration Resistance

32.1 Introduction

The usual framework for analyzing penetration is in terms of penetration resistance (defined as the force on the projectile
divided by its cross section area). Penetration resistance is generally considered a property of the target material that is
influenced by the penetration rate, the shape of the projectile/target interface, and the strength of the target. The simplest
case is a rigid penetrator, since in that case the interface geometry is largely determined by the penetrator nose shape, and the
effect of the penetration resistance is only to decelerate the penetrator (and not to erode the penetrator). If target properties do
not depend on strain rate, elementary dimensional arguments indicate that for a homogeneous material of unlimited lateral
extent, penetration resistance (a stress) does not depend on penetrator size (for geometrically similar penetrators). Most
concretes are only weakly rate dependent, and this suggests small scale experiments can be used to predict trends that would
occur in large scale tests. Thus, although the particular tests that we have done are for small caliber projectiles, to the extent
that strength of concrete is rate dependent, the results for penetration resistance should be expected to apply for larger and
longer projectiles as well. (Note that stress being independent of rate does not mean it is independent of penetration velocity,
which is approximately equal to diameter times strain rate).

The goal of the experiments reported herein was to evaluate the performance of some exotic projectile materials relative
to baseline steel. Only the steel data are discussed in this paper.

32.2 Penetrators

A drawing of the baseline projectile is shown in Fig. 32.1. For shooting, all projectiles were encased in copper jackets to
engage 7.62-mm diameter barrel rifling. The copper jacket stripped immediately upon impact on targets.

The baseline projectiles were made from 4340 steel. 4340 steel rods were procured then heat treated to a hardness of 45
HRC and machined to drawing specifications. The mass of the steel baseline projectile was 3.17 g.

In order to vary mass, a shorter length (17.25 mm) projectile was created. This had the same diameter and nose profile as
the base projectile. The mass of the shorter projectile was 2.61 g.
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Fig. 32.2 10 ksi target encased
in 6 in pipe

32.3 Targets

There were two target formulations, referred to herein as “strong” and “weak.” The strong targets had a nominal strength
of 10 ksi (57 MPa), were six-inches in diameter, and encased in steel as shown in Fig. 32.2. The strong concrete meets
ASTM C33–03 standard specification for concrete aggregates. The aggregate was sifted through an 18 mesh sieve to ensure
a particle size less than 1 mm. The concrete was then poured into 6 inch diameter schedule 40 steel pipe that was cut down
to approximately 4 inches long and allowed to cure for 30 days. The steel pipe has an interior diameter of 6.065 inches with
a wall thickness of 0.28 inches and a nominal burst pressure of 5 ksi. Compressive tests were performed on three of the
concrete cylinders using test method ASTM C39 “Standard Test Method for Compressive Strength of Cylindrical Concrete
Specimens”. The cylinders had an average compressive strength of 10,880 psi with fracture pattern 3. The fracture pattern
was determined using the schematic in ASTM C39. The specific gravity of the strong concrete was 2.12.

The weak targets were nominally compressive strength of 3.5 ksi (23 MPa). They were furnished by the U.S. Army
Engineering Research and Development Center (ERDC) in the form of large concrete drums which were cut down to make
the 600�600�200 targets blocks. For testing, the targets were stacked in pairs and taped in an attempt to make a 4 inch thick
block. The specific gravity of the weak concrete was 1.93.

32.4 Experiment Procedures

Shots were carried out at Chesapeake Testing Services in Belcamp, MD. Velocity was measured from four time-of-arrival
detectors in all shots. A high speed camera was used to measure velocity after exit through the target.
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Table 32.1 Ballistic data Shot Target Bullet Mass Vo VR

1–2 Weak Std 3.18 860 213
1–3 Weak Std 3.19 951 390
1–4 Weak Std 3.17 1106 605
2–1 Weak Std 3.17 917 286
2–2 Weak Std 3.17 1110 582
2–3 Weak Std 3.17 1119 625
3–1 Strong Std 3.17 1070 459
3–2 Weak Std 3.17 1079 639
3–3 Strong Std 3.17 1210 544
4–5 Strong Short 2.60 1021 221
4–7 Strong Std 3.15 917 174
4–8 Strong Std 3.15 1045 385
4–9 Strong Std 3.14 1137 500
4–12 Weak Short 2.61 1013 347

Fig. 32.3 Damage to steel bullet
from strong target (Virgin bullet
on right)

In some shots, striking velocity was also measured with high speed cameras. In one test the target was eliminated and
three high speed cameras were used. It was found that the velocities measured by the cameras scattered by 0.6% around
the average and the average velocity measured by the cameras agreed within 0.1% with the velocity measured from the
time-of-arrival detectors. Applied to data taken with targets, this implies uncertainties in impact velocities are negligible, and
uncertainties in exit velocities are typically ˙3 m/s. The targets were held in place by clamps to a steel frame.

In all but the first four shots, pitch and yaw were measured with pre-impact high speed cameras. Angle of attack was
always minimal. The exiting projectile was always well ahead of any concrete fragments.

The data are listed in Table 32.1. Vo is striking velocity, VR is exit velocity. Here lengths are in mm, velocities are in m/s,
mass is in grams. Targets are described as “weak” or “strong” as above.

32.5 Residual Velocity Data

It was expected that loss of mass of the projectiles would be minimal, and that was the case. Although in some of the highest
velocity shots there was slight nose deformation, since the projectiles were relatively high aspect ratio, the energy absorbed
in nose deformation was a negligible fraction of the initial kinetic energy. For example, Figs. 32.3 and 32.4 compares a
preshot and postshot steel bullet (Shot 4–5) for a strong target.

Figure 32.4 is a plot of all of the Vo–VR data. In this plot the blue round points are the baseline steel bullet vs the weak
target. The brown round points are the baseline steel bullet vs the stronger target. The lines are spline fits to the data. The
offset of these two curves demonstrates the effect of strength of the target on residual velocity.

The blue diamond is the lightweight steel bullet vs the weak target. The brown diamond is the lightweight steel bullet vs
the strong target. The offsets show the effect of projectile mass on residual velocity.
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Fig. 32.4 Summary of striking and residual velocity data

The scatter amongst groups of data at similar velocities implies that the variability in any one measurement of exit
velocity is ˙10–20 m/s. The uncertainty in measuring velocity is much less than this, so the scatter is probably due to target
heterogeneity.

32.6 Discussion

Semi-empirical equations for penetration of concrete and other geomaterials usually take for form of a Poncelet equation, in
which the force of the projectile is given in eq. (32.1), which is written for the case where the projectile mass is constant.
Here A is presented area, ¡ is density, C is the Poncelet drag, and R is target strength.

F D M
dv

dt
D ��CAv2 � RA (32.1)

Inertia effects give rise to the velocity-dependent term, and target strength effects are manifested in the second term. The
equation can be integrated to give the exit velocity if we ignore the influence of the free surfaces (which are small in these
targets which are more than 10 diameters thick):

v D ��
R=�C C v20

�
exp .�2�Ax=M/ � R=�C

�1=2
(32.2)

Forrestal al et. [1] derived values for C and R from a cavity expansion analysis, and found that the Poncelet parameters
are given by

C D N;R D Sf (32.3)

Here N D (8‰-1)/24‰2; ‰ D r/2a, where r is ogive radius giving ‰ D 2.5 & N D 0.127; f is the unconfined compressive
strength and S is an empirical factor D 82.6 (f)-0.544 (for f in MPa). The result is C D 0.127, R D 528PMa for the strong
target, and R D 349 MPa for the weak target. Figure 32.5 illustrates Poncelet fits to weak target data. The best fit is given by
C D 0.125 R D 380 MPa. This is in excellent agreement with the values predicted by Forrestal et al. However, for the strong
data, no Poncelet fit is adequate for describing the data.. This is probably due to erosion of the projectile nose in the strong
target.
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Fig. 32.5 Comparison of data for weak target for a Poncelet fit (solid line) and a constant-resistance force (dotted lines); the longer dashes use the
force-strength correlation from Rosenberg and Kisitoski; the shorter dashes use the best fit value

The Poncelet equation implies that if the mass changes,

dVR=dM D
h

RATCAC�TV2

M2

i
exp.�AC�T=M/q

Œ.R=�CCV20 / exp.�2AC�T=M/�R=�C�

D 1:42E5 m=s=kg when V D 1013 m=s:
(32.4)

For the difference in mass between the standard and short steel bullets, namely 0.56 g, this formula predicts a change
in exit velocity of 79 m/s. The actual change when the standard bullet (interpolated to 1013 m/s using the Poncelet fit) is
compared to the light steel bullet at that velocity is 145 m/s. There is relatively little uncertainty in the experimental value for
the standard projectile because there are several points at around this same velocity. Thus, somewhat surprisingly, although
the Poncelet formulation well describes variations of VR with Vo, it is not satisfactory for predicting the effect of variations
in projectile length.

The extent to which the velocity-dependent term in eq. (32.1) is required has been discussed recently by several authors.
Warren et al. [2] analyze accelerometer data for rods penetrating concrete at speeds up to 460 m/s and found that deceleration
was effectively constant after an initial transient. Rosenberg and Dekel [3] Rosenberg and Kositski [4] also examine several
previous publications and find that penetration depth vs velocity data do not require a velocity-dependent term in eq. (32.1)
at speeds up to 1100 m/s.

Thus, for geomaterials in general and concrete in particular, the conditions under which penetration resistance is velocity
dependent are not well established. It does seem that from penetration depth data for rigid long rods into strong concrete at
velocities up to 1.1 km/s, fitting data does not require a velocity-dependent resisting force. However, final depth of penetration
is perhaps not very sensitive to penetration resistance at the highest velocities which only occur near the impact point. It must
be that resisting force does indeed depend on velocity for high enough velocity (perhaps where the projectile is no longer
rigid), and also for rigid projectiles into enough weak targets (for example, see the data for sand targets in Omidvar et al.
[5]).

The constant-force model implies that

VR D �
V2
0 � V2

L

� I VL D
p
2RAT=M (32.5)

where T is target thickness, and VL is the limiting impact velocity at which the exit velocity is just zero. Empirically
Rosenberg and Kositski found R (in GPa) D 0.22 ln f � 0.285, for f in MPa. This gives R D 405 MPa for the weak
concrete.

For the weak target, a case in which it seems reasonable to consider the projectile as rigid, Fig. 32.5 compares the Poncelet
model (which is nearly the same as the Forrestal et al. prediction) and the constant-force model. The Poncelet-Forrestal
prediction gives a satisfactory fit to the data. The constant force predicted by the Rosenberg and Kisitoski model is much less
accurate. The best fit to a constant-force model (with R D 480 MPa) is close to the data but not as good as the Poncelet fit.
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However, three additional comments should be noted: (a) a Poncelet fit has two parameters, vs one for the constant-force
equation, so it is easier to fit a given data set. (b) a best-fit straight line relationship for VR vs VS is as good a fit as the
Poncelet model, and (c) it cannot be ruled out that at higher velocity some additional energy is being absorbed by a slightly
deforming projectile, which in both cases makes it difficult to fit the high velocity data with the same fidelity as the lower
speed data.

32.7 Summary

Use of small caliber bullets and finite targets is a convenient means to characterize the penetration resistance of concrete. For
targets that are 23 MPa strength and hard steel bullets, rigid body penetration appears to occur and the data are well described
by a Poncelet equation using coefficients as predicted from accepted cavity expansion theory. The data are not as well fit by
the constant-force model of Rosenberg and Kositski. 57 MPa targets appear to deform projectiles above 1000 m/s and the
Poncelet formulation does not adequately describe the experimental results.
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Chapter 33
Dynamic Analysis of a Bi-stable Buckled Structure for Vibration Energy
Harvester

Masoud Derakhshani, Thomas Berfield, and Kevin D. Murphy

Abstract Vibration energy harvesting offers a viable alternative to batteries for powering sensors in remote locations.
In the past decade, the energy harvesting community has turned to nonlinear structures as an effective means for creating
high-performance devices. In particular, researchers have used buckled structures to improve vibration scavenging power
production at low frequencies (<100 Hz) and to broaden device operational bandwidths. To achieve these ends, accurate
structural models are needed. These models are critical for carrying out a systematic and quantitative device design process.
Specifically, the models enable the user to optimize device geometries, arrive at meaningful estimates of power production,
and estimate device lifetimes, etc. This work focuses on the dynamic behavior of a bi-stable switching energy harvester
made from a buckled beam structure, coupled to two cantilever beams with tip masses via a torsional rod. Results from
experimental testing of the energy harvesting structure under different forced vibration conditions are compared with a
nonlinear model created of the structure. For the model, linear equations of motion for free vibration of each component
have been derived using Hamilton’s principle, and shape functions for each individual component are determined by applying
boundary conditions for the linear vibration. Nonlinear dynamic behavior effects are integrated through consideration of large
deformation of the main beam. The effects of different parameters on the vibrational system, including the geometry of the
structure, buckling load and natural frequency of the cantilever arms, have been investigated. These parameters can play
an important role in the optimization process of energy harvesters. Finally, parametric results obtained from the presented
method are compared with the experimental data in different aspects.

Keywords Vibration Energy Harvesting • Bistability • Nonlinear dynamics • Buckled beam • Coupled components

33.1 Introduction

In recent years, utilizing wasted vibrational energy has become one of the attractive topics in the field of energy harvesting.
Plenty of studies have been done so far on bistable oscillators as a promising way to address the issues associated with linear
Vibration Energy Harvesters (VEH), including covering a wider bandwidth of frequencies and existence of two stable states,
which results in more reliable design for energy harvesting systems. R.L. Harne and K.W. Wang [1] gave a thorough review
on the principal concepts of dynamically nonlinear beams as bistable energy harvesters. They also pointed out the challenges
with different analysis approaches and popular experimental setups in their study. One of the main concerns in nonlinear
energy harvesting systems is proposing a relatively accurate dynamic analysis of the main structure. Theoretical analysis of
nonlinear dynamics of a clamped-clamped buckled beam using the Galerkin discretization method was studied by Samir A.
Emam and Ali H. Nayfeh [2]. It is shown that by considering more number of modes for the nonlinear beam, its dynamic
behavior can be better described for each sequence of motion. Dynamic modeling and active control of a highly nonlinear
hinged-hinged beam was studied by B. R. Nana Nbendjo and P. Woafo [3]. The major difference of this model with the
classical Duffing oscillator is its ability of describing the dynamical destruction in the system for large deformations in the
potential function.

Samuel C. Stanton et al. [4] studied the effects of nonlinearity in vibration energy harvesting on the broadband frequency
response both theoretically and experimentally. They found out that bistable behavior can result in getting a broader
band frequency response compared to linear energy harvesters. The nonlinear dynamic analysis of piezoelectric beams
for vibration energy harvesting has been thoroughly investigated [5–8]. In these studies, it is shown that bistable buckled
beams have more reliable performance as energy harvesters compared to unbuckled cases. It is also pointed out that different
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boundary conditions can affect the level of bistability and, therefore, the output voltage of the system. Michael I Friswell et al.
[9] studied a new configuration of vibration energy harvester, in which a cantilever beam with a tip mass is mounted vertically
and excited in the transverse direction at its base. The results show that by increasing the tip mass, the nonlinear behavior
mostly dominates the system until it ends up switching to bistable configuration. Asl et al. developed scaled beam models
for vibration prediction and dynamic characterization of composite I-beams [10, 11]. They designed scaled beam prototypes
to predict the frequency response function and strain field of flexural beams, which can be useful in analyzing the dynamic
response of scaled energy harvesters. The obtained results show that the scaled model is able to replicate the dynamic
behavior and the strain field of its full-scale beam [12]. Louis Van Blarigan et al. [13] developed a model for describing
the dynamic responses of a non-uniform bistable piezoelectric beam used for vibration energy harvesting. The necessity
of keeping several modes in addition to the buckled equilibrium mode shape in the analysis in order to properly capture
the small strain snap-through effects of the system is found in this study. Effects of piezo-magnetoelastic harvesters are
investigated and compared in different cases for achieving the best performance of the energy harvesters at low frequencies
by Abdessattar Abdelkefi and Nilma Barsallo [14]. It is shown that the attractive interaction and smaller spacing gap between
two magnets is very beneficial to design a low-frequency piezoelectric energy harvester due to its softening behavior. As it
is shown in this part, there have been a lot of studies on dynamic behavior of bistable beams as an energy harvesting system;
however, in most of the works, a single nonlinear beam is considered in the modeling part. The main drawback of using such
structure as an energy harvester is the difficulty of changing states between two stable conditions during dynamic motions.
In the next section, the dynamic behavior of a unique structure in which a nonlinear beam is coupled with two cantilever
arms via a torsional rod is derived and analyzed. These cantilever arms with tip masses more readily facilitate the switching
process between stable states.

33.2 Formulation

The bistable buckled structure shown in Fig. 33.1 consists of a clamped-clamped main buckled beam which is attached to
a torsional rod in the middle. The torsional rod couples the main beam to two cantilevers with tip masses at their ends. The
bistability in the beam is provided by a central buckling load applied at the ends of the clamped-clamped beam in a way
that both ends are movable in the longitudinal direction. Because the effects caused by the PZT layers on the mechanical
behavior of the main beam such as mechanical strain and vibration amplitude is not noticeable, they are neglected in the
modeling part. Nonlinear Euler-Bernoulli beam theory is considered for modeling the main beam. By substituting nonlinear
strain-displacement relations into the energy terms and applying Hamiltonian principle, the equation of motion for each part
of the system is obtained as follows:
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in which m;EI; JG; c; r;wB linear mass density, longitudinal and torsional rigidity, damping coefficient, radius of gyration
and base vibration, respectively. It should be noted that the relative displacement with respect to the base is considered for
each component and the equations of motion for torsional rod and cantilevers are considered linear in this modeling. In order
to find the response of the system to the harmonic motion, the base vibration is considered as a trigonometric function of
time multiplying by a constant amplitude, which is moving at a specific external frequency !. By introducing some new
coefficients, the set of dynamic equations for the whole system can be written in the following form:
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Fig. 33.1 Schematic model of the device
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The method used to solve the dynamic behavior of the system is based on dividing the solution into spatial and time
variables. The shape functions considered for the spatial domain need to be chosen in a way that can satisfy the geometrical
boundary conditions. N modes are considered for each component and the presumed solution for each part can be written as
a summation of its mode shapes multiplying by time-dependent generalized coordinates:

w1 D PN1
iD1  1

i .x/q
1
i .t/I 0 � x � l1

	 D PN2
iD1  2

i .x/q
2
i .t/I 0 � x � l2

wj D PNj
iD1  

j
i .x/q

j
i.t/I 0 � x � lj .j D 3; 4/

(33.8)

These shape functions can be achieved through solving free linear vibration equation for each part. The nonlinear
equations of motion of the system are discretized using Galerkin approach for each component and eventually, a set of
nonlinear ordinary differential equations is obtained as follows:
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The coefficients of mass, stiffness and damping ratio as well as nonlinear stiffness of the main buckled beam can be found
as a function of considered mode shapes. The next part is linking individual elements of the system at their connected points.
Matching conditions which satisfy geometrical connecting relations can be written as follows:
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It needs to be mentioned that each cantilever arm is located a quarter of the way along the gap between connecting
point of the main beam with torsional rod and the ending points of the rod. By substituting the presumed solutions into the
above equations, we can relate the generalized coordinates of the components. For simplicity, the same number of modes is
considered for each part in the calculation process. There are totally three matching conditions and therefore three additional
relations between generalized coordinates, which results in the dependency of three of them to the rest of generalized
coordinates. By rearranging the obtained relations and eliminating these three dependent coordinates from the whole system,
we can write the relationship between the total and independent generalized coordinates through a transformation matrix as
follows:

q
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where q and q are the vector of total and reduced (independent) generalized coordinate system respectively. By substituting
the obtained transformation into the set of above ordinary differential equations and solving them numerically, the
independent generalized coordinates and therefore the dynamic solution for the whole system can be obtained.

33.3 Experimental Setup

Figure 33.2 shows the setup of the experiment for capturing the beam displacement results. In order to dynamically analyze
the system, a custom built shaker table was used to test the device under harmonic excitation. The shaker system consisted of
an anchor platform mounted on a 42 W speaker driven using an audio amplifier. An Arduino Nano (V3.0) was used to read
the accelerometer and send its value to a LabVIEW program [15]. The testing device is made of Acrylonitrile-Butadiene-
Styrene (ABS) using a GEEETech 3D printer with the dimensions listed in Table 33.1. As it is shown in Fig. 33.2b, the
device is fixed on the shaker table at both ends of the main beam and torsional rod and the axial load is exerted by changing

Fig. 33.2 The experimental setup: (a) custom built shaker table with the optoNCDT 1401 measuring sensor (b) testing device mounted on the
shaker table
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Table 33.1 Dimensions and physical parameters of the model

Component Main beam Torsional rod Cantilevers

Module of elasticity (GPa) 2.3 2.3 2.3
Density (kg/m3) 1040 1040 1040
Length (mm) 86 50 63
Thickness (mm) 5 5 5
Height (mm) 1.3 1.8 1.8
Damping coefficient (N.s/m) 0.1 0.1 0.1
Tip mass (gr) – – 2.36
Poisson’s ratio 0.35 0.35 0.35
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Fig. 33.3 Experimental time response of the midpoint of unbuckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency

the distance between two longitudinal fixed ends. The displacement at the mid-point of the main beam was measured with
anoptoNCDT 1401 measuring sensor and the output results of the laser sensor were analyzed using an Infiniium Digital
Storage Oscilloscpe.

33.4 Results and Discussion

In this part, the response of the main beam is analyzed by the explained experimental setup and compared with their
corresponding modeling results. Figures 33.3, 33.4 and 33.5 show the steady state time-response of the midpoint of the
main beam under three buckling conditions and three different excitation frequencies. In this examination, three situations
of buckling levels are considered: unbuckled, buckled and highly-buckled. The time response of the beam for each condition
is analyzed at three different frequencies: 10 Hz, 25 Hz, and 40 Hz. As it can be seen in Figs. 33.3 and 33.5, the absolute
response of the main beam correspondent to the harmonic excitation, which in this case is a sine wave, is almost harmonic
without dependency on what frequency the system is vibrating at. This behavior is exactly in agreement with the modeling
results, which are shown in the following figures (Figs. 33.6, 33.7 and 33.8). For the modeling part, three numbers of modes
are considered for each component in the calculation, which results in 12 total degrees of freedom for the whole system. In
Fig. 33.4, the response of the main beam for a buckled condition, in which the buckling load is just higher than the critical
buckling level of the device, switching between two stable states of the beam can be observed in steady state motion. This
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Fig. 33.4 Experimental time response of the midpoint of buckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time(s)

101
102
103

di
sp
(m

m
)

a

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time(s)

102

102.5

di
sp
(m

m
)

b

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time(s)

100.8
101

101.2
101.4

di
sp
(m

m
)

c

Fig. 33.5 Experimental time response of the midpoint of highly buckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency

behavior is due to the resonance behavior causing the connected cantilever arms vibrating with pretty large amplitude at
around 25 Hz exciting frequency (the first natural frequency of the cantilever arms is theoretically calculated at 25.86 Hz).
Large motion excited in the connected arms is transferring to the main beam which results in easing the switch between
stable states in the system. However, this switching behavior cannot be captured in the modeling (Fig. 33.7). The reason for
this inconsistency can be explained due to the mode shapes considered in the modeling formulation, which just satisfy the
essential boundary conditions and cannot appropriately describe the force transferring between two connected parts.
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Fig. 33.6 Modeling time response of the midpoint of unbuckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency
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Fig. 33.7 Modeling time response of the midpoint of buckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency

Figure 33.9 shows the amplitude-frequency response at the midpoint of the main beam for both experimental and
theoretical results. The amplitude considered in this plot is measured with respect to the base vibration. As it can be noticed
from the plot, the relative amplitude of the main beam in the experimental data is relatively small and qualitatively in
agreement with the theoretical results except for frequencies close to 25 Hz, at which the cantilevers vibrate at a very large
motion due to their resonance behaviors and induce stable-state switching of the main beam. This plot shows that even for
higher buckling levels in the system, which can guarantee the existence of two stable states, reaching to the high-energy
orbit of the device is possible at relatively low frequencies and poor excitation amplitudes, which is one of the main issues
associated with bistable energy harvesters, by appropriately setting the physical parameters of cantilever arms and torsional
rod based on the system working conditions.
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Fig. 33.8 Modeling time response of the midpoint of highly buckled main beam at (a) 10 Hz (b) 25 Hz (c) 40 Hz excitation frequency
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Fig. 33.9 Amplitude-frequency response of the buckled main beam for both modeling and experimental results

In the next plot (Fig. 33.10), the variation of the main beam vibrational amplitude vs. the buckling level is experimentally
examined at 25 Hz excitation frequency. The buckling load is swept forward by reducing the distance between two clamped
ends of the main beam step by step. The critical load calculated using Euler theory for the first mode of buckling in the
system is around 23 N. As it is shown in the figure, the relative vibration amplitude of the main beam significantly increases
when buckling happens at �' 5 mm due to the softening behavior of the system. Theoretically, this is just a transient state
and after the beam is buckled, it will stay at one of its stable positions. But due to the large vibrational energy transferring
by the cantilever arms to the main beam, the system can stay in the high-energy loop for a longer time and a wider range of
buckling loads, which results in significant strains in the main beam and eventually helps the device harvesting more amounts
of energy.
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Fig. 33.10 Change of vibration amplitude of the buckled main beam vs. buckling level for 25 Hz excitation frequency

33.5 Summary and Conclusion

The aim of this study is dynamically modeling and experimentally testing a unique bistable energy harvesting system. In the
first section, a theoretical model of the system is developed by dividing it into single components and deriving discretized
equations of motion for each part using Galerkin approach. To do so, a summation of shape functions which can satisfy the
essential boundary conditions along with their corresponding time-dependent generalized coordinates are considered as the
general solution. After obtaining the ordinary differential equations for the system, the geometrical matching conditions are
written which results in finding transformation matrix relating the general and independent set of generalized coordinates
for the whole system. In the next part, the experimental setup and parameters used for testing the device are explained
graphically. Eventually, the results obtained from the experimental tests are compared with the theoretical ones in different
aspects. It has been experimentally shown that the connected cantilever arms can play an important role in helping the main
beam switching between its two stable states. This effect can be significantly highlighted at frequencies close to the first
natural frequency of the connected arms and capturing exactly this behavior in the modeling part might require a more
hybrid approach. This observation can resolve the main problem of bistable systems used as energy harvesters by optimizing
the dynamical characteristics of the connected components, which results in devices with a broader range of buckling loads
and need of lower excitation energy.
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Chapter 34
Effects of Strain Rate on Mechanical Properties and Fracture
Mechanisms in a Dual Phase Steel

Sukanya M. Sharma, Kishlay Mishra, Omar Rodriguez, Wilburn R. Whittington, Paul Allison, Shrikant P. Bhat,
Arun M. Gokhale, and Naresh N. Thadhani

Abstract Strain rate sensitivity of sheet steels affects their formability and crashworthiness. This contribution reports strain
rate sensitivity and effects of strain rate on fracture micro-mechanisms in a commercial dual phase sheet steel (DP590).
Uniaxial tensile tests were performed at strain rates of 10�4/s, 1/s and 3200/s to characterize effects of strain rate on
ultimate tensile strength and ductility. Fracture surfaces of the tested specimens were quantitatively characterized using
stereological techniques to understand the fracture micro-mechanisms. Obtained data indicates that the basic fracture micro-
mechanism remains the same with respect to strain rate but strain partitioning in ferrite and martensite is a strong function of
strain rate.

Keywords Dual Phase Steels • Dynamic Deformation • Fracture mechanisms • Stereology • Aspect Ratio

34.1 Introduction

Dual Phase (DP) steels were among the first type of Advanced High Strength steels (AHSS) to be incorporated in weight
reduced automotive parts [1–3]. DP steels can be processed to have desirable mechanical properties such as low initial
yielding, high initial strain hardening, and a high strength and good ductility which can be controlled by varying the
underlying microstructure [1, 2, 4–6]. The nominal microstructure of these steels largely consists of a soft and tough ferrite
phase and a stronger and harder martensite phase. Based on the processing employed, other phases such as bainite, or
retained austenite may also be present. The chemistry, morphology, and distribution of microstructural phases determine the
mechanical properties of these steels [2–5, 7–12].

Numerous experimental and numerical studies conducted on DP steels have concluded that the fracture path and
mechanism are sensitive to the size, distribution, and morphologies of the different phases [2, 4, 5, 8, 11]. Ramazani et al.
[11] have shown that the failure in DP steels initiates by the cracking of martensite. A significant microstructural attribute
which determines the strain at which the cracking begins is martensite bands. The presence of thick bands has been shown
to lead to premature fracture [1, 4, 7, 10, 11]. Cingara et al. [7, 8] have shown that the major failure mechanism in DP
steels with 20% martensite is decohesion at the ferrite-martensite interface. They also established that the rate of damage
accumulation increased substantially at higher strains ultimately leading to fracture. It is important to recognize that the
study on distribution of microstructural features made in the previous studies were qualitative and there were no quantitative
data available beyond the volume fraction of martensite. Additionally, however, all these studies, have been performed at
low strain rates. DP steels are used as structural components of an automobile, thus require demanding characteristics such
as high formability during manufacturing and crashworthiness during use. Forming operations subject a material to strain
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rates of the order of 10/s to 102/s, while crashworthiness testing involves strain rates of the order of 102/s to 104/s. Hence,
to comprehensively determine the mechanical response of Dual Phase steels, a detailed understanding of their behavior as a
function of strain rate is required.

DP steels with about 20% martensite are known to have positive strain rate sensitivity and show an increase in flow
stress with an increase in strain rate [12–15]. Studies conducted by Dong et al. [14], Wang et al. [15], and Curtze et al. [13],
have captured the mechanical behavior of DP steels with different amounts of martensite at intermediate and high strain
rates. Curtze et al. [13] have also captured the combined effect of increased strain rate and temperature on various grades
of DP steels. They could establish that the steels were more sensitive to temperature fluctuations at dynamic strain rates.
Though some of these studies discuss preliminary fractography, there is no detailed study performed in trying to understand
the deformation and fracture behavior of DP steels under dynamic strain rates and comparing them to those observed in the
quasi-static strain rate regime. Additionally, due to the absence of standard specimen geometry for dynamic tensile testing,
authors have used different geometries for conducting dynamic tensile tests on materials. It has been established that the
ductility of a material is a geometry dependent property [16–18]. According to a study conducted by Verleysen et al. [17,
18], in which seven specimen geometries were tested at various strain rates, it was observed that at higher values of strain, the
strain field is non-uniform in the gage length of the sample. By changing the gauge length, width and radius of the samples,
the study concluded that the stress strain behavior of the same material with different geometries should not be compared
as the distribution of deformation is strongly affected by specimen geometry. The tests were performed on Transformation
Induced Plasticity (TRIP) steels; however, the general results can be extended to all ductile metals.

Above discussion highlights the following; (a) Quantification of microstructures beyond volume fraction of martensite
is required to utilize the quantitative details of the morphology and distribution of the different microstructural features of
DP steels in predicting fracture mechanisms. (b) Absence of quantitative analysis of the features observed in the fracture
surface or the fracture geometry to establish the operative fracture mechanisms at dynamic rates and (c) Although, the
effect of geometry on ductility is widely researched, no standard geometry exists for the testing of sheet materials under
dynamic rates. Thus, an important objective of this study is to bridge the existing knowledge gaps concerning geometry
independent fracture mechanisms of DP steels at higher strain rates via a systematic quantification of fracture surfaces
generated at different strain rates to establish the effects of strain rate and microstructure on the fracture mechanisms. To
the best of the authors’ knowledge, no previous studies have focused on quantifying the fracture profiles or surfaces to
determine mechanistic information with a constant geometry at different strain rates. The results of the work described
here show that contrary to previous studies, the ductility of the steel increases at higher strain rates. Information regarding
the distribution of strain between ferrite and martensite as a function of strain rate is also provided. Additionally, detailed
quantitative characterization of fracture surfaces gave an insight on the effect of martensite bands on the fracture mechanism
as a function of strain rate. Results pertaining to three strain rates of 10�4/s, 1/s and 3200/s are discussed to cover the
quasi-static, transition from quasi-static to intermediate and high strain rates.

In the following section, details of the material used, procedures employed for mechanical testing and quantification of
microstructures and fracture surfaces are provided. The obtained results and pertinent discussions are presented in Sect. 34.3.

34.2 Experimental Procedure

The material used in this work was a commercial cold rolled Dual Phase steel, DP590, provided by ArcelorMittal. The sheet
steel provided was 1.2 mm thick and was tested in the as received condition. The chemical composition of the steel (form
the supplier) is presented in Table 34.1.

Uniaxial tensile tests were carried out in two strain rate regimes: Quasi-static and High strain rate. The Quasi-static
tests were performed on a MTS servo-hydraulic machine at strain rates of 10�4/s and 1/s. High strain rate tensile tests
were performed using the Split Hopkinson Tension Bar at the University of Alabama at Tuscaloosa. Atleast two tests were
performed at each strain rate and the results obtained are averaged over the number of samples. The specimen geometry
used was selected due to its compatibility with the high strain rate test equipment. This geometry was adapted and modified
slightly from Sun et al.’s [16] study on the dynamic behavior of TRIP steels. Figure 34.1 shows the specimen geometry
used in this study. Specimens were machined using water jet machining with the applied tensile load along the transverse

Table 34.1 Chemistry of DP
590 sheet steel used in this study
in (%) by weight

C Mn Si Al P S

0.089 0.99 0.27 0.04 0.015 0.005
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Fig. 34.1 Schematic of the
miniature sample geometry
adapted from Sun et al.’s work
[16]

direction (TD). Tensile specimens showed a traditional necking and fracture behavior in the gage section and the grips
underwent complete elastic deformation. The strain in the sample and the total ductility was measured in three different
ways at Quasi static strain rates to ensure accuracy: (a) by the displacement reported by the calibrated displacement head
of the MTS machine, (b) by measuring the total deformation on the fractures samples directly and (c) by calculating the
elongation using Digital Image Co-relation (DIC) on images obtained from the high-speed camera. The ductility obtained by
all three methods was very similar. For dynamic testing, strain gages mounted on the bars and high speed camera were used
to monitor the strain in the specimen. The total elongation was calculated in a similar manner using the fractured specimens
and DIC as in the Quasi-static sate. As the ductility is sensitive to gage length, in both cases the gage length used in DIC was
kept the same as the actual gage length of the sample to eliminate any discrepancies in ductility arising from the change in
gage length. The ductility results plotted are those obtained from the samples directly to maintain consistency.

Metallographic samples were prepared from sections obtained from three orthogonal planes of the sheet steel, using
standard metallographic techniques. Samples were then etched with 2% Nital for 25 s and 10% aqueous sodium
metabisulphide for another 20 s, to reveal the ferrite and martensite phases respectively. The Carl-Zeiss optical microscope
AxioVert 200M and Hitachi SU-8030 Scanning Electron Microscopy (SEM) were utilized to obtain micrographs for Image
based quantitative study of the microstructure.

Image based quantitative fractography and profilometry were performed on the fractured specimens using Axiovision
and ImageJ image analyzer software. Systematic random point counting was used to calculate the volume fraction [19–21]
and the number density of features were calculated using an unbiased frame [22]. Fracture profile of sections containing
the thickness and transverse directions were studied. Specimens were grounded to half the thickness (at the fractured edge)
and central one-third of the complete fracture profile was studied to neglect the effects of fast fracture near the edge. The
surface roughness was obtained by estimating the true length of the fracture profile in different sections and dividing that
by the projected length of the respective section [23]. The aspect ratio of ferrite was estimated by counting the number of
intersections of ferrite grain boundaries with horizontal and vertical test lines (<PL> in the horizontal and vertical directions).
The ratio of the two <PL> gives the aspect ratio of ferrite at varying strain rates. The aspect ratio of martensite was estimated
in a similar manner. In the calculation of the aspect ratios, one field of view at a known distance from the fracture surface
covered the central 1/3rd of the fracture profile.

Similarly, in image based quantitative fractography, the central 1/3rd region on the fractured surfaces were considered for
quantification to neglect the effects of fast fracture near the edge. The area fraction of dimpled regions was calculated using
systematic point counting [20, 24, 25] and the dimple size was estimated by considering a region that underwent complete
dimple fracture with no facets [26]. The average length of the bands was estimated by measuring each band individually and
the number density was estimated using an unbiased frame.

34.3 Results and Discussion

34.3.1 Quantitative Microstructural Characterization

Figure 34.2 shows the micrographs of as received DP 590 sheet steel. Measurements were averaged over orthogonal planes
to obtain an unbiased estimate of the microstructural attributes. The calculated values of volume fraction of martensite (VV

(’0)), surface area per unit volume between ferrite and martensite and between two ferrite grains (SV (’-’, ’-’0)), length
density of ferrite-ferrite triple lines (LV (’-’-’)) and aspect ratios of ferrite and martensite are shown in Table 34.2.

Form the depicted microstructures, it is evident that martensite is the topologically dispersed phase. High surface area
per unit volume of martensite implies a uniform distribution of ferrite and martensite in the microstructure. Additionally,
the low values of SV (’-’) and LV (’-’-’) also indicated that the martensite islands are preferably located along the ferrite
grain boundaries and triple points. At a lower magnification, bands of martensite were observed along the rolling direction
(RD) and transverse direction (TD) as depicted in Fig. 34.3a, b. The bands observed in the transverse direction were much
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Fig. 34.2 Undeformed microstructures of DP 590 along the (a) short transverse direction; (b) transverse direction and (c) longitudinal direction

Table 34.2 Quantified microstructural parameters of DP 590

VV (’0) (%) SV (’-’0) (/mm) SV (’-’) (1/mm) LV (’-’-’) (1/mm2) Aspect ratio (’) Aspect ratio (’0)

29 ˙ 0.05 292 ˙ 23 80.5 ˙ 9 16.4 ˙ 0.56 1.55 ˙ 0.07 1.47 ˙ 0.02

Fig. 34.3 Optical micrographs of (a) transverse direction and (b) longitudinal directions depicting martensite transformation bands

shorter than those observed in the rolling direction. The average length of these martensitic bands (along RD) was calculated
to be approximately equal to 100 �m. These bands are thin compared to the bands observed in some of the previous works
[1, 7, 27]. These bands are transformation induced bands in the central region of thickness, formed by linking largely single
martensite islands.

34.3.2 Mechanical Properties

In Fig. 34.4a, b the variation of ultimate tensile strength (UTS) and ductility as a function of strain rate are presented. Three
strain rates of 10�4/s, 1/s and 3200/s were used in this study. A marked increase in the UTS beyond 1/s strain rate was
observed, expected with steels showing positive strain rate sensitivity. The ductility of the samples also shows a pronounced
increase with an increase in strain rate.

Various studies in the literature [28–31] have shown that at higher strain rates, as much as 80–90% of the work could
be converted to heat and lead to elevated temperatures of as high as 200 ıC. These high temperatures in some cases can be
sufficient to cause an increased plasticity. Additionally, Hutchinson and Neale [32] have also shown that at dynamic rates
the forming abilities of sheet steels can be greater as the deformation in a specimen is highly localized. Further work at
intermediate strain rates can shed light on this behavior of DP 590 steels.

34.3.3 Quantitative Profilometry

Figure 34.5 illustrates the unetched fracture profile obtained at the quasi strain rate strain of 10�4/s and the true and projected
lengths used for the profile roughness calculations. Surface roughness was calculated to be 1.5 ˙ 0.2, and was approximately
constant for all strain rates.
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Fig. 34.4 Plots showing the effect of increasing strain rate on (a) UTS and (b) ductility

Fig. 34.5 An example of fracture profile roughness measurements

To understand the strain distribution in ferrite and martensite undergoing deformation, and observe their dependence on
strain rate, the aspect ratio of ferrite and martensite were plotted near the fracture surface experiencing necking and increased
localized deformation, and away from fracture in the gauge length experiencing uniform elongation. Figure 34.6a, b shows
the etched fracture profile at the highest strain rates of 3200/s near the fracture surface and in a region experiencing uniform
strain. The microstructures show significant deformation near the fracture surface with the presence of some voids. The void
density is highest in the central region where martensite islands appear to be connected. Cingara et al. [reference] studied
these voids and concluded that they form because of martensite-ferrite interface delamination.

As discussed previously, the aspect ratio of ferrite and martensite in the undeformed as-received microstructures were
measured to be 1.55 and 1.47 respectively. The aspect ratios of ferrite and martensite as a function of strain rate provide
information on the strain partitioning in each of the phases. From Fig. 34.6c, d it can be observed that at the highest strain
rate the aspect ratio of ferrite is the highest and that of martensite is the lowest. The aspect ratio of ferrite atleast doubled at
all strain rates and was the maximum at the highest strain rate, where the ratio almost tripled. The aspect ratio of martensite
displayed an increase of atleast 20% with the highest ratio at the lowest strain rate, where the ratio increased by 60%. All these
results imply that the strain partitioning is strain rate sensitive. At the higher strain rates the deformation is taken up largely
by ferrite and martensite tends to approach brittle fracture as it displays less plasticity. Additionally, the strain partitioning is
different at the lowest strain rate where martensite takes up higher amounts of strain as depicted by its increased aspect ratio.
Further experiments at intermediate strain rates and experiments with a higher volume fraction of martensite can reveal more
information on the strain rate dependence of the strain partitioning.
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Fig. 34.6 (a) and (b) An example of deformed microstructure closer to the fracture profile and in a region experiencing uniform strain respectively;
(c) and (d) plots showing variation of aspect ratio as a function of strain rate of ferrite and martensite respect

34.3.4 Quantitative Fractography

Fractured surfaces were quantitatively studied to understand the micro-mechanisms of failure at various strain rates. Figure
34.7 illustrates features observed in fractured surfaces of DP 590 sheet steel upon failure. Qualitative study of the fractured
surface revealed predominantly ductile fracture owing to dimpled fracture regions. Some facets signifying brittle fracture
were also observed. An interesting observation was the presence of bands that were parallel to the rolling direction on the
fracture surface. These bands were observed to be either very small (10–40 �m) or substantially longer (100 �m or more). To
quantitatively study the fractured surfaces, area fraction of dimpled and brittle regions, average dimple size, average length
of the bands and number density of the bands were calculated.

The area fraction of the ductile region was calculated to be equal to 90 ˙ 3%, being approximately constant through
all strain rates. Observed bands in the fractured surfaces were categorized into two groups based on their lengths, shorter
than 100 �m and greater than or equal to 100 �m. This was done in order to separate any effects of long range order in the
microstructure from any local occurrences. An important observation was that the average length of these bands was more
or less the same at all strain rates indicating that a common microstructural feature may be responsible for the bands. Figure
34.8 illustrates the number density of long bands on fracture surfaces as a function of strain rate.

The martensite bands observed in the microstructure along the rolling direction were of comparable lengths and hence
may be responsible for causing these bands. Additionally, the number density of these bands decreased with an increase in
strain rate. These bands may be caused due to the delamination of martensitic bands and have not been previously discussed
in the literature. Further quantification regarding the separation of bands in the microstructure and comparing the width of
the bands in the fracture surface and microstructure could also lead to more information on whether these bands are due to
the delamination of ferrite and martensite.
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Fig. 34.7 An example of the fracture surface seen with different features observed in the fracture surface

Fig. 34.8 Plot showing the variation of number density of long bands estimated as a function of strain rate

34.4 Conclusions

In this study, we have demonstrated that in the case of DP 590 steel, the strain partitioning in ferrite and martensite are strain
rate sensitive. From the calculated aspect ratios of martensite, it was observed that martensite deforms plastically at all strain
rates, however, martensite deforms less at the higher strain rate. The flow stress and ductility increase with an increase in the
strain rate. Area fraction of dimpled region, number density of dimples and average dimple size in fracture surface does not
change with strain rate. Bands greater than 100 �m observed in the fractured surfaces show a correlation with the martensite
bands observed in the microstructure. The number density of long bands decreases with increase in strain rate which also
corresponds to the increase in ductility.
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Chapter 35
Nonlinear and Inertant Acoustic Metamaterials and Their Device
Implications

Prateek P. Kulkarni and James M. Manimala

Abstract Acoustic Metamaterials (AM) are a class of artificial structural materials that derive their unique dynamic
properties, not just from material constituents but more so from engineered local configurations. Tailoring these local
configurations have been shown to impart unusual mechanical wave manipulation capabilities to AM with potentially
novel applications in protective structures; acoustic devices for sensing, noise control, and energy harvesting; and MEMS
devices. Most AM require the presence of periodic features that locally exhibit dynamic phenomena like resonance or
instability within a host material or structure. A key advantage of the AM design approach is the latitude to explore
new local configurations to further enrich their dynamic behavior. The present study focusses on nonlinear and inertant
AM configurations and their device implications. Using a lumped-parameter effective-mass model, approximate analytical
solutions were derived for the amplitude-dependent dispersion curve shifts in nonlinear AM owing to the presence of
cubically hardening or softening nonlinearities in local oscillators. Discrete element simulations predict the possibility of
realizing passive acoustic control devices such selective filters, amplitude band-pass filters and direction-biased waveguides
using nonlinear AM. A numerical routine to generate root profile geometries that enable contact-based hardening response
in tip-loaded cantilever beam resonators was developed and implemented. Experiments on a structural waveguide test article
verify the existence and extent of bandgaps and also provide an indication of the passive direction-bias phenomenon.
Whereas, incorporating inerters, which are mechanical elements that display a force proportional to the relative acceleration
across them, could create structural devices that display frequency-dependent negative and even extreme effective-mass
and stiffness regimes. Such devices have implications for passive high-pass filters with ultra-low frequency bandgaps that
encompass the long wavelength limit and can be realized without the use of any mechanical grounding elements and even
for structural networks that can act as a nearly total mechanical wave inhibitor. Further research on the interactive synergies
between nonlinear and inertant configurations and practical strategies to scale and fabricate them could have promise for
realizing a new class of AM with enriched dynamics.

Keywords Acoustic metamaterials • Cubic nonlinear stiffness • Inerter • Direction bias • Negative effective mass •
Negative effective stiffness

35.1 Introduction

Metamaterials are a relatively new class of materials that trace their history back to 1888 when concepts of negative
compressibility [1] arose. Metamaterials were first accepted widely in the field of Electromagnetics (EM) following
Veselago’s postulations of materials with negative EM parameters [2]. The concept of Metamaterials gained more acclaim
when Pendry [3] proposed the possibility of making left-handed metamaterials theoretically. Studies for the attainment of
the acoustic analogue of EM materials resulted in the investigation of structures containing ordered discontinuities arising
from the addition of a resonant substructure to the host material. The most widely studied of this class are Locally Resonant
Acoustic Metamaterials (LRAM), one of the earliest among these was reported by Martinez et al. [4] for sound attenuation
by sculpture. Many experimental studies on LRAM adopted the model [5] described by Liu et al. [6–8], where sonic crystals
were fabricated along the lines of the concept of locally resonant metamaterials leading to frequency-dependent effective-
density [5] and modulus [9] which could become negative and give rise to tunable bandgaps [9, 10] and propagation modes
even with negative group velocity [11]. Several other studies on LRAM were carried out, employing different mechanisms
to achieve local resonance, such as Helmholtz resonator, elastic membranes and sonic crystals [5, 12–14] for instance.
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For the most part, acoustic metamaterials have been studied in several configurations employing local features having
different dynamic behavior to derive unique wave phenomena, which have novel applications. Incorporation of instability,
nonlinearity [15, 16], and grounded springs have been studied to tailor dynamic characteristics to realize hitherto
unobtainable properties.

Owing to the enrichment of dynamic response by the addition of nonlinear local oscillators in an otherwise linear system,
there has been an increased interest in the field of acoustic metamaterials that expoit nonlinear response [17, 18]. Nonlinear
dispersion relation in a periodic string was experimentally and analytically obtained by Manktelow et al. [19]. Narisetti
et al. [20] employed a perturbation approach to derive dispersion relation with first order approximation for one-dimensional
nonlinear periodic structures with nonlinearity introduced in different configurations successively, and provided evidence
that introduction of cubic nonlinearity caused the propagation to become amplitude-dependent. A few device implications
exploiting this behavior were also provided. Further, it was shown from simulations [21] that by exploiting the amplitude-
dependent behavior of the AM with cubically nonlinear local attachments, a direction-biased waveguide can be potentially
realized. Informed by these simulation, a possible design for such a device was postulated and subjected to experimental
testing in this study.

Unidirectional transmission of waves is of significant importance in the area of acoustic switches, diodes or rectifiers
to allow wave propagation only in a pre-decided direction. Waves propagating in the opposite direction are attenuated
and ideally completely filtered. An attempt to synthesize acoustic diodes were made by employing bistable members with
magnetic links [22]. The method proposed in this study is based on frequency modification through nonlinearities. To further
enrich the behavior of acoustic metamaterials, inerters have been considered due to their ability to introduce a dynamic
mass presence many times more than these static device mass. Inerters, postulated by Smith [23] are a recent addition to the
mechanical elements and relate the acceleration difference across its terminals to their restoring force. With the same units
as mass, its inertance is denoted by the symbol ‘J’. A practically attainable ratio of inertance to device mass as high as 300
has been reported [23] through experimental investigations.

Inerters have been studied as part of vibration isolation systems and their presence has been documented to result
in improved performance over traditional vibration isolators and shock control systems. Inerter-based devices have been
proposed for vibration suppression, vehicle suspension and steering systems [24–30]. Inerters have also seen cutting edge
commercial use, following their adoption under the moniker of ‘J-damper’ in Formula One cars. Experiments [31] to
measure mechanical admittance functions of ball-screw and rack and pinion based inerter designs were conducted to gauge
their relative performance. Extending the classical vibration control configuration of the tuned-mass-damper system by
incorporating inerters, tuned-mass-damper-inerter systems [32] were shown to outperform them while remaining relatively
lightweight. Numerical optimization [33] of vibration suppression devices with inerters predict 10–20% performance
increase in a wider frequency band over traditional devices. Although the inerter was explored by many researchers in
various domains with and majority researchers focusing on their application in vibration systems, the behavior of inertant
systems for wave propagation has not been explored. This study looks at the effect of incorporating inerters in an infinitely
long 1-D lattice system representing an acoustic metamaterial in various configurations – introducing the inerter in both host
and local attachments.

One limitation present in conventional materials is the generally inverse relationship that exists between density and
stiffness. The potential to produce lightweight, stiff structural materials with high damping has driven the investigations into
new designs for acoustic metamaterials with improved and passive adaptive wave manipulation properties without loss of
load carrying capabilities. This study explores the possibility of enriching dynamic properties of acoustic metamaterials by
incorporating nonlinear and inertant local features.

The ability to manipulate cubic nonlinearity in an acoustic metamaterial is of particular interest for applications because it
may lead to an improved resolution in acoustic imaging [34] and directional bias in acoustic energy propagation [35]. Tuning
the energy dissipation and mechanical properties of such materials [36] to the amplitude of an incoming wave provides a
means of creating passive adaptive acoustic devices with unusual wave manipulation capabilities. We discuss some device
implications for nonlinear and inertant metamaterials using analytical and numerical studies and verify the possibility of
amplitude triggered passive direction bias in propagation through a structural waveguide experiment for a prototype acoustic
metamaterial design.

35.2 Nonlinear Acoustic Metamaterials

Consider a discrete 1-D spring mass system with a local mass attachment via a cubically nonlinear spring, whose stiffness is
given by Eq. (35.1). A perturbation method based approach is applied to obtain the dispersion relation of the system for wave
propagation characteristics. The dispersion relation with first order correction is given in Eq. (35.2). This relation, plotted as
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Fig. 35.1 (a) Discrete spring mass lattice representation for an NLAM with nonlinear stiffness in attachment spring and (b) Dispersion curves
obtained by perturbation method for LRAM type lattice with softening and hardening type nonlinearity in the local attachment. The excitation
frequency normalized with local resonance frequency is plotted against the wave number

shown in Fig. 35.1b demonstrates a shift in the lower bound of bandgap, indicating a narrowing of bandgap for a Nonlinear
hardening (NLH) type nonlinearity as compared to the LRAM. This modification of dispersion curves provides the potential
to tune the AM to have a narrow band or specific frequency filtering characteristics. The terms in the Eqs. (35.1 and 35.2)
are consistent with [20].

k D k0 C knx2 (35.1)
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35.3 Simulations

A nonlinear local attachment similar to that shown in Fig. 35.1a is considered for numerical simulations. The parameters
for this system were chosen with manufacturing constraints in view. Nonlinearity is a function of displacement amplitude.
Hence, kn for the system is chosen such that at sufficiently small displacements, it behaves close to an LRAM as nonlinearities
are not triggered. Therefore, at low amplitude, the bandgap limits of this NLAM is obtained from Eq. (35.3) as [600–980 Hz].
The procedure to obtain the equation is elaborated in [37].

!0 < ! <

r
1C m2

m1

(35.3)

A simulation model similar to LRAM, as shown in Fig. 35.2 with 100 unit cells is set up in this case with the following
lattice parameters in compatible units.

Œm1;m2; k1; k2; kn� D Œ1:67E � 3; 2:84E � 3; 2:43E6; 4:04E4; 1E11�

Firstly, keeping the condition for not triggering of nonlinearity in view, a low amplitude (0.01 mm) single frequency
harmonic excitation is applied at 1st mass and resulting displacement of 100th mass is recorded. The output and input
displacement plots are shown in Fig. 35.3. The simulations show a marked attenuation at 606 Hz, which lies just within the
bandgap while 500 Hz shows propagation as it lies within the predicted propagation zone.
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Fig. 35.2 Simulation model for NLAM

Fig. 35.3 Demonstration of bandgap effect and amplitude dependent propagation. Simulation results showing the displacement history of the
queried mass locations at (a) 500 Hz, low amplitude, (b) 606 Hz, low amplitude, (c) 606 Hz, high amplitude and (d) 1140 Hz, high amplitude

Next, at the same frequencies, a high amplitude (1 mm) excitation is applied to observe the effect of nonlinearity, which
is triggered due to increased amplitude. The plots obtained for this case are shown in Fig. 35.3c and indicate that at high
amplitude, the response at 606 Hz switches to propagation. This is a consequence of narrowing of bandgap as predicted and
shown in Fig. 35.1b. The reason for such phenomenon is the amplitude-triggered nonlinear hardening, which renders the
acoustic mode to shift to higher frequencies for large wavenumbers.

The effect of high amplitude excitation through the NLAM is shown in Fig. 35.3d. The attenuation at low amplitudes
is expected as nonlinearities are not triggered and the local attachments still behave as quasi-linear oscillators. But due to
nonlinearities being triggered at a higher amplitude (A D 1E-3), we see marked propagation albeit with a modification in the
spectrum for the transmitted wave. This switching from attenuation to propagation can be attributed to the shift of the lower
limit of the bandgap to higher frequencies for high wavenumbers as shown in Fig. 35.1b. A more detailed analysis of the
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Fig. 35.4 Schematic of the simulation model for the direction biased waveguide

effect of nonlinearity and amplitude on the propagation characteristics of nonlinear AM was undertaken in [21]. Based on
the simulation results, an acoustic diode-like device can be constructed, by exploiting the amplitude-dependent propagation
and modification of frequency spectrum. Depending on the behavior exhibited by the NLAM chain, a suitably tuned LRAM
is selected in order to obtain a direction-bias effect in propagation through a lattice chain.

A simulation model is set up in Abaqus with 1000 unit cells for the direction-bias case to preclude the effects of reflections.
This model is a representation of a long waveguide with a test-article inserted at the center, dividing the waveguide into two
equal lengths. Each section of the waveguide was assigned with 400 unit cells. The test-article consisted of two parts –
NLAM and LRAM, each consisting of 100 mass-in-mass unit cells. The first mass of the waveguide is chosen for application
of displacement and this was treated as the ‘input’. Displacement response 5 unit cells after the test-article is recorded and
is treated as ‘output’. Both time history and frequency spectrum of the input and transmitted (output) displacements are
recorded for post-processing.

The stiffness curves for the selected NLH are shown in Fig. 35.9a. On setting kn D 0, the linear stiffness of the nonlinear
spring is retained and the resonance frequency corresponding to this stiffness is 600 Hz. This could be considered to occur at
small displacements as can be deduced from Eq. (35.1) when setting the displacement, x to a very small value. Appreciable
nonlinearity of the NLH oscillator is triggered only after a high enough displacement is attained by the attachment mass,
thus making the oscillator’s response quasi-linear at small amplitude oscillation. It is worthwhile to note here that consistent
units (SI) are used throughout the simulations. A schematic of the simulation model is illustrated in Fig. 35.4.

By considering the quasi-linear resonance frequency of the NLAM as the normalizing parameter, the respective band gaps
of NLAM and LRAM, represented as lower and upper limit normalized with this local resonance frequency of the NLAM
are as follows

NLAM W Œ�L ��U� D Œ1 � 1:6�

LRAM W Œ�L ��U� D Œ1:86 � 2:1�

The parameters used for the LRAM system are as follows

Œm1;m2; k1; k2; kn� D Œ1:69E � 3; 0:46E � 3; 2:48E6; 2:27E4; 0�

With the selected LRAM parameters, a querying frequency of �D¨/!0D1.9 was applied at two different amplitudes
along two directions respectively. In other words, four cases are simulated depending on the amplitude and direction of
traverse of the wave as shown in Fig. 35.5, which shows a clear indication of direction-bias effect. At high amplitude, a
wave incident first on the NLAM side displays marked propagation. While in the opposite direction the wave is attenuated.
Moreover, at low amplitude, the same wave is attenuated irrespective of its direction of traverse. The mechanism of direction-
bias is discussed in the following section.

At low amplitude (A D 1E-5) excitation at the queried frequency, a wave moving from left to right arrives at the NLAM
first, for which the frequency lies outside the band gap; causing the wave to propagate through it. As the frequency lies within
the band gap of LRAM, the wave is attenuated by it and hence the wave undergoes an overall attenuation, across the test
article. In the opposite direction, the same wave is attenuated by the LRAM first and thus experiences attenuation across the
test article.

At high amplitude (A D 1E-3) of excitation, the wave moving from right to left traverses through the LRAM first whose
bandgap results in attenuation of the wave. However, as the same wave traverses along the left-right direction, its frequency
is modified by the NLAM and shifted to a lower range, which lies outside the bandgap of the specifically designed LRAM.
This results in propagation of the wave in this case, exhibiting bias in propagation depending on direction of traverse.
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Fig. 35.5 Direction-bias effect obtained for the designed configuration from simulations

35.4 Experiment

The experiment involves measurement of displacement response across the test-article when an excitation is applied to one
end. To test the direction bias, two different amplitudes and directions of excitation are required as per the mechanism as
detailed above. To enable this type of testing, an experimental waveguide rig was designed. Figure 35.6a shows a schematic of
the experimental setup which enables propagation of waves along a waveguide. The polycarbonate waveguide is instrumented
with transducers for measurement of response. The far end of the waveguide was tapered to minimize the effect of reflections.
This oblique end is embedded in a sand-bed to ensure minimization of reflections from a free boundary. Suspension strings
were used to provide periodic supports along the length to the rather slender waveguide assembly. Periodic lateral line-
support arrangement is made before and after the test-article to mitigate any mode conversion to transverse mode of the
beam.

The components of the system are illustrated in the Fig. 35.6, which shows the (a) shaker assembled with the waveguide
with the test-article assembled at the location (e) at the interface of two sections similar to (g). The amplifier is located at (c)
which receives the signals from the waveform generator (b). The lateral (f) and vertical suspension (d) supports are employed
to act as a guide to the polycarbonate beam against twisting under self-weight. The vertical supports are equipped with special
lead screw hooks for a fine leveling of the beam. Leveling of the 35 feet long beam was achieved with the help of laser level
markers and bubble indicators. The location of the transverse supports and suspension points enable flexibility to mitigate
interruptions from the bending modes of the beam. The instrumentation consists of a Labworks ET-140 shaker, Keysight
waveform generator and single axis B&K accelerometers (4507 and 4508). Single frequency excitations are applied using
the shaker at the requisite amplitudes and incident and transmitted signals are measured at the aforementioned monitoring
locations.

The NI USB 6009 DAQ in conjunction with NI LabVIEW was employed for data acquisition. A sampling rate of 24
kSamples/s collecting 24 kSamples ensured a window of 1 s on the LabVIEW acquisition. Acceleration time histories
exported to excel files are processed using Matlab to obtain the frequency spectra. In certain conditions, non-contact
measurements are made with a Polytec PDV-100 Laser Vibrometer.

The velocity of wave through the polycarbonate waveguide was obtained experimentally by recording the arrival time of
a wave in travelling across two points along the length. The experimentally deduced value of 1400 m/s correlates well with
the theoretically calculated value of 1350 m/s Table 35.1, showing a difference of 3.5%. In addition, a wavelength check
performed experimentally showed a value of 1.376 m, which is in close agreement with the theoretically established value
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Fig. 35.6 (a) Schematic depiction of the experimental setup and (b) assembled experimental setup showing various components of the system

Table 35.1 Mechanical
properties of polycarbonate
waveguide

Property Value

Elastic modulus (Pa) 2.2E9
Density (kg/m3) 1200
Bar velocity (m/s) 1.35E3a

anote that bar velocity is theo-
retically calculated using material
properties

of 1.35 m at 1 kHz. A sand boundary is enforced on the far side of the waveguide was designed to provide low-reflective
boundary condition to minimize any interference with reflections. However, unlike in the case of Smith et al. [38] where the
interacting waves were flexural and waveguide was an aluminum beam of cross-section 6.35 mm � 12.7 mm, the case at
hand is that of a longitudinal elastic wave traveling in a 6.35 mm � 101.1 mm polycarbonate plate. This reduction in the area
of contact could be a cause for the relative reduction in efficiency of this setup as seen in experiments. Given the propagation
times and measurement locations, it, however, provides a means to offset the torsional mode otherwise elicited from a free
end while providing a notably delayed and diminished reflection owing in part also to the oblique termination.
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35.5 Test Article Design

The LRAM part of the test article, as shown in Fig. 35.7 consists of an array of tip-loaded cantilever beams obtained by
removing portions of a polycarbonate plate using water-jet cutting. The dimensions were chosen keeping resonant frequency
and mass ratios of the representative 1-D system in view. The individual local resonance frequencies are experimentally
determined with the help of a laser vibrometer and the spread of obtained frequencies is shown in Fig. 35.7b.

For the NLAM part of the test article, the specified nonlinearity is realized based on varying the effective length of
cantilever beams during oscillation [39]. This variation in unsupported length is achieved by creating a supporting profile
that mimics the placing of a series of rigid support points along the length of the cantilever along the curve of the profile, as
shown in Fig. 35.8. The separation between the dynamic point of contact and the tip mass would become the effective length
of the cantilever and as the contact point moves further away from the root (closer to the tip) the effective length decreases
and hence results in the desired nonlinear hardening response.

The method of obtaining the stiffness is described in detail by Spreemann et al. [39]. A Matlab code was used to obtain the
root profile for a chosen nonlinear stiffness parameter, the algorithm for which is shown in Fig. 35.8a. Root profile obtained
for kn D 1011 as obtained from the code is illustrated in the Fig. 35.9b, showing its intersection with the beam deflection
curve without considering nonlinear effects. In the case where an integral root profile (as opposed to the present assembly)
was planned, it was imperative to ensure that intersection of curves was taken into consideration for the design. This is
because if the minimum diameter of cut offered by the tool were more than 1 mm (refer to Fig. 35.9b), the contact would not
be initiated and hence the stiffness would be but linear for the amplitude range of interest.

Fig. 35.7 (a) The LRAM test-article and (b) experimentally recorded local resonance frequencies

X

y
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a b
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Fig. 35.8 (a) Depiction of the mechanism involved in obtaining the nonlinear hardening stiffness through contact with root profile and (b) Method
of locating coordinates of the support points using beam deflection theory [39]
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Fig. 35.9 (a) Input stiffness curve with Linear and NLH force-displacement data and (b) Computed cantilever root profile for obtaining the
predefined load-displacement curve

The design demanded the addition of machined steel mass be attached as tip mass, to keep the mass ratio consistent with
the defined parameters. The steel mass was machined using CNC milling, while the polycarbonate part was cut with the
help of a waterjet. Owing to the limitation imposed by the least diameter of cut achievable by water jet (with abrasive),
the root profiles had to be fabricated separately and assembled in the unit cells after the cantilever beam arrays were cut
into the polycarbonate plate. These root profiles were printed by using selective laser sintering process and inserted into the
machined polycarbonate plate to form the NLAM test-article as shown in Fig. 35.10b. The assembled NLAM test-article
and the spread of experimentally obtained local resonance frequency are shown in Fig. 35.11. 3D contact simulations for the
cantilever beam with root profile geometries helped verify the designed nonlinear stiffness Fig. 35.12.

35.6 Results

Firstly, the LRAM test-article was assembled with the waveguide and transmissibility obtained at different frequencies of
excitation. A similar procedure was followed for the NLAM counterpart as well. An accelerometer placed 200 away from
the test-article along the direction of wave propagation was used to obtain the transmitted wave displacement histories
and a point on the shaker head is chosen to represent the incident wave displacement. Single frequency excitation applied
for a sufficient amount of time are used to ensure that a steady state is established in the setup, before recording the
accelerations. Transmissibility (D*) is calculated as the ratio of transmitted to incident displacement amplitudes at the
frequency of excitation. A transmissibility (D*) value less than 1 indicates attenuation while that equal to or above 1
represents propagation.

Next, the D* values obtained by assembling only the NLAM test article in the waveguide were plotted. There is an evident
attenuation within the theoretically predicted bandgap (600–980 Hz) at low amplitude, when nonlinearities are not triggered.
However, a peak is encountered at 800 Hz, which can be attributed to a spread in the actual local resonances. This is because
theoretical predictions assume identical local resonance frequencies for each unit cell, which is not true in the experimental
case. The high number of unit cell local resonance frequencies below 600 Hz explains the early initiation of experimental
bandgap compared to theoretical predictions.

The direction biased waveguide test-article was put together by assembling the NLAM and LRAM test-articles in series.
A procedure similar to that for the LRAM and NLAM test articles was followed to record the displacement responses and
to obtain D*. The experimental setup is similar to those modeled in simulations. In order to reverse the direction of wave
propagation, the test-article was reversed instead of the shaker location but without loss of symmetry in the waveguide
configuration. The configuration where NLAM is to the left as seen in Fig. 35.13 is chosen as a reference. Therefore, the
configuration with NLAM to the left is considered to be forward and LRAM to the left is considered reverse. In both the
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Fig. 35.10 (a) Flow chart of the routine used to obtain root profile for pre-defined nonlinearity and (b) Assembly procedure to fabricate the NLAM
test-article

directions, low and high amplitude excitations were applied at the same excitation frequency. Thus, four cases were obtained
for each frequency and the corresponding transmissibility curves are shown in Fig. 35.14. The D* values were obtained from
the average of a set of three trials and displayed a maximum deviation of 8% between successive trials.

The design of test article was based on the simulations that display an amplitude-dependent direction bias in wave
propagation for a chosen excitation frequency of ˝D ¨/!0D1.9 (¨D1140 Hz). Therefore, a harmonic wave at ˝ D 1.9
should experience attenuation along either direction at low amplitude. However, the same wave at higher amplitude
propagates while traversing along left to right direction, while at low amplitude, this wave attenuates. The fabricated test
article displayed considerable spread in frequency as compared to the design. Therefore, instead of querying at a single
frequency, a range of frequencies in the neighborhood of predicted value was utilized. The transmissibility (D*) versus
excitation frequency plots obtained from the experiments are shown in Fig. 35.14. In the vicinity of 1080 Hz, an indicative
trend can be observed. This region displays direction-bias as predicted by simulations, although at a lower frequency than
that was designed for. This provides experimental evidencefor a higher amplitude of propagation relative to the other three
cases at the same frequency indicating direction bias in propagation. A closer examination of the time signals and frequency
spectra for these cases show a 100% increase in propagated amplitude as may be expected based on the numerical study. The
displacement time histories for amplitude and direction variation are shown for comparison in Fig. 35.15.

A strong attenuation arising from the LRAM bandgap is prominent in the ‘right to left’ case. In the neighborhood of the
designed excitation frequency of 1140 Hz (˝ D 1.9), there is a minor increase in D* in accordance with the direction-bias
mechanism, however a marked direction bias is observed at a slightly lower excitation frequency of 1080 Hz. This deviation
from expected result may be attributed to the variation in actual local resonance frequencies for the design value; and the
potential difference from the idealized cubic hardening mechanism owing to contact induced effects in the actual test article.
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Fig. 35.11 (a) Fully assembled NLAM test-article, (b) spread of local resonance frequencies and (c) numerical verification of nonlinear response
of resonators

35.7 Device Implications of Inertant Acoustic Metamaterial

In order to explore the device implications of incorporating inerters, which are mechanical elements that provide a force
response proportional to the relative acceleration across them, into acoustic metamaterial configurations, their 1-dimensional
discrete element representations were investigated to ascertain their dynamic characteristics. The presence of inerters in
either the local attachments or in the host structure were considered. An effective-mass based analytical model [10] was
used to obtain the dispersion relations in The following inertant AM configurations were considered: (a) inertance in local
resonator attachment – (i) purely inertant, (ii) inertance in parallel, and (iii) Inertance in series; and (b) inertance in the host
lattice – (i) inertance in parallel (PL), and (ii) inertance in series (SL). Among these, the device implications for the parallel
and series inertant lattice cases shown in Fig. 35.16 are discussed below.

The combination of inerter and stiffness was modeled as an ‘effective stiffness’ in the configurations with inerter in lattice
for ease of parametric interpretation using the effective model. Hence, these configurations are equivalent to an LRAM
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Fig. 35.12 Comparison of experimental and theoretical transmissibility curves for the (a) LRAM and (b) NLAM test-articles demonstrating the
bandgap phenomenon

Fig. 35.13 Assembled DBWG test-article

Fig. 35.14 Transmissibility curves for the direction biased waveguide test-article (NLAM and LRAM in series) for the four cases covering both
directions and low and high amplitudes of excitation
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Fig. 35.15 Direction bias effect as observed from displacement time histories at 1080 Hz

Fig. 35.16 (a) Acoustic metamaterial with lattice structure having inerter in parallel with stiffness and (b) parallel combination of inerter and
spring modeled as (c) an effective stiffness

with ‘effective mass’ and ‘effective stiffness’. As with effective mass, the effective stiffness here is found to be frequency
dependent and can even become negative in certain frequency ranges. The ratio of the effective mass (meff ) and the effective
stiffness (keff ) is normalized to create an ‘effective lattice parameter,’ !20mPL

eff =kPL
eff which serves as an indicator of propagation

characteristics. The general form of the dispersion relation for the effective model, designated for the parallel inertant lattice
(PL) case is shown in Eq. (35.4). With lattice parameters [m1, m2, k1, k2, L] D [10, 9, 100, 10, 1], the behavior of effective
lattice parameter for two specific values of J is illustrated in Fig. 35.17. A negative value for this parameter results in a
bandgap as seen by the dispersion curves (Fig. 35.17) and relation (Eq. 35.4). Further, a positive value of this parameter
due to effective mass and stiffness being simultaneously negative, or in other words, a ‘double-negative’ region results in
propagation with negative group velocity, whereas both effective mass and effective stiffness being simultaneously positive
results in a propagation mode with positive group velocity.
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Fig. 35.17 Normalized effective lattice parameter versus normalized excitation frequency for (a) J/m1 D 1 and (b) J/m1 D 100 along with (c) real
and (d) imaginary parts of the wavenumber versus normalized excitation frequency for these cases for the parallel inertant lattice configuration

qL D ˛ C iˇ D cos�1
"
1 � mPL

eff�
2!20

2kPL
eff

#
(35.4)

By enforcing conditions to ensure continuity in the two bandgap regions, two special cases emerge. For J values of
JPL

LB D 90 and JPL
UB D 47:4, the AM has a continuous higher frequency bandgap as seen in Fig. 35.18 and hence acts as a low

pass filter for mechanical waves.
With the same lattice parameters, the series inertant configuration is studied and is found to have two special cases for

obtaining continuous bandgaps. The values of inertance (J) are the same as those obtained for the ‘PL’ case. The dispersion
curves for these two special cases (Fig. 35.19) reveals an interesting feature of this class of AM, in that they could display
ultra-low frequency bandgaps even encompassing the long wavelength limit and exhibit the potential to act as high-pass
filters for mechanical waves.

Further, it is possible to postulate a structural waveguide that acts as an almost total mechanical wave inhibitor by
cascading a tuned parallel inertant lattice (PL) and a series inertant lattice (SL) AM configurations in sequence. When a
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Fig. 35.18 Normalized effective lattice parameter versus normalized excitation frequency for (a) J/m1 D 9 and (b) J/m1 D 4.74 along with (c)
real and (d) imaginary parts of the wavenumber versus normalized excitation frequency for these cases for the parallel inertant lattice configuration

PL configuration with J/m1 D 4.74 and an SL configuration with J/m1 D 9 that are connected sequentially, the PL behaves as
a low-pass filter with�D 1 as the upper bound and the SL as a high-pass filter with lower bound of� D p

1C �21 D 1:378.
This results in an overlap in their bandgap frequency ranges. As can be seen from the plots in Fig. 35.20 for the attenuation
factor, (“) for PL and SL, the overall stop band for this device covers all excitation frequencies leading to it act as a complete
longitudinal elastic wave inhibitor. Choosing J/m1 D 4.74 for both PL and SL results in the low and high frequency bandgaps
becoming continuous at �D 1 where “ is also unbounded for the two configurations. By exploring new combinations of
inertant metamaterial configurations and tuning the inertance in the various sub-structures, the degree of attenuation over the
entire frequency range may be optimized. Also, more interesting characteristics for specialized applications may be realized.
The ability to realize such inertant acoustic metamaterials with omnipresent bandgap may result in designing materials with
the ability to absorb mechanical vibrations and shock.

The dispersion characteristic for acoustic metamaterial configurations with inerters in the local attachment or in the host
lattice shows the possibility of enriching the tunable bandgap behavior obtained in LRAMs especially for lower frequencies
without the addition massive elements. Thus inertant acoustic metamaterials could have the potential to overcome some of
the limitations of mass ratio encountered in LRAMs. This could have implications for realizing devices such as tunable
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Fig. 35.19 Normalized effective lattice parameter versus normalized excitation frequency for (a) J/m1 D 9 and (b)J/m1 D 4.74 along with (c) real
and (d) imaginary parts of the wavenumber versus normalized excitation frequency for these cases for the series inertant lattice configuration

narrow-banded low-frequency acoustic filters and high-pass filters with ultra-low frequency bandgaps that extend up to the
long wavelength limit as well as nearly total mechanical wave inhibitors. Low-pass filters with the possibility of propagation
modes having negative group velocity may be possible too.

35.8 Conclusions

Analytical, numerical and experimental investigation of nonlinear and inertant acoustic metamaterial configurations were
conducted. Using a perturbation approach, approximate dispersion curve shifts owing to the presence of cubically nonlinear
hardening and softening stiffnesses in local oscillator attachments were obtained. The predicted amplitude-dependent shifts
in bandgap frequency range were verified using discrete element model simulations. Based on the observed shifting
of propagated spectra to lower frequencies for the nonlinear hardening case, a waveguide device consisting of a tuned
combination of a locally resonant acoustic metamaterial (LRAM) and a nonlinear acoustic metamaterial (NLAM) that
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Fig. 35.20 Attenuation factors (ˇ) for the longitudinal wave inhibitor with combined parallel and series inertant lattice configurations having (a)
J/m1 D 4.74 for PL and J/m1 D 9 for SL and (b) J/m1 D 4.74 for both PL and SL. Nonzero values for ˇ indicate the occurrence of a bandgap
frequency region

displays direction biased propagation for the same excitation frequency was postulated and verified using simulations.
Further, experimental investigations conducted using a prototype direction biased waveguide test article verified the existence
and extent of bandgaps and also provide an indication of the passive direction-bias phenomenon. The nonlinear hardening
behavior for the local oscillators in the test article was achieved using contact with root profile constrains for the tip-loaded
cantilever beams. In addition, the device implications for inertant acoustic metamaterial configurations were investigated
using an effective mass model for their discrete element representations. Inerters, which are mechanical elements that provide
a force response proportional to the relative acceleration across them, deliver a dynamic mass presence much higher than their
static device mass. Structural acoustic devices that display frequency-dependent negative and even extreme effective-mass
and stiffness regimes are shown to be possible using inertant acoustic metamaterials. Passive high-pass filters with ultra-
low frequency bandgaps that extend up to the long wavelength limit realized without the use of any mechanical grounding
elements and even structural networks that can act as a nearly complete mechanical wave inhibitor are potential device
implications. It is anticipated that further research on interactive synergies between nonlinear and inertant configurations and
practical strategies to scale and fabricate them could have promise for realizing a new class of AM with enriched dynamics.
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Chapter 36
Evaluation of Stress Equilibrium in Dynamic Tests
on Agglomerated Cork

Marco Sasso, Fabrizio Sarasini, Gianluca Chiappini, Edoardo Mancini, and Jacopo Tirillò

Abstract In this work, experimental compression tests have been performed on rectangular specimens cut from a cork slab.
The tests have been performed both using a quasi-static testing machine and a Split Hopkinson Bar. The dynamic tests
revealed a high sensitivity of the material to the strain rate, with stress strain curves significantly higher than in quasi-static
condition. Given the low density of the cork, the specimen material may suffer from non-equilibrium; for this reason, a high
speed camera was used to frame acquire pictures of the sample during the deformation, which have been used to perform
DIC analyses. Indeed, inhomogeneous strain distributions were found, especially due to the low density of samples tested at
the higher speed. Moreover, the low impedance of the tested material also determines difficulties in signal synchronization
and, hence, in the correct calculation of the stress in the sample. Data from DIC analyses were then used to calculate the true
strain in different portions of the specimen and to evaluate the stress due to inertia effect.

Keywords Agglomerate cork • Hopkinson bar • Dynamic tests • DIC • High speed imaging • Inertia stress

36.1 Introduction

The Cork Oak is a three whose bark is extremely thick, useful for multiple application and when cut grow again. Cork
exhibits particular physical, chemical and mechanical behavior. Indeed, it is chemically stable and fire resistant, impervious
to liquid and gases, its mechanical behavior allows its use in sealing, packaging, insulation, vibration control and thanks to
its physical low density it is often used for applications like sound damping, weight reduction etc.

The main characteristics of cork porosity can be found in [1]; the particle density for finely grounded material was
found to range from 1400 to 1800 kg/m3. From the mechanical point of view, density and cell morphology are the key
parameters governing the material stiffness; Gibson et al. [2], considering an hexagonal cell morphology, provided formulas
for estimating the elastic modulus of cork for the axial, tangential and radial directions, with respect to vertical axis of the
tree. They also showed that the mechanical properties at large strain varies significantly on the different loading axis. Fortes
[3] studied the Poisson’s ratio, showing that it can be as high as 0.05–0.1 at small strain and tends to vanish at higher strain.

The Hopkinson bar is one the most famous apparatus for dynamic test [4]. The study of the behavior at high strain rate
of soft material, like foams, cork and rubbers, gained increasing importance in recent year, mainly because of their good
performance for crashworthiness and energy absorption; strain rate sensitivity of metallic foams [5, 6], as well as rubber
have been widely investigated [7, 8].

In low density materials, inertia effect may become important when the impact speed is high; and this phenomenon has
investigated by high speed imaging on aluminium [9] and polymeric foams [10].

The dynamic mechanical properties of cork up to large deformation is not extensively investigated, to the author
knowledge only in Gameiro et al. [11], it has been performed high strain rate tests on radial, non-radial and agglomerate
cork. About of agglomerate cork they highlighted that its mechanical behavior, in the dynamic range considered (200 s�1
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and 600 s�1), was not influenced by variation of strain rate. Instead, the dynamic plateau stress was higher than the static
one, so they conclude that agglomerates is dependent from the strain rate applied. However, the important inertia effect has
not been investigated.

In this work, experimental compression tests on rectangular specimens cut from one agglomerate cork slab have been
carried out. The tests have been performed both using a quasi-static testing machine and a direct Split Hopkinson Tension-
Compression Bar (SHTCB). Images captured by a digital camera and a fast cam have been used for a Digital Image
Correlation (DIC) to extract strain and acceleration distributions on the specimen surface and evaluate the stress due to
inertia effect.

36.2 Experimental Procedure

Samples, whose shape is shown in Fig. 36.1, have been cut from a slab of agglomerate cork, that for sake of simplicity
hereinafter is referred to as “Cork”.

The specimens have an approximately square cross section of 12 � 12 mm, which is close to the largest square that can
be inscribed into the 18 mm diameter Hopkinson bar. In order to vary the strain rate different length, 12 and 30 mm, have
been used. The detailed samples dimension, density and dynamic conditions are reported in Table 36.1.

These samples have been tested in quasi-static and dynamic conditions by a standard electromechanical machine (model
Zwick® Z050) and by an Direct Tension-Compression Hopkinson Bar developed in house [12]. An optical acquisition system
described in [13] has been used. Due to the low mechanical impedance of cork a polymeric (PET) version of the bar was
adopted, whose details on the viscoelastic properties and wave propagation analysis are discussed in [14].

During the quasi-static tests, pictures of one lateral surface of the specimens have been acquired by a digital camera
(model Pixelink® B371F), collecting about 500 images, while the force was measured by the 5kN load cell of the machine.

Fig. 36.1 Cork sample

Table 36.1 Sample data for quasi-static and dynamic tests

Sample #ID a [mm] b [mm] h [mm] Density [Kg/m3] Speed [m/s] Avg rate [1/s]

QS_1 10.9 12.1 30.1 201.0 0.03 0.001
Dyn_1 11.9 11.9 30.3 213.9 3.0 90
Dyn_2 12.10 12.2 30.3 206.9 12.0 400
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Fig. 36.2 Windowed support at Bar/Specimen interface for the optical access

The adopted Hopkinson Bar, the compression wave is generated by pre-tensioned part of the input bar until a sacrificial
disc (here made of glass fiber reinforced polyamide) fails in shear, determining the fast release of the pulling force. The
generated compression wave, travels along the input bar and reaches the specimen, which is sandwiched between the input
and transmitted bar; then, the wave is partially transmitted to the output bar, and partially reflected backwards in the input bar.
These strain waves are measured by strain gauges placed at half length of the input bar and at the beginning of the transmitted
bar. The main data of the bars are: diameter 18 mm, pretension bar length: 3 m, input bar length: 7.5 m, transmitted bar length:
4.0 m. The input pulse duration is 4 ms. The optical access to the specimen is guaranteed by the support shown in Fig. 36.2.

During the dynamic tests, one lateral surface of the samples has been framed by a high speed camera (model Photron®

SA4) with 192�128 pixel resolution at 100 kpfs.
The signals acquired by the strain gauges are post-processed in the frequency domain; the forces QF .!/ at the bars-

specimen interfaces are computed as:

8̂
ˆ̂<
ˆ̂̂:

QFI .!/ D �bAb!
2

�2 .!/
ŒQ"I .!/C Q"R .!/�

QFT .!/ D �bAb!
2

�2 .!/
Q"T .!/

(36.1)

where Ab is the cross section area of the bars, and the subscripts I and T refer to the input and transmitted bar extremity,
respectively. The velocity at the bars-specimen interfaces are computed as:

8̂
<̂
ˆ̂:

QVI .!/ D i!

� .!/
ŒQI .!/ � QR .!/�

QVT .!/ D i!

� .!/
QT .!/

(36.2)

In Eqs. (36.1 and 36.2), � (!)is the wave propagation coefficient given by
q

��b!2= QEb .i!/.
The pictures acquired during the quasi-static and dynamic tests have been post-processed by an in-house developed DIC

software. The surface heterogeneity has been used itself as a speckle pattern, without necessity of any paint spray. The
displacements of all nodes of the grid are obtained by minimizing the correlation error computed all over the current frame
with respect to the reference one [15–17].

Two typical pictures recorded by the two types of camera with the subsets discretization (60x60 and 12x12 pixels for the
quasi-static and dynamic tests) used for the image analysis are shown in Fig. 36.3. In Fig. 36.4 the calculated axial strain, at
an intermediate instant of test, is reported.
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Fig. 36.3 Samples with grid for quasi-static and dynamic test
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Fig. 36.4 Axial strain distribution maps

36.3 Inertia Stress Evaluation

The DIC analysis provided the strain and displacements distribution maps of each test. An example of temporal histories of
displacements and strain of a dynamic test (#ID Dyn_2) is shown in Fig. 36.5a and b. Each curve in different colour refers
to the average result of different rows of the grid nodes.

The acceleration is obtained from double temporal differentiation of the displacement history of each node of the subsets
grid, and can be put into relation with the inertia stress. As depicted in Fig. 36.6a for a generic time instant t, a slice of
thickness �y experiences a stress difference which equals its inertia stress ��i, according to the relation:

� .y C�y; t/ D � .y; t/C��i .y; t/ D � .y; t/ � � .y; t/ a .y; t/�y (36.3)

where � is the density and a is the axial acceleration, that cannot be considered constant here. Accordingly to [10], assuming
zero Poisson’s ratio and integrating (36.3) from a generic y* coordinate to y D L (the specimen interface with the output
bar), the temporal and spatial distribution of the inertia stresses within the specimen are calculated by Eq. (36.4).
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Fig. 36.5 Temporal histories of displacements and strain in a dynamic test

Fig. 36.6 (a) Scheme for inertia stress evaluation, (b) inertia stress distribution

� .y�/ D � .L; t/ � �0
yDLZ

yDy
�

a .y; t/ exp
��y .y; t/

�
dy (36.4)

When the integral in Eq. (36.4) is small, the specimen is in dynamic equilibrium and the usual formulas used in the SHPB
analyses provide accurate stress measure, i.e., the stress can be computed by the only transmitted force. Conversely, when
the integral is large, the stress in each transverse section of the specimen should be corrected accounting for inertia effect
using Eq. (36.3).

36.4 Results

An example of the spatial-temporal evolution of inertia stress, computed applying Eq. (36.4) to the experimental results of
specimen ID# Dyn_2, is given in Fig. 36.6b. It seen that the maximum value of inertia stress is about 0.25 MPa. Even if this
value is apparently small, actually it is definitely not negligible considering that the cork has a low strength; moreover, the
inertia stress peak takes place in the first part of the test (i.e. after 300 �s), when the axial strain and stress are still very small.
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Fig. 36.7 Dynamic Eng stress–strain curves; comparison with the quasi-static response. (a) global behavior, (b) enlargement of the small strain
region

Figure 36.7 shows the results of quasi-static and dynamic tests in term of engineering stress-strain curves for the tested
agglomerate corks. For all tests the signals synchronization and treatment has been accomplished taking into account the
viscoelastic behavior of the bars material.

These observations allow concluding that the material is very sensitive to load application rate, since the curves of the
dynamic tests are much higher than the quasi-static one. Variation of strain rate, for the dynamic range considered, have
an influence on the mechanical behavior of the agglomerates. However, no significant influence is observed within the
investigated range of strain rates in the dynamic tests (from 90 s�1 to 400 s�1).

Considering the enlargement in Fig. 36.7b, it is observed an anomalous fluctuation of the stress curve related to the test
ID# Dyn_2. This oscillations is then clearly correlated, both for intensity and instant of occurrence, to the inertia stress
represented in previous Fig. 36.6b.

36.5 Conclusions

In this work, quasi static and compression tests have been carried out on parallelepiped samples made of agglomerated cork.
The global response highlighted a relevant difference in material strength when passing from slow to fast loading rate, even
if no significant difference in strain rate sensitivity is observed between the dynamic tests. The tests have been accompanied
by DIC analysis of the specimen surfaces, which showed that the deformation fields are not homogeneous. Moreover, from
temporal differentiation of the reconstructed displacements, it was possible to evaluate the acceleration and, hence, the inertia
stress distribution within the samples; it was found that the amplitude of the inertia stress is comparable to the fluctuations
observed in the stress-strain curve related to the fastest test.
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Chapter 37
High Strain Rate Induced Phase Transition of Polymer

G. Montella and C. M. Roland

Abstract In this study we report on the uniaxial compression stress-strain behavior of a representative polymer at a strain
rate over which the material undergoes a viscoelastic phase transition. This means that the frequency of its segmental
dynamics correspond to the loading frequency. This resonance condition results in large energy absorption, accounting for
much of the enhanced impact resistance of polymer coated structures. The transition in the stress-strain behavior as strain rate
increase is hard to characterize due to experimental limitations in accessing the full range of strain rates; herein a polymer
with a higher Tg is used to overcome this issue. The temperature history of the specimen has been monitored during the
experiment duration in order to quantify the temperature rise due to adiabatic conditions during loading. That is, we want to
address the question of where does the energy go when a polymer-coated hard substrate is impact loaded.

Keywords High strain rate tests • Glass transition • Polymers • Energy dissipation • Temperature measurements

37.1 Experimental Procedure

1,2 polybutadiene (PBD) disks with average diameter of 8 mm and thickness of 1 mm were punched out of a plate. A T-type
(copper-constantan) thermocouple was placed between two PBD disks, which were then pressed together. Following this
procedure the thermocouple junction falls at the center of a 2 mm thick and 8 mm diameter specimen. The thermocouple
wire was 0.075 mm in diameter and its output was recorded using an oscilloscope. According to Rabin and Rittel [1] the
thermal diffusivity of the thermocouple is required to be at least one order of magnitude higher than that of the measured
body in order to obtain useful results, this assumption is particularly valid for polymers. Here the absence of time lag in the
thermocouple signal confirms the validity of the temperature measurements.

The specimens described above were loaded by means of a standard Kolsky apparatus [2] where bars are made of 6061-T6
aluminum with a diameter of 15.9 mm and a specific acoustic impedance measured to be to 16.9 ˙ 1 MRayl at 1 MHz. The
incident and transmission bars had a common length of 1830 mm; the striker bar was 304 mm long. An annealed copper
disk was employed to shape the incident pulse and allow a more gradual rise in the applied stress. The sample geometry is
chosen to minimize inertial effects and friction between the sample and bars. Silicone lubricant was applied to the faces to
ensure slippage and no bulging of the sample was observed during high speed camera recording of the test. Comparison of
the forces applied on both sides of the specimen showed in each case that the assumption of homogeneous deformations was
reasonable. In addition to the above setup a controlled temperature chamber was built and fitted to the Kolsky bar to allow to
test the material at different temperature (Fig. 37.1).
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Fig. 37.1 Kolsky bar setup with a temperature controlled chamber

Fig. 37.2 Stress vs Strain curves for 1, 2 PBD at different temperature at 3500 s�1

37.2 Results and Discussion

Performing measurements of polymer behavior at high rates can be challenging, and the very properties which make them
useful contribute to this challenge. Over a given range of temperatures and rates, a single polymer may exhibit a wide range
of mechanical responses, from rubbery to ductile plastic to brittle.

The shape of the stress–strain curve for the PBD at different temperatures is shown in Fig. 37.2, it exhibits an “N” shape
with a temperature dependent yield stress, post yielding strain softening followed by post yield strain hardening. The yield
strength increases with decreasing temperature.

Due to the short time duration of the tests (ca. 200 �s) the heat loss due to convection is negligible and adiabatic conditions
can be considered [3]. The adiabatic temperature changes for the measurements are shown in Fig. 37.3. The temperature
increase at 5 ıC was ca. 7 ıC, which is about five times larger than the temperature rise (Š1.5 ıC) at the same strain rate
at 40 ıC. This is mainly connected to the greater dissipation due to the dramatically higher yield stress at 5 ıC (45 MPa)
compared to the yield stress (2.5 MPa) at 40 ıC.

Interestingly to see that the largest temperature increase (16 ıC) was recorded during the tests at 20 ıC. This is due to the
fact that the polymer used in this study has a Tg of about 1.5 ıC, due to its high vinyl content, for this reason the segmental
dynamics at 20 ıC is in the same order magnitude of the strain rate during the tests. As expected, in this case, other dissipation
mechanisms are activated [4]. It is well known that the glass transition zone is associated with the largest energy dissipation
achievable with a rubbery polymer. Further studies on this matter will help understand the mechanism governing ballistic
impact where glass transition phenomena may be the reason for enhanced impact resistance of polymer coated structures.



37 High Strain Rate Induced Phase Transition of Polymer 245

Fig. 37.3 True stress vs True strain and temperature time history during compression at 3500 s�1. (a) 5ıC, (b) 20ıC, (c) 40ıC
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